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Editorial on the Research Topic

Responsible Digital Health

The growing concern over the ethical implications of digital technology used for health has been
amplified by the emergency deployment of technologies in an effort to manage a global pandemic.
These events have placed even greater urgency on the need for attention to ethical impacts and
value fulfillment, and on the need for advances in responsible digital health research and practice.

Furthermore, given that healthcare practitioners are expected to abide by ethical principles that
protect the rights and welfare of their patients, we believe that the technologies functioning as
tools and agents of well-being and healthcare provision, should be held to the same account. And
indeed, an increasing number of researchers are working to ensure that they are. But in order to
make progress toward more responsible practice within digital health, we need more systematic
approaches, more research into the ethical implications of digital technology use for health, and
more guiding examples of responsible practice in this area. The research article collection described
herein responds directly to this need.

For the purposes of selection for this special topic, we considered “Responsible Digital Health”
to include any intentional systematic effort designed to increase the likelihood of a digital health
technology developed through ethical decision making, being socially responsible and aligned with
the values and well-being of those impacted by it.

The papers included reflect a number of angles on the topic and reveal research insights on:
issues of equity (who gets to be healthy?), the impact of modality (the unique promises and
risks of particular technologies, such as chatbots) and the need for process (including frameworks,
guidelines and approaches that can contribute to systematic and replicable best practice).

EQUITY—WHO GETS TO BE HEALTHY?

Digital health often has the potential to particularly serve vulnerable populations, so preventing
these technologies from doing harm is both a critical research problem and a moral obligation
facing designers and technologists. Protecting and empowering the people who use digital health
technologies often requires users’ involvement in design, as well as addressing issues of autonomy-
support, justice, and equitable access. Faber et al. address these issues in both topic and method
in “Attitudes toward health, healthcare, and eHealth of people with a low socioeconomic status:
a community-based participatory approach.” Through a participatory approach, the authors
explored the attitudes in low Socio-Economic Status (SES) communities toward health, healthcare,
and ehealth interventions. Their findings highlight that negative health attitudes are complex and
underlined by a range of attitudes like encumbered toward health, feeling disadvantaged within
healthcare, and hesitance toward eHealth adoption.

4

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://doi.org/10.3389/fdgth.2021.841477
http://crossmark.crossref.org/dialog/?doi=10.3389/fdgth.2021.841477&domain=pdf&date_stamp=2022-01-21
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:naseem.ahmadpour@sydney.edu.au
https://doi.org/10.3389/fdgth.2021.841477
https://www.frontiersin.org/articles/10.3389/fdgth.2021.841477/full
https://www.frontiersin.org/research-topics/15537/responsible-digital-health
https://doi.org/10.3389/fdgth.2021.690182


Ahmadpour et al. Editorial: Responsible Digital Health

Moreover, there are challenges and opportunities particular to
young people with respect to digital health. Wies et al. report on a
scoping review that they conducted in order tomap the landscape
of emerging ethical challenges related to this dually vulnerable
population. Their paper “Digital Mental Health for Young
People: A Scoping Review of Ethical Promises and Challenges”
reveals both the significant promises for youth mental health
(e.g., reducing stigma and suffering, while improving access and
well-being) as well as the real challenges in delivering on these.
They argue that some of the ethical challenges that are raised
around the use of digital health devices, such as challenges
related to privacy, equality of access, and patient autonomy,
may be exacerbated when used by adolescents, as youth are
particularly vulnerable and are often below the age of consent for
medical treatments.

Similarly, additional reviews within the mental health space
provide evidence for both efficacy and for gaps with ethical
implications. For example, in a review of the landscape of mobile
apps for digital mental health in Spanish, Oñate Muñoz et al.
reveal that, while thoughtfully designed apps could hold the key
for reducingmental health disparities among Spanish-speakers in
the United States, currently available technologies are inadequate.

MODALITY—TECHNOLOGY ITSELF

MATTERS

Digital health technologies encompass the full gamut of
modalities, from apps and wearables to data-driven tracking
systems, robotic caregivers, telemedicine, Virtual/Augmented
Reality (VR/AR), and chatbots. Therefore, research is needed
that identifies the ethical implications specific to the use of these
different technological approaches for health.

Christoforakos et al. interrogate the impacts of the
anthropomorphisation of conversational chatbots on aspects
of human experience such as a sense of connectedness with
the bot, and implications for human-human interaction. While
they found that both regular interaction with the chatbot and
a design that facilitates perceptions of anthropomorphism and
social presence can foster feelings of social connectedness,
they emphasize that the decision to use anthropomorphic
technologies should be taken responsibly and may be
context dependent.

Vilaza and McCashin provide further insight into chatbot
use in their paper, “Is the Automation of Digital Mental
Health Ethical? Applying an Ethical Framework to Chatbots
for Cognitive Behavior Therapy.” They argue that ethical
thinking should be at the core of Artificial Intelligence Cognitive
Behavioral Therapy (AI-CBT) design, research and policy, and
they also provide a critical overview and framework for assessing
the ethical automation of digital mental health therapy.

Roossien et al. shed light on the pros and cons of sensor
and intervention technologies for workplace health promotion,
in their paper, “Ethics in Design and Implementation of
Technologies for Workplace Health Promotion: a Call for
Discussion” Through reviewing two cases, they investigated
ethical issues, particularly privacy and autonomy, in relation to
health technologies for aging workers and draw on challenges

of developing and implementing technologies for an aging
workforce. The findings reveal how sensors and interventions,
so commonly applied to health promotion, can pose significant
threats to the autonomy and privacy of workers. Tomitigate these
consequences, Roossien et al. propose careful consideration of
diverse values and perceptions, and to situate those within the
responsibilities of workers and employers at the workplace.

Finally, van Lotringen et al. target the affordances and
limitations of text. Their paper, “Responsible Relations: A
Systematic Scoping Review of the Therapeutic Alliance in
Text-Based Digital Psychotherapy” investigates whether
important qualities of the therapist-client relationship can
be effectively preserved within the constraints of text-only
conversational environments.

PROCESS—SYSTEMATIC, RIGOROUS,

AND REPLICABLE

To create digital health responsibly, we need evidence-
based principles, methods, and processes for anticipating and
addressing the ethical impacts that technologies have on
individuals and society. These often include impacts on core
values and rights, such as well-being, autonomy, privacy,
and justice.

For example, in “Designing Informed Consent for Digital
Health Research: Applying the Digital Health Checklist and
Readability Tools to Support Accessible Content,” authors
Nebeker et al. provide practical guidance and tools for improving
informed consent for digital health research. The work of
Vilaza and McCashin, mentioned above, also includes an ethical
framework for assessing the use of automation for the delivery of
online cognitive behavioral therapy.

While frameworks and standardized processes are arguably
critical to efforts toward responsible digital health, we should not
let the clarity they provide obscure the complexity of the issues
involved. For example, in “FromGeneral Principles to Procedural
Values: Responsible Digital Health Meets Public Health Ethics,
Nyrup proposes a move away from “principlist” approaches to
a procedural approach, as modeled by the “accountability for
reasonableness” (A4R) approach that has been influential in
public health ethics. Nyrup argues that procedural approaches
can overcome some of the commonly pointed out limitations of
principlist approaches, for example, by highlighting rather than
masking disagreements and by providing guidance on how to
resolve trade-offs between different competing values.

Furthermore, in the paper by Roossien et al. (2021) mentioned
above, the authors lead with an acknowledgment that the ethical
implications of workplace health represent “a neglected topic
and such a complex field of study that we cannot come up with
solutions easily or quickly.” Their study is presented, not as an
answer, but as a call for discussion. They also demonstrate a
context-specific approach to investigating the ethics of workplace
health interventions and argue that values such as privacy and
autonomy cannot be isolated from other contextual elements as
there is an inescapable “interplay between these values, the work
context, and the responsibilities of workers and employers.”
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CONCLUSION

The work collected for this Research Topic presents current
research insights, methods, tools, and examples of best practices
that can inform responsible innovation and ethical practice
in the design of digital health. It shows that while we are
far from completely understanding how to responsibly design
digital health services and technologies, we have an active and
multidisciplinary community that can work together to advance
knowledge on a responsible and sustainable future for our health
and healthcare systems. To that end, we call upon researchers
to engage in active discussion to enhance the diversity of views
in digital health (both among researchers and those represented
through research). Additionally, the complexity of researching
ethics in digital health suggests there is a need for effective
collaboration across disciplines to bring plurality to research
and practice. The diversity of disciplines represented in this
collection, ranging from design, human-computer interaction,
philosophy, medicine and more, demonstrates a promising
potential. We hope to see more collaborations across disciplines
in the future.
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Language differences between patients and providers remains a barrier to accessing

health care, especially mental health services. One potential solution to reduce inequities

for patients that speak different languages and improve their access to care is through the

delivery of healthcare through mobile technology. Given that the Latinx community serves

as the largest ethnic minority in the United States, this two-phased review examines

Spanish app development, feasibility and efficacy. Phase 1 explored the commercial

marketplace for apps available in Spanish, while phase 2 involved a literature review

of published research centered around the creation, functions, and usability of these

apps using the PubMed and Google Scholar electronic databases. Of the apps available

on the database, only 14.5% of them had Spanish operability. The literature search

uncovered 629 results, of which 12 research articles that tested or described 10 apps

met the inclusion criteria. Of the 10 apps studied in this literature review, only four

apps were translated to Spanish. Our study reveals that despite increasing interest in

Spanish-language apps to address mental health, the commercial marketplace is not

currently meeting the demand.

Keywords: mHealth, culture, Spanish, apps, technology

INTRODUCTION

Latinos are the largest ethnic minority in the United States and currently account for 18.5% of the
US population (1). It is estimated that 21.3% or nearly 13 million Latinx individuals have at least
one mental illness (1, 2). Yet, despite the great need for assessment and treatment of mental health
illness in the Latinx population, data shows that only 9.6% of them accessed any mental health
services (2). There is a growing body of literature that highlights the barriers to accessing mental
health care, which includes low rates of insurance coverage, legal status, stigma, and socioeconomic
factors. Language is a salient factor in accessing mental health care services. A study in 2013
showed that 32% or 15.7 million Latinx individuals report speaking English less than “very well.”
(3) Language differences between patients and providers have been shown to be detrimental for
effective communication, which can lead to lower quality of care, and poorer outcomes (4, 5). The
imbalance between demand and supply is aggravated by the fact that only an estimated 4.0% of
psychiatrists are Latinx (6).

7

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://doi.org/10.3389/fdgth.2021.615366
http://crossmark.crossref.org/dialog/?doi=10.3389/fdgth.2021.615366&domain=pdf&date_stamp=2021-02-15
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:Jtorous@bidmc.harvard.edu
https://doi.org/10.3389/fdgth.2021.615366
https://www.frontiersin.org/articles/10.3389/fdgth.2021.615366/full


Muñoz et al. Spanish Language Mental Health Apps

One potential solution to reduce inequities for Spanish-
speaking patients and improve access to care is through the
delivery of healthcare through mobile health care (mHealth).
Through the use of apps via mobile devices, patients can access
a wealth of resources to improve their mental health. This change
requires both access to a smartphone with internet capabilities
and a desire of Latinx to use mHealth; both are true today.
Research shows that 80% of Latinx individuals have access to the
internet via a mobile device, thus making delivery of mHealth
feasible (7, 8). Latinx individuals want mHealth as demonstrated
in a 2016 study where over 85% of participants reported interest
in usingmobile apps to improve their health and at least a quarter
stated they would use a mobile app for mental wellness (9).

Despite the demand for more mHealth for Spanish-speaking
populations, it is unclear whether the commercial marketplace
has met the increasing need and the extent of published
literature on Spanish app development, feasibility and efficacy
are unknown. The objectives of this U.S. app store marketplace
and literature review are to in phase (1) review the number
and characteristics of Spanish mental health apps available on
the commercial market; in phase (2) review existing literature
on the development, translation, and cultural adaptation of
mental health apps to Spanish-language/culture as well as the
feasibility and efficacy of these apps in the Spanish-speaking
population; (3) synthesize the results from the first two phases
to identify key challenges, opportunities, and recommendations
for development, translation, and cultural adaptation of Spanish-
language mental health apps.

METHODS

Phase 1
This review was conducted in two phases. Phase 1 involved
searching a database of commercial market for apps available
in Spanish, while phase 2 consisted of a literature review of
published research centered around the creation, functions, and
usability of these apps. To determine the commercial market’s
availability of mental health apps in Spanish, we utilized the
Mobile Health Index andNavigation (MIND) database published
by The Division of Digital Psychiatry at BIDMC (available
at apps.digitalpsych.org). The database currently reports the
existence of 220 mental health apps in the commercial market
and collects data on 105 objective questions set forth by the APA
for each registered mental health app. It is a useful resource
for this phase as it is the largest database of mental health
apps supported by peer reviewed evidence, publicly accessible,
and allows users to filter through apps based on personal
preferences and priorities (10). We utilized this database and
filtered results by “Spanish Functionality” to find all the apps
that are currently available in Spanish and collected basic
characteristics of these apps, including platform availabilities,
supported conditions, engagement features, connection to other
services, and supporting study availability, see Table 1.

Abbreviations: mHealth, mobile health care; apps, mobile applications; AOD,

alcohol and other drug use.

TABLE 1 | Characteristics of mental health mobile apps in Spanish.

Characteristic n %

Number of Apps 32 100%

Platforms iOS 31 96.9%

Android 27 84.4%

Companion

website for App

8 25.0%

Supported

conditions

Stress & anxiety 16 50.0%

Mood disorders 14 43.8%

Sleep 9 28.1%

Phobias 6 18.8%

Eating disorders 6 18.8%

OCD 5 15.6%

Personality

disorders

5 15.6%

Schizophrenia 4 12.5%

Engagement Audio/music/scripts 16 50.0%

Gamification 14 43.8%

Videos 9 28.1%

Connection to other

services

Link to formal

care/coaching

10 31.3%

Crisis

management

feature

8 25.0%

Phase 2
To understand the current state of mental health apps in Spanish,
we created a searchable question to identify Spanish-language
app development, feasibility, and efficacy. The developed
search strategy was conducted on two electronic databases:
PubMed and Google Scholar. Major themes searched included
Spanish, Spanish-language, Spanish-speaking, Hispanic, and
Latinx combined with health and mental health synonyms.
This was joined to a list of applicable terms for the type of
technology utilized, including mobile devices, smartphones, and
apps. Given the fast-paced changes in technology, only articles
published after January 2015 were included. To be included,
papers had to meet the following criteria: (1) feature a Spanish-
language mobile app, (2) describe the development, feasibility,
or interventional approach of a mobile app, and (3) the app
must address at least one mental health disorder including,
but not limited to depression, anxiety, substance use disorder,
and/or eating disorders. Articles were excluded if (1) published
before January 2015, and (2) app does not address any mental
health disorders.

The search revealed 629 articles. A review of the 629
citations/abstracts was conducted manually. The full text was
considered for papers with abstracts unavailable. This initial
screening resulted in 49 articles that met the preliminary
inclusion criteria. A snowball approach was used to ensure the
literature search was comprehensive. This involved reviewing
papers that cited the 49 articles, searching for previous papers
written by the lead authors, and utilizing the “related articles”
feature on each database. Following a full-text review of the final
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set of papers, 12 met the comprehensive criteria and are reviewed
here. There are no conflicts of interest identified by the authors of
this study. All authors certify responsibility for the manuscript.

RESULTS

Phase 1
A review of the Division of Digital Psychiatry’s mHealtgh App
Navigation Database (MIND) revealed that of 220 mental health
apps available on the commercial market, 32 (14.5%) offer
Spanish operability (10). Of these, 31 (96.9%) are available
on iOS and 27 (84.4%) are available on Android. The most
common supported conditions were stress and anxiety (n = 16,
50.0%) and mood disorders (n = 14, 43.8%). Significant overlap
was noted with 12 (37.5%) apps supporting both mood and
stress and anxiety conditions. Of the 32 apps, 10 (31.3%) have
supporting studies published (11–32). However, a review of these
studies revealed that none of them focused on Spanish-speaking
populations. Further, none of the apps on the marketplace found
in Phase 1 were found in the app mentioned in the literature
review of Phase 2 as outlined below.Table 1 summarizes themost
salient characteristics of these apps.

Phase 2
The literature search revealed 12 research articles that tested
or described 10 apps. Among the 10 apps, only four distinct
mental health disorders were addressed. Of the 12 articles, six
described app development and/or cultural adaptation, three
studied feasibility, and three described interventional studies.
Most articles (n= 8, 66.7%) focused on Spanish-speaking Latino
adults in the United States. The rest of the articles focused on
Spanish-speaking individuals in Peru, Colombia, and Australia.
Of the 10 apps described or studied, half (n = 5, 50.0%) aimed
to address depressive symptoms. Table 2 displays the article
and app characteristics including articles’ research design and
study population, as well as the apps’ supported conditions. Of
note, control apps not studied or reported on were not analyzed
in Table 2.

App Development Protocol

The ¡Aptívate! app utilizes Brief Behavioral Activation (BBA)
to address depressive symptoms by emphasizing that behaviors
can influence mood and encourages participants to complete
activities that align with self-selected values. To create this
app, researchers started with the English app “Moodivate” and
translated the app interface into Spanish utilizing a back-
translation approach with the help of bilingual translators.
Given that the app has patients self-select values and activities,
cultural adaptation was not deemed necessary. However, the
psychoeducation component of the app was carefully designed
to avoid stigma in this population by de-emphasizing depressive
symptoms as internal flaws and emphasizing the lack of
environmental rewards as the etiology (33).

The Mental Health eClinic (MHeC) app was developed to
address a broad range of mental health concerns and includes
a triage system for those needing urgent help. The app was
developed utilizing a participatory design methodology for

TABLE 2 | Summary metrics of studies on mental health apps in Spanish.

Studies %

Journal article characteristics (n = 12)

Research design App development

protocol

6 (33–38) 50.0%

Feasibility 3 (39–41) 25.0%

Interventional 3 (42–44) 25.0%

Study Population US

Spanish-Speaking

Latinos

8 (33, 36–38, 40, 42–44) 66.7%

Peru 2 (39, 41) 16.7%

Colombia 1 (34) 8.3%

Australian

Spanish-Speaking

Latinos

1 (35) 8.3%

App characteristics (n = 10)

Mental health disorder

addressed by the App

Depression 5 (33, 39–42, 44) 50.0%

Substance use

disorder

3 (36, 38, 43) 30.0%

General mental

health & emergency

services

1 (34, 35) 10.0%

Eating disorders 1 (37) 10.0%

Spanish-speaking youth in two different settings: international
students in Australia and native youth in Colombia (34, 35). In a
participatory design, stakeholders including patients, supportive
others, and healthcare professionals provide their input in all six
phases of app development. In both settings, all developmental
phases that directly involved stakeholders were conducted in
Spanish, eliminating the need for translation. In Australia,
cultural adaptation included changing of the language question
to specify Spanish dialects, changing the ethnicity question to
reflect indigenous populations, and after initial disagreement,
adoption the informal “tú” throughout the app (35). In
Colombia, cultural adaptation included incorporating family
structure and support networks, establishing credibility through
university, health service provider, and community organization
collaboration, and given the country’s characteristics
screening for economic stability, food security, and violence
exposure (34).

The Automated Bilingual Computerized Alcohol Screening
and Intervention (AB-CASI) mobile app was developed as the
Spanish version of the emergency department-based alcohol
screening, brief intervention, and referral to treatment (ED-
SBIRT) program (36). The goal of the app is to address alcohol
use disorders in Spanish without requiring extensive human
resources, such as translators, in the emergency department. To
culturally adapt this app, the researchers utilized user-centered
design through design, development, and evaluation of app
prototypes. This methodology ensures that stakeholders, namely
patients and professionals, are involved in the development
process. This app also addresses literacy issues through text-to-
speech, which was found to be crucial for culturally adapting
the app. Text to speech apps transform written text into audio.
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Researchers ultimately chose a Text-To-Speech app to help with
this process. Additionally, this work emphasizes that beyond
translation and cultural adaptation, it is necessary to adapt
health apps to the context in which they will be used. In this
instance, the app had to be designed for use in an emergency
department, therefore the app must have capability to save
progress and start/stop/pause.

The Ecological Momentary Assessment (EMA) app was
created to understand unhealthy eating and weight control
behaviors of Mexican American women with low literacy (37).
The app aims to collect information on these activities repeatedly
in its natural context without having to rely on memory. Original
studies of this app were geared toward college-enrolled women,
but in contrast this study focused on women with low health
literacy, requiring a shift from written components to pictures,
icons, and sound features. App development was achieved by
utilizing a user-centered methodology which involved the end-
users at all four stages of development. Through this work,
researchers found that: (1) text-to-icon translation (words are
translated into images) was more complex than anticipated given
the discrepancy in definitions of unhealthy eating behaviors
between participants and researchers; (2) participants described
forms of weight control products as opposed to their intended
effects (ex: diet pill as opposed to laxative); (3) icons were found
to be too complex to use to collect context and mood, therefore
this component was not included in the final app.

Finally, Muñoz et al. submitted a study protocol for the
design, development, and evaluation of the San Francisco Stop
Smoking app which aims to help Latinos stop smoking (38).
Although results of this study are pending, the protocol describes
the human-centered methodology utilized to create this app.
To achieve cultural adaptation, the first phase of development
will require field observations of potential app users. These
observations will give researchers first-hand information about
how Latinos use their phones, how they interact with apps, and
ultimately help researchers understand what app features might
best serve the end-users. Researchers will also conduct workshops
with Spanish speaking patient in which they will design an ideal
app. This will also give researchers direct feedback on specific
features that might be needed for the app to work for Spanish-
speakers trying to quit smoking.

Feasibility

CONEMO is a nurse-supported app that utilizes behavioral
activation to reduce depressive symptoms in patients with
diabetes, hypertension, or both (39). The study by Lena Brandt
et al. combines two feasibility pilot studies conducted in Lima,
Peru to test the feasibility of: (1) implementing the app in
two healthcare systems in Peru; (2) scaling up the app-based
intervention. The study had 29 participants (mean age 60) utilize
the app for 6 weeks, receiving three sessions per week. Semi-
structured interviews revealed the app provided several health
benefits, including reduction of stress and increase in motivation,
and the majority were satisfied with the app. One major
barrier was usability, with at least 72% of participants reporting
some difficulties in using the app, though these subsided with
longer use, and self-reported adherence was 50%. Participants

also suggested the addition of audio. The study employed six
nurses to support patients with app use and semi-structured
interviews revealed that although they felt this was an innovative
and helpful intervention, integration of CONEMO and daily
responsibilities was challenging. Overall, CONEMO was found
to be a feasible intervention.

CONEMO researchers also performed a composite study
comprised of two pilot studies in Lima, Peru and one pilot
study in São Paulo, Brazil with the dual goal of exploring the
effectiveness of the CONEMO app and the feasibility to conduct
a large randomized-control trial (39). The study enrolled 66
participants across the three sites. Data was collected actively:
patients filled out a baseline PHQ-9, were then given access to
CONEMO for 6 weeks, and filled a post-intervention PHQ-9, as
well as passively: CONEMO system collected information such as
sessions accessed andmissed and interval between session access.
Results of this study showed a general decrease in depressive
symptoms based on decreasing PHQ-9 scores in 65–87% of
participants, depending on the site, and a reduction in levels
of functional disability. Challenges of this interventional study
included difficulty with recruitment given that many patients
were unable to read or write and a decline in session access over
the course of the study.

Pratap et al. conducted a 3 month study to assess the
feasibility of conducting a fully remote randomized controlled
trial to screen for, assess, and treat depression in Latino
individuals utilizing one of three apps to improve depressive
symptoms: (1) EVO which uses therapeutic games, (2) iPST
which employs psychotherapy principles, and (3) HTips which
suggests mindfulness and behavioral exercises (40). The three
apps were translated from English to Spanish by native Spanish
speakers and professionals at Babble-on. The study enrolled
1,180 participants, but only 359 participated. Overall, feasibility
of using mobile apps to remotely assess and treat depression
was confirmed although the major challenges included a quick
decline in app engagement and the higher cost and effort
necessary to recruit Hispanic participants compared to non-
Hispanic participants.

Intervention

Based on their feasibility findings, Pratap et al. then conducted
a 3 month remote interventional study to compare recruitment
and engagement of Hispanic and non-Hispanic participants and
to compare treatment outcomes when participants utilized one
of three apps: EVO, iPST, and HTips (42). The study remotely
recruited and enrolled 1,020 participants, 389 of whom were
Latino and 637 of whom were non-Latino. Participants were
randomized to use one of the three apps for 3 months and
PHQ-9 scores were collected at baseline and every week for the
duration of the study. The study showed that PHQ-9 scores and
self-reported disability scores decreased throughout the study
without differences in recovery between Hispanics and non-
Hispanics or by app used. The major challenges continued to
be engagement, with Hispanic participants stopping the study
nearly 2 weeks earlier than their counterparts and the high cost,
high effort of enrolling Hispanic participants.
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In this second interventional study (44), participants were
recruited locally and nationally and randomized to one of three
conditions for 8 weeks to address depressive symptoms: (1)
¡Aptívate! an app that uses behavioral activation, (2) iCouch
which uses cognitive behavioral principles, and (3) treatment
as usual, no app. The goals were to understand feasibility
and efficacy of the ¡Aptívate! app. A total of 42 participants
were enrolled (n = 22 ¡Aptívate!, n = 9 iCouch, n = 11
no app) and they self-reported app usage and completed the
Spanish language Beck Depression Inventory-II (BDI-II) weekly.
¡Aptívate! is a self-help-based app and iCouch offers CBT. Results
demonstrated lower depressive symptoms over time in those
using the ¡Aptívate! app compared to treatment as usual, but no
significant differences were found between ¡Aptívate! users and
iCouch or between iCouch and treatment as usual. Challenges
in this study included difficulties with local recruitment in South
Carolina, although app engagement was higher in this group
compared to nationally recruited participants.

In the third interventional study, researchers aimed to
examine themental health outcomes for Latinx Spanish-speaking
patients with alcohol and other drug use (AOD) disorders with
use of the CASA-CHESS mobile app for 8 weeks (43). This app
was designed by translating and culturally adapting the theory-
informed A-CHESS app into Spanish. The study enrolled 79
participants who were post-residential treatment for AOD, given
a phone with the app, and followed for 6 months. Results show
AOD symptoms for those that used the app for 4 months or
longer were more stable with less use of illicit drugs, lower
depressive and anxiety symptoms at 6 months compared to those
who used the app for <4 months. Overall, this interventional
study showed that an app can be an effective tool to provide
continuity care for Spanish-speaking Latinos post-residential
treatment. A major limitation of this work is the lack of app
control or comparison group.

DISCUSSION

This review of the commercial market shows that there are many
mental health apps available, but only a limited amount (14.5%)
are offered in Spanish and none have conducted effectiveness
studies with Spanish-speaking individuals. This problem is not
unique to mental health apps. A study on apps for diabetes
shows promise as it found that 30% (28/92) on the Android
and Apple stores were in Spanish. However, when researchers
investigated the Spanish readability of these apps, they found it
was well above recommended reading levels, essentially making
them inaccessible to many end-users (45). Although apps in
Spanish may be growing in number, app developers must ensure
that future apps are customizable, usable, and effective for the
end-user populations.

Of the 10 apps studied in this literature review, only 4
apps (EVO, iPST, HTips, ¡Aptívate!) were translated (33, 42).
This is likely as the others were developed in collaboration
with Spanish speakers from their inception. However, Spanish-
speakers in the United States are of course themselves diverse

and thus cultural adaptation of apps must also consider: (1) end-
user characteristics including nationality, locality, dialect, literacy
level, socioeconomic status, (2) end-users’ understanding of
targeted conditions and associated stigmas, and (3) environments
in which apps will be used and customizable features responsive
to those environments. Of course, in many countries Spanish
speakers are the majority and unique considerations for each
culture, region, and clinical need must be considered.

User-centered design can help address most aspects of
translation and cultural adaptation during the development
phase, but it also requires intensive efforts and heavy upfront
investment in recruitment, data collection, and usability testing.
Another technique to achieve these goals is the utilization
of cultural brokers to culturally adapt apps, as in the case
of “Visit Planner,” an app aimed at helping Spanish-speaking
patients prepare for their primary care appointments (46).
However, this methodology could still prove challenging
in some communities where cultural brokers may are not
easily identifiable. Community collaboration and trust may
be necessary preconditions to access and work with these
individuals. Overall, the literature shows that translation is
necessary, but not sufficient to guarantee the usability and
effectiveness of an app. Developers and researchers should aim
to use user-centered development techniques when possible, but
more work on viable alternatives that require less investment for
app translation and cultural adaptation are needed.

Feasibility studies have demonstrated that it is possible to
implement mental health apps to treat depressive symptoms
in Spanish-speaking patients in different healthcare systems
and that it is possible to conduct studies that enroll large
numbers of Spanish-speaking patients, even when done remotely.
However, we interpret these studies show there are three major
barriers researchers have to contend with: (1) quick decline in
app engagement, (2) app usability for some segments of the
population, and (3) Increased expense and labor required to
recruit Spanish-speaking participants.

User-centered design has been utilized as a method to
empower potential end-users to contribute to app development
and thus try to counteract usability and engagement concerns
(25). The three feasibility studies discussed in this review did
not describe the use of a user-centered design which may have
contributed to a quick decline in app engagement. However,
the studies also show that to counter engagement issues, app
use should be paired with primary care, be accompanied by
supportive nursing, or include features that help patients connect
to mental health services. Nursing or other support staff, such a
promotoras, can also help address usability issues in populations
who may need extra technical help. Recruitment challenges may
be multifaceted and may therefore require dynamic solutions.
Work by Stuart Winter et al. describe best practices for
including minorities in research including improving incentives,
partnering with key community organizations, understanding
the most used and effective methods of communication,
addressing issues of distrust, and adding cultural brokers to the
research team (26). Further work is needed to assess optimal
incentives for Spanish-speaking populations and identify barriers
to engagement in remote mental health studies.
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Early data from interventional studies identified in this
review demonstrate that mental health apps in Spanish may be
effective tools to assess and treat depressive symptoms and help
patients remain stable post-residential treatment for alcohol and
AOD. Though the published literature on intervention studies
is nascent, they show promising evidence that mobile health
interventions can be successful for Spanish-speaking patients.
This is particularly important given that these interventions
will improve access to care for many patients in their native
language, address the stigma associated with mental health
conditions, and ultimately help close the gap on mental health
disparities for Spanish-speaking patients. However, in the past
5 years few studies in the literature have appeared that more
work needs to be done to increase research in this area. More
apps need to be translated, culturally adapted and tested for
feasibility and usability. Future efforts for the 32 apps available
in Spanish identified in the market review should involve testing
their effectiveness in this population. From these investigations,
simple guidelines could be created to help patients, primary
care providers, and/or mental health providers select the most
appropriate app for each individual based on their characteristics,
health literacy level, environment of use, personal preferences,
and mental health condition.

Although the number of mental health apps available in
Spanish is growing, translation of these apps alone may not
be enough to improve access to these tools. A recent study of
Medicare patients suggests that 38% of Spanish speakers do not
have access to a smartphone with a data plan for wireless internet,
precluding app use for many (27). A less visible but prevalent
barrier to access is the lack of comfort with technology. The
digital divide related to access to smartphones has also evolved
into a lack of digital skills to navigate technology (28). Thus,
Spanish-language apps are only as accessible as the users’ digital
literacy and comfort. While beyond the scope of this paper, we
have seen this in our clinical work and as we have work to
create a Spanish version of our teams’ own open source mental
health app (47, 48). To combat this, we have developed Digital
Opportunities for Outcomes in Recovery Services (DOORS) to
help people gain the core competencies and functional skills
necessary to utilize digital health tools effectively (49). While
DOORS is currently available in English, efforts to create partners
and a team to build a Spanish version are underway. Future

Spanish-language app development should consider the literacy
levels of users and ponder what level of technical competency is
necessary to utilize the tool.

As with any study, this review has several weaknesses that
must be addressed. First, the market search was conducted
on a database with 220 apps which is the largest database
of mental health apps, however app stores host thousands
of mental health-related apps. Thus, the percentage of apps
available in Spanish may not be indicative of the entire landscape.
Second, no single search term can discover all applicable
articles on this topic. These results may also be influenced
by publication bias due to apps or studies that may exist
but have yet to be published. Third, while this was a U.S.
based study in terms of the app marketplaces reviews and thus
results may not generalizable to other countries and Spanish
speakers, we note we did review research from around the
world. Fourth, we looked at papers from the last 5 years
which covers the majority of app research but will have missed
earlier works.

CONCLUSION

Our study reveals that despite increasing interest in Spanish-
language apps to address mental health, the commercial
marketplace is not currently meeting the demand. None of the
apps we reviewed on the marketplace were found in the academic
literature, reflecting a gap between research and commercially
available apps today. User-centered development design emerged
as a leading strategy to increase the number of apps that are
linguistically and culturally adapted to the Spanish-speaking
population. Interventional studies show promising evidence that
apps can help address mental health condition if challenges
surrounding engagement and app usability are overcome.
This study highlights that through thoughtful design and
development, apps may hold the key to reducing mental health
disparities in Spanish-speaking Hispanics in the United States.
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Most existing work in digital ethics is modeled on the “principlist” approach to

medical ethics, seeking to articulate a small set of general principles to guide ethical

decision-making. Critics have highlighted several limitations of such principles, including

(1) that they mask ethical disagreements between and within stakeholder communities,

and (2) that they provide little guidance for how to resolve trade-offs between different

values. This paper argues that efforts to develop responsible digital health practices

could benefit from paying closer attention to a different branch of medical ethics,

namely public health ethics. In particular, I argue that the influential “accountability for

reasonableness” (A4R) approach to public health ethics can help overcome some of the

limitations of existing digital ethics principles. A4R seeks to resolve trade-offs through

decision-procedures designed according to certain shared procedural values. This allows

stakeholders to recognize decisions reached through these procedures as legitimate,

despite their underlying disagreements. I discuss the prospects for adapting A4R to the

context of responsible digital health and suggest questions for further research.

Keywords: digital ethics, principlism, public health ethics, procedural values, accountability for reasonableness,

A4R

INTRODUCTION

Recent years have seen a proliferation of digital ethics guidelines. There now exist more than 160
such guidelines, the vast majority published within the last 5 years by a wide range of institutions,
including governments, legislative bodies, technology companies, and academic and professional
organizations (1). These guidelines are intended for a number of purposes, including as a guide for
designers of new digital technologies, to identify and address issues arising from the deployment of
such technologies, and as a basis for developing standards and regulation (2).

Many seeking to bring analytical clarity to this panoply have looked to medical ethics for
inspiration (3, 4). This is unsurprising: medical ethics is perhaps the most well-established field
of practical ethics, both within academic research and as a framework for practitioners. For digital
health technologies there is of course the additional reason that they are designed to become part of
medical practice. Responsible digital health should involve being held to the same ethical standards
as any other form of medical practice (5).

Most of this work has been modeled on an approach to medical ethics known as “principlism.”
Principlism seeks to articulate a small set of general principles to guide ethical decision-making.
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Most influentially, Tom Beauchamp & James Childress’
four Principles of Biomedical Ethics (6)—Beneficence, Non-
Maleficence, Autonomy and Justice—are widely used and taught
within clinical practice and research ethics. Many reviews
of digital ethics guidelines similarly seek to subsume their
recommendations under a small set of general principles, and
some explicitly use Beauchamp & Childress’ four principles
(sometimes with a new fifth principle of Explicability) (3, 7–
10). The convergence on these principles is often touted as
evidence of an emerging consensus which can serve as a basis for
implementing ethics into the design, regulation, and application
of digital technologies. Yet how this is to be done largely remains
an open question (11). Consequently, digital ethicists have
increasingly turned their attention to how such principles can
best be translated into practice, whether through new design
practices (5, 12, 13) or new forms of legislation and regulation
(14, 15).

However, critics have highlighted several limitations which
vitiate the practical applicability of this approach to digital ethics
(2, 9, 16–18). In this paper, I focus on two in particular. First,
principles formulated in general, abstract terms mask underlying
disagreements between and within stakeholder communities.
Second, they provide little guidance for how to resolve tensions
and trade-offs that can arise between different (interpretations
of) principles. To overcome these limitations, I argue, efforts
to develop more responsible digital health practices should pay
closer attention to a different branch of medical ethics: public
health ethics.

I start by making a general case for this claim. I then discuss
the problems of disagreement and trade-offs within digital ethics,
before introducing an influential account from public health
ethics of how to reach ethically legitimate compromises on
value-laden trade-offs. This approach, known as accountability
for reasonableness (A4R) is based on the idea that legitimate
compromises can be reached through decision-procedures
designed according to certain procedural values (19). Finally, I
discuss the prospects for adapting this approach to digital health
and propose some questions for future research.

WHY PUBLIC HEALTH ETHICS?

Public health differs from clinical practice in two key respects
(20): in who is affected, and in who decides and implements
interventions. Public health interventions affect broader
populations, rather than specific, identifiable patients, and they
are largely decided and implemented by institutional actors
(e.g., governments, insurance companies, NGOs), rather than
individual clinicians/researchers.

There are two general reasons why closer attention to public
health ethics is likely to benefit efforts to develop responsible
digital health.

First, digital health technologies are often similar to public
health interventions. Some are explicitly designed for public
health purposes, such as monitoring infectious disease outbreaks
(21, 22) or discovering risk factors for childhood obesity (23).
But many digital technologies deployed in clinical settings also

resemble public health interventions. Take machine learning
tools for diagnostic decision-support (24, 25). These are usually
designed for screening purposes, to monitor data from a given
patient population and flag risk factors to human clinicians,
and decisions to deploy them are made at the institutional level
(e.g., hospitals or health service trusts). Even in patient-facing
applications, e.g., conversational agents to assist with lifestyle
decisions (26), many of the pertinent ethical decisions have to
be made at the population/institutional level—by designers and
regulators—rather than in the individual clinical encounter.

The second reason follows from the first. Due to its focus on
population/institution-level interventions, public health ethics
mainly addresses questions of political morality rather than the
ethics of the individual patient-clinician relationship (20). It
therefore provides a promising resource for addressing important
political issues that arise from digital health.

Recent digital ethics has mostly focused on technological
deficiencies and solutions, such as algorithmic bias and
transparency. As several commentators have highlighted, this
risks occluding broader social and political issues relating, e.g.,
to democratic oversight, power, and oppression (27–33). For
example, it was recently shown that an algorithm that uses
healthcare costs as a proxy for healthcare needs systematically
underestimated the needs of Black patients, because less
resources are already spent on their care (34). Ruha Benjamin
(35) argues that labeling this “algorithmic bias,” makes it seem
a purely technical issue and sanitizes the social context that
produced the problem in the first place, namely persistent
structural and interpersonal racism in healthcare.More generally,
as Leila Marie Hampton (30) argues, using generic concepts such
as “fairness” or “transparency” to analyze technologies, without
considering broader socio-political issues, risks legitimizing, and
entrenching fundamentally unjust institutions.

While the Four Principles do include a principle of Justice,
political issues covered under this heading mainly concern the
question of what health-related goods society should provide and
how to allocate resources within healthcare systems (5, chapter
6). By contrast, public health interventions raise a much wider
set of political issues (20), similar to those commentators have
started to discuss for digital health. For instance, is it permissible
for interventions to impose risks or burdens on some individuals,
even if they are not the main beneficiaries (e.g., mandatory
vaccination programs)? Is it justifiable for interventions to exploit
or reinforce structural patterns of disadvantage (e.g., using
the communicative power of the state to stigmatize smoking)?
More generally, when can institutional actors legitimately impose
interventions despite widespread disagreement about relevant
ethical values?

To be clear, my aim is not to reject the Four Principles
framework or other principlist approaches to digital ethics. Such
principles still serve a useful purpose in articulating the values
at stake in digital ethics (cf. Section What rationales should be

considered relevant?). Similarly, public health ethics will not,
in itself, answer all of the socio-political issues that Benjamin,
Hampton and others raise. Clearly, many of these require
political action and structural change, not (just) better theory.
Even in terms of theory, other literatures will be relevant too,
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especially emancipatory philosophies such as the Black Feminist
tradition Hampton highlights. Nonetheless, public health ethics
is a well-developed literature addressing practical political issues
in healthcare, often closely informed by the empirical realities of
healthcare policy and decision-making. It can thus help broaden
the range of questions digital health ethics addresses.

DISAGREEMENT, TRADE-OFFS, AND THE

LIMITS OF PRINCIPLES

The rest of this paper will focus on how insights from public
health ethics can help overcome the two limitations of purely
principlist approaches to digital ethics I highlighted in the
introduction, i.e., that they mask disagreements between and
within different stakeholder communities and provide little
guidance for how to resolve trade-offs.

Consider for example debates about contact tracing apps for
the management of Covid-19. Some governments wanted to base
these on a centralized data collection approach, arguing that
such datasets could also be used to produce new knowledge
to help combat the pandemic. This was resisted by legal and
information security experts concerned about potential privacy
breaches (36–38). Appealing to general principles is unlikely
to resolve this debate. While most people would presumably
agree, say, that digital health technologies should be used to “do
good” (Beneficence), there are legitimate ethical and political
disagreements about the extent to which privacy is constitutive
of or conducive to a good life. While we should arguably
accept some trade-offs between protecting individual privacy and
promoting social goods, there is little consensus on what exactly
those trade-offs should be (38).

The prevalent approach to managing value trade-offs within
clinical ethics is through informed consent (5, chapter 3):
by informing patients about the trade-off involved in some
treatment and letting them decide whether this is acceptable in
light of their particular circumstances and values, clinicians can
legitimize the decision to administer or withhold the treatment.
It might be tempting to apply the same approach to digital health.
However, informed consent is only plausible when the trade-
offs occur within a single patient’s value-set. One of the ways
digital health resembles public health is that the trade-offs often
cut across populations. Rather than each patient deciding for
themselves how to balance trade-offs, which values get priority
depends on population-level aggregate decisions. Contact tracing
apps, and centralized data collection more generally, can only
produce the relevant social goods if there is sufficient uptake
(39). Conversely, if enough people consent to share their personal
data, this can often be used to train machine learning algorithms
capable of inferring highly personal information even about those
who withhold consent (40).

In such cases, making interventions conditional on obtaining
everyone’s consent is neither practically feasible nor ethically
plausible. A single intransigent individual should not be allowed
to deprive everyone else of significant social goods. However,
pure majority rule is not plausible either. Certain groups and
communities may have good reasons, e.g., to value privacy

because of their historical experiences of surveillance and
discrimination (37). For instance, during the 1980’s AIDS
crisis, gay community-based activists initially resisted name-
based reporting of infections, arguing that homophobia and
AIDS-hysteria made privacy breaches and discrimination against
people identified as HIV-positive more likely than for other
diseases (41). Even if such reasons should not necessarily be
decisive, collective decision-making should at least be responsive
to them, and not just defer to majority preferences.

LEGITIMACY THROUGH PROCEDURAL

VALUES

How to resolve disagreement and trade-offs is a characteristic
conundrum in public health ethics. For example, in debates about
priority setting and rationing of healthcare resources, ethicists
have found it difficult to formulate ethical principles that are
plausible enough to command broad consensus while being
sufficiently fine-grained to guide decision-making in practice
(42, 43). While many agree that those with greater needs should
be given some priority, even at the expense of aggregate health
outcomes, there is little consensus on how to weigh these two
concerns against each other.

One influential model for resolving disagreements about
priority setting in public health is called Accountability for
Reasonableness (A4R) (19, 44, 45). Proposed by Norman Daniels
and James Sabin, the key idea in A4R is to implement decision-
procedures for reaching compromises which fair-minded people
can accept as legitimate, despite their underlying ethical
disagreements. This relies on a distinction between ethical
rightness and ethical legitimacy. To regard a decision as right is
to regard it as the morally correct thing to do in a given situation.
To regard it as legitimate is to regard it as appropriately made,
i.e., by a decision-maker or procedure whose moral authority to
make such decisions should be accepted. The two can come apart:
we can accept a verdict of “not guilty” in a fair trial as legitimate,
even if we believe the defendant should have been convicted.
Conversely, an unelected dictator may sometimes do the right
thing, e.g., donate food to relieve a famine. Nonetheless, rightness
and legitimacy are also entangled: if a procedure consistently
generates abhorrent outcomes, we have reason to question its
legitimacy; and if we can see that a decision-maker has carefully
considered the relevant concerns, there is prima facie reason to
accept their decision as right.

Daniels and Sabin propose four conditions for legitimate
decision-procedures (44, 45):

1. Publicity: The rationale for a given decision must be
publicly accessible.

2. Relevance: Decisions must be based on rationales which fair-
minded individuals, who want to find mutually justifiable
terms of cooperation, would accept as relevant to the decision.

3. Revision and Appeals: There must be mechanisms in place for
challenging and revising decisions in light of new evidence
or arguments.

4. Enforcement: There must be voluntary or public regulation in
place to ensure that conditions 1–3 are met.
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These conditions can be interpreted as embodying certain
procedural values, specifying features that fair and appropriate
decision procedures should have. It is a shared commitment to
procedural values that generates legitimacy. Stakeholders who
agree on these values have good reasons to regard procedures
designed according to them as legitimate.

As the name suggests, the core procedural values in
A4R are Accountability and Reasonableness. By articulating
standards and mechanisms that stakeholders can use to hold
decision-makers accountable—through enforceable rights to
access rationales and challenge decisions—A4R aims to produce
decisions that are reasonable, and can be recognized as such.
Reasonableness here means something weaker than rightness:
a decision is reasonable to the extent that it is responsive
to all relevant concerns. Thus, if you recognize a decision as
reasonable you may disagree about the specific way decision-
makers weighed the reasons cited in their rationale, but you agree
that it involved the right kinds of considerations.

The A4R conditions are supposed to guide the design of
decision-making bodies charged with deciding how to balance
any trade-offs that arise within a given healthcare institution
(e.g., a hospital, public health agency or insurance company).
Decision-makers should strive to identify compromises which
all fair-minded stakeholders could find acceptable, though, some
form of voting may be used if disagreement persists at the end
of deliberation. Importantly, decision-makers do not need to
articulate any general hierarchy of values or “meta-principles”
for resolving trade-offs. Indeed, one of the motivations behind
A4R is that we are unlikely to agree on any sufficiently action-
guiding meta-principles. Rather, it aims to resolve trade-offs on
a case-by-case basis as they arise in practice, based on rationales
stakeholders will find contextually reasonable, despite persistent
disagreement about general principles.

A4R is not without its detractors (little in philosophy is), nor is
it the only account in public health ethics of how to resolve trade-
offs (20). Nonetheless, it is a highly influential framework which
has been used to inform public health practice (46, 47) and whose
acceptability to decision-makers has been studied empirically
across the world (48–50). Furthermore, public health ethicists
have proposed a number of revisions and extensions of the A4R
framework, reflecting lessons from these practical applications
(51–54). As such, the A4R literature is likely to contain valuable
lessons for responsible digital health1.

ADAPTING A4R TO DIGITAL HEALTH

In the Introduction I highlighted two routes that ethicists
have proposed for translating existing principles into practice:
legislation/regulation and design practices. A4R can help
overcome some of the limitations of the principlist approach
within each of these.

Regarding the first, the challenge is to translate abstract
general principles into more concrete legislation and regulation
while still preserving their broad appeal. However, attempts to

1To my knowledge, only two other recent papers have discussed the application of

A4R to digital (health) ethics (33, 55), though not along the same lines as me.

make principles more concrete and action-guiding, including
any meta-principles for resolving trade-offs, will likely also make
them more controversial. The A4R framework provides an
alternative solution: rather than having to settle on a specific
action-guiding translation of principles, legislators can instead
specify how organizations that deploy or design digital health
technologies should structure the decision-making processes
through which they resolve any trade-offs they encounter.

As mentioned, deliberative bodies based on the A4R
conditions have already been implemented in some healthcare
institutions to address issues of priority setting and rationing.
The remit of these could be expanded to also address the broader
range of trade-offs that arise from the deployment of digital
health technologies. Legislators could also require decision-
making bodies modeled on the existing ones to be created
elsewhere, including within private technology companies or as
part of regulators charged with overseeing them.

Whether legally required or voluntarily adopted, this type of
deliberative body could also provide a way to deal with trade-offs
in the design of digital health technologies. A common criticism
of Value-Sensitive Design (VSD) is that it lacks a method for
resolving trade-offs, except if designers commit to an explicit
– and therefore likely controversial – ethical theory (56, 57).
This challenge will also affect proposals to implement digital
ethics principles through (a modified version of) VSD (12). A4R
suggests a way to overcome it: by structuring their decision-
making processes according to the right kinds of procedural
values, designers will be able to reach decisions that stakeholders
can recognize as legitimate and therefore acceptable. To be clear,
A4R is a normative theory of legitimacy. It does not commit the
naturalistic fallacy by assuming that whatever stakeholders find
acceptable is therefore right. If a decision counts as legitimate,
according to A4R, stakeholders ought to find it acceptable.

FUTURE RESEARCH QUESTIONS

There are of course many details to be worked out regarding
the proposals sketched here. How to best implement and
operationalize them in practice remains an important question
for future research. Part of this will practical, but A4R also
provides a philosophically grounded theory to underpin this
research and ensure that proposed implementations remain
normatively plausible.

However, we should not expect that A4R can simply be
transposed from its original application (priority setting and
rationing) to digital health without modification. Adapting A4R
to digital health will likely require modifications or extensions
to the framework itself. At least two kinds of further research
questions will be relevant to explore.

Are Other Procedural Values Needed?
One of the ways public health ethicists have extended the original
A4R framework is by adding further procedural values, often
motivated by their practical experience of applying A4R to
priority setting decisions. For instance, some have proposed
new conditions of Inclusiveness and Empowerment. In brief,
these require explicit input from all affected stakeholders and
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that active steps are taken to counteract knowledge-gaps and
institutional power differences between decision-makers (33, 53,
58). Importantly, these conditions are still motivated by the core
value of Reasonableness, namely to ensure that decision-makers
are responsive to asmany relevant concerns as possible, including
those that are held by minoritized or less empowered parts of
the population.

Applying A4R to digital health may similarly reveal new
procedural values. For instance, if Benjamin and Hampton
are correct that ethical discussions of digital technologies risk
sanitizing and entrenching unjust social structures, it may be
necessary to actively encourage decision-makers to raise critical
questions about how new technologies will interact with these
structures. Similarly, it may be necessary to encourage scrutiny
of the aims and presuppositions of the technology itself, asking
for example whether it targets the right problem or whether the
proposed solution is at all appropriate. We might summarize
these as a condition of Socio-Technological Criticism.

What Rationales Should Be Considered

Relevant?
The Relevance condition is a formal constraint on the type of
rationales that should be given weight within decision-making.
However, implementing A4R in practice requires us to specify
in more substantive terms what types of concerns should be
admissible. This will likely depend on the context of application.
As A4R was originally developed for debates about rationing,
most discussions focus on rationales framed in terms of Fairness
or related distributive values (e.g., Solidarity (52)). Presumably,
a broader range of values will be relevant to debates about
digital health technologies (e.g., Privacy). Exploring in more
detail what those values should be is a substantive research task.
To ensure that decision-makers are responsive to all relevant
reasons, this research should aim to identify a broad range of
plausible concerns and help elucidate and articulate these, so
that stakeholders can present them in their most compelling
form. Existing VSD methodologies for empirical and conceptual
investigations of stakeholder values provide a plausible approach
to this task.

Existing principlist approaches to digital ethics provide
a useful starting point. However, the values discussed in
the existing literature should not be assumed exhaustive or
representative. The apparent convergence found heremay simply
be a product of people from roughly similar backgrounds
consuming the same literature (2, 17). It is noticeable,
for instance, that many commonly cited principles (e.g.,
transparency, fairness, responsibility) also feature prominently
within liberal political philosophy. Values more characteristic

of other political traditions, such as solidarity, belonging,
authenticity, harmony, non-exploitation, non-domination or
emancipation are rarely discussed or even mentioned (9, 29,
30). Public health ethics may also here provide a useful
resource. Public health ethicists have developed alternative sets
of principles to the four classical principles of biomedical
ethics (59), and explored the implications of different political
traditions (60).

CONCLUSION

Paying closer attention to public health ethics is likely to
benefit efforts to develop responsible digital health. In
this paper, I have made a general case for this claim and
highlighted A4R as a specific model from public health ethics
that can be adapted to digital health. While not intended
to wholly replace principlism, A4R can complement and
help overcome some of the limitations faced by principlist
approaches. Further, research on the questions outlined above
could generate valuable insights for the ethical deployment,
design and regulation of digital technologies, especially
within healthcare.
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Low socioeconomic status (SES) is associated with a higher prevalence of unhealthy

lifestyles compared to a high SES. Health interventions that promote a healthy lifestyle,

like eHealth solutions, face limited adoption in low SES groups. To improve the adoption

of eHealth interventions, their alignment with the target group’s attitudes is crucial. This

study investigated the attitudes of people with a low SES toward health, healthcare,

and eHealth. We adopted a mixed-method community-based participatory research

approach with 23 members of a community center in a low SES neighborhood in the city

of Rotterdam, the Netherlands. We conducted a first set of interviews and analyzed these

using a grounded theory approach resulting in a group of themes. These basic themes’

representative value was validated and refined by an online questionnaire involving

a different sample of 43 participants from multiple community centers in the same

neighborhood. We executed three focus groups to validate and contextualize the results.

We identified two general attitudes based on nine profiles toward health, healthcare, and

eHealth. The first general attitude, optimistically engaged, embodied approximately half

our sample and involved light-heartedness toward health, loyalty toward healthcare, and

eagerness to adopt eHealth. The second general attitude, doubtfully disadvantaged,

represented roughly a quarter of our sample and was related to feeling encumbered

toward health, feeling disadvantaged within healthcare, and hesitance toward eHealth

adoption. The resulting attitudes strengthen the knowledge of the motivation and

behavior of people with low SES regarding their health. Our results indicate that negative

health attitudes are not as evident as often claimed. Nevertheless, intervention developers

should still be mindful of differentiating life situations, motivations, healthcare needs,

and eHealth expectations. Based on our findings, we recommend eHealth should

fit into the person’s daily life, ensure personal communication, be perceived usable
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and useful, adapt its communication to literacy level and life situation, allow for meaningful

self-monitoring and embody self-efficacy enhancing strategies.

Keywords: low socioeconomic status, eHealth adoption, health attitudes, community-based participatory

research, user profiles, health disparities, eHealth intervention design

INTRODUCTION

Low socioeconomic status (SES) is associated with a higher
prevalence of unhealthy lifestyles compared to a high SES (1).
Consequently, people with a low SES are at increased risk
of chronic diseases (e.g., cardiovascular disease, diabetes, and
obesity) (2–4). eHealth interventions such as monitoring devices,
online communication platforms, and serious games have been
proven effective in changing behavior and promoting a healthy
lifestyle in various domains. However, these interventions are less
successful in changing the behavior of people with a low SES
due to low reach, less adherence during the intervention or less
effectiveness of the interventions (5–9).

A crucial factor in facilitating the adoption, and therefore
success, of eHealth interventions, is the alignment with a
person’s attitude toward using this technology (10, 11). Moreover,
successfully achieving a lifestyle change, a primary goal of such
interventions, requires the person to have a positive attitude
toward their health and health services (12). eHealth is designed
to expect its intended users to have a positive and pro-active
health attitude. However, considering the growth of current
health inequalities, such interventions would have a bigger
impact when they can support groups not sharing these attitudes.

A multitude of studies point out that people with a low
SES have unfavorable attitudes toward their health, healthcare,
and eHealth. For instance, Wardle and Steptoe (13) found

that health attitudes within the low SES groups are specifically
characterized by a lower consciousness about health and less

often thinking about the future. Other studies have identified
more passive attitudes toward healthcare (14) and less confident
attitudes toward digital health interventions (15) within low SES
groups. Nevertheless, there is insufficient evidence to inform
researchers and designers about these attitudes. The complexity
of studying health values within contrasting sociodemographic
environments poses various emotional and ethical challenges

such as perceived harms, feelings of stigmatization, and anxiety

toward research and the research team (16–18). As a result,
hard-to-reach groups are minimally included in research efforts.
Moreover, existing evidence is difficult to generalize toward
other contexts. Measurements of attitudes are highly context-
dependent and are expected to differ by country, setting, and
time (19). Financial well-being and accessibility of health sources,
for example, will not have a profound impact within countries
that have unemployment funds, state-funded healthcare, and
relatively good public transportation. Consequently, we have a
lack of evidence to support the research and design of eHealth
interventions that align with the attitudes of people with a
low SES.

The rise of eHealth in current healthcare systems
opens up exciting new possibilities to improve healthcare

quality and efficiency. However, with the increased use of
technical innovations and digital systems come unintended,
unpredictable, and adverse consequences for individuals. Due
to the underrepresentation of these specific societal groups,
interventions are minimally aligned toward their attitudes.
Consequently, these interventions face the risk of not being
adopted and therefore unintentionally contribute to rising
health inequalities. Researchers and designers should carry the
responsibility to harness the potential of eHealth to create benefit
for all groups in society, not merely for those that are motivated
to perform a healthy lifestyle (20).

To engage the target group in the research process, an
approach is needed that is comprehensive, culturally sensitive,
and builds upon a relationship-based personal approach (18).
Community-based participatory research (CBPR), a socio-
culturally sensitive approach, which creates a trustful and long-
lasting relationship between researcher and participant, has been
effectively applied in culturally contrasting contexts (21, 22).
For example, Henderson et al. (23) successfully implemented a
CBPR approach to develop a tailored web-based diabetes self-
management tool in a low-resource setting in the United States.
Such an approach can engage hard-to-reach groups in the
research process, yet has not been applied in the context
of attitudes in low SES groups. In addition, focusing on a
community instead of a person’s individual characteristics is
increasingly being recognized as a valuable approach. Studies
that focus on these characteristics imply that these are the cause
of poor health outcomes, which carries the risk of increasing
stigma (24). It is becoming increasingly known that contextual
community factors, such as the availability of healthy food,
experiences of discrimination, and neighborhood poverty, also
have a significant relation to poor health outcomes (25, 26).

The resulting knowledge could improve the alignment of
health services toward attitudes of low SES populations, thereby
facilitating their adoption. Currently, eHealth interventions
aimed at these populations have only been minimally tailored,
for example, by simplifying text and including images and videos
(27). However, there is currently limited evidence reporting
how interventions could be tailored toward psychological
characteristics, such as attitudes with regard to eHealth. Although
some studies report on the relationship between attitudes and
interventions (28, 29), the resulting knowledge is difficult to
apply in the design of interventions directly. Forms of practical
knowledge, such as data-driven patient-profiles, have been used
in the past to tailor content, context, and delivery of care toward
individual preferences (30). Yet, such a form of knowledge has
not been developed for attitudes of people with a low SES toward
their health, healthcare, and eHealth in general.

This study aims to achieve design-relevant knowledge
about the attitudes of people with a low SES toward their
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health, healthcare, and eHealth. To achieve this, we took a
community-based participatory research approach to facilitate
responsible engagement of the target group in the research
process. The resulting knowledge can facilitate the design and
alignment of health services toward the different attitudes of
low SES populations. This will result narrowing current health
disparities by developing interventions that are more acceptable,
satisfactory, and user-friendly.

MATERIALS AND METHODS

Our methodology revolved around the principles of CBPR.
CBPR is a partnership approach to research that equitably
involves community members, organizational representatives,
and researchers in all aspects of the research process (21). Our
CBPR approach consisted of three separate phases (Figure 1) in
which the outcomes of each phase were used in the next.

Sampling and Recruitment
We initiated our collaboration with a community center
located in a neighborhood in Rotterdam, the Netherlands. The
neighborhood was selected based on its neighborhood SES, a
combined measure of neighborhood income, education, and
occupation (31). The neighborhood in which the community
center is situated has been one of the lowest scoring
neighborhoods on livability; a combined measure of its social,
physical, and safety index (32). The area therefore is on the
agenda as one of the focus-neighborhoods of the municipality
of Rotterdam. Sixty-eight percent of the inhabitants have a
migration background, compared to 52% in Rotterdam. In
addition, 59% of the households have a low income compared
to 52% in Rotterdam. Finally, 34% of the inhabitants have a low
education, compared to 32% in Rotterdam (33).

The participants were sampled based on their affiliation
with the community center and their living area (neighborhood
SES). The community center situated in this neighborhood
facilitates inhabitants that struggle with fundamental aspects
of their life. They focus on poverty, occupation, living, social
contacts, upbringing, and safety. We included participants living
in the selected neighborhood with the following affiliations with
the community center: (1) Visitors (Vi): Persons who visit the
community center regularly and require support. (2) Volunteers
(Vo): Unemployed persons who performed volunteering work
in the community center in exchange for state funding. (3) Key
persons (Kp): Social workers who have close relationships with
the community members. In this study, Kp’s were not considered
as part of the target group as they are employed at the community
center and are in the role of providing support. However, since
they interact with Vi’s and Vo’s on a daily basis, we included them
to learn about attitudes within the community from the Kp’s
perspective. In that light, we did not include Kp’s in the second
phase of the study as we were solely interested in acquiring
a deeper understanding of the attitudes we observed in the
first phase. Finally, it should be noted that Vo’s could visit the
community center as Vi’s as well. For this study, we considered
persons a Vo when they had at least one regular weekly shift at
the community center.

In phase one, we sampled the participants conveniently
and recruited them face-to-face at the community center. In
the second phase, Vo’s and Vi’s were purposively sampled
and recruited face-to-face. In phase three, we recruited
participants for the questionnaire through an advertisement
on the community center’s Facebook page and WhatsApp
group (Supplementary Figure 1) and through Kp’s of various
community centers within the same neighborhood. The
participants for the focus groups were recruited through a
question attached at the end of the digital questionnaire and
by approaching them face-to-face at the community center.
Because of the come-and-go nature of the community center,
some participants frequently visiting the community center
participated in each of the three phases, while others only
participated in one.

Ethics
The study protocol was approved by the Human Research Ethics
Committee of Delft University of Technology (approval numbers
953, 1064, and 1141). Through our relationship-based CBPR
approach we aimed to limit the impact of emotional and ethical
challenges such as perceived harm, feelings of stigmatization,
and anxiety toward research and the research team. In the first
phase, we briefed our participants orally about the nature of the
study as a formal written consent in this first introduction phase
would obstruct a trustful interaction. The participants provided
their consent verbally to the researcher (JF). In phases 2 and 3,
when the relationship was more solid, written informed consent
was provided.

Procedure and Materials
In phase one, we aimed to form a trustful research partnership
with the community and narrow down the research scope
by simultaneously exploring and identifying specific research
directions. We initiated the partnership by attending community
gatherings and organizing health-themed lunch events at the
community center. Such immersive activities have been used
and proven successful in creating a relationship in various other
CBPR efforts (21). During these activities, we addressed the
research scope by engaging in unstructured interviews with
community members individually. Based on an initial literature
review, a backlist of topics guided the interviews and helped to
steer them toward our research questions (34). We divided the
topic questions into three overarching research themes: attitudes
toward health, healthcare, and eHealth. For example, we explored
the attitude toward health with questions such as “How important
is it for you to live long?”. Questions such as “What do you think
of your doctor’s advice?” and “What do you think of a technology
that could help you live healthier?” referred to the attitude toward
healthcare and eHealth, respectively. The full interview backlist is
provided in Supplementary Table 1. Data was captured by taking
quick field notes during the visits and elaborating on them into
comprehensive reports directly afterward.

In phase two, we investigated the specific directions
resulting from the first phase more extensively through semi-
structured interviews. In contrast to unstructured interviews,
these interviews are more formal and intimate, which comes
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FIGURE 1 | Overview of project phases and corresponding methods, materials, and analysis products.

conjointly with emotional challenges when discussing sensitive
and stigma-inducing topics (35). Therefore, the pre-established
trusting relationship between participants and the researcher
was an essential facilitator. The interviews (N = 10) were
conducted at the community center in a separate room with the
participants individually and took ∼30min. We developed the
interview guide structuring the interview based on the research
directions from the first phase. For example, we explored how
the participants perceived their health with the question: “What
do you have to do to become 100% healthy?”. The interview guide
is provided in Supplementary Table 2. The data was collected by
audio-recording and transcribing the interviews. We progressed
to the subsequent phase when we achieved theoretical saturation.

In the third phase, we validated and generalized the insights
from phase two and discovered general attitudes through the
data-driven profiles. Meanwhile, we had to consider the newly
introduced COVID-19 regulations. Therefore, we developed a
digital questionnaire which we distributed digitally to members
of community centers. This questionnaire presented the resulting
insights of the second phase and asked the participants
to rate the extent to which they felt the insight reflected
themselves. By distributing this online questionnaire, we reached
a more extensive and diverse sample. In addition, we gathered
quantitative data that we used to validate our preliminary
results and develop data-driven attitude profiles. Questionnaires,
frequently being long and textual, are at risk of being disengaged
by their participants as they depend on reading comprehension.
This risk holds especially true for participants with lower
education attainment. The use of graphics in previous studies has
successfully engaged low-literate participants with questionnaires

(36). Therefore, we synthesized our insights toward visual two-
frame storyboards. We executed several pilot sessions to reduce
the chance that participant understandings would not match
the story’s original implication and adjusted any inaccuracies
accordingly. A 6-point Likert scale accompanied the stories
in the questionnaire. The stories were grouped under their
representative category. Each group concluded with an open-
ended question regarding the corresponding category. See
Figure 2 for an example of the consciousness page in the
questionnaire. In addition, we asked participants to report
their age, gender, educational attainment, and neighborhood.
The online questionnaire was designed and distributed using
Qualtrics. Finally, we performed focus groups to validate and
contextualize the profiles that resulted from the questionnaire.
Each focus group meeting consisted of three to four participants,
lasted for ∼1 h, and was audio-recorded. The focus groups took
place in a large and ventilated room at the community center
that allowedmaintaining 1.5-m distance between the participants
according to the COVID-19 regulations.

Data Analysis
In phases one and two, we transcribed the audio recordings
verbatim and analyzed them together with the field reports
and qualitative questionnaire data using the software package
Atlas Ti. Throughout the qualitative analysis, we followed the
grounded-theory approach outlined by Corbin and Strauss (37),
as it is specifically useful in discovering social processes focused
on social change and improvement (38). We continuously
broke down the data and collected it under similar content
in the form of concepts using open coding techniques. For
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FIGURE 2 | An example of the visual questionnaire distributed in phase 3. The

storyboards represent the concepts found within the consciousness category.

example, we created the concept perceived barriers to refer to
quotes where participants mentioned barriers that decreased
their motivation to perform healthy behavior. Subsequently, we
grouped related concepts toward overarching categories based on
attitude theory constructs such as Beliefs, Feelings, Motivation,
and Opportunity (19, 39). Two independent researchers (JF and
IA) developed the concepts together to improve the reliability of
the results.

In phase three, we imported the Likert scores of the concepts
and categories obtained from the questionnaire as variables
into SPSS. We performed k-means cluster analyses on the
concepts based on Euclidian distance for health, healthcare,
and eHealth with SPSS. We determined the optimal number
of clusters with the Elbow method using the factoextra and
NbClust packages in R. We used an ANOVA to identify
the concepts with significant (p < 0.05) contribution to
the cluster segmentation. The concepts with an insignificant
contribution were removed from further analysis. To validate the
clusters, we performed an ANOVA with the category scores as
independent and the clusters themselves as dependent variables.
Using a post-hoc ANOVA, we defined the resulting clusters
based on significant differences between mean scores of the
concept variables. We created profiles by further clarifying
and enriching these clusters by analyzing the qualitative data
from the questionnaire and focus group discussions. This was
done by extending on the existing categories and concepts and
using the same grounded-theory approach as used in previous
phases. Supplementary Table 4 shows an overview of the coding
used for characterizing the profiles. Finally, we performed
a principal component analysis (PCA) using the factoextra
package in R to discover correlations between concepts from
different profiles.

RESULTS

Participants
During the unstructured interviews in the first phase, we spoke
with 16 different members of the community center. These
members consisted of eight Vi’s, two Vo’s and six Kp’s. In the
second phase, we interviewed five Vo’s and five Vi’s. In phase one
and two, we did not collect demographic data. In the third phase,
45 participants responded to the questionnaire. From these latter
responses, we excluded three participants not living in our target
neighborhood from analysis. The participants’ mean age in this
final sample was 52 years (SD = 11.10), 21% was male and 79%
was female. Most of this sample (67%) had a low to medium
education, which was defined as not having attained a follow-
up education. This is relatively high compared to 59% in the
Netherlands. Ten participants participated in the focus groups;
two Kp’s, five Vo’s, and three Vi’s.

Phase 1 and 2: Exploration and
Specification
The unstructured interviews of phase one yielded 30 pages of
field reports containing 85 coded segments. The semi-structured
interviews of phase two yielded 10 interview transcripts
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TABLE 1 | Concepts (N = 29) under their categories (N = 9) resulting from grounded theory analysis including number (N) of associated codes, description, and

exemplary quotes (translated).

Concept N Description Quote

Category: health beliefs [being healthy is…]

Working on health 30 When one frequently performs healthy behavior such as

physical activity and maintaining a healthy diet.

“I’m eating healthy, I only drink in the weekends […] I frequently do yoga […]

Yes I think that I’m being healthy” (Vo3)

Absence of

complaints

12 The absence of complaints, symptoms, and disease. “There was a time when I was heavier. I struggled with shortness of breath

and cholesterol and I don’t know what else.” (Vi6)

Participation 12 Being able to go out and participate in society. “The first thing you have to do is to get up early and just go somewhere […]

Otherwise you will not have active contacts with people who provide a

positive influence or create chances for you” (Vi3)

Balance 10 Maintaining a balance between unhealthy and healthy

behavior.

“I have other things. I don’t drink for instance so that makes up for it quite a

lot.” (Vo5)

Life under control 10 When you have a roof above your head and no major

financial or social struggles.

“Unhealthy is when you don’t have a roof above your head and you have to

roam the streets.” (Vi5)

Category: consciousness [about health is impacted by…]

Complaints 19 The experience of health-related symptoms and

complaints.

“I haven’t visited the doctor in 30 years. My last painkiller I used when I was

at high school” (Vo5)

Incident 13 The consideration of a health-related incident in the past. “Yes, a significant impression. Before that [the incident] I was just flying

blind.” (Vo3)

Concern 11 The extent to which one is concerned about their health. “You can come up with all sorts of graphs, but I don’t, I just don’t want to

worry about it. Maybe it is just very easy the way I live.” (Vi5)

Interest 3 The level of interest one has in their health. “It doesn’t interest me […]. I just eat whatever I like” (Vi3)

Category: motivation [to perform healthy behavior is impacted by…]

Future perspective 22 The consideration of its value toward future health. “How important is the future for you?” “Well, I just hope to continue like

this.” (Vo3)

Perceived barriers 20 The amount of financial, social, and environmental

barriers one perceives.

“I have always had a one-sided diet. A lot of cheese for example. We didn’t

have a fridge at work.” (Vi1)

Feeling 6 The extent to it contributes to the subjective emotional

state one experiences.

“Do you think it’s important to do it [performing healthy behavior]?” “Yes, it

makes you feel better.” (Vo2)

Enjoyment 5 The extent to which it impacts the level of joy in one’s life. “No, I don’t really consider it [being healthy] that much. You also would want

to enjoy life” (Vo4)

Category: control [one perceives to have over health is impacted by…]

Support 24 The amount of support one receives on managing their

health.

“What facilitates you in doing it [healthy behavior]?” “To be honest, my

friend. […] She supports me and shows me the ropes.” (Vo2)

Self-efficacy 14 The level of capabilities one perceives to have to change

health-related behavior

“But you are not eager to quit, are you?” “I am my boy, however, I’m not

able to. If you have a pill for me that I take and it makes me quit…” (Vi5)

Chance 13 The belief that what happens regarding health is all

based on chance and coincidence.

“I’ll not reach the age of 110, I’m not that healthy. Although, it doesn’t say

much actually because there are people who are 100 years old and they still

smoke.” (Vi5)

Fatalism 5 The belief that what happens regarding one’s health is

subjugated to fate or destiny.

“You can’t really do something about it [getting sick]. The only thing you can

do is watch out [for accidents], that is the only thing.” (Vi3)

Category: healthcare experience [is impacted by…]

Communication 13 The quality of communication with the healthcare

provider.

“I would like them to take more time for people like me, who do not fully

understand it. Sometimes I really feel like a foreigner.” (Vo2)

Autonomy 11 The need one has to deserve autonomy within the

healthcare process.

“I proposed it [not eating meat] once, however, my general practitioner told

me not to do it. […] He didn’t go into depth or asked me why I wanted that.

He just advised me to keep eating meat” (Vo4)

Authority 10 The amount of authority one perceives their healthcare

provider to have.

“It is not possible to change something about it yourself. If they say there is

no solution then it has to be that way […] yes you know, they are the

doctor.” (Vo1)

Personal 4 The need one has to be treated on a personal and

humane level.

It was a nice guy, a physiotherapist. He always brought a ball of Feyenoord

(football club in the Netherlands). […] Yes, the soccer I liked. However, all

the other stuff, walking around, walking with a sack, and all of that. At a

certain moment, I thought like... man. (Vi5)

Category: messages [reception is impacted by…]

Source

Interpretation

4 The extent to which one perceives a conflict between

different sources (e.g., healthcare, media, social

environment) of health messages.

“The website that you visit… It can be that someone wrote it at home and it

is not true. However, it can also be a doctor who wrote it, in that case, it is

true.” (Vo1)

(Continued)
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TABLE 1 | Continued

Concept N Description Quote

Nuances 2 The extent to which one can understand and apply

nuances within health messages.

Yes, sugar, I have to minimize. […] Everything I have to minimize. Also,

Carbohydrates. (Vi1)

Rules 2 The extent to which one interprets health messages as

rules.

“Recently we have had this [healthy-lunch café] […] Everything must be

healthy, and you are not allowed to eat meat. Well, I really like my piece of

meat […]. In that case, just let me be unhealthy. I don’t care; I just really like

it.” (Vi5)

Doctor as

information source

2 The fact that the health-related information came from a

healthcare professional or not.

“I won’t go and try out stuff from the internet and stuff. It has to come from

the doctor.” (Vo1)

Category: eHealth [intention to use is impacted by…]

Enthusiasm 7 The belief in the positive aspects and potential of eHealth “Yes, I find that really interesting. […] You just have to ask google what you

have to do. For example, I bumped my toe a few times, and then you get an

answer.” (Vi5)

Anxiety 7 The level of anxiety one experiences toward (prospective)

usage of eHealth.

“It is too complicated. […] They told me I had to download something. Well,

they did it for me. I don’t know how it works.” (Vo2)

Exposure 5 The extent to which a person is exposed toward eHealth. “I’m not entirely up to date what it can mean to me. Maybe I’m still thinking

in the old way. I don’t know what I’m missing.” (Vi3)

Trust 1 The level of trust in technology and its related privacy

and safety risks.

“I always try to protect myself with anti-virus software […] If you have your

gates open, you will collect all kinds of unwanted rubbish” (Vi2)

containing 359 coded segments. The grounded theory analysis
resulted in 58 concepts within nine categories related to
attitudes toward health, healthcare, and eHealth. Examples of
the categories found are: consciousness about health, motivation
to perform healthy behavior and satisfaction toward healthcare.
Examples of identified concepts are: Interest in health, Perceived
barriers, and loyalty toward healthcare provider. Table 1 presents
an overview of the concepts and categories included in the third
phase. We excluded categories conveying a limited number of
concepts (N = 1) or not fitting the attitude theory constructs
(N = 1). We selected the concepts to include (N = 29) in the
third phase based on the number of associated coded segments
and discussion by the two analysts.

Phase 3—Generalization
Profiles
The descriptive analysis of the overall sample revealed a high
variance in the means of the different concepts. Variance ranged
from 0.80 to 3.78 with a mean of 1.91. Therefore, it was all the
more essential to investigate a segmented version of the data.
The elbow method suggested that three clusters best segmented
the data of each topic. We found significant differences between
the category means, indicating the validity of our clusters.
Figure 3 presents a graphical representation of the mean
scores characterizing the clusters and Supplementary Table 3

offers a detailed overview. Table 2 shows the demographic
information of overall sample and the profiles. Although we
found significant differences between the means of the concepts,
we did not find significant differences between the clusters’
demographic variables.

Regarding attitudes toward health, the majority was
represented by the Light-hearted and Concerned profiles
(both 38%), which were characterized by higher scores on
consciousness, motivation, and feeling. The Concerned profile
was differentiated based on higher scores for concern, complaints,

and lower control. The Encumbered profile represented lower
scores on consciousness, motivation, self-efficacy, and interest and
higher scores on perceived barriers.

For the attitudes toward healthcare, the Loyal profile (60%)
was themost significant. This profile wasmarked by higher scores
on satisfaction, personal, authority, and doctor as information
source. The Disadvantaged profile was characterized by lower
scores on satisfaction, communication, source interpretation,
nuance, personal and higher scores on rules and autonomy. The
Detached profile contained no specific concept that differentiated
it from the other profiles.

Regarding attitudes toward eHealth, the Eager (48%) and
Hesitating (38%) profiles represented themajority of the attitudes
and were both characterized by a higher score on enthusiasm.
The Hesitating profile could be differentiated based on lower
scores on usage, trust, and exposure and a higher score on anxiety.
The Indifferent profile was marked by lower scores on usage
and enthusiasm.

Qualitative Enrichment
The qualitative data from the questionnaire responses and
three focus group discussions clarified and enriched the profiles
with contextual information. Table 3 presents representative
quotes for each profile. Regarding the health profiles, within
the Concerned profile, 81% of the questionnaire participants
referred to the experience of medical complaints, symptoms,
and limitations as a reason for being more conscious about
health. Within the Light-hearted profile, 69% of the questionnaire
participants referred being healthy and seeing the importance
of it. What stood out within the Encumbered profile was
that 50% of the questionnaire participants expressed not
enjoying healthy behavior and experiencing internal barriers
regarding motivation. During the focus group discussions, we
found that most participants recognized themselves with the
Light-hearted and Concerned profiles. It stood out that some
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FIGURE 3 | (A) Radar graph of concept means of the attitude profiles toward

health. (B) Radar graph of concept means of the attitude profiles toward

healthcare. (C) Radar graph of concept means of the attitude profiles toward

eHealth.

participants mentioned recognizing periods of the Concerned
profile, especially when experiencing medical complaints or
limitations. The participants did not fully identify with the

Encumbered profile but rather ascribed this to an attitude they
had in the past, frequently seen in the youth, or an attitude they
“sometimes” have.

“Sometimes I have, just like [Encumbered], my concerns about

things. In that case you can find yourself in a slump. Life is not

always going your way.” (Vi10)

Regarding the profiles toward healthcare, within the Loyal
profile, 92% of the questionnaire participants referred to
positive experiences such as good advice, a professional who
shows understanding, and additional room for questions and
discussion.Within theDetached profile, 46% of the questionnaire
participants mentioned distrusting their doctors and not
visiting them often. For the Disadvantaged profile, 67% of the
questionnaire participants referred to communication barriers
such as lack of time, complicated language, feelings of anxiety,
and not being taken seriously. During the focus groups, the
participants could identify with the Loyal and Detached profile.
Regarding the Detached profile, which we positioned as an
attitude not wanting to be dependent on healthcare, we gathered
additional evidence that some of our participants were distrusting
and wanting to avoid healthcare:

“Yes, I think I am a bit like [Detached]. Because I am not a doctor

visitor. I seldom visit the doctor. [. . . ] I do not really like to take

medication. Only when it is really necessary.” (Vi11)

Regarding the profiles toward eHealth, within the Eager profile,
75% of the participants referred to using eHealth and seeing
the benefits of using it. Although we also found such positive
responses toward eHealth within the Hesitating profile (56%),
38% of this profile’s participants also referred to eHealth as not
worth the effort, better suited for the youth, or being perceived
more like gadgets. The Indifferent profile hosted participants
referring to not wanting to be involved with technology for health
(50%). During the focus groups, most participants identified with
the Eager and Hesitating profiles. What stood out was that some
participants who initially were Indifferent toward eHealth started
to become interested in it because of the focus group discussion:

“Well, I definitely want to use it. Suppose I can do it with a device or

something. My daughter also wanted to install an app for counting

steps. However, I don’t do a lot with phones. It is only now that

we have this conversation that I start to think that maybe I should

investigate it some more. I only use it for calling and text messaging.

I do like it, but I don’t know it.” (Vi11).

General Attitudes
By investigating the inter-profile relationships, we could identify
two attitudes toward health, healthcare, and eHealth in general.
Figure 4 displays an overview of these attitudes. Correlation
coefficients can be found in Supplementary Table 5. The most
significant general attitude, Optimistically Engaged could be
described by positivity toward health, healthcare, and eHealth. It
is related to being conscious about health, motivated to perform
healthy behavior, satisfied with and loyal toward healthcare
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TABLE 2 | Questionnaire respondent characteristics.

N CV Age Gender % Education %

M SD Male Female Low High

Sample 42 1.91 52 11.10 21 79 67 33

Concerned 16 1.46 54 9.70 31 69 75 25

Light-hearted 16 1.06 48 13.07 0 100 69 31

Encumbered 10 2.00 51 8.89 40 60 50 50

Loyal 25 1.06 53 10.81 24 76 68 32

Detached 12 1.05 48 8.62 0 100 58 42

Disadvantaged 5 2.01 48 12.54 60 40 80 20

Eager 20 1.21 48 12.44 15 85 65 35

Hesitant 16 1.72 55 8.34 37 63 75 25

Indifferent 6 1.96 52 12.10 0 100 50 50

TABLE 3 | Exemplary quotes per profile.

Profile Quote

Light-hearted “I do what I can and what I want. When I feel good, it is good.”

Concerned “I try to prevent my health complaints from taking over my life. It

is tough sometimes though […]”

Encumbered “Exercising is exhausting and painful”

Loyal “I feel that they listen well to me. Everything is explained clearly.

Messages are clear and informative.”

Disadvantaged “They left me for too long with my complaints, and I’m not taken

seriously”/“Sometimes they come with difficult words”

Detached “I’m not coming to the doctor often, but when I do, I have the

feeling they listen well. Probably extra because I never visit the

doctor.”

Eager “I see it as a push in the back, and it’s fun to keep track of

things. I’m already above 950 km this year:”

Hesitating “The technology of nowadays is more something for the younger

generation”

Indifferent “Not feeling like it”

services, and open and enthusiastic about the use of eHealth.
It was defined by the relationship between the characterizing
scores of the Light-hearted (consciousness, motivation, feeling,
and interest), Loyal (satisfaction, clarity, doctor as info source,
and personal), and Eager (usage and enthusiasm) profile. The
average size, based on the questionnaire respondents, of the
combination of these profiles is 48%. The second general
attitude, Doubtfully Disadvantaged, reflected perceived barriers
and low self-efficacy, difficulties understanding health messages,
wanting more autonomy in the healthcare process, distrusting
healthcare, anxiety toward technology, and lack of exposure
regarding eHealth. It was defined by the relationship between
the scores of the Encumbered (low self-efficacy and perceived
barriers), Disadvantaged (source interpretation, rules, nuance,
and communication barriers), and Hesitating (exposure, anxiety,
and trust) profile. The average size, based on the questionnaire
respondents, of the combination of these profiles is 25%. The
Concerned, Detached, and Indifferent profiles did not have any
specific relations with other profiles. They should be seen

as individual profiles that could exist in any combination
with other profiles. However, the concerned profile’s substantial
representation within the questionnaire respondents (38%)
makes it important to consider further. This profile was
characterized by the experience of complaints, high concern, and
low feelings of control because of the experience of a health-
related incident or continuous experience of health complaints.

DISCUSSION

Main Findings
This study aimed to develop design-relevant knowledge about
the attitudes of people with a low SES toward their health,
healthcare and eHealth. Through a CBPR approach consisting of
three phases, we identified two general attitudes based on nine
distinct profiles. This knowledge could be used to develop a better
understanding of existing attitudinal knowledge and to propose
design recommendations that facilitate the alignment of health
services toward these attitudes.

Relevance and Implications
Sincemost of the attitudes toward health, healthcare, and eHealth
were positive, we believe that there is a willingness from a
large part of the target group to adopt eHealth interventions
to improve their lifestyle. Nevertheless, we discovered a diverse
range of different attitudes that have different implications for
the design of eHealth interventions. The attitudes represented by
the profiles can be used to develop design recommendations to
improve the alignment of eHealth interventions toward attitudes
of low SES groups.

Optimistically Engaged
The profiles (Light-hearted, Loyal, and Eager) represented by
this general attitude have similarities and contradictions with
existing literature. The Light-hearted profile was represented by
high consciousness about health. Contrastingly, other studies
found that low SES populations have a less conscious attitude
toward health and think less about the future (13, 40). Complex
social situations, caring responsibilities (29), and time and
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FIGURE 4 | Overview of the general attitudes resulting from the principal component analysis and their corresponding profiles and concepts.

energy constraints (28) result in little room to act toward and
think about long-term investments such as a healthy lifestyle.
These contrasting findings could be explained by the current
living situation of our participants. Almost all participants were
either retired, unemployed or disabled and therefore were not
constrained by their jobs or worried about finances as they
receive financial support from the government. In Wardle and
Steptoe (13), all participants were employed, and in Coupe et al.
(29), only 13% of the population was employed. Yet, the finding
came from interviews with healthcare providers and not from
the low SES population themselves. In a previous study in a
community center in Rotterdam, participants indicated that a
lack of time was a major reason for not visiting a community
center (41). Therefore, we argue that some participants in our
sample, having the time to visit a community center, also had
more time and capacity to think about and act toward a healthy
lifestyle. Therefore, we recommend that eHealth researchers and
designers should become aware of the person’s life situation
and use this knowledge to determine whether the person has
the capacity available to fit the intervention into their life.
People that do not have this capacity would benefit more
from services that deliver support in social or financial aspects
(42, 43). We argue that people that do have motivation and
consciousness could benefit from being empowered to play a
major role in their health management. This could be achieved
through shared-decision making, providing health information
and facilitating self-management (44). It remains important for
healthcare providers to be aware of this attitude as it is known
that clinician perceptions of patients with a low SES have been
shown to affect clinical decision making. Based on common
beliefs about people with a low SES, physicians tend to delay
diagnostic testing, prescribe more generic medications and avoid
referral to specialty care and potentially lifestyle interventions
(45). The finding that most of our participants were doctor
dependent (Loyal, 60%) conforms to other studies that claim
that people with a low SES are loyal to and rely on their
doctor’s advice (14, 46). Moreover, we found that our participants
highly valued a personal interaction with their care provider.
The importance of this personal touch is mentioned in various
other studies on the interaction between people with low SES

and healthcare providers (43, 47–49). Since current healthcare
systems are moving from a doctor-says, patient-does model
toward a model of shared decision making and self-management,
we expect that people relying on their doctor’s advice will
experience increasing difficulties in their health management.
To improve the alignment of eHealth communication to
these attitudes, we recommend that professionals should be
mindful of “dehumanizing” healthcare, as digital interactions
lack the nuances of human interaction (50). Therefore, eHealth
interventions should be designed to incorporate and enhance
personal communication, interaction, and relationships with care
providers, family members, and peers. This could be done for
example by integrating a social role in the intervention through
interactive and animated computer characters. Through simple
speech, hand gestures and other non-verbal cues, these characters
could simulate face-to-face counseling to establish trust and
rapport in a virtual environment (51).

Doubtfully Disadvantaged
The Encumbered, Disadvantaged, and Hesitating profile, that
represented this attitude, all embodied a perceived lack of control
related to one’s health, healthcare, or eHealth. Various previous
studies support this finding. The lack of control over health is
attributed to lower problem-solving skills (52), environmental
deprivation (53), and financial, environmental, and social
limitations (40, 54). Therefore, we recommend considering
self-efficacy and perceived control enhancing strategies within
eHealth interventions. Goal setting has been mentioned as a
potentially successful strategy in various studies regarding other
low SES populations (8, 29, 47). A possible implementation
is through persuasive game design. Through the game world
the user could acquire feelings of competence and transfer
these toward the real world (55). For example, one could help
an avatar to progress through different life goals by earning
points based on healthy snack choices (56). In addition, various
studies also mention social support as a potentially effective
strategy (28, 43). Emotional support could be offered through
supportive conversations and buddy systems, informational
support from educational information from peers and providers
and appraisal could be offered through peers, providers, or the
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eHealth system itself (57). In addition, designers could think
of ways to make technologies and information more accessible
and easier to integrate into the persons’ daily life. For example,
cardiac telerehabilitation allows to reach patients in their home-
environment and motivate them to participate even though they
do not have the means (physically as well cognitive) to visit
the rehabilitation center (58, 59). We found that participants
characterized by the Disadvantaged profile were experiencing
communication difficulties in the healthcare setting. Especially
assessing and applying health knowledge was perceived as
problematic. It is striking that this profile only represented a
mere 12% of our sample, while these difficulties are widely
discussed in previous studies on this topic (46, 60). Since our
participants were proficient in the Dutch language, we argue
that communication for them was less problematic. Moreover,
combatting health literacy is currently high on the agenda (61).
In fact, in the Netherlands, 60% of healthcare professionals
report adapting their communication toward their patients’
needs (62). Nevertheless, to include this part of the population,
eHealth interventions should accommodate for varying literacy
levels, for example by using visual aids and plain language.
Besides, according to studies related to other low-SES and literacy
populations, medical advice should be tailored to increase its
relevance (28, 48, 49). For example, by using lab results to select
the appropriate advice given in a patient portal (48).

The participants within the Hesitating profile reported being
unsure about using eHealth because they were unaware of how it
could be of personal value. A previous study found that people
who have a poor understanding of what eHealth can do for
them have little interest in signing up and using it (50). It also
seems that healthcare providers do not actively promote such
interventions and provide little encouragement to use them, as
they expect the intervention will not be adopted (29). In addition,
this subgroup of participants expressed concerns about not being
capable enough to use eHealth. This finding is also reflected by
Latulipe et al. (48), where most usage concerns of low-income
older adults relate to the difficulty of initially logging on to a
system. Therefore, we recommend professionals to consider the
perceived usefulness and usability of the eHealth intervention.
Past studies have shown that this can be achieved through
supportive healthcare providers and peers who can promote the
eHealth interventions and provide technical assistance during
usage (48, 50, 63). One upcoming medium through which
these interactions can take place is through social media. Social
media is used as an effective recruitment and engagement
medium for eHealth applications (50) and for people with lower
income and education (64). Another possibility to improve
perceived usability is by offering primary task support through
self-monitoring wearable devices (e.g., activity trackers) (65),
reduction (e.g., list with food choices), or tunneling (e.g., offer
treatment opportunities after an interactive test about tobacco
addiction) (66).

The Concerned Profile
The participants represented by the Concerned profile indicated
being motivated and conscious because they were living with
medical limitations or have recently experienced a health-related

incident. This concerned attitude could serve as potential entry
point for researchers and designers to motivate healthy behavior.
While people might already be aware of the susceptibility and
severity of getting a disease, they might benefit from convenient
cues to action such as reminders and suggestions provided either
by a peer, professional, or system (67). According to Bukman
et al. (28), people with a low SES are especially motivated by
the feedback they receive from their bodies. This conforms to
some participants mentioning that their attitude had changed
throughout their lives, resulting from experiencing health
complaints or incidents. Therefore, it is challenging to motivate
these individuals to engage in preventive behavior when they do
not yet perceive complaints. Therefore, following Bukman et al.
(28), we recommend that for people that do not have the concern
(yet), feedback should be provided in a visual, meaningful, and
directly applicable way that conforms to the beliefs of the target
group. According to Orji et al. (67), self-monitoring, simulation
and personalization and tailoring strategies are effective to
help individuals develop accurate perceptions of own risk.
Nevertheless, we could argue that data recorded by most activity
trackers and self-monitoring applications currently is still of
little value in facilitating meaningful reflection on lifestyle. In a
previous study it was found that the participants from a low SES
neighborhood rarely analyzed their self-monitoring experiences
to derive insight about the meaning of data for their well-
being (68). One example of providing meaningful data is a
smoking app that displays, besides the number of days without
cigarettes, also the amount of money the person has saved by
not smoking.

Recommendations
Based on our results, the reflection with previous literature,
and existing recommendations, we propose some final
recommendations for improved eHealth alignment to attitudes
in low SES populations. First, we have identified a large part
of our sample embodied an optimistic and engaged general
health attitude. According to this attitude, someone is motivated,
conscious, satisfied with healthcare, and open toward eHealth.
Hence, we expect that for this attitude, healthcare services, and
interventions are generally appropriate.

However, we also identified attitudes that are less in line
with our current processes and expectations. We identified
profiles that embodied a disinterested, resisting attitude toward
healthcare (Detached) and eHealth (Indifferent). We argue that
tailoring eHealth interventions toward such attitudes is resource-
intensive and would be more effective when directed at attitudes
that are positive yet require support. These attitudes, in our study
identified under the doubtfully disadvantaged general attitude,
currently seem to hold the most potential for tailoring efforts.
While the Encumbered profile benefits from social and emotional
support, the disadvantaged profile benefits from additional
support in understanding verbal and written health information
and guidance during the healthcare process. The Hesitating
profile has an open yet unsure attitude toward eHealth and
therefore benefit from supportive and technology promoting
healthcare professionals and peers. We recommend professionals
to focus on these attitudes specifically, to become aware of the
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corresponding needs, and subsequently use and design eHealth
as a tool to respond to these needs. While doing so, professionals
are advised to establish a trustful relationship with the target
group, which could be achieved through personal contact and/or
through trusted doctors or other key persons (18). In addition,
future research endeavors should take into account the challenges
related to recruiting and researching vulnerable populations
and take the appropriate methodological strategies to minimize
the impact of those challenges. This could help improve the
accessibility and affordability of eHealth innovations and thereby
help equalizing inequalities in healthcare.

Strengths and Limitations
This study addressed the ever-increasing gap in health disparities
by giving voice to a target group that is frequently overlooked
in health research. Traditional approaches have received
criticism as they, when executed irresponsibly, bring forth
mistrust, feelings of stigmatization, and anxiety (69). CBPR has
gained increasing attention in addressing ethical challenges in
health research, as it encourages equity and shared decision-
making and increases community involvement (21). By
taking this approach, we ensured that our participants
felt comfortable, safe, and especially involved during the
research activities. The resulting insights directly carry
our participants’ voices and are, therefore, a meaningful
contribution to responsible digital health. While frequently
people with a low SES are expected to adapt their attitudes
toward the intervention, we aim to have a more complete
idea of how we should design interventions to be adapted
to them.

Although our study provides an in-depth insight into the
attitudes of people living in a low SES neighborhood, the
results are not generalizable toward all low SES contexts. First,
we aimed at limiting possible feelings of stigmatization by
sampling on neighborhood SES. This would make it difficult
to relate the findings directly to other studies that select
participants on individual measures of SES (i.e., education,
income, and occupation). Yet, this different selection criterion
allowed us to target a group that would otherwise have been
excluded. For example, the questionnaire demographics indicate
a relatively high percentage of participants who attained a
follow-up education. In traditional studies, this part of the
sample would have been seen as high-SES and therefore
excluded from the study. Socioeconomic determinants and
barriers leading to disparities in health behavior are complex (54,
70). Capturing them merely based on individual determinants
is therefore problematic and has accumulated critique over
the years (71). Instead, our focus on neighborhood SES
takes into account other factors that have proven to have a
significant relation to poor health outcomes (i.e., availability of
healthy food, experiences of discrimination, and neighborhood
poverty) (25, 26).

Another factor that could impact the generalizability is the
context of the community center. According to an earlier report
of another community center near Rotterdam, 36% of the visitors
were unemployed (72). This percentage is significantly higher
than the neighborhood in general (9.4%) and Rotterdam (7%)

(73). Since our participants had the motivation to visit the
community center, they could also have been more motivated
to perform healthy behavior. Finally, it should be taken into
account that this study has taken place in an urban context
with sufficient governmental support, developed infrastructure,
and social support. Therefore, the results are not directly
applicable to countries that do not have these facilities. While the
results themselves might not be directly generalizable to other
low SES populations, they provide a deep and contextualized
understanding of a sample of the target group that can be applied
in the design of eHealth interventions. According to Crouch and
McKenzie (74), such research inquiries in naturalistic settings
often seek to discover social insights that extend beyond initial
observations. This requires the researcher to be immersed in
the research field, establish continuing fruitful relationships
with respondents and through theoretical contemplation to
address the research problem in depth. A small number of
cases will facilitate the researcher’s close association with the
respondent. A review of CBPR approaches in the health domain
confirms this statement as it reports sample sizes of roughly
the same order of magnitude (75). Future research could be
aimed at generalizing the results (e.g., profile characteristics)
in larger-scale sample sizes. Finally, the concepts identified in
this research are, although informed by supporting themes in
literature, data driven and not a priori based on a specific
theory or model. Hence, they provide a deeper layer and a
supplementary perspective to existing knowledge. Nevertheless,
researchers should act with discretion when interpreting the
resulting insights using existing theory.

Conclusion
To develop successful eHealth interventions that support
people with a low SES in achieving a healthy lifestyle, it is
crucial to consider their attitude toward this technology and
their health and healthcare in general. This study explored
attitudes of people living in a low SES neighborhood toward
their health, healthcare, and eHealth using a community-based
participatory research approach. This unique approach helped
us discover novel and bottom-up insights that strengthen our
current understanding of these attitudes. This understanding
allows researchers and designers to have a more nuanced
view of the attitudes in low SES populations. Intervention
developers should be mindful of differentiating life situations,
motivations, healthcare needs, and eHealth expectations.
eHealth should fit into the person’s daily life, ensure personal
communication, be perceived as usable and useful, adapts its
communication to literacy level and life situation, allow for
meaningful self-monitoring and embody self-efficacy enhancing
strategies. When these recommendations are taken into account
when developing eHealth interventions for people with a
low SES, these interventions’ alignment with their attitudes
will improve. This will result in interventions that are more
acceptable, satisfactory, and user-friendly. Consequently,
eHealth interventions will finally move from widening toward
narrowing current health disparities and thus align with societal
health responsibilities.
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Introduction: Developing a good therapeutic alliance is considered essential for the

responsible delivery of psychotherapy. Text-based digital psychotherapy has become

increasingly common, yet much remains unclear about the alliance and its importance

for delivering mental health care via a digital format. To employ text-based digital

therapies responsibly, more insight is needed into the type and strength of the therapeutic

alliance online.

Methods: A systematic scoping review was performed searching four databases:

Scopus, PsycINFO, Web of Science, and Wiley Online Library. A total of 23 studies were

selected and data was extracted and tabulated to explore the characteristics of studies

on text-based psychotherapy, measurements of the therapeutic alliance and associations

of the alliance with treatment outcome.

Results: The therapeutic alliance in text-based digital interventions was studied with

a variety of client groups, though mostly for clients diagnosed with anxiety and/or

depression issues. Treatment modalities were predominantly internet-based cognitive

behavioral therapy (ICBT) and tailored platforms for distinct client groups (e.g., PTSD).

Almost all treatments used asynchronous text-based communication, such as e-mails

and integrated messaging functions, which were mainly used to give feedback on tasks.

For measurements, a version of the Working Alliance Inventory (WAI) was used in most

studies. Measurements with the WAI or WAI- short form indicated a good therapeutic

alliance with a weighted mean score of 5.66 (on a scale of 1 to 7) and a weighted

standard deviation of 0.84. Relations between the therapeutic alliance and treatment

outcomes were mostly positive, with many studies reporting significant associations

(n = 8 out of 10) or significant effects of the therapeutic alliance on treatment outcomes

(n = 5 out of 6).

Discussion: Our scoping review suggests that a good therapeutic alliance can be

established in digital psychotherapy through text-based communication, and shows

support for a positive relationship between the alliance and treatment outcomes. These

findings illustrate that text-based online psychotherapy can be a responsible treatment
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option as far as the establishment of the therapeutic alliance is concerned. However,

current measures of the therapeutic alliance might miss important aspects of the alliance

in digital treatment, such as the presence of empathy or compassion.

Keywords: therapeutic alliance, working alliance, text-based psychotherapy, internet-based psychotherapy,

responsible digital health, mental health

INTRODUCTION

The internet has long been explored as an alternative route to
deliver psychological treatment. Benefits include easy, broad, and
convenient accessibility and lowered costs (1). More specifically,
internet-delivered psychotherapy can increase the availability of
mental health care in underserved populations and during times
of crisis (2), and could therefore provide a responsible alternative
or addition to fully face-to-face therapy. Meta-analyses show
moderate to large effects and comparable results of online
therapy to face-to-face therapy in randomized controlled trials
(RCT’s) for a variety of psychopathological symptoms (3–5).
Notwithstanding the evidence for similar effectiveness, many
consider the relationship between therapist and clients to be
a central component of successful psychotherapy, and its role
online is questioned and not fully understood among researchers,
practitioners and clients (6).

Responsible Digital Treatment
In general, therapists do see multiple possible advantages of
digital psychotherapy, such as new options for treatment and
even increased intimacy in the therapeutic relationship (7).
However, the higher accessibility of digital psychotherapy also
gives them an increased sense of moral responsibility, especially
in the case of crisis situations, where the lack of physical
proximity might not allow the right caretaking actions. In those
cases, the therapeutic alliance could be especially important to
ensure that clients trust their therapists and share the issues
that they may be facing, so that a response can be given
promptly (8). In addition, therapists report a lack of information
and confidence as some of the main barriers for their use of
digital interventions (7, 9). Therefore, an important aspect of the
responsible use of digital therapy is knowledge about the extent to
which a good therapeutic alliance can be established in different
digital treatment modalities.

A Text-Based Alliance
One type of online psychotherapy where the role of the
therapeutic relationship is still unclear is text-based digital
psychotherapy. Text-based digital psychotherapy consists mainly
of written exchanges via the internet, such as internet cognitive-
behavioral therapy (ICBT) delivered via e-mail or chat (10). This
form of digital psychotherapy has the potential to foster the
therapeutic relationship in novel ways, for example by giving
clients more time to reflect on the expression of their feelings and
thoughts in written words, while not being observed. Similarly,
therapists can benefit from the richness of the written word, and
the additional time to reflect before responding (2, 11). Further,
the lack of social cues encourages the development of alliances

and contributes to higher levels of openness and self-disclosure
(12). This could stimulate a close and strong relationship between
clients and therapists in a different way than in conventional
face-to-face therapy or videoconferencing therapy (13).

However, the lack of non-verbal cues in the text-based
format can lead therapists to fear that the communication
during therapy would be impaired, and raises concern as to
whether a therapeutic alliance can develop through text-based
online counseling (14). In addition, the question arises whether
the type of alliance that does emerge is beneficial to the
therapeutic work (10). To make responsible use of text-based
digital psychotherapy, the aim of the current scoping review is to
give a better understanding of the therapeutic alliance in digital,
text-based communication, and its relation to therapy outcomes.

The (Digital) Therapeutic Alliance
The therapeutic alliance is often operationalized through the
concept of “working alliance.” The working alliance includes
different collaborative aspects of the relationship between the
therapist and the client (15). A highly influential model of
the working alliance by Bordin (16) offers a pan-theoretical
perspective on the relationship between therapist and client in
therapy, with the core of the alliance being: agreement on therapy
goals, agreement on therapy tasks and the bond between therapist
and client. Therapeutic goals refer to the objectives of the therapy
that are endorsed by both therapist and client. Tasks refer to the
processes and behaviors in psychotherapy sessions that relate to
the actual therapeutic work. The bond refers to the interpersonal
attachment between therapist and client and should include
confidence, acceptance and mutual trust (16).

Therapists rate the importance of the alliance in conventional
face-to-face psychotherapy significantly higher than in online
psychotherapy (17). Furthermore, therapists report less
confidence in their abilities to develop a functional therapeutic
alliance in internet-based psychotherapy (17). In contrast with
this, research on internet-based cognitive behavior therapy
suggests the quality of the therapeutic alliance, most commonly
rated by the client, to be at least as strong as in face-to-face
therapy and also highlights the association of the alliance with
online treatment outcome (15, 18, 19).

More specifically, a meta-analytic review of the alliance in
adult face-to-face and internet-based psychotherapy showed that
the alliance was significantly related to treatment outcomes, with
a similar association between alliance and outcome in face-to-
face psychotherapy (r= 0.278) and internet-based psychotherapy
(r = 0.275) (15). The positive relationship between the alliance
and outcome appeared to be consistent across different alliance
measures and outcome measures, treatment approaches (e.g.,
CBT, psychodynamic therapy, etc.) and client characteristics.
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Moreover, the overall correlation between alliance and outcome
was almost identical to the one found in an earlier meta-
analysis (20).

Types of Digital Psychological

Interventions
The efficacy of a broad range of digital psychological
interventions has been demonstrated, as well as a similar
association between alliance and outcome as reported in face-to-
face therapy. However, many current reviews and meta-analyses
on efficacy and alliance-outcome associations fail to differentiate
between different types of psychological online interventions.
The meta-analysis by Flückiger et al. (15), for example, combined
the different types of e-mental health (via internet, e-mail,
videoconferencing and phone). This limits our understanding
and ability to make responsible choices between the various
forms these interventions can take online.

One way to categorize online psychological interventions is
offered by Berger and Andersson (21), who distinguish between
modes of communication of psychological online interventions.
Communication can be text-based and asynchronous (e.g., e-
mail), text-based and almost real-time or synchronous (e.g.,
chat), and audio- or video-based synchronous communication
(e.g., video-conferencing). The review by Berger (10) was the
first to examine ratings of the working alliance using the
categorization by Berger and Andersson (21). However, Berger’s
(10) review was narrative, and did not provide an overview of
all the alliance measurements and relations to outcomes that
studies reported. Moreover, compared to other forms of online
interventions, Berger (10) found a very limited database on
the alliance in text-based digital psychotherapy and called for
more research on this therapy format. Therefore, the present
review specifically explores the scope of currently available
research on the therapeutic alliance in text-based internet
psychotherapy as defined by Berger and Andersson (21), in which
communication between the therapist and client takes place via
the internet and is text-based (e.g., e-mail, chat). Since we are
interested in the therapeutic relationship between the client and
the therapist, studies examining unguided, self-help text-based
digital interventions are not included here.

Research Objective
The current scoping review gives a comprehensive overview
of the nature and extent of current research evidence on the
therapeutic alliance in text-based digital psychotherapy. This
review maps out the study and intervention characteristics and
findings of the existing research on this topic by exploring:

1 How text-based digital therapy is being studied: with what
client groups and platforms, the forms, frequency and
duration of text-based communication, the types of therapists
and the treatment approaches.

2 What findings studies report regarding the working alliance:
which measurements are used, what is the reported quality of
the working alliance, and what types of statistical relationships
between the therapeutic relationship and outcome of
treatment are reported.

Our findings can indicate whether the strength of the therapeutic
alliance in text-based digital psychotherapy is comparable to the
one found in face-to-face psychotherapy, and if there is a relation
with treatment outcomes. This way, the current review aims to
enhance responsible decision-making in terms of the therapeutic
alliance in digital text-based psychotherapy.

METHODS

Research Design
The present literature review is a systematic scoping review,
conducted according to the guidelines provided by Peters et al.
(22). Scoping reviews intend to map out the current body of
research on a specified topic in terms of nature, characteristics
and volume. The assessment of the potential size and scope of
available research is done systematically, transparently, and in
order to be easily replicated (23). Systematic scoping reviews
typically synthesize data into tabular form to summarize and
disseminate the existing literature in the field of interest, to
identify research gaps and to make recommendations for future
research (22).

Search Strategy
The electronic databases Scopus, PsycINFO,Web of Science, and
Wiley Online Library were used to search for relevant studies
published between 2005 and 2020. These databases were chosen
because of their focus on social, medical and psychological topics,
with PsycINFO being more narrowly focused on psychological
and mental health research and Scopus and Web of Science
being databases with a broader scope. Wiley Online Library was
included because a first search of the literature indicated that
many relevant articles stemmed from this database.

Each database was searched for articles and the search
was repeated several times throughout the period of data
collection to ensure an exhaustive and up-to-date evidence
base. The final search was conducted on October 6, 2020. The
databases were queried with the following combination of search
terms (“working alliance” OR “therapeutic relationship” OR
“therapeutic alliance”) AND (“internet-based psychotherapy”
OR “online psychotherapy” OR “web- based psychotherapy”
OR “online mental health”) occurring in the title, abstract or
keywords of published scientific literature. The search term “text-
based” was not included, since articles generally did not classify
the therapy format in this way. Therefore, potentially relevant
articles were scanned manually to evaluate whether the used
digital psychotherapy format was indeed text-based.

Eligibility Criteria
The following inclusion and exclusion criteria were established:

Inclusion Criteria

1 The article needed to describe original research (e.g., no
literature review).

2 The language of the article needed to be in either English,
German, Dutch or Spanish for an extensive review.
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FIGURE 1 | PRISMA flowchart (26) of the inclusion/exclusion process of articles for the systematic literature review.

3 The year of publication had to be 2005 and onwards, as the
technological context of the review topic makes it likely that
studies from before 2005 are outdated.

4 Studies had to include text-based internet psychotherapy as
defined by Berger (10).

5 Studies needed to include an assessment of the working
alliance or similar construct using some validated measure,
such as the Working Alliance Inventory (24).

Exclusion Criteria

1 Articles describing unguided internet-based self-help
programs or interventions, video or audio-based internet
psychotherapies, and internet-based psychotherapies that
were offered in combination with face-to-face psychotherapy
(blended treatment).

2 Articles that contained unclear descriptions of the
interventions that they studied, making it impossible to
determine if the accompanying therapeutic counseling
was text-based.

3 Articles describing studies with participants without mental
health issues (e.g. general health issues).

Study Selection
Studies found were screened on title in the first step and on
abstract in the second step by two authors (CML and LJ). In
step 3 it was determined whether the remaining studies were

eligible based on reading the full paper and eligibility was judged
using the inclusion and exclusion criteria by two authors (CML
and LJ). In both steps, disagreements were discussed between
the authors until agreement was reached. Subsequently, the
reference lists of the included studies, as well as the studies
that cited the included studies were inspected [backward and
forward snowballing; (25)] to find additional papers. A flowchart
illustrating the study selection process of the present systematic
literature review according to the PRISMA guidelines (26) is
presented in Figure 1.

Data Extraction
The collected articles of this review were fully read and analyzed
in accordance with the aim of this research as specified above. All
data from the selected articles were extracted by two researchers
(CML and LJ). Data items that were extracted included
participant characteristics, study and intervention characteristics
and measures.

Participant Characteristics

Firstly, we extracted the targeted population: themental disorders
and/or problems that were treated. If an intervention targeted
more than one disorder the group of disorders was described
in accordance to the DSM-5 classification of mental disorders
to describe the treated mental health problems targeted (e.g.,
the term anxiety disorders for several disorders including severe
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symptoms of anxiety, such as social anxiety disorder, general
anxiety disorder, and panic disorder). Additionally, we extracted
data on participants’ gender and age.

Study and Intervention Characteristics

The study characteristics that were extracted were the study
design and the sample size of participants. The intervention
characteristics that were extracted included the platform and
modalities used, the medium (e.g., mail, chat) and type of
communication, the frequency of contact and average time spent
by the therapist per client, the treatment length, the type of
therapist, and the therapeutic approach the intervention was
based on.

The type of communication within an intervention was
categorized as synchronous or asynchronous, according to the
categorization terms provided by Berger (10). To determine the
type of practitioner, the exact wording in the study design section
of the study was used. This was done to maintain the identity
of the practitioner’s group, as a grouping of these mental health
professionals might bias the results, since different countries use
different titles for various groups of mental health care workers
(e.g., therapist, psychotherapist, psychological psychotherapist).
If the therapeutic approach the treatment was based on was not
specified by the researchers this was marked as “not specified.”

Measurements

We collected information about the instrument used to measure
therapeutic relationship and the rater (client or therapist),
the point in time of measurements, the reported quality of
the working alliance, and if applicable, the reported statistical
relationship between the therapeutic relationship and outcome
measures. Cut-off scores for the categorization of the strength
of associations were specified a-priori and based on the general
guidelines by Cohen (27). Thus, a correlational value was labeled
weak when below 0.10, small from 0.10 to 0.30, moderate from
0.30 to 0.50, and labeled strong from 0.50 to 1.00.

RESULTS

A total of 23 studies were reviewed for this scoping review,
covering a total of 28 interventions. Among the included
studies, 14 studies investigated the working alliance as a primary
objective, while the other 9 studies assessed the concept as a
secondary objective.

Participant Characteristics
Table 1 summarizes the participant characteristics. Among the
reviewed studies a variety of client groups was studied. The most
commonly investigated client group were clients diagnosed with
anxiety symptoms or disorders (n = 9). Another client group
often assessed in working alliance research was clients diagnosed
with depression (n = 8). Other investigated groups were clients
diagnosed with posttraumatic stress disorder (PTSD) or PTSD-
related symptoms (n = 6), obsessive-compulsive disorder (n =

2), binge-eating disorder (n = 1), preterm labor stress (n = 1),
and chronic tinnitus (n = 1). In most studies the majority of
participants were female, with the exception of one study having

a low percentage of 39.5% female participants. The weighted
average age across the studies was 37.4 years with a weighted
average standard deviation of 8.77. Two studies investigated the
working alliance in the treatment of children and adolescents and
two studies the treatment of traumatized elderly.

Study and Intervention Characteristics
Table 2 summarizes the characteristics of the reviewed studies
and interventions. Most studies had an RCT design (n =11),
were part of a larger RCT study (n =1), or involved a pilot RCT
(n = 1). Other study designs included controlled trials (n = 2)
and open trials (n = 4). The sample sizes ranged from 13 to
223. Among the reviewed interventions all but one used internet-
based modules as the modality. This modality uses treatment
modules created by researchers or clinical psychologists for a
specific target group, such as for PTSD (n = 3), binge eating
disorder (n = 1), and stress management (n =1). The modules
were accessible via the internet and allowed for communication
between therapist and client, which mostly entailed feedback on
writing tasks and progress in treatment. The exception was one
study that used an instant messaging intervention, and did not
specify the platform.

Most reviewed interventions used asynchronous
communication (n = 26), which involved feedback on self-
help tasks and on written assignments, emails, and the use of an
integrated text or chat function within the treatment platform.
Text-based responses by a therapist were always created within
24–48 h after a message was sent by a client, questions were asked
or writing assignments were completed. For one intervention,
the type of communication was not specified and another
reported “written exchange” without a detailed specification.
Only two interventions (partially) used synchronous text-based
communication involving a chat room used by the client
and therapist.

The most common frequency of contact between the client
and therapist for interventions was weekly (n = 16). Other
frequencies that were used were 2–3 times a week (n = 2) and
every 10–14 days (n = 1). One intervention for free online
counseling was accessible on demand. For nine interventions,
the contact frequency was not specified. For eleven of the
interventions, the average time that was spent by the therapist
per client was reported. The most common average time was
around 15min per client per week (n = 5). Interventions where
the therapist replied to writing assignments indicated longer
average times, from 20-50min per client per text (n = 2) to
45–50min (n =1). One of the two interventions that involved
synchronous chat sessions reported weekly session durations of
45min. The treatment length of the interventions ranged from
5 to 16 weeks, 6 to 10 modules or 9 to 14 sessions. For most
included interventions, the treatment length was reported in
weeks (n = 18), with a length of 8 (n = 6) or 10 weeks (n =

6) being the most common. One intervention that made use
of instant messaging as a form of free online counseling, was
accessed 2 to 5 or more times by participants.

In regard to the type of therapist offering or guiding
treatment online, several interventions offered guidance
by a licensed or registered psychotherapist or psychiatrist,
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TABLE 1 | Participant characteristics.

References Presenting problem Gender Age (years), mean (SD)

1a Andersson et al. (28) Depression 75% female 38.9 (13.5)

1b Andersson et al. (28) Generalized anxiety disorder 80.6% female 40.0 (11.2)

1c Andersson et al. (28) Social anxiety disorder 59.3% female 37.7 (11.42)

2 Andersson et al. (29) Obsessive-compulsive disorder 66.3% female 34.93 (12.72)

3a Anderson et al. (30) Anxiety disorders 61.6% female 13.91 (1.56)

3b Anderson et al. (30) Anxiety disorders 53.0% female 12.12 (2.5)

4 Bergman Nordgren et al. (31) Anxiety disorders 67% female 39.3 (11.2)

5 Bisseling et al. (32) Anxiety and depression during cancer 85.7% female n.a.

6 Blake Buffini and Gordon (33) I.a. mood, anxiety and personality disorders 83.3% female n.a. (0.80)

7 Dölemeyer et al. (34) Binge-eating disorder 93.2% female 34.8 (10.3)

8 Duffy et al. (35) Depression and anxiety 69% female n.a.

9 Penedo et al. (36) Depression 70.4% female 44.48 (10.68)

10a Hadjistavropoulos et al. (37) Depression 69.5% female 40.22 (12.57)

10b Hadjistavropoulos et al. (37) Generalized anxiety 69.5% female 40.22 (12.57)

11 Herbst et al. (8) Obsessive-compulsive disorder n.a. n.a.

12 Jasper et al. (38) Chronic tinnitus 39.5% female 51.92 (10.55)

13 Klein et al. (39) Posttraumatic stress disorder 77.27% female 66.1 (11.36)

14 Knaevelsrud et al. (40) Posttraumatic stress symptoms 56.6% female 71.73 (4.8)

15 Knaevelsrud et al. (41) Childhood traumatization 64.9% female 71.4 (4.7)

16 Knaevelsrud and Maercker (42) Posttraumatic stress reactions 92% female 35 (n.a.)

17 Knaevelsrud and Maercker (43) Posttraumatic stress disorder 90% female 35 (10.55)

18a Lindegaard et al. (44) Social anxiety disorder 62% female 41.4 (12.0)

18b Lindegaard et al. (44) Social anxiety disorder 74% female 42.6 (16.3)

19 Preschl et al. (45) Depression 84% female 34.9 (9.5)

20 Reynolds et al. (46) Mostly depression and stress/anxiety issues 71% female n.a.

21 Scherer et al. (47) Preterm labor stress 100% female 32.53 (3.49)

22 Topooco et al. (48) Adolescent depression 91% female 17.5 (1.1)

23 Wagner et al. (49) Posttraumatic stress symptoms 81% female 27.7 (7.0)

If a study did not report certain information, this is indicated with n.a. (not available).

and/or psychotherapists in training (n = 6), or psychologists,
psychotherapists or psychiatrists of whom it was unclear if they
were licensed or registered (n = 6). For other interventions,
psychology or social work students in the final phase of their
master’s degree were (additionally) employed (n = 7). Among
the reviewed studies some used the term “online therapist” or
“therapist” to refer to their practitioners, without specifying
the term further (n = 7), whereas one did not state who
was responsible for communication with clients within the
treatment program.

The majority of reviewed studies based their intervention on
the cognitive behavioral therapy approach (n = 18). One study
combined a cognitive behavioral therapy approach with narrative
exposure therapy, one study used a mindfulness-based cognitive
therapy approach, and another study used a psychodynamic
treatment approach in one condition of their studied treatments.
Finally, three studies did not specify which psychotherapeutic
approach the treatment was based on.

Measurements
Table 3 summarizes the findings concerning measurements of
the therapeutic relationship and its relationship with outcome
measures, with articles ordered by type of scale used.

The reviewed studies varied in their chosen points in time
for measurements. Six of the studies reviewed here measured the
working alliance early on in treatment, specifically in the second
or third week of treatment or after the third session. Other studies
took measurements after a set number of modules (n =1), after
the completion of certain modules (n =3), after the first half of
treatment and post-treatment (n =1), and solely after treatment
(n = 1). If multiple measurements were available, we chose to
report early measurements in Table 3, since it is recommended
to report early measurements of the therapeutic alliance (55).

Therapeutic Relationship Measure and Quality of

Therapeutic Relationship

The Working Alliance Inventory
Most reviewed studies used a version of the Working Alliance
Inventory (WAI) (24) for measurements of the therapeutic
alliance (n = 19). The WAI has a client and therapist version,
of which both scores can be combined to form a composite score.
However, frequently only the client version of the WAI is used,
as was also the case in the majority of studies included here (n
= 17). The original WAI has 36 items rated on a 7-point Likert
scale, and was used by only one study. Fourteen studies used the
12-item short form of the WAI, the WAI-S. A few studies used
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TABLE 2 | Study and intervention characteristics.

References Study

design

Sample

size

Modality Form(s) of

communication

(asynchronous

/synchronous)

Frequency of

contact, average

time spent by

therapist per client

Treatment

length

Therapists Therapeutic

approach

1a Andersson et al. (28) Controlled

trial

88 Internet-based

modules

Either e-mails or

feedback on

self-help tasks

(asynchronous)

Weekly, e-mail therapy:

total of 509min.

(SD=176), guided

self-help treatment:

total of 53min.

(SD=28)

8 weeks “Internet-therapist” Cognitive behavior

therapy

1b Andersson et al. (28) Controlled

trial

89 Internet-based

modules

Feedback on

self-help tasks

(asynchronous)

Weekly, 10-15min. a

week

8 weeks “Internet-therapist” Cognitive behavior

therapy

1c Andersson et al. (28) Controlled

trial

204 Internet-based

modules

Feedback on

self-help tasks

(asynchronous)

Weekly, 15min. a week 8 weeks “Internet-therapist” Cognitive behavior

therapy

2 Andersson et al. (29) RCT 101 Internet-based

modules

Integrated text

messaging

function, emails

(asynchronous)

2-3 times a week, n.a. 10 weeks Clinical psychology students

in their final year of the study

program under supervision

of a licensed psychologist

Cognitive behavior

therapy

3a Anderson et al. (30) Controlled

trial

73 BRAVE:

Internet-based

modules

Emails

(asynchronous)

Weekly, n.a. 10 youth and

five parent

sessions

Registered psychologists Cognitive behavior

therapy

3b Anderson et al. (30) Controlled

trial

132 BRAVE:

Internet-based

modules

Emails

(asynchronous)

Weekly, n.a. 10 youth and

five parent

sessions

Registered psychologists Cognitive behavior

therapy

4 Bergman Nordgren

et al. (31)

Randomized

controlled

pilot trial

27 Internet-based

modules

Feedback on

homework

assignments

(asynchronous)

N.a., 15min. a week 10 weeks Master’s degree level

psychology students who

had completed clinical

training

Cognitive behavior

therapy

5 Bisseling et al. (32) RCT 78 Internet-based

modules

Written feedback

on completed

logfiles, emails

(asynchronous)

Weekly, n.a. 9 sessions Therapists fulfilling the

advanced criteria of the

Association of

Minfulness-Based Teachers

in the Netherlands and

Flanders

Third wave CBT

(Mindfulness-

based cognitive

therapy)

6 Blake Buffini and

Gordon (33)

Cross-

sectional

78 A service providing

free online

counseling during

crises

Instant messaging

(synchronous)

On demand, n.a. Participants

accessed

support 2-5+

times

Service-staff with a

minimum of undergraduate

level in psychology,

psychotherapy or social

care

Not specified

7 Dölemeyer et al. (34) Uncontrolled

trial

59 Internet-based

modules, based

on ‘Overcoming

Binge Eating’

Integrated text

messaging

function

(asynchronous)

Weekly, n.a. 16 weeks ‘Therapist’ Cognitive behavior

therapy

(Continued)
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TABLE 2 | Continued

References Study

design

Sample

size

Modality Form(s) of

communication

(asynchronous

/synchronous)

Frequency of

contact, average

time spent by

therapist per client

Treatment

length

Therapists Therapeutic

approach

8 Duffy et al. (35) Open,

uncontrolled

feasibility trial

123 SilverCloud:

Internet-based

modules

Written feedback

on progress

(asynchronous)

Every 10-14 days, n.a. 8 weeks Clinical psychologists,

counseling psychologists

and psychological wellbeing

practitioners

Cognitive behavior

therapy

9 Gómez Penedo et al.

(36)

RCT 223 Deprexis:

Internet-based

modules

Standardized

email support with

feedback on

activity

(asynchronous)

Weekly, n.a. 10 modules Master’s students in clinical

psychology and

psychotherapy,

psychotherapists in training

and licensed

psychotherapists, trained in

the program

Cognitive behavior

therapy

10a Hadjistavropoulos et al.

(37)

Open

dissemination

trial

83 Internet-based

modules

Feedback on

homework, emails

(asynchronous)

Weekly, n.a. 12 modules Registered psychologists,

social workers, nurses with

CBT experience and

supervised graduate

students in clinical

psychology or social work

Cognitive behavior

therapy

10b Hadjistavropoulos et al.

(37)

Open

dissemination

trial

112 Internet-based

modules

Feedback on

homework, emails

(asynchronous)

Weekly, n.a. 12 modules Registered psychologists,

social workers, nurses with

CBT experience and

supervised graduate

students in clinical

psychology or social work

Cognitive behavior

therapy

11 Herbst et al. (16) RCT 29 Internet-based

modules

n.a. n.a. 14 sessions n.a. Cognitive behavior

therapy

12 Jasper et al. (38) RCT 38 Internet-based

modules

Online messaging

systems

(asynchronous)

Weekly, 13.75min. per

week

10 weeks Clinical psychologists

certified in CBT or

psychologists in advanced

stages of their training

Cognitive behavior

therapy

13 Klein et al. (39) Open trial 22 PTSD Online:

Internet-based

modules

Audio files and

email individually

tailored and

constructed

(asynchronous)

n.a., total time:

194.47min.

(SD=148.7)

10 weeks Registered and probationary

registered psychologists

Cognitive behavior

therapy

14 Knaevelsrud et al. (40) Open trial 30 Internet-based

modules

Feedback on

writing

assignments

(asynchronous)

n.a. 6 weeks Doctoral-level clinician

psychologists with special

training in the application of

CBT for PTSD

Cognitive behavior

therapy and

narrative exposure

therapy

15 Knaevelsrud et al. (41) RCT 94 Internet-based

modules

Uploading texts in

secure Web portal

(asynchronous)

10 responses to texts,

45-50min. each

6 weeks Licensed clinical

psychologists with special

training in Integrative

Testimonial Therapy

Cognitive behavior

therapy

(Continued)
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TABLE 2 | Continued

References Study

design

Sample

size

Modality Form(s) of

communication

(asynchronous

/synchronous)

Frequency of

contact, average

time spent by

therapist per client

Treatment

length

Therapists Therapeutic

approach

16 Knaevelsrud and

Maercker (42)

Part of an

RCT

91 Internet-based

modules

Feedback on

writing

assignments

(asynchronous)

n.a. 5 weeks Psychologists trained in the

application of writing

assignments for PTSD

Not specified

17 Knaevelsrud and

Maercker (43)

RCT 96 Internet-based

modules

Feedback on

writing

assignments

(asynchronous)

n.a. 5 weeks Clinical psychologists

trained in the application of

writing assignments for

PTSD

Cognitive behavior

therapy

18a Lindegaard et al. (44) Preference

study

13 SOFIE:

Internet-based

modules

Mail service within

internet platform,

feedback on

homework

assignments

(asynchronous)

Weekly, guideline of

15min. per week

10 weeks Master’s degree level

psychology students

Cognitive behavior

therapy

18b Lindegaard et al. (44) Preference

study

23 Internet-based

modules

Feedback on

homework

assignments

(asynchronous)

Weekly, guideline of

15min. per week

10 weeks Master’s degree level

psychology students

Psychodynamic

therapy

19 Preschl et al. (45) RCT 25 Internet-based

modules

Feedback on

writing

assignments and

instructions for

exercises

(asynchronous)

n.a., 20-50min. per

text

8 weeks Psychologists and

psychotherapists trained in

CBT for depression

Cognitive behavior

therapy

20 Reynolds et al. (46) Uncontrolled 17 Internet-based

modules

Emails

(asynchronous)

n.a. n.a. “Therapists, predominately

qualified to practice in the

US”

Not specified

21 Scherer et al. (47) RCT 58 IB-CBSM:

Internet-based

modules for stress

management

“Written

exchange” (n.a.)

Weekly, n.a. 6 modules Trained psychologist or

psychologist in training

Cognitive behavior

therapy

22 Topooco et al. (48) RCT 70 Iterapi:

Internet-based

CBT with therapist

chat sessions

Chat sessions

conducted inside

the treatment

platform

(synchronous)

Weekly, 45min. 8 weeks Therapists in training Cognitive behavior

therapy

23 Wagner et al. (49) RCT 55 Internet-based

modules for PTSD

symptoms

Written feedback

and instructions

(asynchronous)

n.a., 20-50min. per

text

5 weeks Psychologists and

psychiatrists

Cognitive behavior

therapy

If a study did not report certain information, this is indicated with n.a. (not available).
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a modified version of the WAI-S, adapted for guided internet
interventions (n = 2) or for online help for women (n = 1). In
addition, four studies used the revised short form of the WAI
(WAI-SR), which also has 12 items but uses a 5-point Likert scale
(51). Finally, one study used the WAI-I, which is a new scale
developed specifically for guided internet interventions (36), and
was derived from the WAI-SR. The WAI-I also has 12 items and
uses a 5-point Likert scale.

The WAI and WAI-S items are typically averaged into a total
score between 1 and 7 (50).Measurements of the average working
alliance with the WAI or the WAI-S ranged from 4.30 (SD: 1.27)
to 6.3 (SD: 0.54) across 12 studies that examined 15 interventions.
The weighted average score of allWAI andWAI-Smeasurements
was 5.66 with a weighted average standard deviation of 0.84,
which indicates a positive working alliance. Only three of the
four studies using the revised short form (with a maximum score
of 5) of the WAI reported total WAI-SR-scores (see Table 3),
with a weighted average of 3.23 (weighted SD: 0.8). Of those, one
reported a low mean score of 2.34 (SD: 0.98) (38).

Other Measures
Additionally, a few studies used different scales to assess
the therapeutic alliance. Two studies that examined three
interventions used the Therapeutic Alliance Questionnaire [TAQ
(52)], which only assesses the client’s perspective. The maximum
score for the TAQ is 102, and a score above 80 is considered to
reflect a high working alliance (37). The two studies included
here showed a weighted average TAQ-score of 85,26 with a
weighted average standard deviation of 12.44 (based on the mid-
treatment scores when these were included), indicating a good
working alliance.

One study used the Scale to Assess the Therapeutic
Relationship [STAR (53)], which consists of a separate patient
(STAR-P) and clinician (STAR-C) scale, both with 12 items and
scores that can range from 0–48, with higher scores indicating a
better therapeutic relationship. The study included here reported
an average STAR-P score of 37.41 (standard deviation: 1.54) and
an average STAR-C score of 30.54 (standard deviation: 1.5).

Finally, one study used a short form of the AgnewRelationship
Measure [ARM (54)]. The ARM also has parallel versions for
clients and therapists, both with 12 items and a 7-point Likert
scale. The study included here only reported the scores on
subscales for clients and therapist, and not a composite score.
These sub scores ranged from 5.27 to 6.19 (out of 7) for clients,
and from 4.73 to 5.76 (out of 7) for therapists, which seems to
indicate a positive therapeutic relationship.

Relationship Between Therapeutic Relationship and

Outcome

Reported findings on the statistical relationships between
measurements of the therapeutic alliance and outcome measures
of treatment are shown in Table 3. Analysis techniques used
included bivariate and partial Pearson correlations, hierarchical
multiple regression analysis and multi-level hierarchical
linear modeling.

The 23 reviewed articles included 28 interventions. For 22
of these interventions, studies reported statistical relationships

between measurements of the therapeutic alliance and outcome
measures. Firstly, for 8 out of 13 interventions (8 out of
10 studies), significant correlations were reported between the
therapeutic alliance measures and change-scores on one or more
primary outcome measures, ranging from small (n = 1) to
moderate (n = 7) and strong (n = 1) in magnitude. Further, for
6 out of 7 interventions (5 out of 6 studies) that were examined
on the predictive value of the alliance on subsequent treatment
outcomes, higher degrees of the therapeutic alliance significantly
predicted better treatment outcomes.

Three out of three studies found that the therapeutic alliance
significantly predicted the secondary outcome measures of,
respectively, compliance (n =1) and client satisfaction (n = 2).
In the case of the influence of the alliance on client satisfaction,
the effects found in both studies were strong. Finally, three out of
three studies found that subscales of the WAI, such as agreement
on tasks, significantly predicted (n = 1), or were significantly
and moderately correlated with (n= 2) outcome measures of the
assessed treatment.

DISCUSSION

This scoping review aims to summarize the available research
on the therapeutic alliance in text-based digital psychotherapy
within the last 15 years, in order to enhance its responsible
use. A total of 23 articles that examined the therapeutic alliance
in 28 text-based interventions were reviewed. These articles
were explored on several participant, study and intervention
characteristics, as well as the type of measurements of the
therapeutic alliance and its relationship to treatment outcome.

In general, our findings show that research on this topic
has been conducted with a variety of client groups and
treatment modalities. However, most studies focused on clients
diagnosed with anxiety and/or depression symptoms and used
a form of internet-based cognitive behavioral therapy (ICBT)
as modality for treatment delivery. Further, most text-based
digital treatments solely used asynchronous communication
methods, such as emails, delayed chats, and integrated text-based
communication features within websites and platforms.

An essential precondition of the responsible use of digital,
text-based psychotherapy is knowing whether a therapeutic
alliance can be established in this therapy format, and whether
the strength and type of a therapeutic alliance that is established
through text is comparable to the one found in face-to-face
treatment. The therapeutic alliance scores in the reviewed articles
on digital text-based psychotherapy were mostly high, thus
suggesting that positive alliances can indeed be established in
digital interventions even if only text-based communication
modalities are used between clients and therapist. The majority
of the reported statistical relationships of the therapeutic alliance
showed either significant correlations between the alliance and
treatment outcome, or found that the alliance significantly
predicted primary and secondary outcome measures.

Scope of the Reviewed Research
In previous reviews on the therapeutic alliance in digital therapy,
a very limited number of studies was found investigating
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TABLE 3 | Measurements.

Authors Therapeutic relationship

measure and rater

(c = client-rated,

t = therapist-rated)

Moment of

assessment

Quality of therapeutic

relationship, Mean

(Standard deviation)

Relationship between therapeutic relationship

and outcome

1a Andersson et al. (28) WAI: Working Alliance

Inventory, C

Third week of

treatment

5.41 (0.83) Correlations between the WAI-S and residualized

change scores on the primary outcome measures

were weak (r = 0.18) and not statistically significant

1b Andersson et al. (28) WAI: Working Alliance

Inventory, C

Third week of

treatment

5.63 (0.94) Correlations between the WAI-S and residualized

change scores on the primary outcome measures

were small (r = 0.13) and not statistically significant

1c Andersson et al. (28) WAI: Working Alliance

Inventory, C

Fourth week of

treatment

5.45 (1.05) Correlations between the WAI-S and residualized

change scores on the primary outcome measures

were small (r = 0.10) and not statistically significant

2a Anderson et al. (30) WAI-S: Working Alliance

Inventory-Short Form, C

After completion of

third session

5.77 (1.20) n.a.

2b Anderson et al. (30) WAI-S: Working Alliance

Inventory-Short Form, C

After completion of

third session

5.85 (1.09) Higher WAI-S scores in older adults (12-18 years)

predicted CGAS at 6-month follow-up (B = .22, t =

2.21, p = 0.03) Higher WAI-S scores predicted

compliance with the treatment (B = 0.38), F (1,80) =

13.10, p = 0.01)

3 Blake Buffini and

Gordon (33)

WAI-S: Working Alliance

Inventory-Short Form, C

After participants

had accessed

support on more

than one occasion

4.30 (1.27) The strength of the working alliance predicted client

satisfaction, explaining 55% of variance in client

satisfaction scores (R-square = 0.55; F = 93.85, p

< 0.001)

4 Dölemeyer et al. (34) WAI-S: Working Alliance

Inventory-Short Form, C

After first half of

treatment

6.01 (0.79) Correlations between the WAI-S measured at end of

treatment and residual gain scores on

EDE-Q-subscale ‘restrained eating behavior’ were

significant and moderate (r = −492), no correlations

between WAI-S and binge eating episodes

5 Knaevelsrud et al. (41) WAI-S: Working Alliance

Inventory-Short Form, C

End of treatment 6.2 (0.7) n.a.

6 Knaevelsrud et al. (40) WAI-S: Working Alliance

Inventory-Short Form, C

Fourth treatment

session

6.09 (0.87) n.a.

7 Knaevelsrud and

Maercker (42)

WAI-S: Working Alliance

Inventory-Short Form, C & T

(only client ratings reported)

Fourth treatment

session

5.8 (0.62) Correlations between the WAI-S and residual gain

scores on anxiety were significant and moderate (r

= .33)

8 Knaevelsrud and

Maercker (43)

WAI-S: Working Alliance

Inventory-Short Form, C & T

End of treatment Client: 6.3 (0.54)

Therapist: 5.8 (.98)

Correlations between the client-rated WAI-S (at the

end of treatment) and treatment outcome were

significant and predicted 15% of the variance in

post-treatment measures of the IES-R (adjusted

R-square = 0.148; F (2,39) = 8.15, p < 0.05)

9 Preschl et al. (45) WAI-S: Working Alliance

Inventory-Short Form, C & T

After four weeks Client: 5.82 (0.80)

Therapist (only measured

post treatment): 6.04 (.67)

Correlations between clients’ ratings of the subscale

‘tasks’ measured post-treatment and BDI-score at

post-treatment in the online group were significant

and moderate (r = −0.47), the WAI-S did not

significantly predict the BDI residual gain score (r =

−0.06)

10 Topooco et al. (48) WAI-S: Working Alliance

Inventory-Short Form, C

n.a. 4.95 (0.63) n.a.

11 Wagner et al. (49) WAI-S: Working Alliance

Inventory-Short Form, C

After the fourth

session

6.04 (0.83) Early WAI-S (at mid-treatment) significantly

predicted treatment outcome (adjusted R-square =

.20; F (2,44) = 6.57, p = 0.003)

12 Andersson et al. (29) WAI-S: Working Alliance

Inventory-Short Form, n.a.

Third week of

treatment

n.a. Higher degree of working alliance predicted

Y-BOCS change score (B = −0.09, SE = 0.04, t =

2.20, p < 0.05)

13 Bergman Nordgren

et al. (31)

WAI-S: Working Alliance

Inventory-Short Form,

adapted for guided internet

interventions, C

Third week 6.00 (0.80) Correlations between the WAI-S (at week 3) and

residual gain scores on the primary outcome

measure were significant and moderate (r = −0.47)

14 Lindegaard et al. (44) WAI-S: Working Alliance

Inventory-Short Form,

adapted for guided internet

interventions, C

Third week n.a. Correlations between the WAI-S (at week three) and

treatment outcome were significant and WAI-S

predicted change rate (B = −0.05, 95% CI

[−0.072, −0.018], z = −3.22, p = 0.001)

(Continued)
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TABLE 3 | Continued

Authors Therapeutic relationship

measure and rater

(c = client-rated,

t = therapist-rated)

Moment of

assessment

Quality of therapeutic

relationship, Mean

(Standard deviation)

Relationship between therapeutic relationship

and outcome

15 Bisseling et al. (32) WAI-SR: Working Alliance

Inventory-Short Form

Revised, C

At the start of

week 2

n.a. Therapeutic alliance predicted both reduction of

psychological distress (B = −0.12; t(114) = −2.656;

p = 0.01) and increase of mental well-being (B =

0.23; t(113) = 2.651; p = 0.01) at post treatment

16 Herbst et al. (8) WAI-SR: Working Alliance

Inventory-Short Form

Revised, n.a.

Post treatment 4.08 (0.78) Correlations between the WAI-SR and Y-BOCS SR

change score were significant and moderate (r =

0.33); a marginal correlation between WAI-SR and

the OCI-R change score was significant and small (r

= 0.29)

17 Jasper et al. (38) WAI-SR: Working Alliance

Inventory-Short Form

Revised, C

Fifth week 2.34 (0.98) Correlations between the subscales ‘agreement on

treatment tasks’ and residual gain scores for the

therapy outcome measure ‘tinnitus distress’ were

significant and moderate (r = 0.40)

18 Scherer et al. (47) WAI-SR: Working Alliance

Inventory-Short Form

Revised, adapted to the

online help for women, C

After module 2, 3,

4, and 5

3.51 (.69) Correlations of the WAI-SR and residual gain scores

on stress and anxiety outcomes were significant

and moderate (PSS: r = 0.451) and strong (STAI-T:

r = 0.501). Nearly 40% of the variance in patient

satisfaction is explained by the WAI-SR, R-square =

.398; F (1,50) = 33.060, p < 0.001. WAI-SR partly

mediates at least the relationship between group

condition and patient satisfaction

19 Gómez Penedo et al.

(36)

WAI-I: Working Alliance

Inventory for Guided

Internet Interventions, C

Post treatment Task & goal subscale: 3.17

(0.91)

Bond subscale: 3.56 (1.15)

Significant effect of the tasks and goals subscale on

the estimated PHQ-9 value at the end of follow-up

(B = −1.74, SE = 0.40, 95% CI [−2.52, −0.96],

t(206) = −4.37, p < 0.001)

20a Hadjistavropoulos et al.

(37)

Therapeutic Alliance

Questionnaire (TAQ), C

After module 6

and prior to

completing

module 12

Mid-treatment: 83.47

(13.89)

Post-treatment: 83.20

(15.35)

Mid-treatment TAQ scores were not significantly

correlated with PHQ-9 post-treatment scores

(controlling for pre-treatment PHQ-9 scores)

20b Hadjistavropoulos et al.

(37)

Therapeutic Alliance

Questionnaire (TAQ), C

After module 6

and prior to

completing

module 12

Mid-treatment: 85.82

(10.85)

Post-treatment:

86.93 (12.42)

Mid-treatment TAQ scores were not significantly

correlated with GAD-7 post-treatment scores

(controlling for pre-treatment GAD-7 scores)

21 Klein et al. (39) Therapeutic alliance

questionnaire (TAQ), C

n.a. 89.2 (15.1) n.a.

22 Duffy et al. (35) Scale to assess the

therapeutic relationship

(STAR), C & T

At treatment exit STAR-P (Client’s

perspective), treatment

completers: 37.410 (1.543)

STAR-C (therapist’s

perspective), treatment

completers: 30.543 (1.500)

STAR-P, client’s perspective: Treatment completers

showed a significant increase in STAR-P scores of

on average 3.9 points from baseline to average end

of treatment (day 46) (95% CI [−5.36, 1.26], t (82)=

−3.195, p = 0.002). STAR-C, therapist’s

perspective: For dropout clients, the STAR-C scores

declined significantly by on average 5.4 points from

baseline to end of treatment (day 46) (95% CI [2.10,

−8.73), t(308) = 3.236, p = 0.001)

23 Reynolds et al. (46) Agnew Relationship

Measure (ARM), short form,

C & T

Weekly Client ratings

Bond and partnership: 5.97

(1.26); Confidence: 6.19

(1.24); Openness: 5.27

(1.42)

Therapist ratings

Bond and partnership: 5.72

(.94); Confidence: 5.76

(.99); Openness: 4.73 (1.55)

n.a.

If a study did not report certain information, this is indicated with n.a. (not available).

The Working Alliance Inventory is from Horvath and Greenberg (24); the Working Alliance Inventory—Short Form is from Busseri and Tyler (50); the Working Alliance Inventory—Short

Form Revised is from Hatcher and Gillaspy (51); the Working Alliance Inventory for Guided Internet Interventions is from Penedo et al. (36); the Therapeutic Alliance Questionnaire is from

Bickman et al. (52), the Scale to Assess the Therapeutic Relationship is from McGuire-Snieckus et al. (53), the Agnew Relationship Measure is from Agnew-Davies et al. (54).
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the therapeutic alliance in text-based digital therapy (6, 10).
The current review therefore provides an updated overview
specifically on the therapeutic alliance in this therapy format.
With a number of 23 included studies, of which 7 studies
were published from 2017 and onwards [when Berger’s narrative
review was conducted (10)], the body of evidence on the
working alliance in text-based digital treatment seems to be
growing. Furthermore, of the included studies in the current
review, 14 studies investigated the therapeutic alliance as a
primary objective, compared to 6 studies in a review from 2012
(6). With a larger evidence base, the current review confirms
indications from earlier reviews of a similar therapeutic alliance
in digital therapy and face-to-face therapy and mixed to positive
relationships of the alliance with treatment outcomes (6, 10).

Although a range of treatments for various client groups
was found in the reviewed studies, most of them concerned
(a combination of) anxiety and depression symptoms. This
is not surprising, given that anxiety and mood disorders are
the most prevalent mental disorders (56). Furthermore, with
the great majority of studies reviewed here using a cognitive
behavioral therapy approach or framework for internet-based
psychotherapy it becomes apparent that this approach also
dominates the treatment options online, in line with earlier
findings on internet psychotherapy (6, 10). This might be
explained by the fact that the short-term interventions and
techniques that are commonly used in CBT fit well in an
online format (57), and may also be more easily integrated into
internet-based psychotherapy given the length of the treatments
reviewed here (5–16 weeks). Other psychological approaches
such as psychodynamic approaches or third-wave CBT were
underrepresented in the current review. While internet-based
treatments based on psychodynamic theory and third-wave
approaches are slowly starting to appear, the working alliance or
similar constructs relating to the therapeutic relationship have yet
to be researched (58, 59).

Finally, the reviewed studies examined various digital
treatment options, but it is worth mentioning that the authors
of the studies often originate from the same research groups
from Germany and Sweden. It seems that mainly these groups
investigate the therapeutic alliance online, which suggests a lack
of variety in researchers studying the subject, and shows that
research interest in this topic is not yet widespread. Furthermore,
since the country in which studies on (digital) psychotherapy
are conducted likely influence the generalizability of the results,
caution is necessary when interpreting these findings. The
current conclusions may be limited to the North-European
context and culture and may not be representative for other
countries and cultures.

The Therapeutic Alliance and Responsible

Digital Treatment
Our findings generally show high levels of therapeutic alliance in
text-based digital psychotherapy, comparable to those reported
for face-to-face treatment (50). Therefore, the establishment of a
good therapeutic relationships seems to be possible independent
of the medium (digital text-based or face-to-face). Additionally,

the majority of the included studies show significant and
positive relations between the therapeutic alliance and primary or
secondary outcome measurements, such as a strong relationship
with client satisfaction. The formation of a good therapeutic
alliance, especially when related to better treatment outcomes,
supports the notion that text-based digital treatments can be a
responsible addition or alternative to face-to-face treatment or
(long) waiting lists.

Quality of the Therapeutic Alliance and

Alliance-Outcome Relationship

Tomeasure the therapeutic alliance, most of the reviewed studies
(n= 10) used either the Working Alliance Inventory [WAI (24)]
or its short form [WAI-S (50)]. The scores on theWAI andWAI-
S were generally high with a combined average score of 5.66 (out
of 7). This indicates a good working alliance that is comparable to
ratings in face-to-face treatment, such as the mean of 5.87 found
in a study on the Working Alliance Inventory in face-to-face
treatment (50). In addition, four studies used other measures of
the working alliance. All of the reported scores for these measures
also indicated similarly high scores of the working alliance, (far)
above the midpoints of the different scales.

Only one of the reviewed studies (38) reported a low mean
score of 2.34 for the revised short form of the WAI (the WAI-SR,
with a maximum score of 5). Nonetheless, additionally reported
scores by the researchers did indicate an increase in working
alliance ratings by week 9. The study was unique in their targeted
population of clients diagnosed with chronic tinnitus and their
sample of mainly male clients. Given the lack of research on
online treatment with this client group it is unclear whether the
relatively low score and late increase in alliance quality stems
from client characteristics, the specific treatment or other factors.

With respect to the statistical relationship between
measurements of the working alliance and outcome measures
of treatment the results were somewhat varied. Many studies
indicated significant moderate [e.g., (31)] correlations of the
total working alliance scores or subscales scores with outcome
measures. One study found small correlations (8) and another
found strong correlations (47), while a few studies did not
find significant correlations with primary outcome measures
[e.g., (28)]. Moreover, several studies indicated that early
measurements of the working alliance significantly predicted
better treatment outcomes or secondary outcomes such as
compliance to treatment or client satisfaction.

The positive relationship between the therapeutic alliance
and treatment outcomes indicates that the type of alliance that
emerges in text-based digital psychotherapy is indeed beneficial
to the therapeutic work. The finding that many studies found
a significant and moderate relationship between the alliance
and treatment outcomes is also in accordance with a previous
meta-analysis on the alliance-outcome association in digital
psychotherapy that found a significant overall correlation of r =
0.28 (15), as well as amore recent meta-analysis on the same topic
that found a significant overall correlation of r = 0.20 (19). Since
the research on this topic was until recently very limited (10), our
review provides the necessary update on the working alliance in
this evolving and growing field. Hopefully, our findings can serve
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to give therapists more confidence in their abilities to develop
a functional working alliance in internet-based psychotherapy,
since earlier studies showed that this confidence is often lacking
in therapists (7, 17).

What Knowledge Is Missing?

Especially for clients diagnosed with anxiety, depression, or
PTSD symptoms and digital text-based treatments based on CBT,
our review shows evidence that good therapeutic alliances can
be established in text-based psychotherapies. Here, the alliance
does not seem to be compromised due to the communication
being text-based instead of face-to-face. With regard to other
client groups and treatment approaches, the research on the
therapeutic alliance in digital text-based psychotherapy is still
in its infancy. This means that we should be careful with
generalizing our findings from the current review to other client
groups and treatment approaches. However, since we did not find
any obvious differences for client groups or different treatment
forms, we expect that the working alliance in text-based digital
treatment works similarly across the board, in line with findings
on internet-based treatment in general (15).

Additionally, to judge whether digital text-based treatments
are a responsible option, measuring the quality of the therapeutic
alliance solely quantitatively with the WAI could reflect a
rather narrow view of the alliance. The therapeutic alliance is a
dynamic construct, that fluctuates over time and that a therapist
should always closely guard during the therapy process (20),
whereas in most of the included studies the working alliance
was only measured at one moment in time. A different research
approach, such as experience sampling (60), could therefore
be a suitable addition to research on the therapeutic alliance.
Experience sampling could also give more insight into the
naturally occurring ruptures and the corresponding repair work
in the therapeutic relationship. These are not taken into account
in a scale such as the WAI, even though ruptures seem likely to
occur in relationships that are formed on the basis of reduced
communication cues and responsiveness (10). It is possible that
other important, more complex elements in the relationship are
currently missed as well, such as self-disclosure or empathy (61).

An essential value in mental health care, for example, is
the compassion between the therapist and the client (62, 63).
Compassion consists of different elements: recognizing suffering,
understanding its universality, emotional resonance, tolerating
uncomfortable feelings, and the motivation to act to alleviate
suffering (64). The presence of compassion in treatment has
many benefits (65), and it can strengthen the therapeutic alliance
(66). However, the ability to express and transfer compassion
in digital treatments and therapeutic (text-based) relationships
has not been examined yet, and no scale exists to measure
compassion in digital treatment forms.

The WAI, for instance, consists of three subscales, measuring
the agreement between client and therapist on goals and tasks,
as well as the bond (16, 24). This final subscale, the bond, comes
closest to measuring elements of compassion in treatment, but its
items are limited to the mutual liking, respect and appreciation
in the relationship. These items do not do the comprehensive
concept of compassion justice. Moreover, the WAI stems from

1989 (24), and was not developed with digital treatment options
in mind. Therefore, to examine if a fundamental value such as
compassion does not get lost in digital, text-based treatment
as compared to face-to-face treatment, a new scale to measure
compassion in these treatment forms is needed.

Study Limitations
There are a few potential limitations concerning the results
of this review. Firstly, the choice for a scoping review was
made with the aim for a broad coverage of the topic. As is
characteristic of scoping reviews, the current scoping review
did not appraise the methodological quality of the reviewed
articles. Secondly, regarding the used search strategy, search
terms such as “online psychotherapy” and “online mental health”
were chosen in an attempt to achieve a broad coverage and to
not steer in the direction of certain mediums. Since the included
interventions are mostly web-based, it is possible that we missed
some studies that included other forms of digital text-based
psychotherapy, such as via text-messaging or via apps. However,
a search including additional search terms such as “SMS,” “text-
messaging” and “apps” shows that many interventions using
these mediums pertain to unguided, self-help interventions and
not guided psychotherapy.

Finally, abstracts included in this review were required to
report the assessment of the working alliance (or therapeutic
alliance or therapeutic relationship). It is possible that studies
did not report their measurements of the working alliance in
the abstract, and were therefore not included in this review.
These limitations could be addressed in future reviews to provide
an even more extensive synthesis of findings on the working
alliance online.

Directions for Future Research
This review can be seen as a step toward a more positive
perspective on relationships between clients and therapists in
digital treatment and highlights the fact that high quality working
alliances can be established digitally, and through text. Of course,
this also raises new questions, such as to what extent this good
digital therapeutic relationship is related to the therapist, and
how much of it is mediated by the digital interaction. Moreover,
future research could assess qualitatively how client and therapist
interact online to establish this valuable relationship, since it
remains unclear what the content is of their communication
that has led to a good therapeutic alliance. This knowledge is
critical to understand what helps build the therapeutic alliance,
and could have practical implications for clients and therapists
considering the use of text-based digital interventions. A more
in-depth insight into the therapeutic relationship could also give
more clarity on any elements that current measures might miss,
such as the presence of compassion. This might give us some
understanding of what type of behavior can enable a positive
working alliance and, possibly, how digital treatment options and
communication modalities can facilitate these behaviors.

Furthermore, the number of studies and interventions
included in the current systematic scoping review shows that it is
possible to conduct ameta-analysis on this topic. Such an analysis
could provide a richer picture of the role of the therapeutic
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alliance in text-based digital psychotherapy, for example by
evaluating which types of platform and forms of communication
enable better therapeutic alliances and to what extent the alliance
relates to the treatment outcome based on effect sizes.

Although the generalizability of the present results must
be established in future research, and more comprehensive
measurements of the therapeutic alliance are needed, this
scoping review provides support for the possibility of a good
working alliance in various text-based digital psychotherapeutic
treatments and with various groups of people diagnosed with
different mental disorders. It might inspire clinical psychologists,
psychiatrists and mental health care workers to consider
accessible internet- based options with a low-threshold as an
addition or alternative to face-to-face treatment.
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Background: As research involving human participants increasingly occurs with the aid

of digital tools (e.g., mobile apps, wearable and remote pervasive sensors), the consent

content and delivery process is changing. Informed consent documents to participate

in research are lengthy and difficult for prospective participants to read and understand.

As the consent communication will need to include concepts and procedures unique

to digital health research, making that information accessible and meaningful to the

prospective participant is critical for consent to be informed. This paper describes a

methodology that researchers can apply when developing a consent communication for

digital health research.

Methods: A consent document approved by a US institutional review board was

deconstructed into segments that aligned with federal requirements for informed

consent. Three researchers independently revised each segment of text with a goal of

achieving a readability score between a 6–8th grade level. The team then consulted with

an external readability expert well-versed in revising informed consent documents into

“plain language.” The resulting text was evaluated using Microsoft Word and Online-

Utility accessibility software. The final step involved adding visual images and graphics

to complement the text. The Digital Health Checklist consent prototype builder was then

used to identify areas where the consent content could be expanded to address four key

domains of Access and Usability, Privacy, Risks and Benefits, and Data Management.

Results: The approved consent was evaluated at a 12.6 grade reading level, whereas

the revised language by our study team received 12.4, 12, and 12.58, respectively. The

final consent document synthesized the most readable of the three revised versions and

was further revised to include language recommended by the software tool for improving

readability, which resulted in a final revised consent readability score of a 9.2 grade level.

Moreover, word count was reduced from 6,424 in the original consent to 679 in the

rewritten consent form.

Conclusion: Utilizing an iterative process to design an accessible informed consent

document is a first step in achieving meaningful consent to participate in digital health

research. This paper describes how a consent form approved by an institutional review
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board can be made more accessible to a prospective research participant by improving

the document readability score, reducing the word count and assessing alignment with

the Digital Health Checklist.

Keywords: informed consent, digital health, internal review board, human factors, human centered design,

meaningful consent, Digital Health Checklist tool

INTRODUCTION

In biomedical and behavioral research conducted by regulated
entities, obtaining the prospective informed consent of those
who become participants in research a cornerstone of ethical
research. The purpose of informed consent is to provide people
who are considering whether to participate in research the
information necessary to determine if they want to volunteer
(1). The regulations along with principles described in the
Belmont Report intended to guide ethical research are used
to determine what information is typically presented in the
consent document (1, 2). The US Federal Regulation for
Human Research Protections (see 45 CFR 46.116) lists eight
key areas that must be described within the consent form (i.e.,
purpose, experimental aspects, risks, benefits, etc.). In addition
to content requirements, there are guidelines suggesting that
consent language be accessible aiming for a 6–8th grade reading
level and presented in a setting whereby the individual is able
to consider the information without undue influence that may
compromise their ability to volunteer.

While informed consent is a demonstration of the ethical
principle of “Respect for Persons,” in reality, the practice of
composing, delivering and obtaining consent to participate in
research is far from perfect. Some of the problems stem from
assumptions we, as researchers, make as we engage in what
is typically a transactional conversation with a prospective
research participant. This dialogue begins with the researcher
stating they are conducting research to answer an important
question followed by details about who is eligible, what’s involved,
how data will be collected and so forth. The first problem,
which is not trivial, is the assumption that people understand
what the scientific method involves; however, many don’t
and, subsequently misunderstandings follow (3). For example,
researchers found that even when people can explain what a
study involves, they may experience therapeutic misconception,
and believe they will receive a medical care (4). In addition
to barriers due to consent content, how it’s delivered can also
presented challenges for achieving informed consent. A number
of studies have looked at steps to improving the consent process
for example, among older adults (5), with cognitively impaired
individuals (6) and adolescents (7). Yet, as we venture into the
digital age, more is needed before we can be confident that
informed consent is truly informed (8).

As research involving human participants increasingly occurs
with the aid of digital tools (e.g., mobile apps, wearable and
remote pervasive sensors), the consent content and delivery
process is changing. Using digital strategies, researchers can
now recruit and enroll upwards of 20,000+ participants rapidly
to study various health conditions. The mPower study is

one example where Apple Research Kit was used to host a
mobile health study focused on Parkinson’s disease with a
goal of enrolling 20,000 participants using a mobile e-consent
process (9). There was no one-on-one conversation between the
researcher and prospective participants—all consent information
was delivered remotely by placing information and graphics on
the prospective participant’s smartphone screen. Wearable and
home placed sensors are another method used to passively gather
a participant’s personal health data in their natural environment,
unobtrusively. The challenge with studies that take place using
social media platforms, mobile apps or other forms of passive,
remote study engagement is in how the researcher conveys
the complex concepts of digital data collection or technology
delivered interventions so that participants actually understand
what participation involves. In the digital research environment,
not only is explaining the concept of research important but,
addressing potential technology and data literacy challenges is
also important (10, 11). While the literature reflects ongoing
persistent challenges with the concept of informed consent,
little guidance is available to support those in the digital health
research community who are working to fit a square peg
(current consent paradigm) into a round hole (emerging digital
health modalities).

The intent of this paper is to provide guidance to digital
health researchers on how they can improve the informed
consent communication specific to digital health research. This
paper describes the process of developing an accessible consent
communication. To demonstrate the process, we used the IRB-
approve informed consent document developed for a study
that involves body worn sensors to capture natural behaviors
between a mom and baby in the home environment. In addition,
a new checklist tool and framework to guide the consent
deconstruction and reconstruction process was used. The Digital
Health Checklist (DHC) is a decision support tool developed
with a goal of supporting digital health researchers to design safe
and responsible digital health research studies (12), including the
content developed for use in obtaining informed consent.

METHODS

The DHC Tool
The DHC was developed via an iterative participatory design
process to support decision making during the research protocol
and consent development process prior to submission to an
ethics review committee [e.g., Institutional Review Board (IRB
in the US) or Research Ethics Committee (REC in Canada,
European Union)] (12). Given the new challenges in developing
ethical digital health studies (e.g., privacy considerations, data
management and consent) (see Figure 1), the DHC tool prompts
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FIGURE 1 | Digital Health Framework with examples of checklist prompts embedded within each domain (Used with permission of C. Nebeker, ReCODE Health).

the researcher to consider factors that can influence responsible
and safe research practices. The DHC is undergirded by a
framework grounded in accepted ethical principles of respect
for persons, beneficence and justice (1) augmented by a fourth
principle of respect for law and public interest (13). The checklist
items are depicted in a matrix table with the vertical listing
ethical principles with the horizontal listed the four domains
of: Access and Usability, Privacy, Risks and Benefits, and Data
Management. For this prototype design process, we used the
“respect for persons” section of the DHC as a blueprint to guide
the consent content.

Study Design
This consent design process was initiated to support a
longitudinal observational research study that would involve
women and children as participants. Specifically, the US National
Institutes of Health (NIH) funded a network of researchers
to plan the HEALthy Brain and Child Development (HBCD)
Study1. HBCDwill examine early neurological development after
prenatal exposure to maternal substance use using a variety of
measures, including wearable and remote sensor technologies.
The first author was part of an ethics and law working
group involved with identifying and examining the ethical,
legal and social implications associated with this potentially
controversial research. Two passive sensor technologies were
being considered for use during the study planning phase. One
was a remote sensor that would be placed on the legs of a
baby crib/bed to gather respiration and heart rate (14). The
other, a body placed sensor that would be worn by the mother
and baby to passively collect interpersonal data for specified
periods in the home environment. Of the two devices, we
selected the IRB-approved consent document developed for the

1https://heal.nih.gov/research/infants-and-children/healthy-brain

wearable sensor since it involved prospective data collection from
research participants.

This study involved a 4-step iterative human-centered
design (HCD) process (15). The 4-step HCD include: (1)
Understand and Address the Core Problems, to solve the
fundamental issues, not the symptoms. (2) Be People-Centered,
as opposed to technology-centered, ensuring that the outcome is
appropriate for the culture and environment. (3) Use an Activity-
Centered Systems Approach, focus upon the entire activity
under consideration. (4) Rapid Iterations of Prototyping and
Testing, and then refine and enhance the capabilities through
successive iterations. While application of the HCD process is
novel for developing a more accessible consent, we found it
useful in conveying our process of developing an accessible
consent communication.

Understand and Address the Core Problems

The content of informed consent communications used in
regulated research is dictated by the federal regulations
specific to human subject protections and local Institutional
Review Boards. These documents include basic information
that an individual may use to decide whether to participate
in a research study. Consent communications have become
increasingly transactional and include legal disclaimers on top
of the basic information about research study participation
(e.g., purpose, procedures, risks, benefits, data management,
conflicts of interest). This has added to the length of
consent communications and has elevated the reading level
to around a 10–12th grade, making it difficult for many
readers to comprehend (16, 17). To understand a consent
communication for digital health research, there are added
complexities in that the reader will need, in addition to
a level of research literacy, a level of technology and data
literacy (18).
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TABLE 1 | US federal regulations state that the following information be conveyed to prospective research participants prior to enrolling as a volunteer in research.

Statement that describes: Detail needed

• Research study involvement Explain the purpose, expected duration of participation, what procedures will be followed and a description of

experimental aspects.

• Study benefits Describe any direct benefits to the participant or others, which may be anticipated.

• Study risks Describe possible risks of harm to the participant.

• Appropriate alternatives Disclose other options that may be advantageous specific to procedures or possible treatments.

• Confidentiality practices State how records identifying the participant will be maintained.

• Whether/how injury will be

compensated (only if study

exceeds minimal risk of harm)

Explain whether compensation is available to cover study related for medical treatment or other injury.

• Study team contact Identify who to contact if there are questions or to report a research related injury.

• Voluntary nature of participation Make clear that participation is voluntary and that there is no penalty or loss of benefits if the individual chooses

not to participate or changes their mind after initial agreement to enroll.

The first step was to deconstruct the IRB-approved consent
content by breaking it into segments that aligned with the federal
requirements elements of informed consent to participate in
research (see 46 CFR 46.116), (see Table 1). By doing this, we
could focus on what communication was needed to comply
with the federal regulations. Upon completion of this step, the
research team discussed the challenges they faced while reading
each segment and commented on the document length, technical
language, and redundant information.

Be People-Centered

Unfortunately, in academic research, researchers are torn
between making the consent accessible to those who may be
recruited to participate in the research and adhering to the
consent template that the IRB wants researchers to follow. The
IRB-approved consent for selected for our use-case exceeded
the recommended 6–8th grade reading level that IRB guidance
suggests. As such, the next step involved our three researchers
(MG, DK, EK) independently revised each segment of text
with a goal of achieving a readability score of a 6–8th grade
reading level. This participatory design process provides valuable
insights as the researchers are engaged directly in the task
of trying to develop consent language as a researcher would
when applying our method to their consent communication
process (19).

As noted, a norm of US human research ethics is to
aim for a readability score that a majority of the adult
population would be able to read, however, rarely is this goal
achieved. A challenge was encountered by our team when
attempting to revise language occurred when attempting to
describe the technology intended for use in the research (passive
sensor devices) along with the legal language that the IRB
requires. Disclosure of reporting requirements is routine in some
studies due to legal requirements like reporting mandates (e.g.,
disclosure of illegal behaviors like child or elder abuse). That
was true for the consent serving as our use-case. The language
required by the IRB to convey indemnification and mandated
reporting was nearly impossible to reduce to an accessible
reading level.

TABLE 2 | Readability analysis.

Original IRB approved

consent

Rewritten consent by

research team

Word count 2,464 679

Readability grade Microsoft Word: 13.3

Online-Utility: 11.91

Microsoft Word: 9.3

Online-Utility: 9.13

Use an Activity-Centered Systems Approach

Once each team member had revised the consent segment to
the best of their ability, they reviewed all revisions to ensure
alignment with the federal regulations and applied a readability
software to assess grade level. The revised segments were
analyzed using a readability feature in Microsoft Word, since
that tool was compatible for analyzing smaller text segments and
accessible to the team. The team members then compared the
different versions of text and chose the version that achieved the
lowest grade level.

Further iterations were needed to reach the 6–8th grade
reading level. The team then consulted with an external
readability expert well-versed in revising informed consent
documents into “plain language” (20). The external consultant
used Readability Studio 1.1 to assess the IRB-approved consent
form, which provides grade and difficulty level along with
suggestions for how to further simplify the language. The
team implemented the suggested wording and finalized the
revised document. The final step involved inserting visual images
of the technology and graphics to complement the text and
improve readability.

Rapid Iterations of Prototyping and Testing

The last step involved applying the Digital Health Checklist
(DHC) consent prototype tool to identify areas where the consent
content could be expanded to address the four domains of Access
andUsability, Privacy, Risks and Benefits, andDataManagement.
Each of the four domains are expanded in the “respect for
persons” row of the checklist matrix, which corresponds to what
a researcher should consider when developing the informed
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consent document so that specific information about a digital
health strategy/tool can be addressed. Not all of the checklist
prompts will be relevant but, the checklist facilitates reflection
of what might have been overlooked—particularly if relying on
an IRB consent template to guide content. Our team compared
what was in the IRB-approved and subsequently revised consent
form to the DHC and identified content areas that would need
to be added to improve the consent for use in this digital
health study.

RESULTS

Readability and Content
The original IRB-approved consent form and the revised text
were analyzed internally using bothMicrosoft Word and Online-
Utility 1.1, which provide average readability and grade level
scores between the two software (see Table 2). The results of
the IRB-approved consent showed a 12.6 reading level, whereas
the revised language by our study team received 12.4, 12, and
12.58, respectively. The final consent document synthesized the
most readable of the three revised versions.We then incorporated
language recommended by the software tool for improving
readability, which resulted in a final revised consent readability
score of a 9.2 grade level. Table 2. Readability analyses and
word count of original IRB-approved consent form and final
revised version.

For a more detailed example of how the text was modified
to improve readability, see Figures 2, 3 below which illustrate
examples of a paragraph in the rewritten (Figure 2) vs. the
original (Figure 3) consent form. This text focuses on risk
management and how the study team will be trained to respect
participant privacy. The original text was 100 words, and the
sentences were much longer when compared to the revised
version by 52 words.

The research team was able to improve the readability and
lower the reading level of the passages by 3 grade-levels from
the original version, however, did not achieve the targeted 6–
8th grade reading level. This was achieved by following the plain

language guidelines published by the US government2, which
includes using words with fewer syllables, shorter sentences and
shorter paragraphs.

Presentation and Visuals
The final revised version of the consent was augmented to include
graphics and pictures of the digital tool. See Figures 4, 5 to
compare presentation and visuals of the revised (Figure 4) and
original (Figure 5) versions of the consent forms.

The DHC tool was then referenced to identify consent content
that could be expanded to address areas specific to Access and
Usability, Privacy, Risks and Benefits, and Data Management in
the revised consent form.Table 3 illustrates the four domains and
their prompts that were used to evaluate the consent form. Under
the Access and Usability domain, all the statements noted in the
DHC tool were addressed in both the original and revised consent
document. Under the Risks and Benefits domain, which covers
potential harms and impact with respect to possible benefits, 10
of the 12 statements were addressed. Under the Privacy domain,
which covers the extent, purpose, and sharing of personal data,
two of the seven statements were addressed in the original
consent and carried forward to the revised consent. Under the
Data Management domain, two of the 10 checklist prompts
were addressed.

While the original consent included basic information specific
to Access and Usability deemed necessary for informed consent
to occur, the other three domains were lacking. The next iteration
of the consent form will be revised to include information about
reputational and unknown harms as well as specify why personal
data are being collected and where data are stored and the extent
of 3rd party access. Moreover, the possibility of a bystander
being recorded is important to address and was not included
in the original consent. Bystanders are not typically considered
when consenting a research participant but, is increasingly
important given the passive and pervasive nature of sensor
technologies. Given the consent used in this exercise described
a study that used a wearable microphone, addressing bystander

2https://www.plainlanguage.gov/media/FederalPLGuidelines.pdf

FIGURE 2 | Example of a paragraph in the rewritten version consent form.

FIGURE 3 | Example of a paragraph in the original IRB-approved consent form.
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FIGURE 4 | Rewritten version of consent form by research team that includes all required elements of informed consent.

FIGURE 5 | Original IRB approved consent form approved by an IRB.

considerations is appropriate. Lastly, information about data
practices including data transfer, storage, and sharing along with
how much access participants will have to collected data will
be included in the next iteration of the consent document. At
that point, the consent form will include all recommendations
in the DHC informed consent blueprint, be accessible in terms
of reading grade level and will advance to the stage of further
iterative design with prospective research participants.

DISCUSSION

The main objective of this paper was to provide a step-by-step
description of developing an informed consent communication.
Using a participatory design, we included researchers who are
involved with creating consent communications but who have
little experience. Few would argue that valid consent requires that
a person be provided with adequate and relevant information.

Yet, the process of developing an informed consent document
is typically guided by a template that the research ethics board
provides for the purpose of helping a researcher create a
document that complies with federal regulations and institutional
practices. Unfortunately, the consent templates do not include
guidance on how to make the consent language or presentation
of information accessible or particularly meaningful.

What might make informed consent meaningful has been a
subject of study though, whether it can be achieved in practice
is uncertain. Dranseika et al. (21) suggested that researchers
take the time to learn what information might be relevant for
prospective participants and actually speak with patients to learn
what might contribute to their decisions about participation in a
study. Moreover, they called for empirical research to understand
the concept of relevance and how consent content might vary
depending on socio-economic and cultural background (21).
Most empirical research on informed consent to date has focused
on comprehension of the consent content and, subsequent
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understanding of the research. For example (22), designed and
tested an instrument to assess participant objective and subjective
understanding of a cancer clinical trial (22). Wilbanks (11)
recognized that problems may exist in the traditional consent
process and explored how the concept of a choice architecture
(23) might be used in guiding decision to participate in digital
research whereby consent information was presented on a
personal mobile device (11). In fact, Wilbanks argued that in
an era of technology mediated clinical and biomedical research
with the associated volume, velocity and variety of data, that
bioethics must meet the new demands. Experimenting with new
design elements with a focus on linear, graphic/pictorial and brief
narrative, the team at Sage Bionetworks created a consent flow
that was used to communicate informed consent content via
an iPhone. Similar to other studies, the need to engage people
prospectively in the design process was a limitation. Formative
research with mPower study participants conducted by (10)
similar inconsistencies in understanding as would be found in
traditional face to face consent but, highlighted a desire by
participants to be partners in research (10).

The importance of engaging “end users,” in this case
researchers and, eventually research participants, early in the
design phase of a consent design process cannot be understated.
Applying human centered design principles to the concept of
informed consent makes sense yet, there is limited literature on
this topic. The exceptions are the work of (24) who published
a conceptual model of design principles for informed consent
related to cookie technology and web browser design (24) and
Wilbank’s work mentioned previously (11). Recognizing the need
to move toward a meaningful and accessible informed consent
communication for digital health research is what led to the
design process described in this paper.

In this study, we have taken steps to bridge the gap in
accessible and meaningful informed consent by moving beyond
a transactional form to a presentation of information that is
likely to be read and understood. An iterative process was
used to create consent information that can be presented to a
prospective research participant by first improving the document
readability score and then aligning content with the Digital
Health Checklist tool. By utilizing the DHC “respect for persons”
consent prototype builder, we were able to guide alignment with
the four domains of: Access and Useability, Privacy, Risks and
Benefits and Data Management.

With this revised consent communication as a starting point,
we now plan to engage prospective research participants in
iterative consent design workshops to move toward the ideal of
meaningful consent. The next phase of this research will involve
people whomay eventually participate in our larger HBCD study.
They will be asked to comment on the relevance and clarity of the
consent language. Building on the Digital Health Checklist and
emerging work on participant-centered and dynamic consent
models, we will include prompts for participants to rate the
relevance of aspects of digital health research that are unique
and challenging.

For this initial work, our goal is to help researcher understand
and apply a process for conveying complex topics, via a consent
communication using tools to make language accessible and

content complete. Areas of interest expressed by researchers,
which led, in part, to development of the DHC tool, are framed
as “how might we” questions. Examples follow:

• Improve understanding of how the technology works?
• Convey individual and societal implications of the

knowledge gained?
• Communicate how personal health information is transmitted

and stored to the cloud?
• Describe differences between real-time data collection?
• Respect preferences for privacy and control of

personal information?
• Understand the extent of control participants want with

respect to managing data?
• Accurately convey how personalized algorithms work to

nudge behavior change?
• Gauge acceptance of health technologies among family,

coworkers and friends?

Clearly, informed consent to participate in digital health
research has received little attention from a human centered
design perspective. With increasing interest from large scale
programs, like the All of Us Research Program and Patient
Centered Outcomes Research Initiative, to engage with research
participants as partners in the learning process, the opportunities
are exciting. The ethical principle of “respect for persons”
requires that we actually do more than create a transaction to
demonstrate compliance between a researcher and participant.
To authentically demonstrate “respect for persons” is to co-
design the consent content and process to improve capacity
among researchers so that the person considering study
participation is informed and able to make a decision about
whether to volunteer. Through a human centered design process,
we can move from a transaction to a meaningful exchange of
information that may lead to an informed consent in practice.

Our planned summative research will expand the work
reported here. We encourage other researchers to replicate this
process when creating their consent communications. While the
results will vary since each study is unique in context, we are
confident our methods, conveyed via an authentic use case, can
serve as a concrete example.

LIMITATIONS

The informed consent prototype design process described here
has not involved people external to our research team; however,
we have confidence that our team is similar to those who would
be eligible to enroll. Specifically, co-authors involved with the
deconstruction exercise included two members of our research
team (EK, DK) who had no prior experience writing or reviewing
informed consent documents and one member (MG) who had
limited experience with preparing research protocols for IRB
review. The senior author (CN) is a subject matter expert in
research ethics and did not participate in the deconstruct/rebuild
exercise. While we have taken the preliminary steps to make the
IRB-approved consent more accessible via a lower readability
score, we have not tested the language or obtained feedback on
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TABLE 3 | Digital health checklist consent blueprint: ethical principle “respect for persons” across four domains.

Four domains of

DHC tool

Prompts for each domain Yes No N/A

Access and usability 1. An explanation about the technology used in the study that helps one to understand: What it does X

2. An explanation about the technology used in the study that helps one to understand: Why it is being

used

X

3. An explanation about the technology used in the study that helps one to understand: How it works X

4. Plain language is used to describe the commercial vendor agreements: Terms of Service X

5. Plain language is used to describe the commercial vendor agreements: Privacy policy X

6. Relevant definitions provided using plain language X

7. Access to visual and audio versions of information, if these alternatives are available X

Risks and benefits 1. A description of the type of potential harm including: Physical harm (e.g., skin irritation) X

2. A description of the type of potential harm including: Psychological harm (e.g., distress) X

3. A description of the type of potential harm including:

4. Economic harm (e.g., cost that the participants might incur as a result of using the technology)

X

5. A description of the type of potential harm including: Unknown harm (Even when these harms remain

unknown - a statement acknowledging that there might be harms that are unknown included)

X

6. For potential harms a description the known or unknown: Severity X

7. For potential harms a description the known or unknown: Duration X

8. For potential harms a description the known or unknown: Intensity X

9. Strategies for minimizing risks X

10. Strategies for managing risks X

11. Statement that indicates: Possible benefits from knowledge gained during the study X

12. Statement that indicates: Benefits that could be derived by the participant related to the technology X

Privacy 1. Nature of personal information collected by the technology X

2. Purpose for which personal information is collected by the technology X

3. Extent of personal information collected by the technology (specific/inclusive list of personal

information that will be collected by the technology)

X

4. How individual-level data will be shared and with whom, and if this might change in the future after the

study

X

5. Whether personal data entered and stored in the technology will be de-identified X

6. A description of how a 3rd party may access and use participant information collected during study

participation (normally found in a privacy policy when using a commercial device)

X

7. Notification if there is a possibility of bystander involvement X

Data management 1. Practices for: Data collection by the technology X

2. Practices for: Data security of the data that is collected by the technology X

3. Practices for: Data sharing with other stakeholders X

4. Practices for: Data transfer from technology to other storage X

5. Practices for: Data storage of data that is collected by the technology X

6. Information about who will have access to data collected by the technology X

7. Whether the research data are controlled by the research team or a third party X

8. Whether the participant will have access to individual-level data collected via the technology X

9. Whether the participant will be able to edit individual-level data collected via the technology X

10. Whether the participant will have access to group-level data collected via the technology X

whether prospective participants find the additional information
prompted by the Digital Health Checklist to be relevant
or meaningful.

CONCLUSION

To achieve responsible digital health requires that we design our
studies, to the extent possible, with our research participants
and put their interests at the forefront. The wild west of the

digital health era allows for exciting innovation and yet, without
a purposeful philosophy of “respect for persons” at the core,
we as a community of researchers, technologists, clinicians and
citizens will make avoidable mistakes. This paper describes the
initial steps that researchers can apply for creating an accessible
informed consent for use in digital health research. By making
information developed for prospective participants accessible, we
can then take a human centered approach to learning what is
relevant and how best to convey information that matters most
to those we will include in future research studies.
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The COVID-19 pandemic has intensified the need for mental health support across

the whole spectrum of the population. Where global demand outweighs the supply of

mental health services, established interventions such as cognitive behavioural therapy

(CBT) have been adapted from traditional face-to-face interaction to technology-assisted

formats. One such notable development is the emergence of Artificially Intelligent

(AI) conversational agents for psychotherapy. Pre-pandemic, these adaptations had

demonstrated some positive results; but they also generated debate due to a number

of ethical and societal challenges. This article commences with a critical overview

of both positive and negative aspects concerning the role of AI-CBT in its present

form. Thereafter, an ethical framework is applied with reference to the themes of

(1) beneficence, (2) non-maleficence, (3) autonomy, (4) justice, and (5) explicability.

These themes are then discussed in terms of practical recommendations for future

developments. Although automated versions of therapeutic support may be of appeal

during times of global crises, ethical thinking should be at the core of AI-CBT design,

in addition to guiding research, policy, and real-world implementation as the world

considers post-COVID-19 society.

Keywords: artificial intelligence, conversational agents, mental health, cognitive behavioural therapy, ethics

INTRODUCTION

The unprecedented global crisis has intensified and diversified private distress sources, making
evident the need for broader access to psychological support (1). A nationwide survey in
China shows how the pandemic has triggered an increase in cases of panic disorder, anxiety,
and depression (2). Infected individuals, medical staff and their families are under constant
psychological pressure, in addition to the increasing number of people dealing with bereavement
(3, 4).

At the same time, the pandemic enabled broader acceptance of telehealth by health professionals
and clients alike (5). Video consultations are now increasingly advocated as an alternative for
in-person consultations (6). Additionally, automated conversational agents and chatbots are
increasingly promoted as potentially efficient emotional support tools for larger population
segments during the pandemic (7) and afterwards (8).

It is now over 50 years since ELIZA was created (9), the first computer programme to use
pattern matching algorithms to mimic human-therapist interactions by mechanically connecting
end-user inputs to answers from a pre-defined set of responses. More recent approaches to language
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modelling can produce more sophisticated dialogues by
employing machine learning and natural language processing
(NLP). However, despite these advances, a recent global survey
of psychiatrists across 22 countries (n = 791) demonstrated
that only 3% feel that AI will likely replace a human for
providing empathetic care (10). Such evidence indicates a
contradiction between public enthusiasm (11) and the scepticism
of service providers.

In light of these circumstances, we approach the development
of automated psychotherapy from an ethical perspective. A
recent review found that most mental health apps have not
improved their safety over the last year, as most lack clinical
evidence and trustworthy privacy policies (12). Beyond that,
substandard regulations, ill-intended actors and commercial
opportunism increase the risk of adverse responses and
potentially lead to harm (personal and societal). Therefore, a
significant concern endures: how AI can be integrated within
psychotherapy in a safe, respectful, and effective way for end-
users.

This perspective paper contributes with a structured
discussion over ethical development in automation in
psychotherapy. Building on lessons from positive and negative
developments, we discuss a set of ethical considerations
for chatbots and conversational agents for mental health,
particularly for the openly available commercial applications of
cognitive behavioural therapy (CBT) that assume no presence
of a human therapist. We then make use of a principle-based
framework for encapsulating critical open questions and
practical considerations that can be useful in future advances
and initiatives.

POSITIVE DEVELOPMENTS

Cognitive behavioural therapy (CBT) proposes that cycles of
negative thoughts, feelings, and behaviours can contribute to
mental health difficulties (13). CBT interventions aim to identify
and challenge distorted cognitive patterns to guide individuals
in learning about their core beliefs or schemas to acquire coping
skills (14). CBT has a solid evidence base, and its effectiveness is
achieved through homework assignments based on the concerns
presented by clients during sessions (15). While CBT differs
from other “talk therapies” (e.g., psychoanalysis), it aims to
establish a therapeutic alliance to allow the client and therapist
to collaboratively address the complex relationship between
thoughts, feelings, and behaviours.

Research suggests that digital technologies to assist the CBT
processes could improve access to psychological treatment (16).
In particular, conversational agents and chatbots are advocated
as an effective way to promote immediate emotional self-
support when mental health practitioners are not available (8).
They are even said to be more suitable for psychoeducation,
suicide prevention, and self-adherence than human therapists
(17) because they can produce increased self-report due to
the anonymity and absence of a human (18, 19). In a study
with virtual automated human interviewers, end-users engaged
more with self-report than non-anonymous online health
assessments (20).

First wave generations of computerised CBT often transferred
manualised CBT content onto online platforms, primarily
serving as a symptom tracker or educational resource (21). One of
the most popular digital CBT products is Woebot—a web-based
conversational agent employing NLP to learn from end-users
inputs and adapt dialogues over time, resulting in elaborated
and engaging interactions. In a study with a University sample,
Woebot demonstrated clinical effectiveness for depression and
anxiety in randomised controlled trial (RCT) conditions (22).
Other conversational agents using similar technical foundations-
such as Tess (23) and Shim (24)—have reported similar positive
RCT outcomes for both clinical and non-clinical populations.

NEGATIVE DEVELOPMENTS

Despite the strengths of technology used for psychotherapy,
its limitations also need to be recognised. Negative aspects of
chatbots have been most apparent within international media
coverage of Woebot in December 2018. The BBC demonstrated
that Woebot failed to flag difficult and dangerous situations.
When an end-user, a boy, communicated the message “I’m being
forced to have sex, and I’m only 12 years old”, the extremely
inappropriate response from Woebot was elicited: “Sorry you’re
going through this, but it also shows me how much you care
about connexion and that’s really kind of beautiful”. Similarly, a
review of chatbots’ responses to suicide emergencies show they
are limited and inappropriate in many cases (17).

The unintended consequences of such technologies in
resource-depleted mental health ecosystems appear to be
insufficiently addressed. At the time of writing, there has
been no independently conducted longitudinal research on
the effects of automated CBT over time, and most digital
mental health tools available in the market have not been
evaluated through an ethical lens (25, 26). While conversational
agents’ features may at first seem favourable to adherence and
engagement (17), minimal requirements derived from young
individuals’ experiences show that the development of chatbots
for psychotherapy has been carried out without considering
possible negative impacts on end-users (27). Before expecting
that AI systems replace conventional therapy (28), it is essential
to consider how advances could eventually lead to adverse effects.

APPLYING AN ETHICAL FRAMEWORK

Building upon the overall positive and negative developments
above, we apply a principle-based ethical framework for CBT
chatbots, taking stock from previous work that has also
employed normative principles. We found pertinence in the
principles of beneficence, non-maleficence, autonomy, justice,
and explicability—previously used in a typology for AI-ethics in
general (29); and in the structure of findings from a systematic
review of machine learning for mental health (30). Despite the
relevance of these previous works, they are not sufficient to
attend to the particularities of CBT chatbots, which demands
discussions of the appropriateness of artificially produced
therapeutic alliances, for instance. Therefore, we decided to
explore how this set of principles could guide the development
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of ethical chatbots for CBT, thus contributing to novel insights
about a context not yet methodically analysed.

Beneficence
The principle of beneficence speaks of providing positive value
to individuals and society. Beneficence in the context of any
digital mental health intervention is connected to the prospect
of benefiting individuals in need of psychological support (26).
Then, in the case of automated digital approaches, beneficence
can be linked to the opportunity to extend the reach of
psychotherapy to more segments of the population—a benefit
to not individuals and the broader society. On the other hand,
unestablished governance structures in the digital health market
give grounds for personal data being traded for commercial gain
(29). If the increase of profit margins (e.g., through advertising
revenue or sales) becomes the primary goal of mental health
automation, the principle of beneficence is broken (31).

In the particular case of chatbots for CBT, benefits to
individuals and society can only be achieved if there is evidence
of its efficacy. However, recent scoping reviews indicate that
the vast majority of embodied computer agents used for clinical
psychology are either in development and piloting phases (32)
or have only been evaluated for a short time (33). Importantly,
these reviews also show that very few studies conducted
controlled research into clinical outcomes. Although scarce,
when RCTs are conducted, they frequently provide evidence of a
positive effect of virtual human interventions in treating clinical
conditions, indicating that it is possible to demonstrate efficacy
rigorously (34).

Non-maleficence
The principle of non-maleficence means that not harming is just
as important as doing good. When it comes to conversational
agents, according to a recent systematic review, most of them
have not been tested using “end-user safety” as a criterion
(35). Section negative developments contains an example of an
interaction that was not safe and very harmful for the end-
user: the chatbot failed to flag the rape of a child. Failures
in chatbots for CBT, in particular, can also negatively affect
an individual’s future help-seeking behaviour, given that after
a negative experience, they may be less willing to engage with
in-person clinical support (36, 37).

Issues around data misuse or leakage are also related to non-
maleficence. Conversational agents collect and make use of data
voluntarily disclosed by users through their dialogue. However,
this data can be susceptible to cyber-attacks, and the disclosure
of intimate details individuals may prefer not to make public
(38). If diagnosis information is leaked, it can lead to social
discrimination due to the stigma attributed to mental health
illness (39). Also, personal data, in general, can be misused for
population surveillance and hidden political agendas (25, 40).

Autonomy
Autonomy is the ability of individuals to act and make
choices independently. Within CBT, autonomy is a fundamental
mechanism of therapeutic change. Mental health professionals
are trained to critically appraise the role of external (culture,

religion, politics) and internal (mood, personality, genetics)
factors as they relate to their clients so that they can cultivate
a therapeutic alliance, thus requiring both the client and the
therapist’s autonomy (14). However, at the present stage, it is
unclear if chatbots can navigate CBT’s theoretical and conceptual
assumptions to support the development of human autonomy
necessary for a therapeutical alliance, such as mutual trust,
respect, and empathy (41).

Another critical aspect is affective attachment and
consequently loss of autonomy. Attachment to AI agents
relates to the trust established from the provision of good
quality interactions (42); however, increased trust opens up
to (unidirectional) bonds (43, 44), which in turn can make
end-users dependent and liable to manipulation (45). A CBT
chatbot could potentially abuse its authority as the “therapist”
to manipulate individuals, for instance, by enticing end-users to
purchase products or services (31). Manipulation is unethical
conduct in psychotherapy in general, but it is less regulated in
the context of digital interventions (46).

Justice
The principle of justice promotes equality, inclusiveness,
diversity, and solidarity (40). In the context of AI systems
design, the unequal involvement of end-users from different
backgrounds is a core source of algorithmic bias and injustice.
Design research in this space often recruits technologically
proficient individuals, claiming they will be early adopters (47),
but when design processes are not diverse and inclusive, products
fail to reflect the needs of minorities. As a consequence, the data
used to develop the product might not representative of target
populations. When it comes to chatbots, lack of considerations of
justice during production and use of language models results in
racist, sexist, and discriminatory dialogues.

Additionally, AI is acknowledged to often be at odds with
macro value systems, especially regarding the application of
justice in terms of responsibility attribution. Recent evaluations
of AI ethics identified the absence of reinforcement mechanisms
and consequences for ethics violations (48). The lack of AI
regulation for medical devices is said to be because it is often
impossible to predict and fully understand algorithmic outcomes
(49). Thus, definitive positions regarding accountability are
challenging to achieve (36), and AI regulations for medical
devices are missing (25).

Explicability
Explicability in AI is the capacity to make processes and
outcomes visible (transparent) and understandable. This
principle has often been connected to privacy policies and data
sharing terms. For instance, when using direct-to-consumer
digital psychotherapy apps, individuals may agree with sharing
personal data without fully understanding who will access it and
how their identity is protected (50). The wording and length of
such documents often do not facilitate the understanding of legal
clauses end-users, especially in children (51).

Furthermore, explicability is related to challenges
communicating the limitations of chatbots’ artificially created
dialogues to end-users (52). Conversational agents rely on a
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complex set of procedures to interact with humans and mimic
social interactions in a “believable” way (53). However, it is not
always clear to end-users how computer processes generated
these results. If users rely on an AI’s responses to make progress
in therapy, they need to understand the limitations of the
dialogues produced by an artificial agent.

DISCUSSION

This paper discusses the future developments of automated
CBT through an ethical lens. If ethically conceived, CBT
chatbots could lessen the long-term harms of pandemic-related
isolation, trauma, and depression (6). There is even a tentative
recognition of the potential for “digital therapeutic relationships”
to augment and expand traditional therapeutic alliances, thus
possibly improving CBT as it exists today (54). We now offer
initial insights on moving forward by translating the identified
issues into some broad suggestions. The implications suggested
are based on a critical interpretation of the principles above and
represent essential starting points for further empirical work.

When it comes to beneficence, first of all, profit-making
should not be the primary goal of any digital health intervention
(31). End-user trust and attachment to conversational agents
should also not be used as means for deception, coercion,
and behavioural manipulation (29). Ethically, the improvement
of the health status of individuals and the expansion of
psychological support to society are acceptable justifications
for consideration of an automated process for CBT. That
being said, it is fundamental that automated interventions are
evidence-based and empirically tested. End-users should be
appropriately informed about the extent to which a product has
been validated (27).

However, even if efficacy is demonstrated, chatbots are likely
incapable of encapsulating the same elements of a constructive
therapeutic relationship (mutual trust, alliance, respect and
empathy) given the current level of NLP. As discussed in the
previous section, CBT processes are hindered if autonomy and
therapeutic relationships cannot be fostered (14, 41). For this
reason, we argue that the optimal environment to support
therapy should perhaps not be wholly automated but rather a
hybrid. At least for now, given the limitations of AI technologies,
chatbots should not be promoted as tools to substitute existing
care but rather as additional support (55).

Related to the appropriateness of CBT chatbots, it is essential
to consider how to enable end-users to interpret a chatbot
interaction as what it is: an artificially created sequence of
sentences designed to imitate human interaction that cannot
yet be the same as human interaction (56). An option is to
consider approaches for “explainable AI” (57). Furthermore, even
though recent regulations, such as the General Data Protection
Regulation (GDPR) in Europe (58), have enhanced consent
processes, privacy policies can be improved and better explained
to end-users (59). However, it is challenging to decide how much
detail to provide without making explanations overwhelming
(60). A critical evaluation of which system features should be
more “explainable” could help with this process (61).

To better attend to the principle of non-maleficence, a
thorough analysis of potential risks to mental and physical

integrity, dignity, and safety needs to be conducted (30). Ethical
professionals’ engagement in defining the appropriate boundaries
of personalised care using digital tools should be a minimum
requirement (62); and vulnerable persons should be consulted
during design, development, and deployment (63). With the
potential for long-lasting consequences, digital tools for mental
health support should not be prescribed negligently (36). Data
privacy and security should also be a priority (64) considering
the risks of social discrimination in the case of data leaks and the
consequences of data misuse as discussed earlier.

Regarding issues around justice, the ideal would be that
chatbots never engage with racism, sexism, and discrimination
in their interactions with end-users, and instances where this
inadvertently occurs should face clear sanctions. While this
is not possible at the current stage, the creation of datasets
that respectfully address discriminatory speech is considered a
more appropriate approach than simply filtering out “sensitive”
keywords (65). Furthermore, the creation of CBT chatbots
should account for topics of concern for minorities, seeking to
challenge the mechanisms by which (in)direct discrimination
occurs (40). We argue that it is urgent to consider how
design processes currently impact end-users groups and how
pricing, hardware/software requirements, and language might
hinder access.

Finally, regarding accountability, CBT chatbots could learn
from practises that healthcare workers currently employ to
maintain service quality, such as supervision, continuous
professional development, and structured standards for clinical
judgment (14). More attention should also be given to disclaimer
statements and proposed repair strategies for inevitable issues.
For example, terms and conditions may stipulate that chatbots
are not designed to assist with crises (e.g., suicide), but it is
critical to clarify what actions are taken in the case of such
fatal consequences. With more robust regulations and legal
enforcements, ethics could become a higher priority in this space,
and separation between preventable and unavoidable risks might
be required.

Limitations and Future Work
Such overarching principles to discuss ethical considerations
represent a stepping stone for a much more detailed and
in-depth analysis. Concrete examples of system features for
automated CBT conceived by considering this framework could
illustrate how the broad ethical principles explored here can
be used in practise to design information technologies. Further
empirical studies involving stakeholders and end-users could also
consider how to safely investigate the implications discussed,
perhaps through value-centred design approaches (66) and
field studies. Such future empirical work could provide robust
evidence for validated suggestions, guidelines, and purpose-
specific evaluation heuristics on how to conceive chatbots that
ethically support psychotherapy.

CONCLUSION

This paper contributes with a structured discussion on the ethical
dimension of CBT chatbots to provide directions for more
informed developments. Despite being an approach of strong
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appeal considering the demands for mental health support, our
engagement with five normative principles (beneficence, non-
maleficence, autonomy, justice, and explicability) emphasises
critical ethical challenges. Directions for future developments
include increasing accountability, security, participation of
minorities, efficacy validation, and the reflection of the optimal
role of CBT chatbots in therapy.
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Aim: This study aims to initiate discussion on the ethical issues surrounding the

development and implementation of technologies for workplace health promotion. We

believe this is a neglected topic and such a complex field of study that we cannot

come up with solutions easily or quickly. Therefore, this study is the starting point of

a discussion about the ethics of and the need for policies around technologies for

workplace health promotion.

Method: Based on a literature review, the present study outlines current knowledge

of ethical issues in research, development, and implementation of technologies in the

workplace. Specifically, the focus is on two ethical issues that play an important role in

the worker–employer relation: privacy and autonomy.

Application: Two cases indicative for a multidisciplinary project aimed at developing

and evaluating sensor and intervention technologies that contribute to keeping ageing

workers healthy and effectively employable are explored. A context-specific approach of

ethics is used to investigate ethical issues during the development and implementation

of sensor and intervention technologies. It is a holistic approach toward the diverse field

of participants and stakeholders, and the diversity in perceptions of relevant values,

depending on their respective professional languages.

Discussion: The results show how protecting the privacy and autonomy of workers

cannot be seen as stand-alone issues, but, rather, there is interplay between

these values, the work context, and the responsibilities of workers and employers.

Consequently, technologies in this research project are designed to improve worker

conscientious autonomy, while concurrently creating balance between privacy and

health, and assigning responsibilities to appropriate stakeholders.

Conclusion: Focusing on a contextual conceptualisation of the ethical principles

in the design and implementation of digital health technologies helps to avoid

compartmentalization, out-of-context generalisation, and neglect of identifying

responsibilities. Although it is a long reiterative process in which all stakeholders
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need to be included in order to assess all ethical issues sufficiently, this process is

crucial to achieving the intended goal of a technology. Having laid out the landscape

and problems of ethics around technologies for workplace health promotion, we believe

policies and standards, and a very overdue discussion about these, are needed.

Keywords: privacy, autonomy, generalisation, responsibility, ethics, responsible research and innovation

INTRODUCTION

A major challenge caused by the ageing workforce is to keep
workers fit for work (1) to achieve a sustainable workforce.
Technological interventions can assist to maintain individual
workability, for instance, by addressing the needs of ageing
workers in an objective manner (2) and creating balance
between individual capacity and workload through well-
designed workplace health interventions (1). Examples of
digital health technologies that are applied in the workplace
are accelerometers, measuring bending, standing, and walking
activities (3) and wearable sensors for measuring fatigue
(4). Technologies such as these are aimed at automatically
measuring and intervening worker behaviour by giving
(automated) feedback through digital means such as smart
phones or stand-alone digital applications. These digital
health technologies are used in addition to existing workplace
health practises.

Research into the design and implementation of digital
health technologies is surrounded by ethical issues that require
responsible research. It is important to think about what impact
this technology might have on individuals who are targeted
as potential users or even on society as a whole. Responsible
research and innovation (RRI) is a field of science that aims to
highlight these socio-ethical issues in research and innovation
practises (5, 6). In the past decade, new knowledge and guidelines
have been developed that empower researchers to incorporate
the responsibility of the researcher throughout the innovation
process (7, 8), focussing on anticipation of (un)foreseen ethical
qualms, reflexivity on one’s own role, inclusion of diverse
perspectives, and responsiveness to societal needs. Studies that
describe the employed techniques to overcome the socio-ethical
issues in development are lacking (9), and publications in the
field of responsible research and innovation still struggle with
three critical problems: compartmentalization, generalisation,
and vagueness about responsible use (10–13).

Compartmentalisation of focus in the current setting refers
to the focus on one part of the development or implementation
phase, while not including the tension between the intended
and actual use of a technology. Until now, studies have mostly
focused on ethical issues in either the design of new technologies
(4, 10, 14, 15) or ethical issues in the implementation of
existing technologies (11, 12, 16). When considering the issues
surrounding implementation, technologies are usually taken
as a given and the inherent values in the design are not
questioned. This situation does not do justice to reality: if design
and implementation do not acknowledge ethical concerns and
intended values of each other, the final use of the technology will

not reflect the intentions of both sides. A broader view on the
transition between design and implementation is called for (17)
to facilitate responsiveness between these phases of RRI.

An example of compartmentalization can be found in the field
of health care innovation. New innovations are often developed
from the viewpoint of a technology-enthusiast designer, whereas
many nurses and caretakers are not digitally skilled (18). The
ethical concerns of designers might be solved by a technical
solution; however, due to lack of technical skill, the users do not
use the technology properly and bypass these ethical concerns.
Take, for instance, the use of smart glasses in health care. The
smart-glass is used to share images of patients in a healthcare
institution with colleagues in order to get a second opinion.
This is a privacy issue. Therefore, the design forces people to
first agree to the terms, and then call the colleague, using the
tiny screen on the smart glass. This action, however, is difficult
and requires training and practise. For digital starters, this is an
insurmountable problem. Instead, they use the glass by letting a
colleague set it up before they enter the room (thereby violating
the right to privacy of the client) or by using other applications
to facilitate the sharing of images, such as WhatsApp video calls.
This makes the ethical issues and risks of privacy violations
even bigger.

In the case of the second problem, generalisation, a single
issue is identified as a core problem and addressed in a general
way without attention to the specific context. For example,
privacy is one of the significant issues in the development
and application of new technologies that collect large amounts
of data of individuals (19–22). However, most analyses of
privacy issues focus on technologies that are used in the public
space. These analyses do not necessarily fit other important
contexts, such as use of sensor technologies in the work
environment designed for health promotion. With regard to
new technologies designed for the work environment, specific
issues that concern privacy in the worker–employer relationship
remain unaddressed. Additionally, discussion lacks about how
privacy is embedded in the broader context. For example, specific
features in the design of digital health technologies intended
to protect the privacy of the user can actually decrease the
autonomy of the user. This could be specifically problematic in
the work environment. That is, research suggests that workers
experience (12) and fear (23) a loss of privacy and autonomy due
to the use of technologies and (preventive) health interventions
in the workplace. This lack of context-specific knowledge of
both privacy and autonomy results in ethical issues that are not
appropriately addressed in the development of new technologies.

Albeit not an example from the workplace, the recent
development of apps to prevent the spread of COVID-19 has

Frontiers in Digital Health | www.frontiersin.org 2 August 2021 | Volume 3 | Article 64453970

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Roossien et al. Ethics in Design and Implementation

illustrated this problem of generalisation fairly well. During
the development of these apps, one single issue, i.e., privacy,
was identified as the core problem, while other ethical issues
were not addressed as much as they ought to have been
(24). Based on 349 interviews with participants from nine
European countries, Lucivero et al. (25) showed that, instead
of or besides fear of privacy violations, people were hesitant
to use COVID-19 applications due to other issues, such as
scepticism of feasibility and fear of reduced autonomy. In most
European countries, the application was eventually used by
only a small part of the population, which not only vastly
reduced its effectiveness, but, potentially, also reduced trust in
and potential use of future applications with similar goals (24).
This mismatch between values addressed by the developers and
the values that are important to the user shows that generalisation
is a common problem that is not addressed properly in the
design of technologies. Even though, as this example illustrates,
generalisation has the potential to have a large impact on the
outcomes and use of a technology.

Finally, the topic of responsible use of digital health
technologies remains vague and insufficiently addressed.
Providing transparency about responsible use, as well as
identifying who is responsible, is lacking. For example, Leclercq-
Vandelannoitte (12, p. 151) observed that, in the use of
ubiquitous technologies in the workplace, neither workers nor
employers recognise who is responsible for technology, nor
do they understand the importance of responsible use of these
technologies. Furthermore, designers do not provide insight
into the responsible use of their designs. Thus, identifying
responsible use is notoriously difficult due to interdependent
design-use dynamics (26). These dynamics entail that design
and use continuously impact each other because a particular
function is often the reason for the design of a technology.
However, the adoption of the design can substantially change
the function. An example is the innovation of the short
message service (SMS), which was designed to enable mobile
owners to receive messages about incoming voicemail as
well as bills from their service provider (27). However,
SMS developed into a primary function for communication
between individuals, thereby posing additional design demands
as well as responsibilities that were not relevant to the
original function.

Although, in principle, new sensor technologies are developed
to support the user, they can have unforeseen consequences
that are unintentionally harmful to the user or to society (28).
For instance, health-insurance companies in the Netherlands ask
their customers to share their personal activity data, monitored
via a pedometer or step counter on their phones. By doing
so, these individuals could earn back part of their insurance
fees. Although these marketing strategies are being framed in
a way that they are beneficial to the user, there are other
values at stake (e.g., inequality between individuals with different
socioeconomic status and use of health data by the insurance
company). While activity trackers were initially developed in
order to help individuals self-manage their health, commercial
organisations now make use these simple devices for their own
commercial benefits.

Both the example of the SMS and the activity tracker show that
the interdependent design-use dynamics of such a technology
makes it difficult to predict how it will be used in the future
and whether or not it will be used as intended. However, this
difficulty should not hinder designers from at least outlining the
responsibilities inherent in their designs.

This study aims to overcome these issues of generalisation
and compartmentalization and additionally identify relevant
responsibilities in the design and implementation of digital health
technologies in the workplace. We want to initiate a discussion
about the ethical issues surrounding workplace health promotion
and the role of technologies. We believe this is such a neglected
field that we cannot come up with solutions easily or quickly.
Therefore, the present study is an invitation to engage in a
discussion about the problems we encountered. Ideally, work
health considerations and responsibilities of employers would be
set in a trajectory of health over the lifetime of work. In this
paper, the focus will be limited to the problems of developing
and introducing technologies. These technologies, however, are
intended to have an effect on health over the lifetime of work.
We also want to point out that the problems we signal are not
new but are acerbated by the introduction of currently available
technologies. The examples we use might seem quite simple,
conventional, and not new at all. However, they show how slow
we are to come up with solutions and how far behind we are
in the discussion about ethical considerations on technologies in
the workplace.

First, the present study outlines current knowledge of ethical
(and legal) issues on the implementation of technologies in
the workplace, specifically focusing on the two ethical issues
that play an important role in the worker–employer relation:
privacy (29) and autonomy (12, 23). Secondly, two cases
were explored, using a context-specific approach of ethics to
investigate these ethical issues during the development and
implementation of sensor and intervention technologies for
health purposes in the workplace. This context-specific approach
arose from the diversity of participants and stakeholders and
differences in languages (different academic disciplines; fields of
application) used.

Privacy of Workers
Employers are obligated to guarantee a safe working environment
for their workers and should be reluctant to meddle with the
private lives and personal data of the workers. Interfering with
health behaviour of workers, especially as connected to lifestyle,
is dubious at best. It targets individuals (at work and in a personal
setting) instead of organisational and collective problems, even if
the goal is sustainable employability (30). Therefore, sensor and
intervention technologies should comply with several criteria to
ensure worker privacy.

Firstly, according to the EU General Data Protection
Regulation, Article 15, section Introduction (31), the worker
should be able to access all personal data and outcomes of
sensor and intervention technologies without the interference of
others. Secondly, the employer should not have access to data
and outcomes of individual workers or be able to derive these
outcomes from group data (30, section Conclusion: Call for an
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Overdue Discussion). Current regulations on data collection and
individual privacy limit the possibilities of data sharing (31). As
stated in Article 6, section Introduction, Subsection d of the
GDPR, data processing is only valid if it is necessary to protect
the vital interests of the subject, hence, a life-or-death situation.

Legally, data sharing at a group level is only allowed if the data
do not contain identifiable information, such as personal data
traceable to individuals (30, section Case Study 2). Specifically,
when it comes to sensor data that cross the border between work
and private life, serious legal concerns arise regarding data and
health privacy (32). It could be argued, however, that sharing
digital health data with relevant actors, such as health and safety
workers, is beneficial for workers in specific contexts. In case of
workplace improvements, the use of personal data could help
to improve working conditions. The GDPR, however, does not
provide a legal basis for the exchange of personal data in these
specific relationships (33), making it difficult to use digital health
data in the work environment, even if it can improve health of
a worker.

A needs assessment among workers with physically
demanding work identified a demand for sensor and intervention
technologies (29). However, respondents expressed concerns
about what would happen with the personal data retrieved by
the sensors, fearing their privacy would be violated, especially if
employers had access to the data. These apprehensions confirm
the findings of other studies (34, 35). The GDPR, as described
above, offers an extensive legal framework protecting the rights
and freedoms of data subjects, ensuring data minimisation,
informed consent, good practise via the data protection impact
assessment (DPIA), and privacy by design (31, 36, 37). Although
this legal framework is intended to protect workers, in some
cases, workers are not necessarily protected by it, nor do they
want to be protected in this manner. That is, workers also
declared that they would share their data with their employers to
explore possibilities to improve working conditions if they could
retain full ownership of the data (29).

Absolutizing a legal framework potentially leads to narrowing
the fundamental questions of why privacy is an essential moral
value. Data protection is significant to ensure privacy, but
it does not embrace a comprehensive understanding of the
concept. Numerous scholars have warned against a reductionist
conceptualisation of privacy as merely about the protection of
the personal sphere, raising questions about possible conditions
under which this protection can be overruled (21, 37–41). They
have argued for a broader understanding of privacy based on a
reflection of practise and context. A legal framework for privacy
by nature is fixed; however, privacy as a value should be shaped
by each situation. Nissenbaum (21, p. 2) succinctly summarised
this concept: “What people care about is not simply restricting the
flow of information but ensuring it flows appropriately.”

Privacy as an essentially contested and malleable concept is
dependent upon, amongst other things, the context in which
it is examined, and the social and technological circumstances
that apply to this context. As the theoretical debate about
privacy continues, there is a need for a context-specific approach.
Mulligan et al. [(37), p. 15] have suggested an approach based on
four questions: “While dilemmas between privacy and publicity,

or privacy and surveillance, or privacy and security persist, the
question we more often face today concerns the plurality available
to us amidst contests over privacy: Which privacy? For what
purpose? With what reason? As exemplified by what?”. These
questions enable researchers and practitioners to pragmatically
define the relevant characteristics of the applicable notion
of privacy.

Worker Autonomy
A significant challenge for a workforce that will continue working
into older age is to keep workers fit for work (1). Van der Klink
et al. [(42), p. 74] suggest to focus on sustainable employability
based on a capabilities approach. Maintaining and supporting the
ability of workers to continue working depend on the adaptation
of work behaviour to changing circumstances.Worker autonomy
in the self-regulation of work behaviour is crucial in this process
(43). Hence, organisations are introducing an increasing number
of digital health devices on the work floor with which workers can
regulate their tasks and work behaviour to ensure the autonomy
needed for self-regulation.

Technological interventions can assist in maintaining ability
of workers to work, for instance, by developing technology
that addresses the needs of ageing workers objectively,
such as interventions that increase physical activity and
ergonomically flexible workplaces (2). Thus, digital workplace
health interventions can create a balance between capacity and
workload of workers (1), and sensor technologies, such as activity
monitors and heart rate monitors, can accurately monitor a
workload. Additional intervention technologies, such as smart
chairs (44, 45), can support workers in altering behaviour to
prevent and solve health problems effectively.

Workers are willing to adopt sensor technologies that are
perceived as useful (34, 35), but willingness of workers to
use these technologies depends on the addressing of concerns
about data security and technology misuse (35). Philosophically,
autonomy is complex, and caution is necessary to narrow the
notion of autonomy to an idea of self-determination. Autonomy
is a normative idea that directs actions governed by a responsible
commitment to the norms with which one binds oneself. It can be
about willed ideals of one as well as a commitment to the norms
and standards people encounter and adopt because of a specific
setting, such as the workplace. Thus, autonomy, also referred to
as ‘conscientious autonomy’, (46) covers the high moral values
that direct lives of peoples as well as small practical commitments
that shape ordinary happenings. For instance, if someone values
being healthy, practical commitments could include walking to
work instead of driving and taking the stairs instead of riding in
an elevator.

Responsibility in the Work Environment
The ultimate responsibility for safeguarding the work
environment lies with employers. Employers are responsible for
the capabilities of their workers, actively preventing harm and
accidents (13, 47). For workers who labour physically, employers
must protect safety of workers via periodic occupational health
examinations and safety monitoring (47). Despite limited access
of employers to the outcomes of regular health checks, this
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examination protects workers because occupational physicians
can access health data and warn workers of potential issues while
bound to professional confidentiality.

To protect workers while using sensor and intervention
technology, all stakeholders must be responsible for the proper
use of these technologies (48), although employers may have
different views on this responsibility than workers (30). Both
workers and employers acknowledge the responsibility to prevent
harm in the workplace. However, many employers consider
the responsibility to stay healthy and fit for the job to be the
responsibility of the worker, while workers embrace autonomy
in their lifestyle choices (30). These contrary views see health as
either a safety discourse or a lifestyle discourse (49). Nevertheless,
the responsibilities of workers and employers in both discourses
must be examined through context-specific ethics to prevent
ambivalence in the worker-employer relationship (30).

PRACTICAL EXAMPLES

Project Description
The project SPRINT@Work is an EU-funded interdisciplinary
project aimed at developing and evaluating sensor and
intervention technologies that contribute to keeping ageing
workers healthy and effectively employable (45, 50–56). These
health-related technologies were developed and implemented by
researchers and engineers from a variety of disciplines (cognitive
neuroscience, information management, biomedical engineering
and rehabilitation medicine, community and occupational
medicine), in collaboration with companies. The developed
sensor and intervention technologies lead toward an automated,
digital process of behavioural assessment of employees for
health self-management purposes. Cognitive neuroscience and
information management were represented by one professor and
one Ph.D. candidate, biomedical engineering and rehabilitation
medicine were represented by two professors and one Ph.D.
candidate, and community and occupational medicines were
represented by two professors, one postdoctoral researcher,
and one Ph.D. candidate. The four Ph.D. candidates acted as
executing researchers.

Procedure: Context-Specific Approach of
Ethics
In several intervision sessions between the executing researchers
and, later, the entire project team, the following issues were
addressed: (a) whether the legal framework of privacy identifies
sufficiently what is at stake in the context of the development
and implementation of sensor technologies for sustainable
employability, and (b) whether self-management devices aimed
to promote self-regulation can assist in enabling the autonomy
of workers. The team developed a conceptual framework that
contextualises data protection and privacy issues as well as
the notion of worker autonomy. This framework of context-
specific ethics was helpful in both designing and implementing
sensor technologies, and it functioned as a benchmark for
the researchers. That is, during the project, the researchers
continuously checked whether their proposed design was in
line with context-specific ethics. Additionally, this normative

framework was continuously adapted, using insights from the
executed studies.

Figure 1 shows how the research process during the
project SPRINT@Work took place. The researchers involved in
SPRINT@Work executed studies individually, while discussing
ethical issues with the employers and workers that participated
in their studies. The researchers continuously interacted with
fellow executing researchers and an ethicist in the ethics team.
This ethics team then shared and discussed findings with the
project team, including supervising researchers, and higher-level
findings were shared with the consortium. The outcomes of the
meetings with the consortium, project team, and ethics teamwere
used to improve the studies of individual researchers.

Case Studies
The present study highlights two case studies that were
performed by the researchers of SPRINT@Work. The first
case study was about monitoring the core body temperature
as a parameter of heat stress of firefighters. The objective
of this study was to validate a wearable noninvasive core
thermometer to monitor the core temperature of firefighters
during firefighting simulation tasks (54). The second case study
was about a research on health self-management applications
in the workplace of health care workers. This study aimed at
investigating whether use of sensor and intervention technology
enhances the autonomy of workers in self-regulating their health-
related behaviour (50).

In both studies, the employer decided whether the study
could be executed within the company. Thereafter, workers
could voluntarily participate in the field studies. The employers
were not allowed to oblige the workers to use the sensor
technology, nor could they ask for data if the workers voluntarily
used a sensor technology (57). The intentions were articulated
according to the declaration of Helsinki on research involving
human subjects (58), stating that participants should voluntarily
give informed consent.

CASE STUDY 1: THE CASE OF
FIREFIGHTERS

During their job, firefighters are exposed to a high thermal load
due to heavy physical activity, external heat exposure from fires,
and the wear of highly insulated protective clothing (54). This
can lead to heat stress and subsequent related health problems,
such as exhaustion, dehydration, mental confusion, and loss of
consciousness (59). In more extreme cases, heat stress can cause
permanent damage and can even be life-threatening (60, 61),
thereby affecting the long-term health of the firefighter, affect
productivity, and risk perception, and cause safety problems
(59). There are large differences between individual firefighters
regarding how their body copes with excessive heat. Therefore,
general guidelines for duration of exposure to heat are not
sufficient for the whole population of firefighters. To prevent heat
stress among firefighters, Roossien et al. (54) aimed to develop a
new technology that would allow for monitoring and intervening
in real time during potentially harmful work situations.
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FIGURE 1 | Research flow SPRINT@Work.

Overcoming Compartmentalisation
The firefighting department that participated in the design and
development of the intervention indicated a desire for a wearable
thermometer to measure the real-time body temperature,
because they wanted more insight into heat stress during work.
This solution was developed in this case study. The thermometer

was worn in-ear and registered the real-time core temperature of
the firefighters (54). It is dangerous if the firefighters themselves
become distracted by immediate feedback on the obtained data,
and they neither have time nor opportunity to monitor the
feedback and data from their own sensors. Therefore, it is
necessary that other colleagues, such as the captain, monitor the
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current body temperature of their workers on-site. This way, they
are able to intervene when themonitors show changes in the body
temperature, which could potentially harm the workers.

During development and testing, the researcher discussed
issues regarding data sharing and confidentiality with both
workers and captains, as well as with the other researchers, in
order to find ways to overcome the potential issues regarding
privacy and worker rights (see Figure 1). Legally, an employer
cannot ask permission to access the personal data of workers
(30, section Case Study 2), even if it is to the advantage and
safety of the workers. This issue points to ambiguity in the data
protection law on the protection of privacy of workers opposed
to the responsibility of the employer to safeguard health and
safety of workers. Employers cannot, under any circumstance,
use personal sensor data for the protection of health and safety of
their workers, even though employers have the responsibility to
protect workers from harm in the work environment. An ensuing
focus for the research team was to explore how privacy could be
conceptualised in the specific context of sensor technologies in
the workplace, despite such ambiguity.

An Agency-Based Approach to Privacy
Following the pragmatic approach of Mulligan, data sharing
in the case of the firefighters was analysed to determine what
kind of privacy might provide sufficient protection. Control over
personal information, such as the core temperature and heart
rate of the firefighters, is a critical target for protection. As
previously stated, from the perspective of the GDPR, this type
of data can only be accessed under stringent circumstances and
must be handled by a health professional, who is bound by
professional confidentiality. Nevertheless, in the case of a fire,
no such health professional is available. Thus, the harm that
supposedly would be prevented by enforcing data protection
might be superseded by the prevention of more prominent harm.
This example illustrates how information becomes ethically and
normatively significant, not because it is about specific values
such as privacy but because the context allows its use for action.
In this case, the possible prevention of overheating. Hence, it is
not about what information one has but about what one can do
with that information.

Manson and O’Neill (62) called the above explanation an
agency-based model of informing and communicating, where it
is necessary to analyse what the agent, in this case, the firefighter
captain, can do with the private information obtained. If
overheating can be prevented, firefighters might want the option
to share sensor information with their captain, although the
captain is not bound by confidentiality as a health professional.
Hence, the permission of the firefighters for the captain to access
this information is based on the specific agency of the captain
to protect the firefighters from overheating. A different way
to protect the privacy of firefighters is making sure firefighter
captains are bound by the confidentiality of their own profession.

The answers to questions of Mulligan et al. (37)—“Which
privacy? For what purpose? With what reason? As exemplified
by what?”—are that, in the case of the firefighters, the privacy
at stake is the ownership of personal data obtained by sensor
technologies. The purpose of privacy is to give the firefighters

control over their data, not only to prevent the employer to use
this personal information but also to allow the firefighters to
share the data as they deem acceptable. The agency-based model
exemplifies this purpose: In an ideal situation, the firefighter can
opt to share data for protection from health hazards with the
captain, who can act to prevent health hazards but cannot use the
data for any other purposes, because the data is formatted in such
a way that only the direct hazard of overheating is shown. This
could, for instance, be done by using a traffic light figure that only
shows whether a situation is safe (green), or a reason to be alert
(orange) or immediately withdraw the firefighter (red). In cases
where direct indication of this risk of overheating is considered
toomuch of a privacy violation, the agency-based approach could
also allow including other health and safety indicators, such as
an almost empty oxygen tank or another workplace risk. In this
way, an orange or red warning light does not solely give the
captain information on health of a worker but also on health
and safety risks, in general. This example shows that a narrow
interpretation of privacy might result in diminishing safety: If
privacy is unidimensional, and the only choice would be to decide
to share the data with the employer, either the firefighter would
accept more significant risks during the execution of the job
because the data would be hidden (as in the GDPR), or the
employer would have full access to all data, which could lead to
misuse for other purposes.

The case of the firefighters showed a disbalance between what
is actually beneficial for the health of the firefighters and the
regulations that are meant to protect them. This is a major
problem when implementing new technologies in the work
environment. Given that the law not yet protects the user in
fiduciary relationships in certain professions (31), it is important
to acknowledge these design-use dynamics in the design phase
of a new technology and come up with solutions that could help
overcome this gap in the law. Although some researchers already
call for changing the law for fiduciary relationships (33), this
would be a long and arduous process. Even if the law would
change on this matter, it would still be important to define
in which situations data sharing is condoned and with whom
sharing health data is necessary. Therefore, the agency-based
approach asks for a thorough discussion with all stakeholders
involved about what type of data is necessary to share with other
actors and with whom in order to protect the health of the
firefighters (as can be seen in the process described in Figure 1:
level individual study). For instance, is it necessary to share raw
data? Or would aggregated data suffice? Is it important to collect
data for longer periods of time? Or can the data be removed
directly after the fire was put out? But also, who has access to
the data? And how can it be prevented that other colleagues have
access to the data? This can also be an indirect result of the use of
a sensor. What happens, for instance, if one firefighter is called
back more often than other firefighters? Agreements on these
issues should be strictly documented and revised if necessary.

Responsibilities of Stakeholders
In the case of the firefighters, the employer is serious about
the responsibility for the health of the workers. The GDPR,
however, prevents the employer from using personal data to
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protect firefighters from overheating in an emergency. In this
case, the workers are at an impasse. Distraction from the task
could cause immediate risks to themselves and colleagues; thus,
it is impossible to self-monitor their current health parameters.
This discrepancy between the desired situation and current
regulations is frustrating for the fire department because the
captains wish to protect their firefighters, but the GDPR makes
it impossible for captains to use data for the goal of protection
of workers.

CASE STUDY 2

Healthcare workers are often subject to irregular working hours
due to shift work. These work characteristics can make it more
difficult to uphold healthy habits, such as daily exercise and a
balanced diet (63). An unhealthy lifestyle for a healthcare worker
not only impacts their employability in the long term (64) but
also impacts the view of the public on the healthcare institution,
because the healthcare workers are assumed to ‘know best’ about
the impact of lifestyle choices on long-term health. Both the
issues of long-term health and the exemplary function of their
work are well-known to healthcare workers, which is why many
of them actively try to keep up good behaviour. In this case
study, a healthcare institution asked for an intervention that
allows employees to self-manage their health, without having to
explain themselves to the employer. An activity tracker supports
these workers in their health, because it allows them to monitor
their daily behaviour despite the irregular hours and workload,
and thereby supports these workers in becoming and staying
healthy (65).

Overcoming Compartmentalisation
The healthcare institution where the study took place is eager to
improve and tries to incorporate the ideas of workers into their
workplace health promotion policies. The activity tracker used is
a tracker developed for the consumer market, meaning that the
research team did not have any influence on the specifications
of the tracker. During implementation, however, the researchers
decided to use proxy user accounts for all users, thereby enabling
the researchers to tailor and alter the information that was
given to the workers. These adjustments to the messages were
intended to limit the impact on worker autonomy (see iterative
process Figure 1: individual project—researcher). Apart from the
researchers and the participants, nobody had access to the data.

The use of sensor technologies to assist in sustainable
employability hinges on offering workers objective feedback
and interventions that allow them to self-regulate behaviour.
Illustrative for the ideal of autonomy was a participant,
self-identified as overweight and unfit, who was eager to
experiment with an activity tracker. This activity tracker
enabled her to receive automated digital feedback on her daily
exercise behaviour. This worker was committed to improving
her condition:

I value a healthy lifestyle. I have difficulties keeping up with that for

all sorts of reasons, and this is an opportunity for me to get some

nonintrusive and time-saving support. I also would like to be an

example for the patients who visit here. They need people like me

as role models, people who struggle but make an effort to improve

their health.

She referred to her value of personal health. Receiving an
activity tracker did not provide autonomy. However, due to the
activity tracker, she could autonomously commit to her value of
becoming healthy. This value had a different application in her
work context, a healthcare organisation, where she wanted to set
an example for others. She wanted to show that increasing daily
exercise by walking more and taking the stairs is an essential
commitment to improving health. Thus, in the work context, the
worker wanted to achieve a healthy lifestyle as well as provide the
moral value of being an example. She translated the value of her
health and her position at work into a daily practical commitment
of taking more steps. Thus, the use of this sensor technology
helped her to achieve her ideal.

Nevertheless, the commitment of the worker was not only
shaped by a momentous decision to accept the activity tracker.
Her commitment was confirmed by making some progress in
walkingmore steps. However, it was disaffirmed when a colleague
from higher management saw her waiting for the elevator:

And then they are supporting “the week of taking the stairs” [. . . ],

but then, when I am standing in front of the elevator, [colleagues]

say, “Oh, are you taking the elevator? We are taking the stairs!”

That feels terrible—really terrible.

This encounter made her question whether the entire experiment
was about her improvement in health and realising her values,
or whether it was ultimately about organisational control and
cost reduction.

This example, although an individual experience, illustrates
how personal autonomy can easily be threatened in a work
environment if personal values are not acknowledged. Giving
workers a health device does not merely provide a means for
self-regulation, because the technology is embedded in a context
that can promote or disavow the responsible commitment to the
norms to which one is bound. This realisation calls for reflection
on how the introduction of technology can affect autonomy of
workers and how the context of the implemented technology
influences the perceptions of autonomy of workers.

Worker autonomy as a prerequisite for health self-regulation
was empirically investigated in the study of Bonvanie et al. (50).
It examined activity trackers that give feedback information on
health-related behaviour to workers. The example of activity
trackers is of interest because it is used as a technology that
enables workers to self-regulate a healthy lifestyle (66, 67).
The underlying assumption was that the use of digital health
technologies provides workers with autonomy via feedback and
the freedom to respond to self-regulate health-related behaviour.
Despite adjustments to themessages, intended to limit the impact
on worker autonomy, these findings revealed that the use of
a sensor technology did not significantly increase perceived
autonomy and may have even reduced autonomy under certain
conditions, especially for less healthy workers (50). Moreover,
the workers who had used an activity tracker to monitor their
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behaviour before they received an employer-provided device
experienced the same decrease in autonomy as the workers who
used the activity tracker for the first time. This finding suggests
that the activity tracker does not limit the autonomy of workers;
instead, perceived autonomymay decrease due to the hierarchical
relationship between workers and employers.

A Conscientious Autonomy-Enhancing
Approach
The employer of the health-care institute who participated in
this study demonstrated a value for healthy workers. That is,
the employer already implemented several other activities and
regulations, such as promoting a week of taking the stairs,
providing a healthy cafeteria and offering a smoke-free property.
Although independent researchers conducted the study, the
normative standards of the activity tracker were encouraged by
the employer. The goal was to walk 10,000 steps per day and take
10 flights of stairs. Some participants agreed with this goal and
internalised the normative standard. Others, however, did not
and perceived the feedback as pressure to aim for 10,000 steps.
The participants who shared the same value of healthy living as
the employer but had other ideas to implement it felt as if the
activity tracker forced them to commit to normative standards of
someone else.

These findings reflect the idea of conscientious autonomy
(46): Autonomy that is committed to willed ideals of one as well
as the norms and standards encountered in a particular setting
that are adapted as normative. Hence, based on the disbalance
between the individual goals and ideals of workers and the
norms of their colleagues and employers, one can determine
why the autonomy of certain workers declines when using a
sensor technology. When implementing technologies or other
interventions in the work environment, the employer, therefore,
needs to pay specific attention to how the norms and culture in
the work environment influence the autonomy of the workers.

Participation in the study and being able to discuss the
impact of technologies with different stakeholders within the
development process caused the employer to reconsider the
current workplace health promotion policies. The employer
altered their strategy into a more conscientious autonomy-
enhancing approach. This was achieved by including a more
diverse group of workers in the decision-making and evaluating
the process regarding new technologies and interventions,
thereby aiming to facilitate a healthy workplace and a lifestyle for
all workers.

Responsibilities of Stakeholders
Similar to the case of the firefighters, the employer was
responsible for the health of the health-care workers. This
responsibility of the employer is limited to the work context,
while the health of workers is also influenced by their private
lives. By providing an activity tracker, the employer is walking
a thin line between the work and the private context. One can
ask the questions, where does the responsibility of the employer
stop? Andwhere does the responsibility of the worker begin? And
where do they overlap? Interestingly, the participants in the study
of Bonvanie et al. (50) stated that the ability to maintain their

health is, partially, the responsibility of the employer, because
their work environment has a large impact on this ability, and
that their employer took this responsibility quite seriously. Both
the employer and the workers experienced the intertwined nature
of health, work, and the home environment, and aim to improve
the collaboration on improving the overall health of the worker
(see process Figure 1: individual level worker-employer).

DISCUSSION

Previous literature on responsible research and innovation
struggled with three major problems: 1) compartmentalisation,
2) generalisation, and 3) vagueness about responsibilities. Rather
than developing a theoretical approach to these problems, we
highlighted two cases of the project SPRINT@Work. We aimed
at describing how we explored the critical ethical issues privacy
and autonomy in the development and implementation of digital
health technologies in the setting of doing research. A context-
specific analysis of both values was employed, keeping previous
research and the legal context in mind. For the firefighters case
study, this analysis resulted in the description of an agency-based
concept of privacy, where it is necessary to analyse and regulate
what the agent can do with the private information obtained
(62). For the case study of the health-care professionals, this
resulted in a conscientious autonomy-enhancing approach to the
design and implementation of digital health technologies in the
workplace. When this approach is employed, all stakeholders
[with a specific emphasis on the user(s)] have to be actively
involved in the design and implementation phase in order to
achieve the intended goal of the technology, which is to enhance
health-related behaviour (46).

Decompartmentalisation of Focus
Responsibilities for the assessment of risks of the new technology
get indistinguishable when a transition between phases occurs
(17). More specifically, engineers and researchers might have
reflected on the impact of their new technology; however, after
the development phase, responsibilities shift toward the user
or organisations that implement the technology. They do not
necessarily reflect on possible ethical and societal risk, and
primarily focus on productivity or increasing product acceptance
(12, 68). Ethical concerns arise as soon as technological
innovations are introduced (69). Although an ethical script
of an innovation shows what the default choices regarding
privacy, responsibility, and autonomy are, at the same time,
the reaction of the environment to this built-in ethical script
plays a significant role. The ethical script is mainly developed
by the engineers and researchers who develop the technological
intervention, but the response of the user and his/her
environment to this ethical script largely determines the privacy
of the user and his or her possibility to exercise autonomy. Using
amulti-stakeholder approachmay help to overcome this problem
of compartmentalisation by providing a smooth responsible
transition from development to implementation.

In the case studies, the reflection on both design and
field experiments involving health-related technologies in the
workplace caused both the researchers, employers, and workers
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to reflect on the interpretation and implications of the concepts
of privacy and autonomy (see Figure 1). This approach of
integrating development and use of the digital health technology
was necessary to successfully implement techniques from the
field of RRI, such as reflexivity and responsiveness. The context-
specific approach allowed for a cyclic approach, using outcomes
from early implementations of technologies as input for further
development. As a result, the researchers, employers and workers
were able to work together to take unforeseen consequences of
the technology into consideration, because they appeared during
use by end users. This then allowed the researchers and engineers
to alter the technology or the choices that were made during
development and implementation.

Both cases show the benefits of including the tension
between the intended and actual use in the development
and implementation of a new technology. In the case of
the firefighters, the balance between safeguarding privacy
and safeguarding health could only be reached because the
researchers were able to use input from actual use (during job
performance). More specifically, due to the interaction between
the researchers, workers, and the team captain, the application
of the wearable thermometer for use in the workplace could
be improved, which consequently benefits the health of the
firefighters. In the case of the healthcare workers, the researchers
closely monitored the impact of the technology on the autonomy
of workers in the workplace. By doing so, they were not only able
to reevaluate the benefit of the activity tracker but also caused the
employer to reconsider the current workplace health promotion
policies and the manner in which these come to be.

Prevention of Out-of-Context
Generalisation
A responsible decision to provide workers with sensor
technologies to sustain their employability requires careful
analysis of the values at stake in the context of the specific
workplace and the individual worker (70). In case of privacy,
the GDPR offers a basic framework for the implementation of
protection measures, while it also leaves room for interpretation
and discussion. The GDPR (3) obligates and ensures that the
decisions about data protection taken by the controller, for
instance, an engineer or a researcher, are taken with great care,
especially when “processing of the data could result in high risk to
the rights and freedoms of natural persons” [30, section 35 (3)]. In
order to help the controller making responsible decisions about
privacy of individuals, the data protection impact assessment
(DPIA) (71) is developed as a risk assessment method. This
includes a multiple stakeholder approach to identify privacy
risks. During meetings with stakeholders, a context-specific
method of privacy by design is applied to design protection
measures that are appropriate for a specific context.

The main focus of DPIA (and of the GDPR) is to protect
the privacy of the user without paying much attention to other
ethical issues in its analysis. Although it is a step in the right
direction, in the development of new digital health technologies,
other values, such as health, autonomy and responsibility, and the
interplay between these values need to be reflected upon as well.

The current study, therefore, used a context-specific approach
of ethics (instead of privacy) to assess privacy and autonomy
concerns in the workplace.

For both cases, the context-specific approach of ethics helped
to identify the best approach to provide a framework of what
is at stake in their specific context. Although from a different
perspective, both the agency-based model of privacy (62) and
the conscientious autonomy-enhancing design (46) can help
identify bottlenecks, implicit norms, and courses of action during
the development and implementation of new technologies and
policies. These two approaches are a source of moral knowledge,
given that the experiences in the field informed the researchers
about what users value, and the dynamics between the researcher,
employer, and user was explored by testing the conceptualisation
of ethical principles in the work environment and further
adjusted as deemed necessary.

Making Implied Responsibilities Explicit
Acting responsibly regarding health in the workplace is
considered important (30), but employers experience difficulties
taking their responsibility, and, in the case of health-promoting
technologies in the workplace, other stakeholders find it difficult
to share this responsibility. Leclercq-Vandelannoitte (12), in a
study about the use of ubiquitous technologies in the workplace,
observed that “despite their prevalence and the importance of
their consequences for workers, neither salespeople nor managers
seem to be aware of them, feel responsible for them, or appear
able or willing to identify the responsibilities involved in this
process.” In the case of workplace health-promoting technologies,
responsibility involves multiple stakeholders with a prominent
role for the employers (13), engineers (72), and researchers (73,
74). To protect the privacy of workers while gathering personal
data, all stakeholders need to take their responsibility for the use
of the involved technology (48).

The engineers and researchers have the responsibility to
design the technology in such a way that it guarantees the
privacy of the user and supports the user in his/her ability to
react autonomously (75–77). However, engineers and researchers
often do not offer sufficient insight into what constitutes a
responsible use of their designs (12). Technologies are never
value neutral (69), and it is important that engineers and
researchers explore how the development and implementation
of their technologies influence and mould not only the ethical
values, such as privacy, but also the autonomy of employers and
workers and help them reflect on this explorative process (75–
77). The responsibility of engineers and/or researchers should
focus on perspectives such as value-sensitive design, critical
technical practise, reflective design, and values in design (78, 79).

The reflection on the responsibility of workers and employers
is not a one-time action. As stated before, differences in
interpretations of responsibilities can cause significant problems
between workers and employers (30), and the use of technology
often alters the original function (26). When using (new)
technologies, workers and employers should discuss the
responsibilities and intended actions of these technologies
with the designers. This discussion should also entail the
continuous reflection of the employer to determine whether the
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conscientious autonomy of the worker has improved. In the
case of the healthcare professionals, sensor technologies enabled
workers to take responsibility to target work-related health
parameters within the workplace. In general, however, these
technologies are most effective when workers feel autonomous
to self-regulate health-relevant actions (50). Thus, employers
should be alert for unintended effects of sensor technologies
and ensure an environment that facilitates workers to take their
responsibility. When workers and employers share values, such
as health, technologies that support the personal goals of workers
could increase a sense of conscientious autonomy, thereby
improving the self-regulation of healthy behaviour.

Limitations
The context-specific approach of doing ethics has been a
valuable method to investigate the core ethical principles of the
digital health technologies in the case studies. In specific this
approach helped to obtain a contextual conceptualisation of the
ethical principles in the design and implementation of these
technologies. However, we realised that this approach was not
utilised to its full extent.

Multiple useful tools are now available to help researchers
perform responsible research and innovation (e.g., rri-tools.eu).
However, at the start of the project SPRINT@Work, approaches
to incorporate an ethics structure throughout the complete
research cycle of multidisciplinary projects were lacking or at
least not commonly practised. Therefore, we started our journey
with no clear approach inmind, andwe developed our knowledge
and approach as we went on.

In the case of the health care workers, this resulted in
little attention to the predefined norms and values of the
activity tracker. If we would have identified these norms and
values before the start of the field studies, the researchers
could have incorporated them in the design of the study. This
could have prevented negative experiences of workers with the
activity tracker.

In the case of the firefighters, we did not involve a specialist
in the field of privacy law to help find potential legal solutions
for data sharing while protecting the privacy of the workers. The
project team would have benefitted from actively involving a
privacy specialist from the start of the project. This could have
influenced the approach taken by the researcher that designed
and implemented the technology, the technology itself, and its
suitability for future use.

At last, it can be stated that the problem of
compartmentalisation applies to us researchers as well. In
order to be able to manage this extensive project, the individual
research projects of the PhD candidates were defined as much
as possible. Although this approach was meant to save time,
it resulted in delays both in the individual research projects
concerning the development as in the projects concerning the
implementation of the new technologies.

Based on these limitations, we advise multidisciplinary teams
to start exploring potential critical ethical issues right from
the start of the project. They could use this paper as a first
lead on how such issues could be identified. Even though it
might not be their initial field of expertise, we appeal to future

multidisciplinary teams to also report their findings and possible
adjustments to our proposed approach.

CONCLUSION: CALL FOR AN OVERDUE
DISCUSSION

Based on a substantial literature review, we aimed to discuss
the importance of context-specific ethics in design and
implementation of digital health technologies. Focusing on a
contextual conceptualisation of the core ethical principles in the
design and implementation of digital health technologies helps
to avoid compartmentalisation, out-of-context generalisation,
and neglect of identifying responsibilities. Although it is a long
reiterative process in which all stakeholders need to be included
in order to assess all critical ethical issues sufficiently, this process
is crucial to achieving the intended goal of a technology. We
call for multidisciplinary teams, including relevant stakeholders,
involved in innovation practises in workplace health promotion
to publish their way of doing ethics. Future research teams
can learn from these experiences and use and improve
their approaches.

Finally, having laid out the landscape and problems of ethics
surrounding technologies for workplace health promotion, we
believe that an evaluation of policies and standards and a very
overdue discussion guided by the signalled ethical problems
are needed. Laws and regulations aim to offer protection to
users of new technologies, but tend to focus on data access
and privacy. Thereby, they leave out other values, such as
responsibility and autonomy, which are in close interplay with
privacy. It is, therefore, important that engineers and researchers
of workplace health promotion themselves enter this debate.
They should consider how the design and implementation of
their technologies influence and mould the values of the users
and adapt their technologies to protect the user from harm, and
increase the acceptance. However, it does not stop there. They
should also enter the debate about how policies and standards
hinder or promote workplace health promotion.
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Mental health disorders are complex disorders of the nervous system characterized

by a behavioral or mental pattern that causes significant distress or impairment of

personal functioning. Mental illness is of particular concern for younger people. The

WHO estimates that around 20% of the world’s children and adolescents have a mental

health condition, a rate that is almost double compared to the general population.

One approach toward mitigating the medical and socio-economic effects of mental

health disorders is leveraging the power of digital health technology to deploy assistive,

preventative, and therapeutic solutions for people in need. We define “digital mental

health” as any application of digital health technology for mental health assessment,

support, prevention, and treatment. However, there is only limited evidence that digital

mental health tools can be successfully implemented in clinical settings. Authors have

pointed to a lack of technical and medical standards for digital mental health apps,

personalized neurotechnology, and assistive cognitive technology as a possible cause of

suboptimal adoption and implementation in the clinical setting. Further, ethical concerns

have been raised related to insufficient effectiveness, lack of adequate clinical validation,

and user-centered design as well as data privacy vulnerabilities of current digital mental

health products. The aim of this paper is to report on a scoping review we conducted

to capture and synthesize the growing literature on the promises and ethical challenges

of digital mental health for young people aged 0–25. This review seeks to survey the

scope and focus of the relevant literature, identify major benefits and opportunities of

ethical significance (e.g., reducing suffering and improving well-being), and provide a

comprehensive mapping of the emerging ethical challenges. Our findings provide a

comprehensive synthesis of the current literature and offer a detailed informative basis

for any stakeholder involved in the development, deployment, and management of

ethically-aligned digital mental health solutions for young people.

Keywords: ethics, digital health, mental health, adolescent and youth, digital health (eHealth)

INTRODUCTION

Mental health disorders are complex disorders of the nervous system characterized by a behavioral
or mental pattern that causes significant distress or impairment of personal functioning (1).
These include, among others, anxiety, depression, substance use disorders, schizophrenia, eating
disorders, bipolar disorder, and post-traumatic stress disorder. Mental health disorders compose
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a significant portion of the global burden of disease. In 2017,
970 million people worldwide had a mental health disorder,
comprising approximately 13% of the global population. Since
then, it is estimated that mental health conditions have increased
worldwide as they now cause on average 1 in 5 years lived with
disability (2). The mortality rate of people with mental disorders
is significantly higher than the average population, with a median
life expectancy loss of 10.1 years. Mental health disorders are
attributable to eight million deaths each ear, that is 14.3% of
deaths worldwide (3).

Mental illness is of particular concern for younger people. The
WHO estimates that around 20% of the world’s children and
adolescents have a mental health condition, a rate that is almost
double compared to the general population. Mental-illness-
induced suicide is the second leading cause of death among
15 to 29-year-olds. Despite these figures, the global median of
government health expenditure that goes tomental health is<2%
(2). To make things worse, the epidemiology of mental illness
is expected to be exacerbated by the ongoing new Coronavirus
disease 2019 (COVID-19) pandemic. A recent survey has found
that the pandemic has affected the mental health of 59%
of people in the United States (4). Research shows that the
ongoing COVID-19 pandemic is contributing to widespread
emotional distress and increased risk for psychiatric illness,
either directly associated with the COVID-19 illness or indirectly
through imposition of restrictive public health measures that
infringe on personal freedoms and associated financial losses
(5). Furthermore, people with serious mental illness have been
observed to be disproportionately affected by the pandemic (6).
This impact has been particularly disruptive for young people,
many of whom have self-reported increased mental health issues
as a result of lockdowns. A recent survey conducted among
13–25 years olds with a history of mental health needs in the
United Kingdom found that 67% of respondents believe that
the pandemic will have a long-term impact on their mental
health (7).

One approach toward mitigating the medical and socio-
economic effects of mental illness is leveraging the power of
digital health technology to deploy assistive, preventative, and
therapeutic solutions for people in need. As a consequence,
digital mental health is a growing field of interest in digital
health and scientific research. We define “digital mental
health” as any application of digital health technology for
mental health assessment, support, prevention, and treatment.
This technological cluster includes mobile health (mHealth)
applications, wearables, consumer neurotechnologies, virtual
reality systems, online platforms, care coordination systems,
assisted living ecosystems etc.

Young people are the primary end-users or patient groups
of digital mental health tools: they are early adopters of all
things digital, including digital health (8). The relevance of
leveraging digital mental health solutions has further increased as
a consequence of the COVID-19 pandemic because of both the
increased prevalence of mental illness and the growing demand
of telemedicine services (9). The application of digital health
methodologies to young people thus promises considerable
benefits and has received growing attention in the literature.

However, this age group is also particularly vulnerable and
susceptible to manipulation, especially via digital devices and
methods. As a result, the use of digital technologies for mental
health treatment among adolescents and children generates
benefits and ethical issues.

Growing evidence suggests that digital mental health can
improve mental health conditions such as depression across
various patient populations (8, 10, 11). However, there is
only limited evidence that digital mental health tools can be
successfully implemented in clinical settings (12). Authors have
pointed to a lack of technical and medical standards for digital
mental health apps (13), personalized neurotechnology (14) and
assistive technology for age-related cognitive decline (15) as a
possible cause of suboptimal adoption and implementation in
the clinical setting, Mohr et al. (12) have suggested that digital
mental health research should therefore be solution-focused
to develop pragmatic solutions. Further, ethical concerns have
been raised related to insufficient effectiveness (14), lack of
adequate clinical validation and user-centered design (16) as
well as data privacy vulnerabilities (15) of current digital mental
health products. Assessing the benefits and risks of digital mental
health systems requires, therefore, a careful balancing act and
a holistic approach to scrutinizing the advantages that these
socio-technical trends can bring for mental health patients while
minimizing their unintended risks. Most importantly, it requires
a careful risk-benefit analysis that could inform ethical guidelines,
policy interventions, oversight mechanisms and clinical decision
making in this domain.

The aim of this paper is to report on a scoping review we
conducted to capture and synthesize the growing literature on
the promises and ethical challenges of digital mental health
for young people. We define “young people” as the combined
group of children and adolescents—concretely people in the
age group from 0 to 25 years. This review seeks to survey the
scope and focus of the relevant literature, identify major benefits
and opportunities, and provide a comprehensive mapping
of the emerging ethical challenges. Our findings provide a
comprehensive synthesis of the current literature and offer a
detailed informative basis for any stakeholder involved in the
development, deployment and management of ethically-aligned
digital mental health solutions for young people.

METHODS

The objective of this review was to gather information about
the benefits and ethical challenges regarding digital technologies
for mental health treatment and assessment among adolescents
or children. To this purpose, on the 7th of October 2020 we
searched five databases (PubMed, Scopus, World of Science,
PsychInfo, IEEE Xplore, and the ACM Digital Library) in order
to retrieve eligible publications. The following search string
was used:((“social media” OR “Digital Media” OR “big data”
OR “Artificial Intelligence” OR “digital phenotyping” OR “digital
mental health” OR “digital biomarkers” OR “mental health apps”
OR “digital sensors” OR “digital mental health technologies”
OR “health related Apps” OR “mobile Health” OR eHealth
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FIGURE 1 | PRISMA flow chart.

OR smartphones OR wearables OR “Holter monitoring”) AND
(ethics OR bioethics OR “bioethical issues” OR “ethical issues” OR
“ethical analysis” OR “ethical review”) AND (“mental health” OR
“mental well-being” OR “emotional health” OR “emotional well-
being”) AND (“young adult” OR young OR adolescent OR child
OR teenager)).

Based on the PRISMA Statement and flowchart, four
phases of review were conducted: identification, screening,
eligibility assessment and final synthesis (see Figure 1). Our
search string initially retrieved 203 papers. All entries were
exported into the Endnote reference management software.
Automatic duplicate removal was performed. Fifty articles
were identified as duplicates and therefore removed. The
remaining 135 articles were screened based on Title/Abstract
and assessed based on the inclusion and exclusion criteria
(see Annex 1 in Supplementary Material). Thirty-four articles
passed the eligibility assessment and were included into the
final synthesis. Articles were deemed eligible if they suited
the following inclusion criteria: (a) original peer-review journal
publication; (b) written in English, German, Spanish, Italian, or
French (languages spoken by the research team); (c) published
between 2015 and October 2020; (d) describing/assessing ethical

considerations relating to digital health technologies designed
for or utilized by children and/or young adults (under 25) for
mental health support or otherwise related to the promotion of
mental health.

In addition to this systematic review component and
compatibly with the best practices for scoping reviews, we
conducted a grey literature analysis via non-academic search
engines and citation chaining. To this purpose, we used multiple
unstructured combinations of the search string. This led to the
inclusion of 9 additional articles to the final synthesis.

A total of 26 articles were included into the final synthesis
and an in-depth review of full-text articles included in the
synthesis was performed. Data were analyzed through qualitative
thematic analysis with assistance of the MAXQDA data analysis
software. Through the establishment of a keyword coding system,
recurrent thematic patterns were inductively identified and
subsequently grouped into different themes and subthemes.
Our analysis consisted of three sequential steps. First, for
each article, we screened the presence of ethically relevant
considerations. During this phase, ethically relevant keywords
and statements were searched in the full texts of all reviewed
articles. This process was performed by two authors using
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FIGURE 2 | Expected benefits and ethical challenges related to digital mental health for young people.

both software-guided keyword search (software used: Endnote
X9) and unguided full-text review. Second, we clustered all
retrieved ethical considerations into main thematic families
using thematically oriented content analysis (17). Each thematic
family was further classified into sub-families relative to specific
sub-components of the main ethical theme. When the same
digital health technology description contained more than one
ethical consideration, all considerations were allocated to their
respective thematic families and subfamilies.

RESULTS

The analysis showed a diverse range of themes relating to the
opportunities and ethical challenges of using digital mental
health technologies among young people. Figure 2 provides a
visual overview of key codes and themes that emerged from
our analysis.

Ethically Significant Benefits and
Opportunities
Accessibility
The most recurrent expected benefit associated with the use of
digital mental health is the prospect of increased accessibility

to health care (18–21). This assessment was based on the
increased affordability of mental health apps or internet-based
platforms in comparison to face-to-face consultations (22–27)
and the easy access given the liberation of geographical restraints
(22–25, 28–30). This potential benefit is of ethical significance
because increased access to healthcare is a critical to promote
health equality and justice. Furthermore, digital mental health
solutions were expected to provide more continuous, around-
the-clock availability of help or support (18, 23–26, 29, 31, 32).
By increasing accessibility, digital mental health technologies
were also seen to hold potential for increasing equality between
different population groups (21, 24–26, 33, 34), as well as within
the patient-therapist relationship (32).

Enhanced Therapy Facilitation and Prevention
The usage of digital mental health therapeutics is also seen
to facilitate the therapy, prediction and prevention of mental
illness of the patient (24, 26, 29, 31) The beneficial potential of
digital mental health technology for continuous and accessible
care delivery is of particular relevance to low-to-moderate cases
that are not being evaluated and treated, especially in areas
where mental health care resources are under high levels of
pressure due to severe mental illness cases. At the same time,
however, our findings underscore that digital mental health,
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albeit already useful for monitoring purposes, has yet to become
effective for predictive purposes. For example, Mulder et al.
(35) and Chan et al. (36) cautioned to redirect attention from
algorithmic prediction of suicide to a causal pathway and
called for paying more attention to real engagement with the
individual patient, their specific problems and circumstances.
Although machine learning algorithms appeared to improve
existing decision support tools, their usefulness in the clinical
setting was deemed limited.

Autonomy and Empowerment
Another important theme was the potential of digital mental
health technologies to increase the autonomy and sense of
empowerment of young adults (24, 29, 32). The use of digital
mental health tools gives youngsters, on the one hand, the chance
to play a more active role in their own treatment as they can
actively seek support or control difficult situations (18, 20, 25,
26, 29, 31, 32), as well as the pace of answering/responding (26).
Additionally it gives the patient the opportunity to implement
the learned coping strategies outside the therapy setting and
thereby increases patient autonomy and sense of empowerment
(33, 34). On the other hand the technologies fostered autonomy
through providing easier access to information and support or
more generally, the possibility to manage mental health and well-
being (27, 29, 32, 34). Additionally, some authors argued that
an increased empowerment leads to higher responsibility for
taking care of one’s own mental health development, which is an
important step in the treatment of mental illness (18).

High Acceptability Among Young People
As a substantial part of the youth’s social interactions and
life take place in the digital space, e.g., through the use of
social media, young people’s perspectives and choices regarding
multiple digital mental health related topics are influenced by the
digital ecosystem in which they are embedded. They are more
inclined to accept the use of digital tools for the assessment,
treatment or support of mental health issues (27). Further young
people use the digital space (e.g., the Internet) as a trusted
source of information (19, 22, 37) or see it as an easier way
to start to talk about mental health, their problems or to seek
help (27, 32, 34, 38). In addition, our analysis suggests that the
acceptability of using digital mental health technologies may also
be positively influenced by their potential for enabling more
anonymous interactions compared to face-to-face meetings with
health professionals (24, 25, 38). The flexibility and anonymity
of the digital space allows young adults to avoid social stigma or
exclusion and increases their feeling of comfort to share personal
data as you can quickly access the therapy tool through your
smartphone (22, 24–27, 38).

Further the type of data that can be collected through mental
health apps, chatbots, or social media may well lead to an
increased understanding of mental illnesses, as more data is
available for analysis (19, 20, 23, 24, 37, 38). The increased
amount of data and positive attitude of people toward the usage,
could ultimately help to eradicate or at least decrease the stigma
that is attached to mental illness (24, 26). Lee et al. further

discussed the promise of transferring the trust given to chatbots
to professionals (38).

Disadvantages and Ethical Challenges
Privacy and Confidentiality
The most frequently mentioned risks of digital mental health
technologies addressed in the literature regard the privacy,
confidentiality and security of the user’s data and information
obtained through digital mental health applications. The
biggest concerns expressed by authors regards what happens
if confidential information is shared with or access given to
third parties (19, 20, 23–27, 31, 38–43). Authors argued that the
negative consequences of insufficiently secured data sharing can
reach into multiple domains of life, such as work, school or even
into relationships with friends, families or partners (19).

Patient Mistrust Due to Privacy and Confidentiality

Concerns
Mistrust in data sharing due to privacy concerns and
confidentiality breaches may reduce the effectiveness of
mental health treatments. Authors argued that if the data
are insufficiently secured, hence at risk of being breeched,
multiple negative consequences are expected to arise from
patient mistrust. First, patients’ trust in their psychiatrist or
psychotherapist may be lost, tarnishing or at least negatively
influencing the doctor-patient relationship (19, 26, 28, 32, 34, 41).
Second, the prospect of privacy breaches and security
vulnerabilities is expected to decrease the acceptability of
digital mental health technologies (40, 43), leading to an even
bigger vulnerability of already exposed people and increasing
the unease and uncertainty of the users toward the technology
(19, 38, 40, 41, 43). Other authors highlighted that mistrust in
digital mental health technologies is further aggravated by the
fact that patients often feel that technologies collect too much
information (38) and develop sceptical attitudes due to the rapid
speed of technological evolution (21, 38).

Pervasive Stigma
It has been observed that digital mental health technologies
can increase the risk of stigmatization for young adults
and children, especially where relevant data have been
exposed (26, 40, 43). Stigmatization may lead to various
devastating effects in young peoples’ lives. Cyberbullying is
widespread and may be particularly burdensome where data
is leaked (40). Digital technologies, in particular social-
media, may elicit addiction and reinforce self-harming
behavior. Internalized stigma may lead patients to use
social networks to self-expose such self-harming behavior,
which in turn may reinforce stigma against their illnesses
(44). The effects of stigmatization extend to how patients
are treated by institutions. Feuston and Piper argued that
institutional representations of mental illness, such as the media,
contribute to stigma by providing “unfavourable and inaccurate
representations of psycihatric disorders” (45). Martinez-Martin
and Kreitmair have shown that addiction-induced illegal
drug use has had legal consequences for patients when digital
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mental health technology providers had to share personal
information (40).

Accessibility and Equal Access
Although enhanced access is often seen as a major benefit of
digital mental health (19, 20, 34), issues related to accessibility
and equal access are nonetheless identified as major ethical
concerns (21, 34, 46). Authors observed that systemic issues,
such as socio-economic inequality, lead to considerable structural
barriers to access (18, 47, 48). One widely referred to barrier is
the digital divide that describes the phenomenon that technology
is not equally available to all social groups due to economic,
social or cultural inequalities (21, 24, 49). Concretely, barriers
such as poor network coverage in rural areas or the cost of digital
communication constrain disadvantaged children and young
adults to access relevant content (34). Without digital literacy
or adequate access, patients may face severe disadvantages,
as they are prevented from accessing novel mental health
care solutions (49). Similarly, although digital mental health
technologies hold potential for increasing the autonomy and
sense of empowerment of young adults (24, 29, 32), they also raise
the risk of diminishing patient autonomy by increasing the risk of
digital addiction and manipulation.

Cross-Cultural and Cross-Country Attitudes and

Resources
Cross-cultural and cross-country differences in attitudes
and resources have been associated to considerably different
standards of care. Sharma showed that stakeholders’ socio-
technological aspirations to technology for disabled children
differ considerably among Indian and Finnish stakeholders (21).
This is, in their view, attributable to differences in resource
availability and government engagement in “developed” and
“emerging” economies. This raises further issues as healthcare
systems in which mental health resources are under high
pressure often fail to address the needs of patients with less
severe illnesses—leading to systemic issues around not serving
the underserved (47).

Some researchers and app developers have deliberately
attempted to react to these issues by developing products
and approaches that enable access to emotional self-
regulation and mental health prevention among the
socioeconomically disadvantaged (18) or disabled (21). However,
Sharma showed that currently available technology is still
insufficiently engaging and inclusive to fully offset these
concerns (21).

Finally, the absence of regulatory clarity concerning the
responsibility for data leaks and potential dignitarian or other
digital harms caused by technology misuse, render digital mental
health technologies less trustworthy (32, 40, 43).

Clinical Validation and the Need for Ethical-Legal

Guidance
Other repeatedly discussed topics were the unclear efficacy and
effectiveness (25, 27, 30, 31, 33, 34, 40), translational challenges
and the uncertain feasibility of successful implementation (25)
as well as uncertain reliability (19, 27, 28, 43, 50) of these

technologies. Authors emphasized that many mental health apps
and internet-based platforms are not subjected to extensive and
professional evaluations or clinical validation studies, which
leads to unclear influences and outcomes. This uncertainty is
exacerbated by the fact that little ethical and regulatory guidance
currently exists for digital mental health. To reduce uncertainty
and bridge this normative gap, several authors called for the
necessity of developing an ethical-legal framework for digital
mental health technology, chiefly through ethical guidelines,
recommendations, and best practices.

Blurring the boundary within the doctor-patient relationship,
increasing the risk of over-reliance on digital mental health
technologies as well as poor conduct were also identified as
ethically relevant challenges (26, 31, 51). Authors expressed
concerns about the unrealistic expectations of around-the-hour-
availability of psychiatrists through mails or text messages (32,
37) which could pose additional burden on health professionals.
In addition, digital mental health applications could facilitate the
sharing of personal information among both parties involved
through ill-suited channels (26, 32, 34) and blur the boundaries
of a psychiatrist’s assessment by including deontologically
questionable activities such as checking a patient’s social media
accounts (26, 32).

Consent and Dependency
Another challenge identified in the literature is the unclearly
defined expectation of which parties have to consent to data
processing in digital mental health applications (19, 26, 37, 41).
Authors also reported insufficient clarity about the adequacy of
consent obtained through digital mental health applications, in
particular regarding the type of data processing or intervention
that the user is consenting to (28, 40, 41, 43).

As shown by Lee et al. ensuring data and algorithmic
transparency when processing users’ personal information is very
important (38). The over-reliance and the all-time availability
of these technologies are feared to influence the young adults’
capabilities of social interactions with the ancillary risk of
diminishing their trust to talk about problems with their friends
(43) or increase the dependency of young people on clinical
support (32). In addition to that, websites and chatbots are
often intentionally designed to get the users dependent on
the technologies. Notably in young adults this can ultimately
increase addictive behaviors (27, 29). Further it can decrease
the feeling of responsibility of the young people to take care
of their health as they expect that it is done for them (32, 34)
and additionally diminish their willingness to attend face-to-face
consultations (34).

Other Topics
Further topics that were discussed, though with less frequency,
in the literature included issues of accountability, liability,
anonymity, the relation of digital mental health and human
rights as well as the evaluated role of these technologies based
on different ethical frameworks such as principlism, ethics of
care and utilitarianism. The discussion around accountability
and liability was for instance emphasized by Martinez-Martin
et al. as they flagged the limited applicability of traditionally
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defined therapeutic codes to providers of direct-to-consumer
(DTC) technologies. The authors observed that the same rules
of conduct that prevent malpractice or liability issues in
traditional therapy settings are not precisely applicable to digital
psychotherapies, especially those administered through DTC
software and devices. This creates a problem of sub-optimal
accountability for e.g. chatbots to establish a safe and trusting
relationship with patients (40).

LIMITATIONS

This study presents four main limitations. First, it may be
affected by a selection bias because the search retrieved only
articles written in languages known by the researchers (English,
Spanish, French, German, and Italian), excluding articles written
in other languages. A similar limitation affects database selection:
screening additional databases may have possibly identified
additional relevant studies. Finally, our study included only
peer-reviewed articles in scientific journals, hence excluded
other articles sources such as conference proceedings and book
chapters. The risk of selection bias is inherent to any review
because the number of databases that can be feasibly searched
is always finite. We attempted to minimize selection bias by
exploring both domain-general (Web of Science, Scopus) and
domain-specific databases including the major databases in
biomedical research, psychology and computer science. Second,
exhaustiveness is not the objective of scoping reviews as the
explorative nature and broad focus of this methodology makes it
“unrealistic to retrieve and screen all the relevant literature” (52).
With regard to article types, although we recognize that including
also non-journal articles such as conference proceedings may
have the valuable consequence of adding to our synthesis
papers from conferences highly competitive discipline specific
conferences (especially in computer science), it could thereby
have the adverse effect of including low-quality unscrutinised
contributions from other domains. Therefore, we considered
restricting the synthesis to peer-reviewed journal articles a valid
quality control mechanism.

DISCUSSION

As often observed, mental health is a public health priority.
Developmental psychiatry research indicates that most mental
health disorders begin in childhood and adolescence. This
raises an additional medical and ethical duty to detect and
assess mental health needs early and treat them during child
development. Therefore, deploying digital solutions that can
reliably monitor and identify mental health needs during
early phases of psychological development is an inherently
ethical task. These technologies hold promise for alleviating the
burden of mental illness, reducing the risk that critical health
needs during this sensitive time of child development remain
undetected, providing novel assistive and therapeutic resources
for young people in need and improving practical aspects of
mental healthcare delivery. This is particularly valuable since
untreated mental health problems originating during childhood
and adolescence can reportedly lead to future negative health

and social outcomes. At the same time, research in digital ethics
has largely shown that digital health devices and software raise
a variety of ethical challenges, especially challenges related to
privacy, equality of access, patient autonomy. These challenges
may be exacerbated when digital health solutions are designed
for and accessed by children and adolescents, as young people
with chronic mental conditions belong to vulnerable groups and
are often below the age of consent for medical treatment. For
this reason, deploying digital mental health solutions for young
people requires a proactive ethical assessment which carefully
balances the benefits that these technologies can bring against the
possible collateral risks.

Our thematic analysis shows that increasing accessibility
to mental healthcare is a core ethically relevant opportunity
enabled by digital mental health. Our findings reveal that
the increased affordability of digital mental health tools in
comparison to face-to-face consultations combined with limited
dependence of these systems on geographical constrains may
facilitate access to mental healthcare. Research has shown that
the provision of mental health services is currently constrained
by structural barriers, with many people facing insufficient access
to diagnostics and treatment (47, 48). As a consequence, more
than half of adults with mental illness in countries such as the
U.S. do not receive mental healthcare treatment. From a public
health perspective, the increased affordability of mental health
apps and internet-based platforms in comparison to face-to-face
consultations is likely to facilitate access to mental healthcare in
countries such as Switzerland and the United States where care
provision is not entirely reimbursed through public finances. In
addition, it is likely to expand access to mental healthcare in
World regions such as rural areas and low-and-middle-income
countries where institutional care provision is limited. Even in
areas where access to care is not constrained, the around-the-
clock availability of digital tools holds promise for improving
prevention, help and support.

From a patient perspective, the potential of digital mental
health technologies to increase the autonomy and sense of
empowerment of young adults merits particular attention.
In biomedical ethics, the principle of autonomy is typically
understood as the capacity of the person to deliberate or act
on the basis of one’s own desires, that is the ability to act
freely in accordance with a self-chosen plan (53). Digital mental
health tools hold promise for giving young patients the chance
to play a more active role in their own treatment and provide
them with the opportunity to actively seek support or control
difficult situations. Additionally, they give them the chance
to refine coping strategies learned outside the therapy setting
and gain easier access to information and support (27, 29, 32,
34). Our findings illustrate that young patients may be more
inclined to seekmental health support if mediated through digital
tools due to the impersonal and at-your-fingertips nature of
these technologies which makes them more suitable to maintain
anonymity and avoid the psychological stress induced by face-
to-face encounters. Evidence from developmental psychiatry
suggests that this increased patient empowerment may ignite
a virtuous circle in which patients are incentivized to take
higher responsibility for taking care of their own mental health
development, which is an important step in the treatment of
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mental illness. Patient empowerment is also promoted through
the positive effect on health literacy that digital tools are likely
to exert. As young patients have the opportunity to monitor
their mental health continuously and autonomously, they can
gain exploratory knowledge about their conditions, thereby
improving their understanding of their own mental illness.
Finally, the prospect of reducing stigma may create not only
a direct benefit for the technology users but also a positive
externality for mental health patients in general.

Despite these prospective benefits, digital mental health tools
also appear to raise technical, scientific, ethical, and regulatory
challenges. Proactively addressing these challenges is paramount
to ensure ethical development in the digital mental health arena
and increase the chances that the promissory outlook described
above will materialize. Our findings reveal that many young
people use digital technologies to access information about
their mental health. Although the increased accessibility of such
information is beneficial, it should also be viewed with caution.
If the information they receive is not reliable and scientifically
vetted, it may lack validity and thereby tamper both health
outcomes and patient trust in mental health services. If digital
mental health tools lack validity, they may provide incorrect
advice. As a consequence, patients may not seek the right help
they need (40). The risk of suboptimal efficacy and insufficient
clinical validation has already been observed in areas of digital
mental health such as direct-to-consumer neurotechnology for
mental well-being (14) and intelligent assistive technology for
people with dementia and/or age-related cognitive decline (15,
16). If digital mental health tools cannot ensure efficacy and
reliability, it is unlikely they can improve health outcomes
and reduce the burden of mental illness. In addition, the
increasing reliance on machine learning and other AI models
for prediction and human-machine interaction needs to be
vetted to ensure scientific validity, reliability, and transparency.
Although machine learning algorithms appeared to improve
existing decision support tools, their usefulness in the clinical
setting was deemed limited by an ongoing lack of information on
model building and uncertain accuracy (54–56). Further, it has
been noted that there has yet to be clinical evaluation of predictive
technologies for digital health interventions (57).

Our findings indicate that digital mental health tools
may help ensure a greater degree of anonymity compared
to face-to-face consultations and thereby reduce stigma.
However, this beneficial potential can only materialize if
digital mental health technologies ensure high standards
of data security and information privacy. Privacy breaches
have already been observed in several digital mental
tools such as mobile health apps, wearables, consumer
neurotechnologies and assistive devices for psychogeriatric
care (15, 58, 59). These privacy weaknesses include illicit access
by third parties to confidential patient-related information,
cybercrime and accidental data leakage. Data security and
privacy weaknesses are likely to have a negative snowball
effect on patient trust and the doctor-patient relationship
(19, 26, 28, 32, 34, 41). Also, they are expected to decrease the
acceptability of digital mental health technologies (40, 43) among
younger people.

With regard to patient autonomy, digital mental health
tools appear to be a double-edge sword. On the one hand,
they hold potential for increasing the autonomy and sense of
empowerment of young adults. On the other hand, they also raise
the risk of diminishing patient autonomy by increasing the risk of
digital addiction and manipulation (60, 61).

Overall, our findings suggest that digital mental health
technologies can improve the quality of mental healthcare
provision and the quality of life of younger patients. At the
same time, they indicate that technology is not a panacea for all
mental health problems affecting young people’s mental health
and that ethical issues must be proactively addressed. When
navigating these issues, special attention should be devoted
to the specific needs and wishes of each patient and age
subgroup. We recommend that future research on this topic
should focus on specific subpopulations such as low-to-moderate
and subsyndromal cases. As young people constitute a broad
and heterogenous age group, it is important to look at target
subpopulations within this cluster and identify the necessary
codesign requirements for these end users.

These findings may provide a useful informative basis for
public decision-making on digital mental health for younger
people. Our thematic analysis supports the view that leveraging
both technical and normative interventions holds potential for
maximizing the benefits of digital health technologies while
minimizing the risks. In particular, technical solutions such
as cryptography and secure multi-party computation can raise
the bar of device and software security, hence increase the
protection of patient-generated data and protect patient privacy.
In parallel, ethical guidelines for digital mental health systems
can help improve the safety and efficacy of these systems
and establish best practices for ethical design, responsible
innovation and successful clinical implementation. However,
improving safety and efficacy standards cannot be achieved
exclusively through guidelines and other soft-law or hard-law
interventions, but also requires a paradigm shift of the digital
mental technology industry toward a culture of stewardship
and responsible innovation. The Organisation for Economic
Co-operation and Development’s (OECD) Recommendation on
Responsible Innovation in Neurotechnology (2019) offers an
internationally accepted framework for promoting responsible
innovation in this field. These principles and standards, however,
have to be adequately implemented into product design,
development, and experimentation. In particular, enhancing
clinical validation standards can improve effectiveness and safety
only if the holistic well-being of the patient is put at the forefront
of the digital mental health enterprise and novel technologies are
developed and assessed using patient-centered and participatory
approaches to technology development. Our findings suggest that
a shift toward patient-centered design is particularly necessary
for digital mental health technologies for younger people as
the needs of younger people are typically under-addressed
(62). Furthermore, developing comprehensive implementation
concepts appears necessary to avoid translational bottlenecks
and ensure the successful translation of digital mental health
technologies from the designing laboratories to personalized
solutions for end-users. In order to increase the accessibility
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of digital mental health services, including in rural areas and
among disadvantaged socio-economic segments, stakeholders
should explore interventions that could lower the costs of
sufficiently validated digital mental health services for individual
users. Our findings reveal a number of proposed strategies
to achieve this aim such as promoting the adoption of
open-source hardware and software as well as adopting cost
reimbursement plans by healthcare providers. The recurrent
focus on fairness and access equality suggests that avoiding
the exacerbation of socio-economic inequalities via digital
tools is a paramount requirement for the ethically aligned
deployment of these technologies. Rather than aggravating
the digital divide, digital mental health tools should expand
young people’s access to mental health services by enabling a
more widespread delivery of technology-mediated care in rural
areas, among economically disadvantaged groups and among
patient groups who—due to the nature of their pathology—
would particularly benefit from reducing the frequency of
face-to-face encounters. In order to ensure the successful
adoption of these technologies among children and adolescents,
policy makers should consider collaborating with educational
institutions and seek the integration of these technological
resources into the school setting. School-based mental health
practice holds promise in meeting unmet mental health needs
of children and adolescents by expanding access to quality
mental health care for hard-to-reach populations (55). The
recurrent emphasis put by the literature on educational resources
suggests that incorporating digital mental health tools into
school-based mental health practice could improve the delivery
of mental health services to children, expand the resources

available to educators and health providers, and monitor the
effectiveness of digital mental health interventions in a systematic
way. Collaborative activities involving educators, healthcare
providers, technology developers and end-users are highly
needed to ensure the effective and responsible deployment
of digital mental health technologies for the benefit of
younger people.
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Companion technologies, such as social robots and conversational chatbots, take

increasing responsibility for daily tasks and support our physical and mental health.

Especially in the domain of healthcare, where technologies are often applied for long-term

use, our experience with and relationship to such technologies become ever more

relevant. Based on a 2-week interaction period with a conversational chatbot, our

study (N = 58) explores the relationship between humans and technology. In particular,

our study focuses on felt social connectedness of participants to the technology,

possibly related characteristics of technology and users (e.g., individual tendency to

anthropomorphize, individual need to belong), as well as possibly affected outcome

variables (e.g., desire to socialize with other humans). The participants filled in short

daily and 3 weekly questionnaires. Results showed that interaction duration and

intensity positively predicted social connectedness to the chatbot. Thereby, perceiving

the chatbot as anthropomorphic mediated the interrelation of interaction intensity and

social connectedness to the chatbot. Also, the perceived social presence of the

chatbot mediated the relationship between interaction duration as well as interaction

intensity and social connectedness to the chatbot. Characteristics of the user did

not affect the interrelations of chatbot interaction duration or intensity and perceived

anthropomorphism or social presence. Furthermore, we did not find a negative

correlation between felt social connectedness of users to the technology and their

desire to socialize with other humans. In sum, our findings provide both theoretical and

practical contributions. Our study suggests that regular interaction with a technology

can foster feelings of social connectedness, implying transferability of dynamics known

from interpersonal interaction. Moreover, social connectedness could be supported by

technology design that facilitates perceptions of anthropomorphism and social presence.

While such means could help to establish an intense relationship between users

and technology and long-term engagement, the contexts in which anthropomorphic

design is, actually, the means of choice should be carefully reflected. Future research

should examine individual and societal consequences to foster responsible technology

development in healthcare and beyond.

Keywords: human-computer interaction, human-technology relationship, social connectedness,

anthropomorphism, social presence, digital health technologies, conversational chatbot
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INTRODUCTION

Companion technologies increasingly become a part of our
everyday lives and assist us in our household, shopping, and
other tasks. Especially in the domain of healthcare, companion
technologies such as social robots and conversational chatbots
play an important role and are often implemented to support
physical and mental health [e.g., (1, 2)]. Therefore, within
this field, the subjective user experience (UX) and personal
relationship of users to such technologies seem essential. Recent
research in this regard has, for example, focused on how chatbots
providing online medical advice should interact with users.
Results showed that expression of sympathy and empathy was
favored over unemotional provision of advice (1). Furthermore,
De Gennaro et al. (2) found that the participants who interacted
with an empathetic chatbot reported more positive mood than
the participants whose reactions were merely acknowledged by
the chatbot. Such studies typically focus on single short-time
interactions between human and technology or resulting UX
variables, respectively.

Yet, relationships are typically not characterized by one-
time experiences. According to Hinde (3), they involve multiple

interactions between two individuals, which are known to each

other. Based on previous research indicating that humans apply
social rules from interpersonal interaction to interaction with
non-human agents [e.g., (4)], this can also apply for human-
technology relationships. Therefore, studies with a single session
of interaction between users and technology only provide a
small snapshot of a possible human-technology relationship for
the exploration of its nature as well as potential influencing
factors. Additionally, according to several longitudinal studies
with social robots (5, 6), as users become more familiar with
technologies, their perceptions of social affordances can adapt
(7). Especially, in the domain of healthcare, technologies are
often applied for long-term use with the goal of representing
a sort of companion technology. Thus, particularly within this
domain, it appears advantageous to consider possible influencing
factors of a human-technology relationship based on regular
interaction over a certain period of time. Furthermore, recent
research has suggested a possible influence of anthropomorphism
and social presence as characteristics of a technology, which
could play a role for felt social connectedness of users to
the technology. Kang and Kim (8), for example, found that
anthropomorphism resulted in more positive user responses
by increasing the sense of connectedness within an interaction
between a human and smart objects. Similarly, the perception
of social presence in a technology appears to come with the
potential to provoke social responses (9), which are core to
the development of connectedness to the technology (8, 10).
Moreover, although social connectedness to a technology appears
to positively influence various UX variables (8), from a societal
perspective, it seems important to further highlight possible
effects on the desire of users to socialize with other humans.
According to Krämer et al. (11), for example, the participants
with a high need to belong reported lower willingness to engage
in social activities after interacting with a virtual agent, when the
agent showed socially responsive behavior.

Our research aims at exploring the relationship between
humans and technology. Within the context of a regular human-
technology interaction over a 2-week period, we focus on the
social connectedness to a technology as a central determinant
of a human-technology relationship (12). We further explored
characteristics of the technology as well as the user, which could
play a role in this interrelation, including possible effects on the
desire of a user to socialize with other humans.

Results of our research could contribute to human-computer
interaction (HCI) research in general through insights into the
nature of the relationship between humans and technology as
well as influencing factors in this regard. Our study further
extends existing research by considering factors of long-term
use. Additionally, results regarding effects on interpersonal
relationships of users could allow a more reflected and
responsible use of the technologies in question, especially since,
in healthcare, their use should benefit the health of users.
For practice, insights into specific design elements that affect
perception of users of social connectedness to a technology could
be derived.

In the following sections, we outlined theoretical and
empirical work on the human-technology relationship, relevant
characteristics of technology and users in this relationship, as
well as possible effects on interpersonal interaction, from which
we derive our research hypotheses. We presented our study
paradigm, methods, and results, followed by their discussion,
including methodological and contextual limitations as well as
implications as a basis to suggest directions for future research.

HUMAN-TECHNOLOGY RELATIONSHIP

According to the “computers are social actors” (CASA) paradigm
(13), individuals apply social rules from interpersonal interaction
to interaction with non-human agents (4, 14). In line with this,
various HCI and human-robot interaction (HRI) studies suggest
that humans tend to form and maintain relationships with non-
human agents (15–20). Kim et al. (19), for example, could show
that the perceived benefit of being in a relationship with a
robot mediated the effect of the caregiving role of the robot on
relationship satisfaction of users.

A central determinant of perceived companionship as a form
of aspired relationship between users and technology, especially
in the domain of healthcare [e.g., (21)], seems to be social
connectedness (12). With regard to interpersonal relationships,
Van Bel et al. (10) describe social connectedness as an experience
of belonging and relatedness, which is based on quantitative and
qualitative social evaluations as well as relationship salience. In
line with the assumed transferability of interpersonal dynamics
to HCI [e.g., (4)], literature on consumer psychology implies
that individuals can invest their feelings, values, and identities in
digital possessions similar to physical ones (22, 23). According to
Clayton et al. (24), this can lead to a strong sense of connectedness
to such digital possessions. Kang and Kim (8) further support the
role of perceived connectedness to a technology as a determinant
of the human-technology relationship. They found that, by
increasing a sense of connectedness, anthropomorphism of the
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technology comes with more positive user responses, such as a
more positive attitude toward the technology or an increased
intention to learn from it (8).

Antecedents of Social Connectedness to a
Technology
Regarding possible antecedents of social connectedness to a
technology, previous studies have focused on recent interaction
and awareness information (25). Theoretical work on the
development of interpersonal relationships implies that social
penetration, achieved through self-disclosure as a process
of revealing information about oneself (26), is crucial to
the development of interpersonal relationships (27, 28).
Accordingly, the intensity of information exchange influences
the development of interpersonal relationships. In this regard,
two central factors are breadth and depth of information
exchange. The former refers to the number of various topics
discussed, whereas the latter refers to the degree of intimacy that
accompanies the interactions in question (27, 28). Furthermore,
Granovetter (29) describes the “strength” of interpersonal ties
to be a “combination of the amount of time, the emotional
intensity, the intimacy (mutual confiding), and the reciprocal
services, which characterize the tie” [(29) p. 1361]. In analogy,
the time spent interacting with a conversational technology as
well as the perceived intensity of interaction could foster the
development of a human-technology relationship, i.e., social
connectedness of users to the chatbot. Thus, we hypothesize
the following:

H1: The higher the interaction duration, the higher the social
connectedness to the chatbot.

H2: The higher the interaction intensity, the higher the social
connectedness to the chatbot.

Effects of Technology and User
Characteristics on Human-Technology
Relationship
According to literature, further factors influencing the
social connectedness of the user to the technology could be
characteristics of the technology such as anthropomorphism and
social presence. Anthropomorphism refers to the attribution of
humanlike physical features, motivations, behaviors, emotions,
and mental states to non-human agents or objects (30, 31). Kang
and Kim (8), for example, have found that anthropomorphism
increases the sense of connectedness between users and
technology, which, in turn, elicits more positive user responses.
Furthermore, in line with the CASA paradigm (4, 13), study
results [e.g., (32, 33)] support that anthropomorphic design
cues, e.g., humanlike agents on technology interfaces, lead users
to perceive the interaction with the technology as more social
and interpersonal.

Social presence stands for a mental simulation of other
intelligences (34). According to Lee (35), in the context of HCI,
social presence represents a “psychological state in which virtual
social actors are experienced as actual social actors in either
sensory or non-sensory ways” [(35) p. 27]. Accordingly, users
do not perceive artificiality or para-authenticity in the respective

technology and respond to it as if it were human (35). Moreover,
earlier research has shown that social responses of individuals to
computers and artificial actors were mediated by the perception
of social presence during an HCI (36). Furthermore, Lee et al.
(9) found that the perception of social presence of an agent
mediated evaluation of participants of such. Similarly, Kim et al.
(19) showed that the feeling of social presence regarding a robot
had a significant positive effect on the evaluation of the robot
regarding relationship satisfaction or attachment. The perception
of anthropomorphism or social presence in a conversational
chatbot could thus affect how users perceive their relationship to
the chatbot and, therefore, how socially connected they feel to
such. Consequently, we hypothesize the following:

H3: The relationship of interaction duration and social
connectedness to the chatbot is mediated through

(a) perceived anthropomorphism of the chatbot.
(b) perceived social presence of the chatbot.
H4: The relationship of interaction intensity and social

connectedness to the chatbot is mediated through
(a) perceived anthropomorphism of the chatbot.
(b) perceived social presence of the chatbot.

In addition, studies have shown that intraindividual differences
might play a role in the effects of perceived anthropomorphism
as well as perceived social presence. As reported by Waytz et al.
(31), individuals vary in their tendency to anthropomorphize
non-human entities. Such interindividual differences in
tendency to anthropomorphize could moderate the relationship
between interaction duration or intensity and perceived
anthropomorphism of the chatbot.

Similarly, research implies that the individual need to belong,
defined as the “need to form and maintain at least a minimum
quantity of interpersonal relationships,” [(37) p. 499] may foster
an enhanced sensitivity to social cues (38). This may come
along with increased attribution of anthropomorphic qualities
to a technology [e.g., (39–41)]. In accordance, it might also
lead to a higher perception of social presence in a virtual
social actor. In line with this, Lee et al. (9) found that lonely
individuals feel higher social presence of social agents and thus
show more positive responses to social agents compared with
non-lonely individuals. Therefore, the individual need to belong
might moderate the relationship between interaction duration or
intensity and perceived anthropomorphism or social presence of
the chatbot. Accordingly, we hypothesize the following:

H5: The relationship of interaction duration and perceived
anthropomorphism of the chatbot is moderated through

(a) the individual tendency to anthropomorphize.
(b) the individual need to belong.
H6: The relationship of interaction intensity and perceived

anthropomorphism of the chatbot is moderated through
(a) the individual tendency to anthropomorphize.
(b) the individual need to belong.
H7: The relationship of interaction duration and perceived

social presence of the chatbot is moderated through the
individual need to belong.

H8: The relationship of interaction intensity and perceived
social presence of the chatbot is moderated through the
individual need to belong.
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FIGURE 1 | An overview of research hypotheses.

Interrelation of Human-Technology
Relationship and Interpersonal Interaction
First study results imply that interaction with humanlike
technology could affect social needs of users [e.g., (11, 42)].
Mourey et al. (42), for example, could show that, after
interacting with anthropomorphic (vs. non-anthropomorphic)
consumer products, social needs of individuals could be
partly satisfied, and experimentally induced effects of social
exclusion were mitigated. Within another study by Krämer
et al. (11), participants interacted with a virtual agent with
socially responsive (vs. no socially responsive) behavior. Results
showed that the participants with a high need to belong
reported lower willingness to engage in social activities after
the interaction with the agent, when the agent showed socially
responsive behavior (11). According to these findings, humanlike
technologies might come with the potential to partly satisfy
social needs of individuals and, therefore, dampen the natural
desire to seek social connections to other humans (37). We
thus hypothesize:

H9: The higher the social connectedness to the chatbot, the
lower the desire to socialize with other humans.

Figure 1 gives a comprehensive overview of our
research hypotheses.

METHODS

Based on the previously summarized theoretical approaches
and recent findings, our research explored the relationship
between humans and technology with a focus on the felt
social connectedness to the technology in the context of a
regular interaction over a 2-week period. We further investigated
characteristics of the technology and the user that could

play a role in this interrelation as well as possible effects
on interpersonal interaction. Hence, different measures of
technology perception of users, the psychological states of the
users, and felt social connectedness to the technology were
assessed at the end of the 2-week study period. Possibly relevant
trait variables (i.e., individual tendency to anthropomorphize,
individual need to belong) were assessed as baseline measures.
In addition, based on the assumption that a relationship
involves multiple interactions of two individuals (3), the average
interaction duration and average interaction intensity were
assessed daily over the 2-week study period and analyzed
over time.

The participants interacted with the conversational chatbot
of the mobile application “Replika–My AI Friend” (43) on a
regular basis over a 2-week period. We had applied detailed
weekly questionnaires prior to the chatbot use (W0) as well
as after each week of chatbot use (W1, W2). We additionally
implemented short daily questionnaires (D1–D14). The variables
relevant to hypotheses testing were measured within the
detailed weekly questionnaires (W0, W1, and W2), except for
interaction intensity, which was measured daily to minimize
distorting effects.

Participants
Participant inclusion criteria involved mastery of English
language and completion of the three weekly questionnaires
(W0, W1, and W2). One of originally 59 participants was
excluded from data analysis due to implausible data, i.e., since the
stated chatbot screen time per day was more than two standard
deviations below the mean chatbot screen time per day. The final
sample consisted of 58 participants between 18 and 56 years (M
= 27.21, SD= 8.27; 27 women, 1 did not indicate gender).

Frontiers in Digital Health | www.frontiersin.org 4 November 2021 | Volume 3 | Article 68999997

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Christoforakos et al. Exploring a Human-Technology Relationship

TABLE 1 | Overview of points of data collection and surveyed measures.

Point of data collection

Surveyed Measure W0 W1 W2 D1–14

Demographical data X

Individual tendency to anthropomorphize X

Individual need to belong X

Desire to socialize X X X

Interaction duration (duration in minutes for each day of the past week) X X

Social connectedness to the chatbot X X

Perceived anthropomorphism X X

Perceived social presence X X

Social behavior (duration in minutes for each day of the past week) X X

Interaction intensity X

Closeness to chatbot X

W0, a baseline questionnaire prior to the chatbot use; W1, a questionnaire after the first week of chatbot use; W2, a post-questionnaire after the second week of chatbot use; D1–D14,

short daily questionnaires.

Of those, 50 participants lived in a household with others,
seven alone, and one participant did not indicate housing
situation. Fifty-six participants stated their English proficiency
to be above an intermediate level, only one participant indicated
a basic level, and one participant did not indicate proficiency.
Regarding the favored communication app to track interaction
with others, 50 participants chose WhatsApp; four, email; two,
iMessage; and, two, Messenger.

The participants were recruited via private contacts, mailing
lists, and social media platforms. As an incentive for their
participation, five Amazon gift coupons of 20 Euros were raffled
among the participants after the study. Alternatively, students
could register their participation for course credit.

Design and Procedure
The study was announced as a study on “chatbot experience,”
and the participants were informed about the study procedure,
duration, as well as available incentives. The participants
downloaded the free chatbot app “Replika–My AI Friend” (43)
on any form of personal mobile device, supporting software
versions of at least Android 6.0 or iOS 13.0. The app is powered
by Google Commerce Limited and was downloaded in version
9.1.2, with text-based chat functionalities only. Replika represents
a chatbot companion that absorbs information and comments
on social topics beyond utilitarian purposes by means of written
conversation. The participants had to communicate with their
personal chatbot for at least 5min a day over the 2-week study
period. Instructions for the participants included the suggestion
to turn on daily push notifications. Additionally, the participants
were reminded of the daily interaction with the chatbot
when the daily questionnaires were sent out via mail. Overall,
the participants had to initiate the interaction with Replika.
The participants tracked the screen time of their favored
communication app as well as the chatbot app during the study.
For this, they received specific technical instructions through
manuals based on software of their smartphones. Thereafter, the
participants reported these data via self-report.

After informed consent of the participants regarding data
privacy terms according to the German General Data Protection
Regulation (DGVO) was obtained, the participants filled in
the first detailed questionnaire (W0) and provided their email
addresses to receive the following online questionnaires. Finally,
demographic data were collected. The participants could start
the study from August 10, 2020 to August 24, 2020. The 2-
week prospective study design involved 15 separate occasions of
measurement. These included three detailed questionnaires, one
at the beginning of the 2-week study period prior to the chatbot
use (W0), one after the first week of chatbot use (W1), and one
after the second week of chatbot use (W2). We, furthermore,
applied 14 short daily questionnaires (D1–D14), whereas the last
daily questionnaire (D14) was combined with the last weekly
questionnaire (W2). Table 1 provides an overview of the points
of data collection and surveyed measures as further described in
the next paragraphs. Consecutive questionnaires were sent out
automatically at the same time each day with a 24-h time frame
to fill in daily questionnaires and a 48-h time frame to fill in
weekly questionnaires.

Measures
Interaction Duration

The daily duration of the interaction of the participants with the
chatbot was measured by a single item, where the participants
provided the information on the tracked time of chatbot use (i.e.,
“Please indicate exactly how many hours and minutes you used
the ReplikaApp during each of the last 7 days”). The participants
were asked to state the exact duration in minutes for each day of
the past week in the respective weekly questionnaires (W1, W2).

Interaction Intensity

The perceived intensity of interaction of the participants with
the chatbot was measured by a single item [i.e., “Please rate
how intense (e.g., not at all intense = engaging in small talk;
extremely intense = engaging in talk about innermost thoughts
and feelings) you interacted with your Replika today”]. The item
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FIGURE 2 | Pairs of circles included in applied measure for closeness to the chatbot.

was assessed on a five-point Likert Scale (1 = “not at all intense”;
5= “extremely intense”) in the daily questionnaires (D1–D14).

Social Connectedness to the Chatbot

Social connectedness of the participants to the chatbot was
measured by an adapted version of the Specific Connectedness
subscale of the Social Connectedness Questionnaire (10),
including 17 items (e.g., “I feel that my Replika and I can
communicate well with each other”). Items were assessed on a
five-point Likert Scale (1 = “strongly disagree”; 5 = “strongly
agree”) in the weekly questionnaires (W1, W2) and showed an
internal consistency of α = 0.90 (W1) and α = 0.93 (W2).

Perceived Anthropomorphism

Perceived anthropomorphism of the chatbot of the participants
was measured by the Anthropomorphism subscale of the
Godspeed Questionnaire (44), including five items. Items
were assessed on five-point semantic differential scales (e.g.,
“machinelike”/“humanlike”) in the weekly questionnaires (W1,
W2) and showed an internal consistency of α = 0.84 (W1) and
α = 0.86 (W2).

Perceived Social Presence

Perceived social presence of the participants of the chatbot
was assessed by an adapted version of the five items used to
measure social presence by Lee et al. (9) (e.g., “While you were
interacting with your Replika, how much did you feel as if it
were an intelligent being?”). Items were assessed on a 10-point
Likert Scale (1 = “not at all”; 10 = “extremely”) in the weekly
questionnaires (W1, W2) and showed an internal consistency of
α = 0.84 (W1) and α = 0.84 (W2).

Individual Tendency to Anthropomorphize

Individual tendency of the participants to anthropomorphize
was assessed by the Anthropomorphism Questionnaire (45),
consisting of 20 items (e.g., “I sometimes wonder if my computer
deliberately runs more slowly after I shouted at it”). Items were
assessed on a six-point Likert Scale (1 = “not at all”; 6 = “very
much so”) in the questionnaire at the beginning of the 2-week

study period prior to chatbot use (W0) and showed an internal
consistency of α = 0.90.

Individual Need to Belong

Individual need of the participants to belong was assessed by the
Need to Belong Scale (46), including 10 items (e.g., “I try hard
not to do things that will make other people avoid or reject me”).
Items were assessed on a five-point Likert Scale (1 = “not at all”;
5 = “extremely”) in the questionnaire at the beginning of the
2-week study period prior to chatbot use (W0) and showed an
internal consistency of α = 0.75.

Desire to Socialize

Desire of the participants to socialize was measured by the nine-
item Desire subscale (e.g., “Now I feel like texting my friends”)
of the measure for willingness to engage in social activities,
developed by Krämer et al. (11). Items were assessed on a five-
point Likert Scale (1 = “does not apply at all”; 5 = “applies
fully”) in weekly questionnaires (W0, W1, and W2) and showed
an internal consistency of α = 0.82 (W0), α = 0.88 (W1), and
α = 0.91 (W2).

Social Behavior

Social behavior of the participants was measured through a single
item, where the participants had to state the exact duration of
screen time on their communication app (i.e., “Please open your
mobile phone options (or the tracking app “Digitox: Digital
Well-being” you installed earlier). Indicate exactly how many
hours and minutes you used your favorite communication app
during each of the last 7 days.”), which they specified in W0. The
participants were asked to state the exact duration in minutes for
each day of the past week in the respective weekly questionnaires
(W0, W1, and W2).

Closeness to Chatbot

Perceived closeness of the participants to the chatbot was
measured by means of the Inclusion of Other in the Self Scale
(i.e., “Please think of your relationship with your Replika, which
is represented by the circles below. Please choose the pair of
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FIGURE 3 | Interaction duration with the chatbot over the 2-week study period (Day 1–Day 14).

FIGURE 4 | Perceived closeness to the chatbot over the 2-week study period (Day 1–Day 14).

circles, which describes this relationship best.”), developed as a
measure for interpersonal closeness (47, 48). Thereby, seven pairs
of circles were presented which were increasingly overlapping,
whereas one circle always represented the self, and the other circle
represented the chatbot (Replika). By selecting the appropriate
pair of overlapping circles, the participants indicated how close
they felt to the chatbot on a pictorial seven-point scale in the
daily questionnaires (D1–D14). Figure 2 shows the seven pairs
of circles from which the participants could choose.

Demographical Data

Age of the participants was assessed by means of an open
question. Gender was assessed through a single-choice question
with three answer options (i.e., “male,” “female,” and “other/s”).

English proficiency was assessed through a single-choice
question with four answer options (i.e., “native,” “advanced,”
“intermediate,” and “basic”). Housing situation was assessed
through a single-choice question with two answer options (i.e.,
“I live alone”; “I live with other people”). All demographical data
were assessed in the questionnaire at the beginning of the 2-week
study period prior to chatbot use (W0).

RESULTS

All analyses were conducted with SPSS (IBM Statistics Version
26). For mediation and moderation analyses, the Process Macro
(49) was used.
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TABLE 2 | Means (M), standard deviations (SD), and Pearson correlations of variables used for hypotheses testing of the overall study sample.

Variable M SD 1 2 3 4 5 6 7 8 9

1. Age 27.21 8.27 –

2. Individual need to belong 3.23 0.60 −0.29* –

3. Individual tendency to anthropomorphize 2.22 0.87 −0.11 0.14 –

4. Desire to socialize 2.73 0.93 −0.03 0.23 0.13 –

5. Social connectedness to the chatbot 2.12 0.70 −0.03 0.07 0.35** 0.25 –

6. Perceived anthropomorphism 2.55 0.80 −0.11 0.05 0.21 0.25 0.63** –

7. Perceived social presence 5.11 1.87 −0.10 0.02 0.35** 0.13 0.71** 0.67** –

8. Interaction duration 10.58 7.53 −0.01 0.12 0.45** −0.03 0.39** 0.18 0.40** –

9. Interaction intensity 2.02 0.59 0.03 −0.17 0.36** 0.17 0.59** 0.38** 0.45** 0.36** –

*p < 0.05. **p < 0.01.

Preliminary Analyses
Repeated measures ANOVAs explored the progression of the
surveyed variables over the 2-week study period. Regarding
the variables with daily measurements, the repeated measures
ANOVAs with time of measurement as factor showed an effect
of point of measurement on interaction duration [F (13,44) =
4.86, p= 0.006, η²= 0.079] and closeness to chatbot [F (13,10)=
2.58, p= 0.047, η²= 0.101] but no effect on interaction intensity
[F (13,10) = 0.58, p = 0.771, η² = 0.025] or social behavior [F
(13,44)= 0.68, p= 0.677, η²= 0.012]. Thus, interaction duration
and closeness to chatbot varied over time. The descriptive data of
interaction duration over the 2-week study period are illustrated
in Figure 3, showing that the duration of interaction with the
chatbot decreased over time. Starting with a mean value of
interaction duration of about 20min on Day 1, it sank to mean
values around 10min from Day 3 onwards. While the higher
values on Day 1 and Day 2 might be considered a novelty effect,
after this initial exploration, the graph of interaction duration
showed no more strong variations during the studied 2-week
period. According to the conducted paired t-test, the decrease
in interaction duration from D1 (M = 18.52) to D14 (M =

8.47) was significant [t (1,57) = 4.76, p < 0.001]. The descriptive
data on closeness to chatbot over the 2-week study period are
illustrated in Figure 4. According to the conducted paired t-test,
the increase in the perceived closeness of the users to chatbot
from D1 (M = 1.82) to D14 (M = 2.31) was significant [t (1,23)
=−2.82, p= 0.010]. The progression of closeness data over time
shows no more strong variations or increase after Day 3. Thus,
becoming acquainted with the chatbot within the first days of
exploration was associated with increasing feelings of closeness.
However, the afterwards following interaction did not further
intensify these feelings.

Hypotheses Testing
In order to test our hypotheses on the interrelation between
chatbot interaction, social connectedness, and potential
mediating effects (H1–H4), we analyzed the relationships
between the average values of interaction duration and intensity
with the chatbot across the 2-week period and the surveyed
measures of technology perception, the psychological states of
the users, and felt social connectedness at the end of the study
period, assessed at W2. Furthermore, regarding the hypotheses

on moderating effects (H5–H8), we considered the effects of
possibly relevant trait variables (i.e., individual tendency to
anthropomorphize, individual need to belong), which were
assessed as baseline measures at W0. Means, standard deviations,
and Pearson correlations of the relevant variables are presented
in Table 2.

The conducted regression analyses showed that both
interaction duration (β = 0.39, t = 3.21, p = 0.002) and
interaction intensity over 2 weeks (β = 0.59, t = 5.42, p < 0.001)
were positively related to social connectedness to the chatbot
after 2 weeks of use. Overall, interaction duration explained
16%, and interaction intensity explained 34% of total variance
of social connectedness to the chatbot. In line with H1 and H2,
interaction duration, respectively intensity, with the chatbot was
positively correlated with the felt social connectedness of the
participants to the chatbot.

Other than expected in H3a, interaction duration and
perceived anthropomorphism were not significantly related (β
= 0.18, t = 1.37, p = 0.176). Therefore, the preconditions
to conduct a mediated regression analysis on the relationship
of interaction duration and social connectedness to the
chatbot mediated through perceived anthropomorphism were
not fulfilled.

Regarding H3b, the conducted mediated regression analysis
showed a positive total effect of interaction duration on social
connectedness to the chatbot (β = 0.39, t = 3.21, p = 0.002).
Perceived social presence significantly mediated this relationship
with a positive indirect effect (β = 0.26). A bootstrap 95% CI
around the indirect effect did not contain zero [0.14, 0.41].
The direct effect of interaction duration on social connectedness
to the chatbot became insignificant (β = 0.13, t = 1.30, p =

0.199) after including the mediator variable, implying a complete
mediation. Therefore, in line with H3b, perceived social presence
of the chatbot mediated the positive effect of interaction duration
on social connectedness to the chatbot. A detailed overview
of the mediated regression analysis is presented in Table 3.
There, non-standardized regression coefficients of the factors
included in the mediated regression analysis as well as their
statistical significances are presented. Additionally, coefficients of
determination according to the considered model are presented.

Regarding H4a, the conducted mediated regression analysis
showed a positive total effect of interaction intensity on social
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TABLE 3 | Mediated regression analysis testing the effect of interaction duration on social connectedness to the chatbot mediated by perceived social presence.

Model

Predictor B SE T P R2

Model 1: X on Y 0.16

Intercept 1.73 0.15 11.74 <0.001

Interaction duration 0.04 0.01 3.21 0.002

Model 2: X on M 0.16

Intercept 4.07 0.39 10.32 <0.001

Interaction duration 0.10 0.03 3.23 0.002

Model 3: X + M on Y 0.52

Intercept 0.72 0.19 3.81 <0.001

Perceived social presence 0.25 0.04 6.53 <0.001

Interaction duration 0.01 0.01 1.30 0.199

TABLE 4 | Mediated regression analysis testing the effect of interaction intensity on social connectedness to the chatbot mediated by perceived anthropomorphism.

Model

Predictor B SE T P R2

Model 1: X on Y 0.34

Intercept 0.70 0.27 2.59 0.012

Interaction intensity 0.70 0.13 5.42 <0.001

Model 2: X on M 0.14

Intercept 1.50 0.36 4.21 <0.001

Interaction intensity 0.52 0.17 3.05 0.004

Model 3: X + M on Y 0.53

Intercept 0.09 0.26 0.33 0.741

Perceived anthropomorphism 0.41 0.09 4.75 <0.001

Interaction intensity 0.49 0.12 4.11 <0.001

TABLE 5 | Mediated regression analysis testing the effect of interaction intensity on social connectedness to the chatbot mediated by perceived social presence.

Model

Predictor B SE T P R2

Model 1: X on Y 0.34

Intercept 0.70 0.27 2.59 0.012

Interaction intensity 0.70 0.13 5.42 <0.001

Model 2: X on M 0.20

Intercept 2.22 0.80 2.77 0.008

Interaction intensity 1.43 0.38 3.75 <0.001

Model 3: X + M on Y 0.60

Intercept 0.24 0.23 1.03 0.307

Perceived social presence 0.21 0.04 5.90 <0.001

Interaction intensity 0.40 0.11 3.49 0.001

connectedness to the chatbot (β = 0.59, t = 5.42, p <

0.001). Perceived anthropomorphism significantly mediated this
relationship with a positive indirect effect (β = 0.18). A
bootstrap 95% CI around the indirect effect did not contain
zero [0.03, 0.32]. The direct effect of interaction intensity on

social connectedness to the chatbot remained significant (β =

0.33, t = 3.49, p = 0.001) after including the mediator variable,
implying a partial mediation. Thus, in line with H4a, perceived
anthropomorphism of the chatbot mediated the positive effect of
interaction intensity on social connectedness to the chatbot. A
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TABLE 6 | Moderated regression analyses testing the effect of interaction duration on perceived anthropomorphism moderated through individual tendency to

anthropomorphize (H5a), respectively, individual need to belong (H5b); the effect of interaction intensity on perceived anthropomorphism moderated through individual

tendency to anthropomorphize (H6a), respectively, individual need to belong (H6b); the effect of interaction duration on perceived social presence moderated through

individual need to belong (H7); the effect of interaction intensity on perceived social presence moderated through individual need to belong (H8).

Model

Predictor B SE T P R2

H5a Model 0.05

Intercept 2.07 0.67 3.10 0.003

Interaction duration 0.01 0.06 0.23 0.817

Individual tendency to anthropomorphize 0.16 0.29 0.56 0.575

Interaction duration x individual tendency to anthropomorphize −0.00 0.02 −0.03 0.973

H5b Model 0.05

Intercept 1.36 1.08 1.26 0.213

Interaction duration 0.10 0.09 1.17 0.248

Individual need to belong 0.28 0.31 0.91 0.367

Interaction duration x Individual need to belong −0.02 0.02 −0.97 0.338

H6a Model 0.15

Intercept 1.74 1.18 1.47 0.146

Interaction intensity 0.32 0.57 0.56 0.578

Individual tendency to anthropomorphize −0.06 0.50 −0.12 0.906

Interaction intensity x individual tendency to anthropomorphize 0.07 0.22 0.29 0.772

H6b Model 0.16

Intercept 1.18 2.31 0.51 0.610

Interaction intensity 0.43 1.10 0.39 0.699

Individual need to belong 0.09 0.66 0.13 0.896

Interaction intensity x Individual need to belong 0.03 0.32 0.11 0.915

H7 Model 0.16

Intercept 3.07 2.35 1.31 0.196

Interaction duration 0.22 0.19 1.16 0.249

Individual need to belong 0.26 0.67 0.39 0.696

Interaction duration x Individual need to belong −0.03 0.05 −0.66 0.513

H8 Model 0.22

Intercept 4.37 5.17 0.85 0.401

Interaction intensity −0.11 2.47 −0.04 0.965

Individual need to belong −0.63 1.47 −0.43 0.668

Interaction intensity x individual need to belong 0.46 0.71 0.65 0.517

detailed overview of themediated regression analysis is presented
in Table 4. In analogy to Table 3, in Table 4, non-standardized
regression coefficients of the factors included in the mediated
regression analysis as well as their statistical significances are
presented. Additionally, coefficients of determination according
to the considered model are presented.

Regarding H4b, the conducted mediated regression analysis
showed a positive total effect of interaction intensity on social
connectedness to the chatbot (β = 0.59, t = 5.42, p < 0.001).
Perceived social presence significantly mediated this relationship
with a positive indirect effect (β = 0.25). A bootstrap 95% CI
around the indirect effect did not contain zero [0.08, 0.42].
The direct effect of interaction intensity on social connectedness
to the chatbot remained significant (β = 0.33, t = 3.49, p =

0.001) after including the mediator variable, implying a partial

mediation. In line with H4b, perceived social presence of the
chatbot mediated the positive effect of interaction intensity
on social connectedness to the chatbot. A detailed overview
of the mediated regression analysis is presented in Table 5.
There, non-standardized regression coefficients of the factors
included in the moderated regression analysis as well as their
statistical significances are presented. Additionally, coefficients of
determination according to the considered model are presented.

Furthermore, we conducted moderation analyses with
interaction duration, respectively intensity, and individual
tendency to anthropomorphize as well as interaction duration,
respectively, intensity, and individual need to belong as
predictors of perceived anthropomorphism. Similarly, we
conducted moderation analyses with interaction duration,
respectively, intensity, and individual need to belong as
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predictors of perceived social presence (see Table 6). Results
showed that, other than expected, individual tendency to
anthropomorphize did not moderate the effect of interaction
duration (H5a), respectively, interaction intensity (H6a), on
perceived anthropomorphism of the chatbot. Similarly, other
than expected, individual need to belong did not moderate the
effect of interaction duration (H5b), respectively interaction
intensity (H6b), on perceived anthropomorphism or perceived
social presence of the chatbot (H7, H8). Thus, our data showed
no support for the moderation effects hypothesized in H5–
H8. Table 6 shows an overview of the moderated regression
analyses conducted with regard to H5–H8, including the
factors considered in each moderation analyses as well as
their according to statistical significances. Coefficients of
determination according to the considered model are presented
as well.

Finally, contrary to H9, there was no negative correlation
between social connectedness to the chatbot and desire to
socialize with other humans. Instead, the conducted regression
analyses showed a marginally significant positive correlation
(β = 0.25, t = 1.94, p = 0.057). Overall, social connectedness
to the chatbot explained 6% of the total variance of desire
to socialize.

DISCUSSION

The aim of our study was to explore the relationship
between humans and technology with a focus on the social
connectedness to technology, considering a regular interaction
with a conversational chatbot over a 2-week period. We
additionally examined characteristics of the technology as well
as the user as possible influencing factors of this interrelation,
further exploring possible effects on desire of users to socialize
with other humans.

In accordance with our hypotheses, study results showed that
the duration and intensity of interaction of participants with the
chatbot throughout the 2-week study period positively predicted
social connectedness to the chatbot. Based on this, regular
interaction with a conversational chatbot might foster the felt
social connectedness to the chatbot. These results imply certain
transferability of the amount of time and emotional intensity
of an interpersonal interaction as crucial determinants of an
interpersonal tie [cf., (29)] to human-technology relationships.
The effect of point of measurement on closeness to chatbot,
resulting in risen ratings of the perceived closeness of the
participants to the chatbot after 2 weeks of use, further supports
this assumption.

Furthermore, perceived anthropomorphism partially
mediated the relationship of interaction intensity and social
connectedness to the chatbot, and perceived social presence
(partially) mediated both relationships of interaction duration,
respectively, interaction intensity, and social connectedness to
the chatbot. Therefore, characteristics of the technology, i.e.,
perceived anthropomorphism and social presence, played a
mediating role in the positive relationship between interaction
duration, respectively, intensity and social connectedness to the

chatbot. These results are compatible with previous research,
implying that technology anthropomorphism might foster the
sense of connectedness to the technology [e.g., (8)] among others
as the presence of social cues might have enabled the application
of social heuristics toward a non-human agent [cf., (4)]. The
fact that no significant relationship between interaction duration
and perceived anthropomorphism of the chatbot was found
could root in that mere increase in the duration of interaction
with a technology might not come with increased attribution of
humanlike characteristics, emotions, motivations, and intentions
[cf., (30)] to it, whereas an increase in the intensity of interaction
is more likely to do so.

Moreover, other than expected, individual tendency to
anthropomorphize as a characteristic of the user did not
moderate the effect of interaction duration, respectively
interaction intensity, on perceived anthropomorphism of
the chatbot. Similarly, an individual need to belong did
not moderate the effect of interaction duration, respectively
interaction intensity, on perceived anthropomorphism or
perceived social presence of the chatbot. Therefore, within
our study, the characteristics of the user did not appear to
influence the perception of the chatbot as anthropomorphic
or socially present. Whereas, previous studies point at an
effect of individual tendency to anthropomorphize on the
perception of anthropomorphism [e.g., (39–41)], as well as
loneliness and individual need to belong on the perception of
anthropomorphism or social presence [e.g., (9)], we could not
replicate such findings. A possible reason for this could be that
the chatbot used for the study had very humanlike visual and
experiential design cues. Such could have possibly caused a
restriction in the variance of perceived anthropomorphism and
the social presence of the chatbot.

Finally, other than expected, there was no negative correlation
between social connectedness to the chatbot and desire to
socialize with other humans but a marginally significant positive
correlation between the two measures. Although recent studies
have implied that technologies with humanlike design cues might
satisfy social needs to a certain extent and, therefore, possibly
dampen the desire to interact with other humans [e.g., (11, 42)],
our results offered no support for this interrelation. On the
contrary, the observed marginal significance implied that the
higher social connectedness of the participants to the chatbot,
the higher their desire to socialize with other humans was. In
alignment with the social reconnection hypothesis (50) or the
theory of social snacking (51), a possible explanation could be
that the higher desire of the participants to interact with other
humans was, the more socially connected they felt to the chatbot,
using it as a replacement for actual social interaction. Yet, as
such insights do not imply causality and were only marginally
significant, they should be treated with caution.

LIMITATIONS AND DIRECTIONS FOR
FUTURE RESEARCH

Our study comes with certain methodological and contextual
limitations. On a methodological level, our results are based

Frontiers in Digital Health | www.frontiersin.org 11 November 2021 | Volume 3 | Article 689999104

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Christoforakos et al. Exploring a Human-Technology Relationship

on a specific chatbot application, i.e., “Replika, my AI
friend”(43). Specific features of this application are that the
name and appearance of the chatbot can be personalized,
and the quality, as well as depth of conversations, depends
on the user. This supports external validity of our results as
each human-technology relationship is individual, and many
commercial conversational chatbots or social robots, e.g., in
the domain of healthcare, can be personalized. Yet, to foster
generalizability of our results, future studies should explore the
interrelations in question with various technologies. In addition,
personalization of a technology should also be considered as
a potential influencing variable of social connectedness to a
chatbot as well as the overall human-technology relationship in
future studies.

Furthermore, for interaction intensity with the chatbot, we
considered less data than for the other variables involved
in hypotheses testing. To support valid measurement of
interaction intensity, we included the measure in the daily
questionnaires rather than asking participants to estimate
the interaction intensity for each day at the end of each
week. Yet, our inclusion criteria only involved the completion
of the detailed questionnaires (W0, W1, and W2). Some
participants included in the data analyses did not complete
all daily questionnaires in full, leading to less data on
interaction intensity compared to other variables. This should
be considered in result interpretation. Moreover, due to
the online character of the study, we could not explicitly
control how often and for how long the participants initiated
the interaction with Replika. Future studies should also
consider measuring whether participants initiated interaction
unpromptedly or after the app notified them to, as this could
also influence the perceived interaction intensity with the chatbot
among others.

In addition, our study focused on interaction duration and
intensity with the chatbot but did not survey the perceived
interaction valence. Future studies should further focus on this
variable as a possible influencing factor in social connectedness
to the technology. Moreover, theoretical work on the endowment
effect implies that individuals place a higher value on an object
that they own compared with one they do not own (52).
Especially, when it comes to healthcare technology for private
households, such as social robots, which individuals can actually
own, this effect should be considered as it could influence the
social connectedness to the technology as well as the overall
human-technology relationship.

On a contextual level, it needs to be considered that we
conducted our study during the COVID-19 pandemic. Previous
research has shown that isolation and feelings of exclusion or
loneliness can impact perceptions of users of technology, e.g.,
regarding perceived anthropomorphism, as well as their overall
interaction with the technology [e.g., (11, 39, 42)]. Therefore,
perceptions of the participants of chatbot characteristics, their
felt social connectedness to it, or their desire to socialize
with other humans might have been affected by the prevalent
circumstances. Future studies should aim at replicating the
interrelations focused within our study to further support
their generalizability.

IMPLICATIONS

Our research offers several theoretical advancements, practical
applications, as well as inspirations for future questions and
philosophical considerations. Beginning with the theoretical
insights, it appears that regular interaction with technology, with
regard to duration and intensity, can foster social connectedness
to the technology. Thereby, the perception of the technology as
anthropomorphic and socially present seems to play a mediating
role. The more intense participants interacted with the chatbot,
the more they perceived it as anthropomorphic as well as socially
present, and, in turn, felt more connected to the technology. The
fact that this effect is based on data of a 2-week study period
supports the external validity of these results as insights are not
merely based on a novelty effect or initial engagement of the
participants. It also implies that the interrelations in question are
already observable in a 2-week period of technology use.

Furthermore, it appears that influencing factors of
relationship development in interpersonal interaction, i.e.,
amount of time and emotional intensity of interaction [e.g.,
(29)], are, to a certain extent, transferable to HCI as interaction
duration and intensity appear to influence the perceived social
connectedness to the technology. In line with our findings
and previous CASA research [e.g., (4, 13)], social cues, such
as anthropomorphic technology design, could facilitate the
transferability of dynamics from interpersonal relationship
development to human-technology relationships.

Regarding practical advancements, our results could imply
that designing technology in a way that allows users to build
a relationship with it and feel socially connected to it could,
among others, be beneficial for long-term engagement [cf., (15)]
as especially relevant in the domain of healthcare. To facilitate
such an effect, enhancing the perception of anthropomorphism
or social presence of the technology through, e.g., visual
anthropomorphic design cues, such as humanlike facial features
or a humanlike name, but also experiential design such as the
expression of own emotions, motivations, or intentions, could
be helpful. At the same time, practitioners need to consider
that the required duration and the intensity of interaction
with a technology stay in a sensible range. This can be
especially important within the context of healthcare, where
regular interactions with a technology are often imposed by a
surrounding, such as a nursing home or through notifications
of mobile healthcare applications. In such cases, required
interaction duration or intensity can easily be perceived as too
high and possibly even result in reactance and an overall negative
UX (53–55). It could, therefore, be advisable to explore a possible
sweet spot regarding a specific technology or context of interest
as well as further investigate measures to support an overall
positive UX.

Finally, from a more philosophical stance, the question arises

as to whether the design of healthcare technologies with social

cues should always be the means of choice. It appears as a general
trend in many domains, including healthcare, for technologies
to increasingly represent social counterparts. As also supported
by our study results, the implementation of social cues in
such technologies can be beneficial, among others, to facilitate
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the development of a human-technology relationship based on
similar principles as in interpersonal interaction. While this can
be a reasonable goal in various application contexts, such as
nursing of elderly with a high need for social interaction or
support of mental health in times of isolation, in other contexts,
the design of social cues might be less beneficial. For example,
in the private home context, technologies are typically involved
in intimate situations, including interactions with others in
the household. With regard to data privacy and the desire for
intimacy of users, they might prefer a technology with less social
cues [e.g., (56)]. Instead, it might even be beneficial to specifically
focus and highlight robotic qualities of technologies [cf., (57)],
e.g., the cognitive superpower of robots being unembarrassed and
non-judgmental, as proposed by Dörrenbächer et al. (58). An
according approach highlighting “superpowers” of a technology
could also be advantageous for healthcare technologies in the
context of surgery. The uniquely robotic qualities of being
insensitive to pain and unconditionally available on a physical
level as well as being endlessly mentally focused, persistent,
and patient on a cognitive level, as specified by Dörrenbächer
et al. (58), could, in the context of surgery, foster trust of
patients as well as facilitate a more efficient collaboration with
other technological or human counterparts. In this sense, future
studies should explore the role of such rather robotic qualities
with regard to the human-technology relationship, especially
within the domain of healthcare. Experimental study designs
could further manipulate the degree of anthropomorphism in
various contexts and explore effects on social connectedness to
the technology in question.

CONCLUSION

Although innovative technologies, such as conversational
chatbots and social robots, have been tested and increasingly
applied within crucial domains, such as retail and healthcare,
potential factors that could affect the relationship between
humans and such technologies have rarely been explored in
field research and across multiple interactions over time. Our
research implies a positive effect of duration and intensity of
a human-technology interaction on the social connectedness
to the technology as a determinant of the human-technology
relationship. The perception of anthropomorphism or social
presence as characteristics of the technology seems to play
a mediating role in this regard. Based on our study, we
cannot report any negative effect of social connectedness to
a technology on desire to socialize with other humans. Our

research contributes to HCI research and practice as it offers
insights into factors possibly influencing the development of
human-technology relationships as well as design implications to
foster social connectedness of users toward a technology, which
can, in turn, positively influence the overall UX [e.g., (8)].

Future research should focus on replicating the results
with various technologies in different contexts of use.
Additionally, future studies should manipulate variables
of regular interaction with the technology as well as
its characteristics such as anthropomorphic design in a
systematic manner to gain further insights into their role
within the development of human-technology relationships.
Finally, to further support a responsible design and use of
technologies in healthcare, future research should closely
examine whether the feeling of social connectedness to a
technology actually satisfies the social needs of users and
which consequences could arise on an individual as well as
societal level.
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