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Editorial on the Research Topic
 Augmentation of Brain Function: Facts, Fiction and Controversy



BRAIN AUGMENTATION: THE MAJOR TRENDS

This research topic consists of 148 articles on various aspects of brain augmentation contributed by more than 600 authors. At the time of writing, the articles have been viewed online more than 1.3 million times and received plentiful citations in the scientific literature. The topic won the 2017 Frontiers Spotlight Award.

The topic theme, “Augmentation of brain function,” is an umbrella term for the approaches from different disciplines, aimed at the improvement of brain performance in both healthy people and patients suffering from neurological disabilities. Functions of the brain that scientists hope to augment belong to sensory, motor and cognitive domains. Brain enhancements could be achieved pharmacologically or using neurostimulation. Functional improvements can be also achieved with brain training techniques that employ modern technologies like computer games and virtual reality. Furthermore, brain performance can be augmented using brain-machine interfaces (BMIs), the pathways that connect neuronal circuits to external assistive devices, such as limb prostheses, exoskeletons, and communication aids. In addition to sending commands to external devices, BMIs can enable bidirectional communications, where artificial sensory signals are delivered to the brain while information is being decoded from neural recordings.

Even though many of the brain-augmenting ideas sound like science fiction, the topic authors feel optimistic about most of them. The overall consensus is that brain performance can be improved with artificial components, and this approach will lead to practical applications in the not-too-distant future. Many of the techniques covered in the topic, for example BMIs and noninvasive stimulation, have already experienced an explosive development. While expectations are high for the augmentation approaches, philosophers are warning about the ethical issues related to technologies that interfere with the mind, possibly in unpredictable ways. Although some of these concerns seem far-fetched, it is important that ethical standards are kept high as these revolutionary brain-augmenting methods are being developed.

The 10 most viewed articles in the topic (“1” is the highest rank) highlight the major trends in brain augmentation research:

1. Performance enhancement at the cost of potential brain plasticity: neural ramifications of nootropic drugs in the healthy developing brain (Urban and Gao). This a review of the main classes of drugs potentially capable of the enhancement of cognitive functions in healthy individuals. The authors warn, however, about the unwanted consequences of these pharmacological approaches, such as the development of addictive behaviors and detrimental effects related to drug overdose. These drugs could induce brain plasticity that interferes with normal brain functions and their development, particularly in young individuals.

2. “Non-invasive” brain stimulation is not non-invasive (Davis and Koningsbruggen). This opinion article critically evaluates the methods known as “noninvasive brain stimulation,” such as transcranial magnetic stimulation (TMS) and transcranial direct current stimulation (tDCS). Although these approaches do not require physical penetration of an instrument in the body (i.e., the medical definition of “noninvasive”), they could affect the brain in profound ways, for example by causing long-lasting plasticity that extends beyond the intended augmentation effect. Therefore, safety is an important concern, and perhaps the terminology should be changed so that non- expert users are not misled that the effects of these methods are mild.

3. Augmentation of cognitive brain functions with transcranial lasers (Gonzalez-Lima and Barrett). This article suggests that transcranial stimulation with infrared lasers could affect brain bioenergetics in a positive way, and that frontal cortex functions, such as attention, working memory, and affective state, could be augmented with such stimulation.

4. Increased intelligence is a myth (so far) (Haier). This article points to the problem of quantifying the effects of cognitive training. Haier argues that it is difficult to evaluate the enhancement of mental abilities with tests such as intelligence scores, which are prone to errors. These scores have high test-retest reliability but their standard error across subjects is high. A better estimate of intelligence could be provided with a battery of intelligence tests instead of a single test.

5. Attitudes toward pharmacological cognitive enhancement—a review (Schelle et al.). This article analyzes 40 published studies on public attitude toward using drugs to achieve cognitive enhancement. The authors conclude that the public concerns regarding pharmacological enhancement – medical safety, coercion, and fairness – match the agenda of academic debates.

6. Sleep for cognitive enhancement (Diekelmann). This article reviews the potential of sleep for augmenting such cognitive functions as attention, language, reasoning, decision making, learning and memory. The article also discusses the role of sleep in memory consolidation and the acquisition of new memories after sleep, the role of sleep-specific brain oscillations in these processes, and the neurotransmitters involved. Diekelmann describes how memory processing during sleep can be augmented by cueing memory reactivation with olfactory and auditory cues, electrically inducing sleep-specific brain oscillations, and modulating specific neurotransmitter systems pharmacologically.

7. Transcranial direct current stimulation: five important issues we aren't discussing (but probably should be) (Horvath et al.). This article discusses several key issues related to the usage of tDCS as a cognitive enhancement approach: (1) inter-subject variability and the need for an individualized approach, (2) intra-subject reliability, such as reliability over time, (3) the importance of proper controls in tDCS studies, such as sham stimulation and blinding, (4) interference of motor and cognitive activities with the tDCS effects, and (5) changes in electric current related to hair thickness and electrode attachment methods.

8. Donor/recipient enhancement of memory in rat hippocampus (Deadwyler et al.). This article reports an augmentation approach, where the memory content of one subject is transferred to the brain of another subject using electrical stimulation. The study was conducted in rats. The information was read out from the hippocampus of a “donor” rat performing a difficult long-delay behavioral task. This signal was then processed by a multiple-input multiple-output model and delivered to the hippocampus of the “recipient” animal that utilized this memory trace to reproduce the task performance.

9. Enhancement of cognitive and neural functions through complex reasoning training: evidence from normal and clinical populations (Chapman and Mudar). This article describes an approach, where enhancement in higher-order brain functions, such as reasoning, is achieved through cognitive training. The training includes such strategies as strategic attention, integrated reasoning, and innovation. The authors argue that cognitive training can be efficient in both healthy subjects and patients.

10. When is diminishment a form of enhancement? Rethinking the enhancementdebate in biomedical ethics (Earp et al.). This article discusses cases where a diminishment of certain functions could have a positive effect on an individual's well-being and thus act as a form of enhancement. For example, TMS could disrupt one brain function but by doing so enhance another function.

These and other articles in the research topic express three main ideas regarding the approaches to brain augmentation. The first is the idea of decoding information from brain activity. Neural signals can be sampled with various recording methods. The decoded brain signals could be processed by a BMI and utilized to augment motor, sensory, and cognitive functions. The second idea is the proposal that the brain could be augmented by stimulation; for example, modulating neural circuits by the application of electrical/optogenetic stimulation or using pharmacological agents to affect neural processing. The third idea is a futuristic vision of radical improvements of individual humans and mankind, such as revolutionary clinical approaches, immortality of consciousness, and even brain-to-brain communications. We used these themes to group the articles into three volumes. Volume I covers the approaches for recording and decoding neural signals with BMIs; Volume II is a collection of articles on neurostimulation and pharmacological methods; and Volume III describes clinical applications of brain- augmenting methods, futuristic ideas, and ethical issues.

VOLUME I: BRAIN-MACHINE INTERFACES

BMIs are the major theme of Volume I. The articles cover a wide range of BMI applications, including the traditional ones and BMIs those that have emerged relatively recently. The notable new developments in this field are the BMIs for controlling bipedal walking (Wall et al.; Lisi et al.; Zarka et al.; Bouyarmane et al.; Li W. et al., Solopova et al.; Song W. et al.; Onose et al.), BMIs that modulate attention (Astrand et al.; Ordikhani-Seyedlar et al.), and technologies that enhance the human ability to predict future events (Pezzulo et al.). As any rapidly developing field of science, the BMI field is not without challenges and controversies (Vassanelli and Mahmud; Serruya; Bauer and Gharabaghi). To this end, several articles critically evaluate the current state of the field and propose improvements for the future (Waldert; Zehr; Deca and Koene; Serruya). One pressing issue is the relatively low information transfer rate (ITR) of current BMIs. Baranauskas discusses the major factors limiting the ITR and proposes that a better understanding of neural mechanisms is needed to improve BMI accuracy and versatility. Several articles describe the specific neural mechanisms that could be utilized in BMIs and other brain-augmenting approaches to improve their efficiency. Thus, Opris and Casanova highlight the need for better understanding of brain microcircuits in healthy people and neurologically impaired patients. Mandonnet and Duffau propose that the cerebral circuitry engaged in cognition and action should be thoroughly investigated for the BMI methods to be effective, and Taya et al. argue that connectome approach should be combined with cognitive enhancement methods. Furthermore, Hales and Pockett argue that a better understanding is needed of the electrical fields produced by brain circuits, and Saniotis et al. discuss evolutionary challenges related to using BMIs and other augmenting methods.

When designing brain-augmenting systems, it is important to understand the brain states targeted by these technologies. Sleep is one such state to which augmenting methods could be applied. As mentioned above, one of the articles (Diekelmann) discusses at length how sleep mechanisms could be employed for brain augmentation. Additionally, Pigarev and Pigareva highlight two sleep-related phenomena that are relevant to brain-augmenting approaches: partial sleep and visceral processing during sleep.

Action planning and decision making are the other neural functions where augmenting methods could be applied. To this end, Mirabella reviews neuronal mechanisms of goal-directed actions and links them to the research on brain augmentation. Furthermore, Opris et al. report that the relationship between neostriatal activity and movement kinematics is affected by the degree of certainty about the reward that could result from the motor act. Therefore, BMIs that decode kinematic parameters of movements should incorporate a model of reward representation. As a matter of fact, reward (or reinforcement) is an integral part of any BMI system, and operation of some of these systems is explicitly described as self-regulation of brain activity based on reinforcement learning. Yet, Wood et al. clarify that self-control of neural activity should be distinguished from the broader concept of BMI control and propose a framework that considers the interplay of automatic and controlled information processing. Moreover, Deepeshwar et al. and Telles et al. advocate meditation as a self-control paradigm for augmenting the brain.

For a brain-augmenting method to be efficient, it should properly accommodate mechanisms of brain plasticity. Several Volume I articles discuss such mechanisms. Di Pino et al. and Sakurai review brain plasticity caused by the use of artificial augmenting effectors. Sakurai et al. describe operant conditioning of neural circuits that could cause plasticity Without a change in behavior? Benyamini and Zacksenhouse present evidence showing that brain circuits act very much like an optimal feedback controller during the adaptation to BMI control. Additionally, Qi et al. report that the somatosensory system in mature primates is capable of plasticity that compensates for unilateral lesions of dorsal column afferents. Finally, Frye et al. suggest that brain-augmentation research should not be limited to the brain tissue because the peripheral organs also play a role in modulating and augmenting brain functions. In support of this suggestion, they have found a liver factor involved in neural plasticity.

BMI performance critically depends on the type of neural signal being recorded and decoded. Invasive and noninvasive BMIs are the two major classes of BMIs defined by the recording method. Waldert discusses the pros and cons of invasive and noninvasive recordings and the future of these approaches. Among the noninvasive methods, electroencephalography (EEG) is the most popular approach utilized in BMIs. Obeid and Picone report an EEG database collected by Temple University Hospital. This database could be useful for the exploration of neural representation of information and development of BMI decoding algorithms. Callan et al. assess the efficiency of dry EEG recordings; they argue that this method is useful for decoding of auditory events from EEG data, even when substantial acoustic noise, and mechanical and physiological artifacts, interfere with the recordings during simulated and real flight conditions. Blankertz at al. review different usages of EEG-based BMIs, including practically oriented applications and employing BMIs as research tools.

While EEG-based BMIs are easy to implement and safe to use, their information transfer rate (ITR) is limited. ITR can be improved if electrical activity is recorded from the surface of the brain using electrocorticography (ECoG), a minimally invasive method. Kapeller et al. report a high-performing ECoG BMI based on visual evoked potentials, and Zippo et al. describe a novel epicortical grid with wireless recordings, tested in rhesus monkeys.

Functional magnetic resonance imaging is the other noninvasive recording method suitable for BMI implementations. Caria discusses the neurophysiological mechanisms involved in self-regulation of blood oxygenation level monitored with fMRI.

Intracranial recordings hold the promise of radically improving the quality of neural signals utilized in BMIs. However, this potential has not yet been realized because of safety and longevity issues with brain implants. Technologies are developing rapidly for making invasive implants more efficient. Among such technologies, nanostructure-based recording sensors are particularly promising (Vidu et al.). Additionally, Agorelius et al. describe a new multichannel implant composed of flexible electrodes to minimize damage to the brain tissue.

In addition to “pure” BMIs (i.e., the ones based on the recordings from the brain only) additional types of bioelectric recordings may be useful for brain-augmenting methods. Shishkin et al. report a hybrid BMI that, in addition to extracting motor intentions from EEG activity, utilizes recordings of eye position EEG markers of gaze fixation to improve BMI performance. Interfaces based on electromyographic (EMG) recordings are another class of augmenting devices that could operate a myoelectric hand prostheses for amputees (Atzori and Müller) or convert forearm electromyographic (EMG) activity into traces for handwriting (Okorokova et al.; Okorokova et al.).

The choice of sensory feedback is another important factor that fundamentally affects BMI performance. Several articles investigate different types of feedback. Alimardani et al. report manipulations with visual feedback that improve the operation of motor-imagery BMIs. BMI performance can be further improved using multisensory stimuli as the feedback (Thurlings et al.), such as combining visual feedback with haptic (Honeine and Schieppati; Bouchard et al.) and auditory (Tonelli et al.) inputs. Oei and Patterson describe the feedback provided by action videogames; they show that videogames have similar demands as many other perceptual and attention tasks, which explains transfer of functional enhancements resulting from playing these games. Wright examines the visual feedback provided by virtual reality; the article discusses how virtual reality could be used as a brain-augmenting approach. Alfaro et al. report the results of a neuroimaging study, in which they examined plasticity in visual and auditory areas of a color-blind subject with eight years of training to utilize a device called “Eyeborg” that transforms colors into sounds. Finally, Bravi et al. report improvements of somatosensory feedback with elastic therapeutic tape.

BMI performance can be improved with better decoding algorithms. The article by Li reviews the current state of research in this field. Rouse and Schieber argue that BMI decoders should incorporate non-linear characteristics to advance BMIs to better match natural motor performance. Lebedev discusses how different BMI decoders could be assessed using neuron-dropping curves.

VOLUME II: NEUROSTIMULATION AND PHARMACOLOGICAL APPROACHES

In Volume II, one group of articles covers a variety of neurostimulation methods (Balan et al.), while the other group describes pharmacological approaches. Electrical stimulation is a conventional method for inducing brain activity. The types of electrical stimulation include intracortical microstimulation (ICMS), transcranial direct current stimulation (tDCS), and transcranial magnetic stimulation (TMS) that induces electrical currents in the nervous tissue. Electrical stimulation can be also be applied to muscles (Talis et al.).

Noninvasive stimulation methods have gained popularity in recent years as a means of augmenting brain function, yet many unknowns and controversies still remain. Krause and Cohen Kadosh and Horvath et al. examine the role of inter-subject differences in responsiveness to tDCS. McKendrick et al. propose an approach in which wearable devices are used that combine tDCS with a new generation of miniaturized fNIRS systems. Blumberg et al. and Foroughi et al. report that performance on spatial tasks can be enhanced by tDCS applied to the posterior parietal cortex. Younger et al. demonstrate that tDCS applied to the left inferior parietal lobe can augment reading subskills. Luft et al. propose that a connectome approach can be combined with brain stimulation. Horschig et al. discuss neurostimulation methods that could be used to manipulate cortical oscillations. Koganemaru et al. and Tsagaris et al. suggest that the efficiency of neurostimulation can be improved if it is combined with the appropriate task patterns.

As mentioned above, Davis and Koningsbruggen do not think that the term “noninvasive” is appropriate to describe noninvasive stimulation methods that strongly affect the brain and evoke long- lasting consequences. Therefore, these approaches should be used with great caution. Among the effects of noninvasive stimulation the authors of the topic name biasing network dynamics (Wokke et al.) and influencing brain hemodynamics (Pulgar; Dutta). Additionally, brain functions can be affected even with transcranial lasers (Gonzalez-Lima and Barrett). Duecker et al. discuss the potential of noninvasive stimulation as a research tool in the studies of perception, cognition, and behavior. Additionally, Luber argues that brain augmentation with noninvasive stimulation cannot be explained by a net zero sum proposition; i.e., the mechanism where brain resources are reallocated: gains in one function are balanced by costs elsewhere.

Among the invasive approaches to neurostimulation, optogenetic methods have received particular attention in recent years, and several articles in Volume II cover different aspects of this approach (Kwon et al., Jarvis and Schultz). While the optogenetic methods are being developed, the classical electrical stimulation approach has already resulted in clinically relevant applications like the vestibular implant (van der Berg et al.) and tactile neuroprosthesis that utilizes intracortical microstimulation (Kim et al.).

Memory prostheses represent a recent trend in stimulation-based BMIs. Volume II covers several memory-augmenting approaches. Madan, Bennabi et al., Deveau et al., Moreau, Mallow et al., and Takeuchi et al. discuss different ways to implement neuroprosthetic memory. Song D. et al. report a memory prosthesis, where memory content is extracted from hippocampal activity using a multiple-input, multiple-output non-linear dynamical model. In addition to neurostimulation, pharmacological approaches have been developed for augmenting memory and cognition (Lynch et al.). Brain training techniques can be also used to improve memory and cognition (Chapman and Mudar; Ben-Soussan et al.; Haier). In particular, Beatty et al. investigate several working memory tasks where training could be transferred from one task to another. Additionally, Rabinovich et al. propose a computational model to explore the ways of augmenting memory. The model is based on recurrent inhibitory-excitatory networks with heterogeneous inhibition.

As far as pharmacological approaches to brain augmentation are concerned, Urban and Gao and Lynch et al. discuss the pros and cons of using nootropic drugs to augment brain performance. The concern regarding nootropic drugs is significant and is shared by general public (Schelle, Faulmüller et al.; Schelle, Olthof, et al.; Garasic and Lavazza). Using an individual-oriented approach, Jellen et al. propose a method for screening and personalizing nootropic drugs; the method utilizes gene expression data to evaluate affected signaling pathways. Piermacino et al. review the effects of pharmacological interventions on cognition in the elderly, while Kang et al. review the effects of acetylcholine in the primary visual cortex that could be used to alter and augment visual perception.

VOLUME III: FROM CLINICAL APPLICATIONS TO ETHICAL ISSUES AND FUTURISTIC IDEAS

Developing clinical applications is perhaps the most important direction of the brain- augmentation field (Schicktanz et al.), and many Volume III articles demonstrate the progress that has been achieved already in clinical solutions for such conditions as epilepsy (Höller and Trinka; DeMarse and Carney; Zeitler and Tass), stroke (Grimm et al.), Parkinson's disease (Lebedev et al.; Lee et al.), Huntington's disease (Nagel et al.), dementia (Garriga et al.; Franco), Alzheimer's disease (Yegla and Parikh), autism spectral disorders (ASD) (Billeci et al.), traumatic brain injury (Alwis and Rajan; Tajiri et al.), and disorders of consciousness (Bai et al.). Evidence is growing that noninvasive stimulation can be employed to treat a range of neurological conditions (Vicario and Nitsche). Thus, Sokhadze et al. report that TMS applied to dorso-lateral prefrontal cortex improves executive function in ASD, which is evident from the improvements in behavioral reactions and event-related EEG potentials. Additionally, according to the case report by Brem et al., tDCS can be applied to treat visuospatial neglect. Krawinkel et al. provide insights on how noninvasive stimulation could treat such conditions as schizophrenia and Parkinson's disease by modulating brain oscillations. Additionally, Kubera et al. review the application of noninvasive brain stimulation to the treatment of auditory verbal hallucinations in schizophrenia. Moreover, Ayache et al. report that prefrontal tDCS can decrease pain in patients suffering from multiple sclerosis. Charvet et al. propose that therapeutic noninvasive stimulation can be administered remotely under the supervision of medical personnel, which removes the need for the patients to travel to the hospital, and Thibeault argues that efficiency of therapeutic neurostimulation can be improved by neuromorphic components.

The articles that we call futuristic examine the prospects for augmentation methods that only recently migrated from science fiction to scientific theory and research. Thus, Kennedy argues that advances in BMI technologies could help mankind cope with the “moment of singularity”, the time when artificial intelligence surpasses human intelligence. Brain-to-brain interfaces that enable communications between several individual brains are another futuristic idea implemented in several studies (Hildt). For example, Deadwyler et al. demonstrate that brain-to-brain communications can be employed to transfer memories (see also the summary of this article above). Kyriazis extends the idea of brain-to-brain interface even further by proposing a global brain, a self-organizing system that connects many humans. Additionally, Sexton and Lukinova and Myagkov, discuss the role of social interactions in the operations of augmenting technologies. Finally, augmenting methods could be applied to modulate consciousness (Berry and Parker), even though its neural mechanisms are poorly understood (Pockett).

The topic attracted a considerable number of the articles on ethical issues related to the brain- augmenting methods (Glannon; Glannon; Attiah and Farah; Nagel; Clark; Maslen et al.), including the relationship between the diminishment and enhancement following the application of brain-augmenting technologies (Earp et al.), the problem of “mind control” with BMI technologies (Koivuniemi and Otto), free will (Glannon; Glannon), the duty to use cognitive enhancers in high-responsibility professions (Santoni et al.), determining the population of people in need of brain enhancement (Schleim), informed public policy (Shook et al.), cognitive biases (Caviola et al.), and the hype caused by the development of brain- augmenting approaches (Rusconi and Mitchener-Nissen).
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Objective: The aim of this study was to review the literature on clinical applications of the Hybrid Assistive Limb system for gait training.

Methods: A systematic literature search was conducted using Web of Science, PubMed, CINAHL and clinicaltrials.gov and additional search was made using reference lists in identified reports. Abstracts were screened, relevant articles were reviewed and subject to quality assessment.

Results: Out of 37 studies, 7 studies fulfilled inclusion criteria. Six studies were single group studies and 1 was an explorative randomized controlled trial. In total, these studies involved 140 participants of whom 118 completed the interventions and 107 used HAL for gait training. Five studies concerned gait training after stroke, 1 after spinal cord injury (SCI) and 1 study after stroke, SCI or other diseases affecting walking ability. Minor and transient side effects occurred but no serious adverse events were reported in the studies. Beneficial effects on gait function variables and independence in walking were observed.

Conclusions: The accumulated findings demonstrate that the HAL system is feasible when used for gait training of patients with lower extremity paresis in a professional setting. Beneficial effects on gait function and independence in walking were observed but data do not allow conclusions. Further controlled studies are recommended.
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Background

Normal gait depends on the functional integrity and interactions in sensory-motor neural networks at spinal and supraspinal levels (Bowden et al., 2013). This complex system may be disturbed in many neurological conditions such as stroke or spinal cord injury (SCI) resulting in limited mobility and impaired gait function, which are major challenges in neuro rehabilitation. Intensive, repetitive task specific training may drive beneficial neuroplasticity, enhance functional restitution and improve final outcome (Kwakkel et al., 2004; Langhorne et al., 2009, 2011; Peurala et al., 2014). However, there is a need for further development of training methods in response to an increasing understanding of the individual capacity for regaining functioning (Krakauer et al., 2012; Bowden et al., 2013).

Approaches to improve gait function after stroke and SCI include treadmill training with or without use of partial body weight support (BWS), yet the evidence to support this is inconclusive (Schwartz and Meiner, 2013; Dobkin et al., 2014). Gait machines (GM) may allow more reproducible gait movements compared to conventional training and reduce the burden on the therapist. GM work according to the end-effector principle (foot plates move the feet in a controlled gait pattern) or as exoskeletons, which have joints matching the limb joints and motors that drive movements over these joints to assist, e.g., leg movements (Hesse et al., 2010). A recent Cochrane review concluded that electromechanically assisted gait training in combination with physiotherapy after stroke increases the odds of achieving independent walking and most so when applied for severely impaired patients in the first 3 months after stroke (Mehrholz et al., 2013) but less clear after SCI (Mehrholz et al., 2012).

The importance of incorporating more active participation than allowed by gait machines to enhance training effects and the need for new concepts and devices are recognized (Dobkin, 2009; Pennycott et al., 2012). One new approach is represented by the Hybrid Assistive Limb system (HAL). HAL is an exoskeleton with a hybrid system allowing both a voluntary and an autonomous mode of action to support training of gait. HAL comprises a control algorithm and supporting devices, where each knee and hip joint can be controlled separately. Key features of the HAL system have been reported in detail (Kawamoto, 2002; Suzuki et al., 2007; Kawamoto et al., 2010). Movements are triggered by use of either the “Cybernic Voluntary Control” (CVC), which is based on the users voluntary activation of gait muscles as recorded by surface electromyography (EMG), or by the “Cybernic Autonomous Control” (CAC), which is based on the users weight shifting and input from force pressure sensors in the shoes. The CVC mode allows the operator to adjust the degree of support for each joint and reduce the support as training progress and to adjust settings to achieve a gait pattern that is as close as possible to normal gait. In case of complete loss of voluntary activation of gait muscles the CAC mode may be used. Gait is then initiated and sustained by input from force-pressure sensors in the shoes. HAL is manufactured in single-leg and double-leg versions and training with HAL may be performed with or without BWS.

A number of clinical studies with HAL have been conducted and there is a need for an evaluation of available data to guide further trials. The aim of this report was to provide a systematic review in order to evaluate current evidence with regard to feasibility (i.e., usability and safety) and effects and to make recommendations for further studies.

Methods

A systematic search of the literature was conducted using the databases Web of Science, PubMed, and CINAHL. Both MeSH (Medical Subject Headings for Medline) terms and free text relevant for the subject were used and detected synonyms were added to the search. Search terms were (MeSH terms in bold): ((((robot OR robots OR robotic OR robotics OR robot-assisted OR exoskeleton OR machine-assisted OR electro-mechanic OR DGO OR “driven gait orthosis”))) AND (gait OR gaits OR walking OR walk OR walks OR locomotion OR “motor activity”)) AND (HAL OR “hybrid assistive limb” OR “wearable robot”). Search limitations were “Humans” and “English,” while publication date was unlimited. Using the same search terms, a search was also performed at clinicaltrials.gov, in order to identify ongoing studies and/or unpublished papers (Clinicaltrials, online). Abstracts identified were screened and studies were considered relevant if they addressed any clinical application of the HAL system regardless of study design. If needed the full text article was retrieved and assessed. Relevant studies were exported to EndNote where duplicates were identified and removed. Reference lists of these studies were manually searched for further articles. Studies were included if they were primary research articles, concerned gait training with the Hybrid Assistive Limb. Studies only reporting technology data, including only healthy subjects, single subjects or reviews were excluded. Thirty-seven articles were identified, 20 were retrieved in full text for assessment of eligibility and 13 of these did not fulfill inclusion criteria (see Figure 1). Overall 7 studies met the inclusion criteria and were subject to data extraction and analyses (Maeshima et al., 2011; Kawamoto et al., 2013; Kubota et al., 2013; Ueba et al., 2013; Aach et al., 2014; Nilsson et al., 2014; Watanabe et al., 2014). Included studies were subject to critical review by two independent reviewers.
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FIGURE 1. Presentation of the results of the systematic search of the literature.



The quality of the included studies, regarding risk of confounding and bias, was evaluated in accordance with the Scottish Intercollegiate Guidelines Network (SIGN) criteria (SIGN, online1). According to SIGN the methodological quality can be coded (++) meaning all or most of criteria fulfilled, (+) some of the criteria fulfilled or (−) few or no criteria fulfilled. The evaluation was performed independently by two investigators and in case of disagreement, a third reviewer was consulted. Since two investigators are authors of one of the included studies (Nilsson et al., 2014) this study was assessed by a fourth investigator.

Data extraction was performed by one investigator and checked by the two additional investigators. The extracted data comprised; characteristics of participants, intervention protocols and settings, outcome measures and effects and feasibility.

Results

The 7 studies included 8–38 participants each, 6 were single group studies and 1 was a randomized controlled trial (RCT). In total, the studies involved 140 participants of whom 118 completed the intervention protocols and 107 used HAL for gait training. Extracted study data and results of the quality evaluation are presented in the Table 1. All included studies were found to have a high risk of bias and confounding according to the SIGN criteria and do not provide data for a meta-analysis.

Table 1. Extracted study data.
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Characteristics of Participants Included in the Studies

The most frequent diagnosis reported was stroke (n = 106) followed by complete or incomplete SCI (n = 16) and other disorders (n = 18). Five of the studies included solely persons with stroke, 1 study included solely persons with SCI (Aach et al., 2014) and 1 study included persons with stroke (n = 12) and SCI (n = 8) as well as other disorders (n = 18) (Kubota et al., 2013). Mean age of the participants ranged from 48 to 67 years with a total range of 18–90 years.

In 6 of the included studies a total of 65.7% (n = 67) of the participants who completed the study intervention were men and 34.3% (n = 35) were women. Ueba et al. (2013) did not report gender for participants completing the study but among the included 32% (n = 7) were men and 68% (n = 15) were women.

The total time from disease onset to inclusion ranged from 6 days to 54 years. For persons with SCI the time from injury ranged from 1 to 19 years and for persons with stroke this time ranged from approximately 6 days to 16 years. Three studies (Maeshima et al., 2011; Nilsson et al., 2014; Watanabe et al., 2014) included persons early after stroke, with a mean range of 31–59 days since stroke onset. Two other studies included persons later than 1 year and up to 16 years after stroke onset (Kawamoto et al., 2013; Kubota et al., 2013).

The number of reported dropouts during the study interventions ranged from 6 to 10 and was 22, in total (18 with stroke, 1 with SCI and 3 participants with other diagnosis,). Reported reasons for dropouts were medical (n = 5), technical (n = 1), discharge (n = 2), personal (n = 4) and withdrawal of consent (n = 4). Another 6 participants dropped out due to inappropriate size of shoes, lumbar spondylosis which prevented correct fitting and/or depressive status.

Intervention Protocols and Settings

All except 1 (Ueba et al., 2013) of the 7 studies specifically addressed gait training. The HAL training protocols showed a great variation with regard to frequency, intensity and number of sessions performed. Most studies applied HAL training ≥2 times per week during ≥4 weeks with durations of ≥20 min per session. In the studies involving persons with stroke, the total number of sessions per participant training with HAL ranged from 1 (Maeshima et al., 2011) to 31 (Nilsson et al., 2014). In studies involving persons with SCI, Aach et al. (2014) used a mean of 51.75 sessions while the number of sessions for persons with SCI in the study by Kubota et al. (2013) was 16. Data on the use of the active CVC mode and the autonomous CAC mode was not consistently reported. Based on the information provided, we anticipate that 6 of the studies used the CVC mode during training but the extent is not clear. One study (Ueba et al., 2013) did not report on modes used. Four studies reported the total length of each training sessions to be approximately 90 min including assessments, donning, doffing and effective walking time. The effective training time in these studies was approximately 20–30 min per session. Training with HAL was performed by use of BWS and/or a mobile suspension system in 5 studies, by over ground training in 1 study and was not defined in 1 study. Four studies were conducted in inpatient rehabilitation settings and 3 in out-patient care (see Table 1).

Outcome Measures and Effects

All assessments were performed without wearing HAL except for one study (Maeshima et al., 2011) where measurements were performed both with and without HAL. Outcome measures mainly related to walking ability. Most frequently used were the 10 m walking test (n = 6) (Wade et al., 1987), Timed up and Go (n = 5) (Podsiadlo and Richardson, 1991), and Berg Balance Scale (n = 3) (Berg et al., 1992). Assessments performed at baseline and after the training period were reported in all studies except 1 (Ueba et al., 2013). No study reported on a long-term follow up. The explorative RCT (Watanabe et al., 2014) compared the effect of HAL-training to the effect of conventional training in the subacute phase after stroke and included 11 participants in each group. The study shows a significant differences (p = 0.04) according to the Functional Ambulation Categories (FAC) (Holden et al., 1984) between groups, in favor for the HAL training group. This study has several limitations with regard to study sample size, varying time after stroke and lack of blinding of outcome assessments, as recognized by the authors. One other study (Nilsson et al., 2014) also used FAC and observed improvements suggesting a beneficial effect in a single group. Other studies also report on varying effects such as improvements in walking- and torso posture, gait speed, number of steps and cadence, functional ambulation/independent walking, motor function in lower extremity, activity performance and/or balance (see Table 1).

Adverse Events

All studies except 1 (Maeshima et al., 2011) explicitly reported on adverse events. Except for transient complaints related to pressure of the suit, irritated skin, training related pain etc., no adverse events during training with HAL were reported.

Discussion

The aim of this review was to explore existing evidence regarding gait training with the exoskeleton HAL (Hybrid Assistive Limb). We included 7 studies, each with small study samples but comprising a total of 140 patients. Of these, 118 completed the intervention and 107 used HAL. Studies differed in terms of aim, design, duration of intervention, patients/diagnosis, setting and participant characteristics as well as allocation, randomization, blinding and outcome measures. Only 1 study compared training with HAL with other training (Watanabe et al., 2014) but outcome assessment in that study was not blinded. Although no study provides conclusive data on the effects of gait training with HAL as compared to other training and the risk of confounding and bias was considered high, the experiences of training with HAL and the responses that were observed will be useful in the design of further studies.

Feasibility

In total, adult subjects within a broad age range (18–90 years) participated. Both genders were represented, however two thirds were men. Since the majority of subjects had a stroke diagnosis and gender proportions are fairly similar in this diagnostic group, the uneven distribution is surprising but only scarcely commented on in the studies.

Study participants in both post-acute and long-term after stroke onset were represented and 88 out of 106 included subjects completed the study interventions. One small experimental study included subjects with paraplegia 1–19 years after spinal cord injury where all completed the intervention (Aach et al., 2014) while no study addressed effects of training with HAL in the post-acute phase after SCI. The severity of paresis and gait problems varied both within and between the included studies, from severe (only able to maintain sitting balance) to moderate (independent walkers) and a corresponding use of HAL mode and BWS. Reasons for training of independent walkers were not stated or discussed in the included studies although plausible beneficial effects may be, e.g., an increase in walking speed and/or distance or level of independence. The reported numbers of dropouts were low and a total of 107 participants, representing a broad spectrum of motor impairments completed >1500 training sessions with the HAL system without any reported serious adverse events.

Thus, the accumulated results of the included studies demonstrate that training with the HAL system is feasible when applied in professional settings, irrespective of the patients age and sex and the severity of the lower extremity paresis. The feasibility of training with HAL in the post-acute phase after SCI will need to be explored further.

Intervention Protocols and Settings

Even though not stated, the variability in applied frequency, intensity and duration of the reported training sessions and evaluations of outcome, probably reflect both theoretical and practical considerations of, e.g., training needed to achieve significant effects, participants' functional level and study resources. Reasonably, the optimal design would allow training programs to be on the edge for each participant's capacity with regard to the intensity and length of each training session. The intensity and length of the training periods must also consider the patient's functional level as well as the capacity and aims with regard to, e.g., on neuroplasticity, musculoskeletal function, cardiovascular function, gait pattern or independence in walking. Three or more sessions weekly during the training period would probably be justified from a neuroplasticity and relearning perspective (Bowden et al., 2013).

Both single- and double-leg versions of HAL were used even though not specified in all studies. Reasonably the double-leg version is most relevant for subjects with paraparesis and the single-leg version most often appropriate for subjects with one sided paresis.

Only 2 of the studies included patients early after stroke when the potential to utilize beneficial neuroplasticity processes is higher (Bowden et al., 2013) and there is a need for controlled HAL studies in this area. Post-acute studies are more challenging as they have to consider both the impact of spontaneous recovery early after the event as well as other post-acute health problems.

Outcome Measures and Effects

Outcome measures in the included studies primarily relate to aspects of gait function and walking. Most frequently used was the 10 m walking test, which is a measure of over ground walking speed. Six studies report a positive impact on gait function after HAL training, 5 of these specifically on walking speed and 2 studies report increased level of independence in walking according to the FAC (Nilsson et al., 2014; Watanabe et al., 2014). FAC is the most commonly used outcome measure in studies of walking after robotic training for patients with severe to moderate walking limitations in both the acute and chronic phase after stroke (Geroin et al., 2013). FAC takes the persons level of independence and amount of personal assistance required into account, which from the individuals' perspective is more important than walking speed. However, gait speed may be associated with functional ambulation ability (Perry et al., 1995; Dobkin et al., 2014) and a gait speed improvement may generate improved function and quality of life (Schmid et al., 2007). Therefore, we suggest both the FAC and the 10 m walking test to be used in further studies. In studies including participants with severely impaired gait function at baseline and who are unable to walk 10 m, the 2 min walk test (Kosak and Smith, 2005) is an option to be considered in order to achieve baseline data also when participants cannot walk (i.e., 0 m in 2 min). The potential effect of HAL training on movement related function such as gait pattern is poorly addressed in the included studies. Future studies should consider using assessments that cover also these aspects, for example by use of 3-dimensional motion analysis.

Data on self-perceived aspects of the training were scarce and we found no data on perceived activity performance, participation in everyday life, health or cost-effectiveness that need to be approached in future studies. Further, no study reported on potential effects on cardiovascular, metabolic, emotional or cognitive functions of training with the HAL system. The possible additional value of training with HAL in these areas should be of interest in future studies.

Further, controlled studies should compare training with the HAL system with the most relevant alternative training method. As pointed out, gait machines such as the Lokomat differs from the HAL system in terms of the degree of active patient participation. Comparison studies of these gait machines would be of interest. However, until now, studies using Lokomat have not consistently demonstrated effects, regarding sensory-motor function, gait speed, balance and/or mobility, that are superior to those achieved with conventional training (Swinnen et al., 2010; Ucar et al., 2014; van Nunen et al., 2014) although there might be other advantages such as less therapist burden. Thus, further studies that compare the effects of training with the HAL system to the effects of well designed “conventional training” are justified. Moreover, studies combining robotics with other therapeutic interventions with increasing evidence support, such as Fluoxetine (Chollet et al., 2011), BMI (Brain-Machine Interface) (Shindo et al., 2011; Noda et al., 2012) or brain stimulation (Liew et al., 2014) are also of great interest.

Currently, there are a number of exoskeletons at various stages of development or clinical applications. In addition to differences in mechanical design and control strategies existing exoskeletons uses different activation systems to produce movement of the limb. The most common are hydraulic, pneumatic, and electric motor actuator. In a recent review by Chen et al. (2013) focused on lower extremity robots, the authors divides exoskeletons in different subgroups depending on their functioning and design and conclude that real-time control strategies with timely assistance are a new promising area in rehabilitation therapy. The importance of incorporating more active participation in electromechanical gait training (Dobkin, 2009; Pennycott et al., 2012) as well as of allowing variation of the task during training to promote adequate motor learning (Hidler and Sainburg, 2011) has also been addressed previously.

Some recently developed designs of exoskeletons have taken this into account by establishing intention-based control strategies. In the Ekso (Ekso Bionics, online2), ReWalk (Rewalk, online3), and in Indego (Indego, online4) stepping is initiated by shifting of bodyweight. In Indego, shifting of body weight is used in combination with functional electric stimulation (FES). Another exoskeleton the MINDWALKER (Mindwalker, online5) uses EEG and EMG based control.

Recent studies using Ekso for patients in different stages after SCI conclude that the system is safe and show improvements in walking while wearing Ekso (Ekso Clinical Research, online6). For inpatient rehabilitation after stroke the authors find Ekso safe to use and indicate that the training may have an effect on cadence as a result of training with Ekso (Ekso Clinical Research, online). However, the number of participant in these studies are limited and do not allow any further conclusions. Ongoing studies after both SCI and severe stroke (Clinicaltrials, online) will evaluate potential effects on ambulation and mobility.

Indego has been introduces in single-subject clinical trials in SCI patients (Quintero et al., 2011; Farris et al., 2014). An ongoing study will evaluate the safety and effectiveness of using Indego for non-ambulatory or poorly ambulatory SCI patients during standing and walking (Clinicaltrials, online7).

In a study by Zeilig et al. (2012) ReWalk was found to be well tolerated and did not cause any adverse events among persons with SCI. This was repeated in a study by Spungen et al. (ReWalk Peer Reviewed Publications, online8) where persons with motor-complete paraplegia performed different community-based activities while wearing ReWalk. Several ongoing studies where ReWalk is used after SCI are registered at Clinicaltrials.gov.

Like the HAL, exoskeletons such as the powered knee-ankle-foot-orthosis (KAFO) (Sawicki and Ferris, 2009) and NEUROExos (Cain et al., 2007) use EMG activity to detect a person's intended movement. In both KAFO and NEUROExos EMG activity is used to control the activation of a pneumatic power system to provide torque over the ankle and/or knee joint. In HAL the wearer's joint torque is estimated from the EMG signals on both hip and knee muscles and an electrical motor actuator is used to generate power over these joints (Suzuki et al., 2007).

This brief survey of other exoskeletons points to a general need for randomized controlled studies where exoskeletons that allow active participation are compared to other types of interventions as well as for studies with larger study populations.

Study Limitations

Since the Hybrid Assistive Limb was developed and is most frequently used in Japan there might be studies published in Japanese journals that were not included in this review. Of note, in 6 of the included studies, the inventor and CEO of the company, Professor Y. Sankai, behind the Hybrid Assistive Limb system is one co-author. No studies using qualitative approach were discovered, which could have been due to the search strategy used. However, even when a broader search was performed, no qualitative studies appeared.

Conclusions and Recommendations

This review identified consistent evidence that the use of the HAL system is feasible when used for gait training in hospital and rehabilitation settings. Data suggest that such training may have beneficial effects on gait function and independence in walking after stroke and after spinal cord injury, but do not allow any conclusions in this respect. Further, well designed controlled studies in these areas are recommended to explore effect sizes and to be followed by larger, confirmatory studies.

Footnotes

1SIGN. Scottish Intercollegiate Guidelines Network. Available online at: http://www.sign.ac.uk/methodology/checklists.html [Accessed Dec 2014].

2Ekso Bionics. Available online at: http://intl.eksobionics.com/ekso. [Accessed March 2015].

3ReWalk. Available online at: http://www.rewalk.com/products/rewalk-rehabilitation/. [Accessed March 2015].

4Indego. Available online at: http://www.indego.com/indego/en/home. [Accessed March 2015].

5Mindwalker. Available online at: https://mindwalker-project.eu/. [Accessed March 2015].

6Ekso Clinical Research, Summary of Findings. Available online at: http://intl.eksobionics.com/clinical-research-summary-download. [Accessed March 2015].

7Clinicaltrials.gov. Available online at: https://www.clinicaltrials.gov/ [Accessed Dec 2014].

8ReWalk, Peer Reviewed Publications. Available online at: http://www.rewalk.com/technology/peer-reviewed-publications-copy/. [Accessed March 2015].
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This paper investigates the influence of the leg afferent input, induced by a leg assistive robot, on the decoding performance of a BMI system. Specifically, it focuses on a decoder based on the event-related (de)synchronization (ERD/ERS) of the sensorimotor area. The EEG experiment, performed with healthy subjects, is structured as a 3 × 2 factorial design, consisting of two factors: “finger tapping task” and “leg condition.” The former is divided into three levels (BMI classes), being left hand finger tapping, right hand finger tapping and no movement (Idle); while the latter is composed by two levels: leg perturbed (Pert) and leg not perturbed (NoPert). Specifically, the subjects' leg was periodically perturbed by an assistive robot in 5 out of 10 sessions of the experiment and not moved in the remaining sessions. The aim of this study is to verify that the decoding performance of the finger tapping task is comparable between the two conditions NoPert and Pert. Accordingly, a classifier is trained to output the class of the finger tapping, given as input the features associated with the ERD/ERS. Individually for each subject, the decoding performance is statistically compared between the NoPert and Pert conditions. Results show that the decoding performance is notably above chance, for all the subjects, under both conditions. Moreover, the statistical comparison do not highlight a significant difference between NoPert and Pert in any subject, which is confirmed by feature visualization.

Keywords: brain robot interface, assistive exoskeleton robot, ERD/ERS of the sensorimotor hand area, lower limb afferent input, ICA/CSP, wavelet, PCA/LDA, sparse logistic regression

1. INTRODUCTION

Brain-machine interfaces (BMI) have recently raised much interest in that they can help improve the quality of life of people with severe motor disabilities. In previous studies, the brain signal has been used to control devices that affect the surrounding environment such as wheelchairs or neuroprosthesis (Mussa-Ivaldi, 2000; Daly and Wolpaw, 2008; Pfurtscheller and Solis-Escalante, 2008). Regarding the nature of ERD/ERS, movement or preparation for movement is typically accompanied by a decrease in mu and beta rhythms, particularly contralateral to the movement (Wolpaw et al., 2002). This phenomenon has been named event-related desynchronization or ERD (Babiloni et al., 1999). Its opposite, rhythm increase, or event-related synchronization (ERS), occurs after movement and with relaxation (Pfurtscheller and Lopes da Silva, 1999). To note that similar ERD/ERS patterns in the sensorimotor area can be elicited also by motor imagery (Pfurtscheller and Neuper, 1997; Pfurtscheller and Lopes da Silva, 1999; McFarland et al., 2000). These features make it possible to use a BMI system based on ERD/ERS for the control of an external device (Pfurtscheller et al., 2000b; Wolpaw et al., 2003; Babiloni et al., 2007). If this is done irrespectively of any system cues, the control paradigm is called asynchronous and allows the subject to make self-paced decisions (Müller-Putz et al., 2006; Zhao et al., 2009; Solis-Escalante et al., 2010).

A similar control paradigm has yet to be carefully investigated for a lower limb exoskeleton robot. Of particular interest would be a BMI system, based on the ERD/ERS of the sensorimotor area, able to control an assistive robot (downward arrow of Figure 1). Similarly, Tsui et al. (2011); Huang et al. (2012) have succeeded in controlling a wheelchair by means of a BMI based on event-related (de)synchronization (ERD/ERS). Nonetheless, one of the differences between a wheelchair and a lower limb assistive robot is that the latter induces movements of the legs. In this context, the ERD/ERS phenomenon is not only related to active movements or motor imagery, but also to passive movements (upward arrow of Figure 1; Cassim et al., 2001; Müller et al., 2003; Müller-Putz et al., 2007; Wagner et al., 2012). Especially, Müller-Putz et al. (2007) highlighted that passive movements of the feet produce a significant ERD/ERS not only at the vertex, but over the whole sensorimotor cortex. This raises the question whether the somatosensory afferent input, induced by the periodic leg perturbation, interferes with the decoding ability of a BMI system based on the ERD/ERS of the sensorimotor hand area (horizontal arrow of Figure 1).


[image: image]

FIGURE 1. Conceptual representation of the problem. Understanding how the leg afferent input, induced by a leg assistive robot, influences the decoding of the ERD/ERS of the sensorimotor hand area. The paper focuses on the concepts represented by the solid arrows of this figure.



Specifically, in this paper, we investigate whether the periodic perturbation of lower limbs produces a significant decrease in the classification performance of actual right and left hand finger movements. The reason for decoding the right and left sensorimotor hand area stands in the reliability of the contralateral ERD/ERS spatial distribution (Wang et al., 2007) and in the fact that this approach is exhaustively discussed in literature (Guger et al., 2000; Pfurtscheller et al., 2000b; Blankertz et al., 2008a). Moreover, the Idle class is considered in order to simulate the behavior of the system in an online asynchronous setup (Müller-Putz et al., 2006).

Furthermore, the motivation for using real movements instead of motor imagery, is that the latter cannot be mechanically measured nor visually assessed by the experiment operator. As such, in case of misclassification, there is no certainty about whether the subject failed in generating a significant ERD/ERS by motor imagery or if the somatosensory afferent input of the leg actually affected the decoding. On the other hand, for real upper limb movements, the motor output is visible; therefore, we are certain that the motor cortex has produced a control command.

To note that even though patterns of mu and beta de/synchronization associated with actual movements are similar to those with motor imagery, they differ in magnitude (McFarland et al., 2000). Specifically, the spectral perturbations associated with motor imagery are considerably smaller than the ones of actual movements (Solis-Escalante et al., 2010). Nonetheless, according to Pfurtscheller et al. (1998), the beta ERS is significantly larger with hand as compared to finger movement. Therefore, the latter is chosen in this experiment, so as to deal with a spectral perturbation that is as close as possible to the one associated with motor imagery, while preserving the necessary property of objective measurability by the experiment operator.

Previous studies have dealt with EEG-based neuroprosthesis control (Pfurtscheller et al., 2000a; Müller-Putz et al., 2005, 2006, 2009), but to our knowledge this is the first time that the possibility of interference between the rhythms associated with passive and active movements is investigated.

2. METHODS

Five healthy subjects were asked to perform real right/left-hand brisk finger tapping, or not to move (idle), while their brain activity was recorded by EEG. Each task lasted 2 s and was instructed by visual cues, interleaved by periods of rest of 8 s. Simultaneously, the subjects' leg was perturbed by a periodic swing movement of a lower limb assistive robot in 5 out of 10 sessions of the experiment. In this way, the experiment is characterized by two conditions: leg perturbed (Pert) and leg not perturbed (NoPert).

Therefore, the main question regarding the influence of the leg afferent input on the decoding of the sensorimotor area ERD/ERS can be stated as follows: is the performance of finger tapping decoding significantly different between the NoPert and Pert conditions, for one or more subjects? To answer this question, a classifier is trained to output the class of the finger tapping (Idle, Left, Right), given as input the features associated with the ERD/ERS. Cross-validated Kappa score (see section 2.3) is used to assess the decoding performance separately for NoPert and Pert. Then, individually for each subject, the Kappa scores of the two conditions are statistically compared by the Z-test (see Appendix). Moreover, it is important to perform an analysis that is as independent as possible from the characteristics of a specific decoder. For this reason, two types of feature extraction methods are used separately: Unsupervised feature extraction (ICA, Wavelet and PCA) and Supervised feature extraction (CSP, Wavelet, LDA).

As discussed in the introduction, actual left/right hand finger tapping and idle were chosen because of the following reasons:

1. the contralateral ERD/ERS spatial distribution associated with left or right hand movements can be reliably decoded;

2. actual movements are observable by the experiment operator, or mechanically measurable, therefore we are certain that an ERD/ERS activation must have been elicited by the motor task (with motor imagery the subject may fail to produce ERD/ERS);

3. finger movements are characterized by a significantly smaller ERS as compared to hand movements (Pfurtscheller et al., 1998), which makes the task as close as possible to a motor imagery one, while preserving the properties at point 1 and 2;

4. the idle class is used to simulate an online asynchronous setup.

2.1. EXPERIMENTAL SETUP

2.1.1 Assistive robot specifications

Our custom made one degree of freedom robot (oneDOF, Noda et al., 2012) was used as assistive robot (Figure 2A). OneDOF is actuated using a pneumatic-electric hybrid strategy. In detail, two antagonistic pneumatic artificial muscles (PAM) generate large force by converting pressured gas energy into contraction force through their rubber tube. The advantage of using a PAM is that it can exert very large torques (maximal 70 Nm), while generating insignificant electromagnetic noise from the point of view of the EEG system. Moreover, an electric motor generates parallel small torque (maximal 5 Nm) in order to make fast and precise corrections to the torque generated by PAM. This strategy allows for both a powerful and precise actuation of the robot.
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FIGURE 2. Robot used during the experiment. (A) PAM and electric actuators can exert parallel torques to move the leg. (B) Representation of the experimental setup. (C) Representation of the thermoplastic polymer leg support anchored to the robot and holding up the subject's leg.



For this specific experiment, OneDOF was mounted on a custom made support in order to allow subjects to sit near to the robot (Figure 2B). Moreover a leg-shaped thermoplastic polymer was anchored to OneDOF in order to secure the subject's leg (Figure 2C).

2.1.2. Data acquisition

The experiment, which was carried out with five healthy subjects aged 23–27, can be represented by a 3 × 2 factorial design (Figure 3) consisting of two factors: “finger tapping task” and “leg condition.” The former is divided into three levels, being left tapping, right tapping and idle; while the latter is composed by two levels: NoPert and Pert.
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FIGURE 3. Experimental design. The experiment is structured as a 3 × 2 factorial design, consisting of two factors “finger tapping task” and “leg condition.” The former is divided into three levels, being left hand finger tapping (Left), right hand finger tapping (Right) and Idle, whose temporal representation is visualized in the “Finger tapping task” column. The “leg condition” factor is divided into two levels NoPert and Pert, which are represented, respectively, in the first and second rows of the table. To note that Rest is the resting period between tasks and that the visual cues of the tasks are randomly permuted within a session. Moreover, in the last column, the number of sessions performed for each experimental condition are visualized.



With regard to the “leg condition” factor, five sessions of the experiment were performed while the assistive robot was stopped (NoPert) and other five while the robot continuously swung up and down at a frequency of 0.5 Hz between 5° and 50° of the knee joint (Pert).

During all the 10 sessions of the experiment the finger tapping task was carried out as follows: an hyphen was shown on the screen for 8 s to indicate that the subject should not move (rest). After this period, a left or right arrow randomly appeared, or the hyphen was maintained on the screen, for 2 s, indicating respectively that the subject should perform left or right hand brisk continuous finger tapping, or keep not moving (idle). Within one session, each of the three tasks, Left/Right tapping and Idle, was performed 10 times, resulting in 30 trials per session. After each session, subjects rested for about 5 min. Moreover, the EEG signal was recorded at a sampling rate of 2048 Hz with a 64-electrode cap and a Biosemi Active Two system for amplification and analog-to-digital conversion.

In order to confirm that to each visual cue corresponds a motor action, the finger tapping performance was visually observed by the experiment operator. Moreover, for the first three subjects the experiment was recorded on video, while for the other two subjects the index finger angle was measured by means of a goniometer sensor (Biometrics Ltd).

Subjects gave written informed consent for the experimental procedures, which were approved by the ATR Human Subject Review Committee.

2.2. DECODER TRAINING

In this section, we introduce the methodology to train and test the decoder that is used in the cross-validation procedure described in section 2.3. Moreover, we refer to “training set” and “test set,” detailed as well in section 2.3, but for the time being it is sufficient to think of them as two independent datasets that are used to, respectively, fit the parameters of a model (decoder) and evaluate the predictive power of the trained (fitted) model.

The six steps of the training algorithm (Figure 4) are: 1. preprocessing (section 2.2.1), 2. spatial filter identification (section 2.2.2), 3. wavelet transform for time-frequency feature extraction (section 2.2.3), 4. spatial filter selection (section 2.2.4), 5. feature dimensionality reduction (section 2.2.5) and 6. training of a classifier (section 2.2.6). In order to produce results that are independent from the characteristics of a specific feature extraction method, two types of decoder are used separately:


	Unsupervised feature extraction-based: the spatial filter identification step is performed by Independent Component Analysis (ICA) and feature dimensionality reduction by Principal Component Analysis (PCA);

	Supervised feature extraction-based: the spatial filter identification is carried out by Common Spatial Patterns (CSP) and feature dimensionality reduction by Linear Discriminant Analysis (LDA).
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FIGURE 4. Decoder training in a single fold of the cross-validation. In the Unsupervised feature extraction-based version, ICA and PCA are used, respectively, for spatial filter selection and dimension reduction, while CSP and LDA are, respectively, employed in the Supervised feature extraction-based one. Important to note that the transformation matrices of spatial filter identification, spatial filter selection and dimensionality reduction are computed only on the training set of each cross-validation fold. Moreover, the time-frequency features are vectorized in the algorithm, while in figure they are kept in matrix form for a visualization purpose: the horizontal axis represents the time, and the vertical axis represents the frequency.



It is important to stress that the Unsupervised feature extraction-based decoder is trained and tested independently from the Supervised feature extraction-based one.

2.2.1. Preprocessing

This step is common to both the Unsupervised and Supervised feature extraction-based decoders. Only a subset of 35 electrodes, centered at the motor cortex, is used: all the electrodes positioned within the ranges F5-F6, FC5-FC6, C5-C6, CP5-CP6, P5-P6. The training and test sets are resampled at 128 Hz and bandpass filtered (FIR filter implemented in EEGLAB, Delorme and Makeig, 2004) in the range from 8 to 30 Hz, encompassing the mu and beta frequency bands, which have been shown to be most important for movement classification. Epochs are extracted with respect to the visual cues presented to the subjects. In particular, the epoch starts 0.5 s before the cue onset and ends 2.5 s after the offset, for a total of 5 s. The time window after the movement offset is needed to capture completely the ERS, also considering that, sometimes, this is slightly delayed due to the subject's reaction time. In the following subsections Ej ∈ ℝc × t represents the single-trial EEG signals of the training set, where c is the number of channels, t is the number of time samples and j = 1 … n where n is the number of training trials.

2.2.2 Spatial filter identification (ICA and CSP)

Previous studies have demonstrated that spatial filters are useful in single-trial analysis, in order to improve the signal-to-noise ratio (Blankertz et al., 2008b). For this purpose, Independent Component Analysis (ICA) is implemented in the Unsupervised feature extraction-based decoder, while Common Spatial Patterns (CSP) is used in the Supervised feature extraction-based one. Both ICA and CSP transform the observed EEG signals as:

[image: image]

where Ej represents the observed single-trial EEG signals, W the unmixing matrix, Sj the recovered single-trial sources and j = 1 … n, where n is the number of training trials.

2.2.2.1. Independent Component Analysis (ICA). ICA is an unsupervised method that finds a linear transformation (W) of non-gaussian data (E), so that the resulting components (S) are as statistically independent as possible (Hyvärinen and Oja, 2000). Hence, the EEG signal is separated into Independent Components (ICs) accounting for different neural activities, but also stereotyped non-brain artifact signals including eye movements, line noise and muscle activities (Makeig et al., 2004). In this study, the logistic infomax ICA algorithm, implemented in the EEGLAB function binica (Delorme and Makeig, 2004), is executed on the preprocessed training set. This yields an unmixing matrix W ∈ ℝs × c and source signals (independent components) Sj ∈ ℝs × t, where s is the number of sources, c the number of channels, t is the number of time samples and j = 1 … n, where n is the number of training trials.

2.2.2.2. Common Spatial Patterns (CSP). CSP computes the unmixing matrix W to yield features whose variances are optimal for discriminating two classes of EEG measurements (Ramoser et al., 1998; Blankertz et al., 2008a) by solving the eigenvalue decomposition problem
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where Σ1 and Σ2 represent the estimates of the covariance matrices of the EEG signal associated with two different tasks, the diagonal matrix D contains the eigenvalues of Σ1 and the column vectors of W−1 are the filters for the CSP projections. The best contrast is provided by those filters with the highest and lowest eigenvalues, therefore the common practice is to retain e eigenvectors from both ends of the eigenvalue spectrum (Blankertz et al., 2008a). CSP is applied in a One-vs-Rest (OvR) fashion, in order to cope with the multi-class nature of the problem, separately (Dornhege et al., 2004) for three different frequency bands 8–13 Hz (μ), 15–25 Hz (β), 8–30 Hz (μ and β), in the time segment starting 1 s after the cue (Blankertz et al., 2008b). Moreover, e = 2 eigenvectors from the top and from the bottom of the eigenvalue spectrum are retained. This procedure is performed only on the preprocessed training dataset, yielding the unmixing matrix W ∈ ℝs × c and source signals Sj ∈ ℝs × t, where s = 2 × e × 3 (frequency bands)× 3 (classes) is the number of sources (CSP projections), c is the number of channels, t is the number of time samples and j = 1 … n, where n is the number of training trials.

It is important to note that, with both ICA and CSP, the unmixing matrix W is computed only using the training set.

2.2.3. Time-frequency analysis: the wavelet transform

In both the Unsupervised and Supervised feature extraction-based decoders, the Morlet Wavelet transform (Daubechies, 1990) is employed to extract time-frequency features, representing the subject-specific ERD/ERS patterns, from the source signals S. For each trial, a wavelet coefficient matrix with 50 time samples and 20 frequency bins is computed for the i-th source signal. The resulting coefficients are squared to get the spectral power and the 10log10 transformation is computed to obtain a final time-frequency representation (ci). Therefore, the feature vector of the j-th trial (vj) is obtained by the concatenation of the time-frequency coefficients ci computed from the i-th source signal inside Sj:
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In the equations above, vj represents the j-th feature vector, j = 1 … n, where n is the number of training trials, ci is the time-frequency coefficients vector of the i-th source, i = 1 … s where s is the number of sources in Sj, t is the number of time samples and f is the number of frequency bins.

2.2.4. Spatial filter selection based on SLR

Not all the spatial filters that have been previously identified by ICA or CSP are related to the neural processes of the tapping task. In particular, ICA identifies a large number of independent components that account for artifacts and other neural sources, while CSP might return some spatial patterns that over-fit the training set. Therefore, in order to avoid over-fitting and to obtain results that are not influenced by artifacts, it is necessary to reduce the number of spatial filters to the ones that are strictly indispensable for the classification of the tapping task.

For this purpose, Sparse Logistic Regression (SLR) is used to select the most important spatial filters based on their time-frequency features. SLR is a Bayesian extension of logistic regression, which simultaneously performs feature selection and training of model parameters for classification. It utilizes automatic relevance determination (ARD) to determine the importance of each parameter while estimating its values. This process selects only a few parameters as important and prunes away others. The resulting model has a sparse representation with a small number of estimated parameters (Yamashita et al., 2008). In this work we apply the OvR version of the algorithm to cope with the multi-class problem. Moreover, prior to training, each feature of the training set is normalized using its mean across trials and scaled using the respective standard deviation. Furthermore, the mean and standard deviation of the training features are used to normalize also the feature vectors of the test set.

SLR can be used to assign scores to spatial filters based on the classification performance and selection recurrence of their time-frequency features. In the current study we were inspired by the method proposed by Yamashita et al. (2008), which selects features on the basis of their selection recurrence. Given the fact that our goal is not to select single features, but spatial filters which are, in turn, represented by a set of time-frequency features we had to modify the original algorithm. The revised method considers the recurrence of the group of time-frequency features belonging to each spatial filter. The basic idea is that spatial filters whose time-frequency features are repeatedly selected with good classification performance among a variety of training data sets could be important.

Specifically, the selection of spatial filters is implemented by estimating SLR weight parameters on 80% of the training set and evaluating the classification performance on the remaining 20% of the training set. This process is repeated five times so that each trial of the training set is used once to evaluate the performance. Therefore, we can define a score value for each i-th spatial filter (i = 1 … s where s is the number of sources in Sj) based on the number of selected features that belong to it. More precisely, let θj and pj denote the estimated parameter vector and classification performance (percent) resulting from the j-th repetition of SLR (j = 1 … R, where R is the number of SLR repetitions). Moreover, θj(k) = 0 if the k-th feature is not selected (k = 1 … |θ| where |θ| is the length of the feature vector). Then the score value (SC) for the i-th spatial filter (SF) is defined by:
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where I( · ) denotes an indicator function that takes the value of 1 if the condition inside the brackets is satisfied, 0 otherwise. R = 5 is the number of SLR repetitions, |θ| is the length of the feature vector and θj(k) is the estimate of the k-th parameter belonging to the i-th spatial filter (SF), with respect to the j-th repetition. Once SC has been computed for all the spatial filters, we retain only those whose SC is above a given threshold. Specifically for selecting independent components the threshold is μSC + σSC, while for CSP the threshold is simply μSC, where μ and σ represent respectively mean and standard deviation of the SC values. The reason for having two different thresholds is that ICA returns a large number of independent components, not related to the classification, that need to be removed, such as artifacts and other neural sources. On the other hand, being CSP a supervised method, it selects mainly spatial filters that are important for the classification, and we only remove the few ones that would cause over-fitting.

Supposing that the set D of selected filters contains d < s components (s total number of sources in Sj), the new feature vector vselj is obtained by concatenating the time-frequency features of the selected filters ci ∈ D:
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In the equations above, vselj represents the feature vector associated with the selected spatial filters of the j-th trial, ci ∈ D the time-frequency coefficient vector of the i-th source belonging to the set of selected filters D, j = 1 … n where n is the number of training trials, i = 1 … d where d is the cardinality of D, t is the number of time samples and f is the number of frequency bins. Therefore, the j-th feature vector vselj is composed by l = d × f × t elements. Moreover, the spatial filter unmixing matrix takes the following form Wsel ∈ ℝd × c, where c is the number of channels and d the number of selected spatial filters. To note that the SLR-based spatial filter selection is performed only on the training set.

2.2.5. Dimensionality reduction (PCA and LDA)

Even though the spatial filter selection method reduces the number of sources, the dimensionality of the concatenated time-frequency feature vector is in the order of thousands elements. Moreover, the time-frequency features are somewhat redundant, because the values of adjacent points in the spectrogram are highly correlated. Therefore, it is important to perform dimensionality reduction. For this purpose, Principal Component Analysis (PCA) is employed in the Unsupervised feature extraction-based decoder, while Linear Discriminant Analysis (LDA) in the Supervised feature extraction-based one.

PCA and LDA are, respectively, the most popular unsupervised and supervised dimensionality reduction methods in literature (Wang and Paliwal, 2003) and they both reduce the features dimension by projecting the original feature vector into a new feature space through a linear transformation matrix. Nonetheless, they optimize the transformation matrix with different intentions: PCA optimizes the transformation matrix by finding the largest variations in the original unlabeled feature space, while LDA pursues the largest ratio of between-class variation and within-class variation when projecting the original labeled features to a subspace (Wang and Paliwal, 2003). In this study PCA is implemented by Singular Value Decomposition (SVD), while LDA is executed by means of the algorithm proposed by Cai et al. (2008). To note that prior to performing PCA or LDA the mean of the training set is subtracted, and that in the case of PCA the mean of the training set is also subtracted from the test set.

The dimensionality reduction step yields a linear transformation matrix A ∈ ℝp × l that projects the original feature vector vselj ∈ ℝl to the reduced vector vredj ∈ ℝp, where l is the length of the original feature vector and p the number of projections (reduced features, p < l). When dimensionality reduction is performed by PCA, the number of retained principal components (p) is set so as to achieve 90% of variance (Jolliffe, 2002), bringing the length of the feature vector from the order of thousands to the order of hundreds elements. On the other hand, when using LDA, the number of projections p = 2 since the number of non-zero eigenvalues is bounded by g − 1, where g is the number of classes (Cai et al., 2008). Once again, it is important to note that, with both PCA and LDA, the projection matrix A is computed only using the training set.

2.2.6. Classification

Once the feature vectors of all the trials in the training dataset (vredj) are obtained, it is possible to compute the ones of the test dataset ([image: image]redk), by the following steps:


	to generate the source signal matrix of the k-th trial in the test set (Stestk), multiply the preprocessed k-th single-trial EEG of the test dataset (k = 1 … m, where m is the number of test trials) by the spatial filter unmixing matrix Wsel, obtained on the training set by spatial filter selection (section 2.2.4);

	to generate the test feature vectors [image: image]selk, compute the time-frequency matrix for each trial k and source in Stestk;

	to generate the reduced feature vector [image: image]redk, multiply [image: image]selk by the projection matrix A, obtained on the training set by dimensionality reduction (section 2.2.5).



The reduced feature vectors of the training set vredj and the one of the test set [image: image]redk are used, with the respective labels, to train and evaluate a SLR classifier (introduced in section 2.2.4). To note that the SLR classifier used to decode the finger tapping task is trained and tested on features and datasets that differ from to the ones used to select spatial filters in section 2.2.4.

2.3. PERFORMANCE ASSESSMENT

The main objective of this study is to verify that the decoding performance of the upper limb tasks is not affected by the lower limb periodic perturbation. To do so, we compare the performance of the finger tapping decoding under the two conditions NoPert and Pert. In other words, from a factorial point of view, the goal is to assess the main effect of leg perturbation on the decoding of finger tapping. Given the fact that the leg perturbation might influence each subject's performance in a different way, an intra-subject analysis is carried out.

Individually for each subject, the datasets of 9 out of 10 sessions are used as “training set,” to train the decoder described in section 2.2, and the dataset of the remaining session is used as “test set.” This procedure is repeated 10 times so as to use each session as test set once and only once, where a repetition is named “fold” and the whole operation is called 10-fold cross validation. Therefore, 5 out of 10 folds are characterized by a test set which belongs to the NoPert condition and the remaining 5 folds are characterized by a test set belonging to the Pert condition. In this way, the decoding performance of the test sets belonging to the NoPert condition is computed separately from the one of the Pert condition, in order to carry out a statistical comparison of the two.

Specifically, performance is evaluated by Cohen's Kappa (Cohen, 1960), also employed in the BCI Competitions (Tangermann et al., 2012):
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where Pr(a) is the proportion of observed agreements, and Pr(e) is the proportion of agreements expected by chance. The range of possible values of Kappa is between −1 and 1, though it usually falls between 0 and 1. Perfect agreement between the true target labels and the predicted ones is represented by k = 1. Agreement no better than that expected by chance is indicated by k = 0. A negative kappa would indicate agreement worse than that expected by chance (Sim and Wright, 2005). An advantage of using the Kappa coefficient is the possibility to perform a Z-test to compare two classifications and determine if the accuracy level between the two is significantly different (Congalton et al., 1983, see Appendix for details).

3. RESULTS

3.1. DECODING PERFORMANCE

Table 1 represent the results obtained, respectively, by the Unsupervised feature extraction-based decoder and by the Supervised feature extraction-based one. The table contain the Kappa values for each subject, relative to the conditions NoPert and Pert, and the associated intra-subject comparison (Z-score). We observe that all the Kappa scores are above chance level (K = 0). Importantly, the comparisons between NoPert and Pert has always a Z-score <1.96, therefore, for every subject, the two conditions are not significantly different from a classification performance point of view.

Table 1. Intra-subject comparison of Kappa associated with NoPert and Pert, and the relative Z-score.
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3.2. FEATURE VISUALIZATION

In order to interpret the results, the features used in the decoding process are visualized separately for each subject. Specifically, we focus on the features of the Unsupervised feature extraction-based decoder, since ICA yields unmixing matrices (W) that are similar along cross-validation folds. This means that ICA components can be clustered along folds, and for each cluster, topographies and time-frequency patterns can be averaged. Nonetheless, CSP patterns differ along cross-validation folds, given the supervised nature of CSP and the fact that the training set varies from fold to fold. Therefore, it is not possible to cluster and average the CSP features. For these reasons we decided to focus on the feature visualization of the Unsupervised feature extraction-method. Nonetheless, we report that, for each fold and subject, CSP filters and the associated ERD/ERS activations are compatible with the ones related to the Unsupervised feature extraction method.

3.2.1. Topographic maps

The spatial filters extracted after ICA and SLR spatial filter selection (Wsel) are visualized in this section. In order to obtain a compact representation, they are clustered across folds, separately for each subject. Specifically, the rows of Wsel are clustered by means of hierarchical clustering, in such a way that only rows with a small Euclidean distance are grouped together. Moreover, for each cluster C we compute the selection ratio, representing how frequently a member of the cluster is selected along cross-validation folds: r = |C|/k, where |C| represents the cardinality of C and k is the total number of cross-validation folds. In Figure 5 the topographic maps of the average of each cluster and the respective selection ratio r are displayed separately for every subject. The figure shows that spatial filters with a selection ratio r ≥ 50% represent, for every subject, either the activation of the left or right hemisphere. Moreover, it is important to note that the selected spatial filters cover areas of the EEG electrode space that are different from subject to subject.


[image: image]

FIGURE 5. Topographies of the automatically selected ICA components. Each row represents one subject, and each topographic map represents a cluster of ICA components obtained by hierarchical clustering along cross-validation folds. On top of each map there is the selection ratio r representing how frequently a member of the cluster is selected along folds. Spatial filters with a selection ratio r ≥ 50% represent, for every subject, either the activation of the left or right hemisphere. Moreover, it is important to note that the selected spatial filters cover areas of the EEG electrode space that are different from subject to subject.



3.2.2. Time-frequency features

In order to visualize the time-frequency features of the Unsupervised feature extraction-based decoder, the event-related spectral perturbation (ERSP, Grandchamp and Delorme, 2011) is employed:

[image: image]

where ERS is the event related spectrum and is obtained by averaging across trials the time-frequency power estimate computed by wavelet (F), μB(f) is the mean spectral estimate at baseline, n is the total number of trials, Fk(f, t) is the spectral estimate at frequency f and time point t for trial k.

The ERSP is computed separately for the test datasets of NoPert and Pert, for each subject and class (Idle, Left trapping, Right tapping). Thus, Figure 6 is organized so that it is possible to compare the spectral perturbation associated with the two conditions (NoPert, Pert), while appreciating the features that characterize each class, individually for each subject. To note that only the ERSP of the spatial filters with a selection ratio r = 100%, discussed in the previous section, are visualized. The ERSP visualization does not highlight differences in the ERD/ERS pattern between NoPert and Pert conditions. Moreover, we observe that the spectral perturbations are actually informative for the classification. In particular, the ERSP of the Idle class does not contain ERD/ERS, while the remaining two classes are characterized by strong spectral perturbations. Furthermore, we note subject-specific differences in the ERSP of the Left and Right classes as well. Subject 1 (S1) is characterized by a stronger beta ERS of the right hemisphere when left tapping is performed and by beta ERS of the left hemisphere in case of right tapping (contralateral activation); S2 displays a similar class-specific contralateral mu and beta ERS; for S3 we observe a stronger mu ERD of the left hemisphere when left tapping is executed (ipsilateral activation), compared to the mu ERD of the right hemisphere associated with the right tapping; for S4 we observe a stronger contralateral mu ERD and, lastly, for S5 we note a stronger contralateral beta ERS.
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FIGURE 6. ERSP visualization. In each ERSP image, the abscissa represents the time (−0.3 to +4.3 s), while the ordinate represents the frequency (from 8 to 30 Hz), the red color portrays power increase with respect to the baseline (dB), while the blue color power decrease (dB). For each subject, only the ERSP of the spatial filters with a selection ratio r = 100% are visualized. The figure is organized so that it is possible to compare the ERSP of NoPert (NoP) and Pert (P), while appreciating the features that characterize each class. To note that the ERD/ERS patterns are subjects-specific and informative for the classification. Moreover this representation do not highlight differences between the two conditions NoPert and Pert, confirming the quantitative results of the Z-test.



4. DISCUSSION

The aim of this study is to investigate the main effect of the leg afferent input, induced by a lower limb assistive robot, on the decoding performance of the sensorimotor hand area ERD/ERS. To do so, we devised an experiment to compare the finger tapping decoding performance under the conditions of leg perturbation (Pert) and no perturbation (NoPert). From the experimental results we find that the classification performance is always above chance (K > 0) and we do not observe intra-subject significant difference (Z-score <1.96, p-value >0.05) between the conditions NoPert and Pert.

To note that, in each cross-validation fold, a decoder is trained on both conditions. This is motivated by the fact that it is important to evaluate the performance on a common model. Training and testing a decoder separately for NoPert and Pert wouldn't allow for a sound comparison, since the underlying models would be different. Moreover, the datasets representing the two conditions might differ due to non-stationarities that are not related to the leg perturbations (e.g., electrode impedance variation, Wojcikiewicz et al., 2011). Training across both conditions should minimize the effect of those non-stationarities, while testing separately between NoPert and Pert should highlight the actual differences caused by leg perturbations.

In order to corroborate the interpretation of the quantitative analysis carried out so far, we visualize only the features of the Unsupervised feature extraction-based decoder in Figures 5, 6. This is motivated by the fact that spatial filters obtained by ICA are more stable along cross-validation folds. Therefore, they can be clustered and the ERSP of each cluster can be computed in a meaningful way. From this analysis we confirm that the spatial patterns with high selection ratio (r ≥ 50%) are compatible with the spatial mapping of the sensorimotor hand area ERD/ERS suggested by (Pfurtscheller and Lopes da Silva, 1999). Moreover, the fact that spatial topographies are different from subject to subject is in line with the thesis of Blankertz et al. (2008b), asserting that subject-specific spatial filters are important to enhance the decoding performance. Not only spatial patterns, but also the ERD/ERS patterns are highly subject-specific (Pfurtscheller and Neuper, 2006): compatibly with Pfurtscheller and Lopes da Silva (1999), for some subjects the discriminability between the three classes is to be inputed to strong post movement mu and/or beta ERS (S1, S2, and S5), while for other subjects we observe a predominance of mu ERD (S3 and S4). Importantly, the ERSP visualization does not highlight differences in the ERD/ERS pattern between NoPert and Pert conditions, which confirms the quantitative results of the Z-test.

One possible explanation to the fact that the ERD/ERS patterns associated with upper limb movements are not significantly changed by lower limb afferent input is that periodic lower limb passive movements do not produce EEG perturbation that are as significant as the ones of active movements. This is in line with other studies (Wagner et al., 2012; Jain et al., 2013) reporting a significant mu and beta desynchronization, at the primary motor cortex, associated with active periodic movements as opposed to passive periodic movements of the lower limbs. Nonetheless, in Müller-Putz et al. (2007) it is observed that for non-periodic passive and active movements, the beta ERD/ERS have similar levels of significance at the central sensorimotor and surrounding areas (electrodes Cz, C2, and Fcz). Therefore, it is possible that in the current study, being the leg perturbations periodic, they did not elicit ERD/ERS significant enough to interfere with the EEG perturbations associated with the upper limb task.

This paper focuses on one of the many aspects regarding the implementation of a brain-controlled assistive robot. Especially, it is important to highlight that, even though EEG topographies and ERD/ERS patterns are shared between actual movements and motor imagery (Pfurtscheller and Lopes da Silva, 1999; McFarland et al., 2000), the latter is characterized by a significantly smaller ERD/ERS magnitude (McFarland et al., 2000; Solis-Escalante et al., 2010). This raises the question, whether the EEG decoding of a motor imagery task might be affected by the leg afferent input. This issue will be investigated in future studies. Nonetheless, we need to stress the necessity of the current study, which establishes a “ground truth” understanding of the possible interference between the ERD/ERS of the sensorimotor area and the lower limb afferent input. In this context, the term “ground truth” is related to the fact that actual movements are observable by the experiment operator, or mechanically measurable, therefore we are certain that a motor command is elicited for every cue presented to the subject. On the other hand, motor imagery cannot be visually observed by the experiment operator, therefore, in case of misclassification it is impossible to say whether the subject failed to elicit motor imagery ERD/ERS or the leg perturbation actually inhibited it.

Moreover, it is important to note that finger movements are characterized by a significantly smaller EEG power perturbation as compared to hand movements (Pfurtscheller et al., 1998). This means that the finger tapping task is a good compromise in order to keep the spectral perturbation magnitude as close as possible to the one of motor imagery, while preserving the necessary property of mechanical measurability, or observability by the experiment operator.

Another issue, that must be addressed in future studies, regards the influence of a multi-DoF assistive robot on the ERD/ERS decoding. Especially, it remains an open question how the afferent input, induced by the passive movement of the whole lower limbs, affects the EEG decoding. An fMRI study by Newton et al. (2008) found a substantial overlap of the motor representations of ankle dorsiflexion, ankle plantarflexion and knee extension. This supports the notion that the afferent input induced by a multi-DoF robot should not differ significantly from the one induced by OneDOF robot. Nonetheless, further investigations are required to clarify this point.

Additionally, it is of interest whether reflex responses of the major leg muscles could influence the EEG patterns. For this purpose, in future experiments the electromyographic (EMG) signal will be recorded from the lower limbs. In this way, it would be possible to detect the onsets of possible reflex muscle activations at the leg, and further analyze the EEG signal based on this information.

Moreover, another concern regarding the application of our approach to a multi-DoF assistive robot is represented by the mechanical artifacts affecting the EEG signal. However, other researchers have shown that artifacts during walking (Gwin et al., 2010) and robotic-assisted treadmill walking (Wagner et al., 2012) can be significantly reduced by means of ICA, encouraging further studies with the multi-DoF assistive robot.

In conclusion, this study does not find a main effect of the leg afferent input, induced by a lower limb assistive robot, on the decoding performance of the sensorimotor area ERD/ERS. This establishes a solid ground for future experiments and studies aimed at controlling a multi-DoF assistive robot by motor imagery. A possible future application of such a Brain Robot Interface (BRI) system would be to modulate, by left or right motor imagery, the walking speed of an exoskeleton robot once it started moving.
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A. APPENDIX

A.1. Z-TEST

Being kN and kP the Kappa scores, respectively, of the NoPert and Pert conditions, the Z-score of their difference can be computed as:
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where var(k), the variance of k, can be computed according to the original formula in Congalton et al. (1983). Thus, two Kappa values are considered significantly different, with a significance level of p-value <0.05 if their Z-score is bigger than 1.96.
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Biological motion observation has been recognized to produce dynamic change in sensorimotor activation according to the observed kinematics. Physical plausibility of the spatial-kinematic relationship of human movement may play a major role in the top-down processing of human motion recognition. Here, we investigated the time course of scalp activation during observation of human gait in order to extract and use it on future integrated brain-computer interface using virtual reality (VR). We analyzed event related potentials (ERP), the event related spectral perturbation (ERSP) and the inter-trial coherence (ITC) from high-density EEG recording during video display onset (−200–600 ms) and the steady state visual evoked potentials (SSVEP) inside the video of human walking 3D-animation in three conditions: Normal; Upside-down (inverted images); and Uncoordinated (pseudo-randomly mixed images). We found that early visual evoked response P120 was decreased in Upside-down condition. The N170 and P300b amplitudes were decreased in Uncoordinated condition. In Upside-down and Uncoordinated conditions, we found decreased alpha power and theta phase-locking. As regards gamma oscillation, power was increased during the Upside-down animation and decreased during the Uncoordinated animation. An SSVEP-like response oscillating at about 10 Hz was also described showing that the oscillating pattern is enhanced 300 ms after the heel strike event only in the Normal but not in the Upside-down condition. Our results are consistent with most of previous point-light display studies, further supporting possible use of virtual reality for neurofeedback applications.
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INTRODUCTION

Neuronal processing of the visual system allows us to perceive objects, movements, colors, contrasts, and to represent the space around us with a very high resolution. In addition to the classical dichotomy between the ventral stream (the “What” pathway) supporting object vision and a dorsal stream (the “Where” pathway), a more recent conception based on clinical evidence (Kravitz et al., 2011) divides the dorsal stream into three sub-pathways projecting on to the premotor (supporting visually-guided actions), the prefrontal and the medial temporal lobes (supporting spatial working memory) both directly and through the posterior cingulate and retrosplenial areas (supporting navigation). This emphasizes the contribution of numerous functionally specialized, hierarchically organized visual areas giving rise to a conscious perception of the different attributes of the visual scene (Zeki et al., 1991; Singer, 1999). The discovery of the phase-locking mechanism at the level of the cortical neurons producing gamma oscillation (Gray et al., 1989) constitutes a strong scientific foundation for the binding by synchrony hypothesis (Singer, 1999) and has also paved the way for non-invasive investigation of the implicated mechanisms by electroencephalography (EEG) and event-related potentials (ERP) (Makeig et al., 2002; Cheron et al., 2007, 2014; Cebolla et al., 2009, 2014). New approaches of signal analysis (Delorme and Makeig, 2004) have permitted to better understand the genesis of the sensory evoked responses including visual motion in VR environment (Gramann et al., 2009; Cheron et al., 2014) and the origin of the movement gating of sensory evoked responses (Cebolla et al., 2009).

The discovery of mirror neurons responding similarly when the monkey performs an action and when it observes the experimenter performing the same action (Rizzolatti et al., 1996) has led to human studies of visual processes involved in recognition (Blake and Shiffrar, 2007; Avanzini et al., 2013; Di Dio et al., 2013), prediction of others' movements (Csibra, 2007; Kilner et al., 2007), and their implication in social cognition (Jacob and Jeannerod, 2005; Schütz-Bosbach and Prinz, 2007; Heyes, 2010; Press et al., 2011). Behavioral, neuroimaging and neurophysiological data have demonstrated a high sensitivity to reference frame (Pavlova and Sokolov, 2000; Pavlova et al., 2004; McGlothlin et al., 2012), human body form (Downing et al., 2001), kinematics of human movement (Avanzini et al., 2012; McAleer et al., 2014), gender and personal traits (Pollick et al., 2005; Troje et al., 2005; McGlothlin et al., 2012). Several studies demonstrated that shape and motion information are treated separately by ventral and dorsal visual streams, and converge to the posterior portion of superior temporal sulcus (Vaina et al., 2001; Giese and Poggio, 2003; Blake and Shiffrar, 2007). Moreover, the motor theory of perception, based on the fact that movement perception is influenced by the implicit knowledge about the working principles of the motor control system (Viviani and Stucchi, 1992; Rizzolatti and Craighero, 2004), give a critical place to ventral premotor cortex in biological motion perception processes (Saygin et al., 2004).

By extending Darwin's evolutionary perspective about face emotion (Darwin, 1872) to human locomotion, we may advance that the recognition of the human primate by its bipedal locomotion already present in early hominid before stone tools and large brains (Leakey and Walker, 1997) is probably one of the most vital activities of human in a selection retrospective view. Moreover, such human gestures may represent a constitutive element of the emotional body language (De Gelder, 2006, for a review). This whole body movement of homo sapiens is characterized by distinctive patterns of smooth, regular, alternated lower and upper limbs movements performed around a relatively fixed and erected posture of the head and trunk segment (Pozzo et al., 1990). Another remarkable element is the heel-strike considered as an acquired character of African and Asian apes linked closely to knuckle walking quadrupedalism (Thorpe et al., 2007; Crompton et al., 2010). These highly recognizable elements would implicate that human mirror neuron systems should be active when watching somebody else walk (Cheng et al., 2005).

Thanks to dynamics analysis of high-density EEG associating event-related potential (ERP), event-related spectral perturbation (ERSP) and inter-trial coherency (ITC), it has become possible to identify electrophysiological mechanisms related to recognition processes (Engel et al., 1997; Singer, 2009). In this context, coherent stimulus representation, including biological motion (Pavlova et al., 2004), are thought to result from binding of widely distributed cell ensembles by synchronizing their high-frequency oscillation activity (Tallon-Baudry and Bertrand, 1999; Singer, 2009). In parallel, other oscillatory processes may be activated following a motor template as suggested for mu rhythm (Ulloa and Pineda, 2007; Arnstein et al., 2011; Braadbaart et al., 2013; Urgen et al., 2013; Frenkel-Toledo et al., 2014). Point-light display of human locomotion has been used to characterized the cortical activity involved in recognition of locomotion either through MEG (Pavlova et al., 2004, 2006) or ERP studies (Hirai et al., 2003, 2005, 2013; Jokisch et al., 2005; Hirai and Hiraki, 2006; Krakowski et al., 2011; Buzzell et al., 2013).

Here, we studied the ERP and dynamics of theta, alpha, beta and gamma oscillations induced by the observation of an animated avatar in a virtual reality (VR). We hypothesized that physical plausibility of the spatial-kinematic of human locomotion plays a major role in different modes of neural processing (bottom-up and top-down) implicated in locomotion recognition: we expect that these processes will be reflected in different contributions of rhythmic power and phase-locked perturbation in different frequency bands and cortical areas. To address this question, we used an animation representing a human mannequin during walking action performed in normal, Uncoordinated kinematics and in Upside-down views. This will offer the possibility to extract the dynamic signature of human walking observation with respect to the neural activity evoked by the same image content but in an unusual frame of reference (Upside-down view) or without respect to normal kinematics (Uncoordinated walk) from the EEG signals.

MATERIALS AND METHODS

ARTICIPANTS

Sixteen healthy volunteers took part in this study (ten males, mean age 25.9 years, range 18–35 years). All subjects were right-handed, had Normal or corrected-to-Normal vision, were naive with respect to the purpose of the experiment, and gave informed consent. The experiment was performed with the approval of the ethics committee of Université Libre de Bruxelles and realized in accordance with the ethical standards of the 1964 Declaration of Helsinki.

STIMULI

Visual stimuli consisted of an animation in the center of the screen representing human walking mannequin (from Cal3D Library) that was presented in three different ways: Normal walking (N), Upside-down (U), and Uncoordinated (J) (Figure 1). Each animation was organized in 22 blocks of 10 s duration interspersed by 7–12 s of random periods of gray screen. This allowed us to obtain a repetitive control of the baseline state throughout the whole recording session and facilitated the recording of the averaged responses (see below). For the Normal walking condition, each block was initiated by an image representing the heel strike event of the right leg and was ended by the last image preceding the next heels strike of the right leg picture (Figure 1A). The animation had a 10 Hz frequency. In the Upside-down condition the same successive pictures were merely inverted, keeping the same kinematics sequences. In the Uncoordinated condition the first image remained the same as the Normal condition while all the others were randomly mixed giving rise to an incoherent Uncoordinated movement. The random sequence was conserved for each trial and each subject (Figure 1B).
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FIGURE 1. Condition's stimuli. (A) Time representation of the stimuli in each three conditions. Normal condition shows ten successive gait cycles of 1 s each. Trials were separated by 7–12 s of gray screen and repeated 22 times. Upside-down condition show the same images sequence, rotated to 180° in the image plane. Uncoordinated condition show the same first image as the Normal condition while all the others images were mixed. (B) Kinematics representation of the gait in the three conditions. While Normal and Upside-down conditions have the same coherent kinematic sequence, Uncoordinated condition show an incoherent kinematic sequence.



We have calculated the luminosity of each image in the three colors (RGB) by using “imread” MATLab function. This function stores in a matrix the composition in red, green and blue of each pixel of an image. For each frame of the animation, we subtracted this matrix to that of the previous frame. We have then computed the mean of the resulting matrix and called this composition “dynamic contrast.” This represents overall change between two successive frames of the composition in luminosity of the same located pixels.

EXPERIMENTAL SETUP

The recording was realized in a single session. EEG was recorded in 128 channels (ANT system, The Netherlands) at a sampling frequency of 2048 Hz and with a resolution of 22 bits (71.5 nV per bit). An active-shield cap using 128 Ag/AgCl sintered ring electrodes and shielded co-axial cables (5–10 electrode system placements) was comfortably adjusted to subject head. All electrodes were referred to left earlobe. Impedance was lowered below 10 kΩ for each electrode and checked before each recording. Displays were presented on a 17” Dell computer screen. Participants looked straight ahead at the computer screen through a form-fitting facemask and a circular barrel (cylinder). The screen was centered on the line of gaze at a distance of ~30 cm from the eyes. Viewing through the barrel removed any external visual references. In addition, subjects had earplugs to isolate from external hearing disturbance. For eight subjects, we presented in three successive sessions the Normal walking condition, then Upside-down walking and then Uncoordinated one (No-Random group). For eight other subjects, conditions were presented randomly in three successive sessions (Random group). We made a pause between each session in order to limit the effect of fatigue. As the aim of this study was to evaluate the effect of purposeless perception on the brain rhythms, no particular attentional task was required. However, the state of awareness was continuously checked by online EEG (absence of slow rhythm linked to drowsiness) and EOG, for which we placed electrodes above, below, right and left of the right eye. In particular, we checked that the blink number and configuration remained unchanged throughout the experimental session. We used an in-house script that counts the number of blinks by incrementing an index for each potential higher than 250 μV, and calculates the interval between blinks to provide a view of their configuration over time. We then calculated the number of saccades by EOG derived function. The results show there is no difference between conditions for blink (means by subject for Normal: 81 ± 33.3; Upside-down: 99.8 ± 27.2; Uncoordinated: 120.4 ± 34.6) and saccades (means by subject for Normal: 316 ± 137.8; Upside-down: 455.4 ± 98.3; Uncoordinated: 385.2 ± 136.6).

DATA TREATMENT

Off-line data treatment and analysis was performed by means of EEGLAB software (Delorme and Makeig, 2004; Brunner et al., 2013) and in-house MATLAB-based tools (Cheron et al., 2014). DC offset was removed, then band pass filter 0.1–80 Hz and notch filter around 50 Hz (47.5–52.5 Hz) were applied to attenuate electrical artifacts. Portions of data and defective electrodes (max. 6%) were removed by careful visual inspection. Ocular (blink and saccade) and any other remaining artifacts (muscular, cardiac) were isolated by ICA algorithm decomposition. We used the scalp topography, temporal activity localization and spectra magnitude criterion to identify ICA related to artifact. In case of doubt the rejection occurred only if all experimenters involved in data treatment reached agreement. After ICA rejection, defective electrodes were spherically interpolated.

Two analyses were performed: animation onset analysis and SSVEP analysis. In the animation onset analysis, data were organized in epochs corresponding to intervals [−1000; 3000] ms, centered on animation onset. We rejected epochs according to ±100 μV threshold criterion, and we made a visual review to confirm epoch rejection. In total, we obtained 17 ± 5 epochs per subject (n = 16) and per condition (n = 3). A study design was used to average data from subjects for each condition. A time window of 1000 ms before stimulus onset was used as baseline.

In SSVEP analysis, data were organized in epochs corresponding to intervals [−200; 600] ms, centered on each heel strike except for the first and the last one. As in preceding analysis, we applied ±100 μV threshold criterion confirmed by a visual review. In total, we obtained 159 ± 16) epochs per subject (n = 16) and per condition (n = 3). We performed a grand average study including 2065 ± 26 trials for each condition. The interval [−200; 0] ms was used as baseline, and the first and last heel strikes were excluded from the analysis In this case, the SSVEP analysis was independent of the neutral black screen periods allowing to join mixed Random and Non-Random groups.

A subset of 32 electrodes was explored for each measure analysis: O2, Oz, O1, POz, P8, P4, Pz, P3, P7, CP6, CP2, CP1, CP5, T8, C4, Cz, C3, T7, FC6, FC2, FC1, FC5, F8, F4, Fz, F3, F7, Fp2, Fpz, Fp1. We first checked ERP and ERSP of [−1000; 3000] ms epoch, and then we focused on events related to animation onset, and SSVEP centered on heel strike between −200 and 600 ms. ERP, ERSP, and ITC analysis was performed. Difference between Random and No-Random groups and between Normal and both Upside-down and Uncoordinated condition were performed by EEGLab non-parametric permutation test (n = 2000) at each trial latency of the average ERPs and every time-frequency point for ERSP and ITC.

RESULTS

EVENT-RELATED POTENTIAL

The first noticeable ERP component referenced to the earlobe elicited after the onset of the VR-animation was the P120 component recorded in occipito-parietal electrodes. Analysis revealed a peak reduction in Upside-down condition with respect to Normal condition over occipito-parietal regions. The next component was the N170 mainly recorded over the occipito-parietal regions (Figure 2). We observed a significant decrease in Uncoordinated condition over occipital and parieto-lateral regions. This was followed by a large P300 component ending at about 500 ms in occipital regions and 400 ms in frontal regions. In order to simplify the description of condition effect, we subdivided P300 in the two classical P300a and P300b components (Figure 2). The P300a component was significantly smaller in the Upside-down condition over parietal regions with respect to the Normal situation, whereas the P300b component remained the same. On the contrary in the Uncoordinated condition, the P300a component was not modified whereas the P300b showed a significant decrease in occipital and parietal regions (Table 1). Comparison between Random and No-Random group revealed no significant difference between their respective conditions except in the P300 amplitude in parietal region which was greater for the No-Random group for the 3 conditions.
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FIGURE 2. ERP evoked by animation onset in each condition. ERP recorded in O1, O2, P3, and P4 electrodes. In middle part, the ERP evoked by the normal animation onset show three successive potentials: P120, N170, and P300a,b. In upper part, the blue and red lines show respectively the ERP response in the Normal and Upside-down condition. In lower part, the blue and red lines show respectively the ERP response in the Normal and Uncoordinated conditions. Significant differences are mark by asterisks (p < 0.05).



Table 1. Summary of statistical analysis about the 32 selected electrodes for both conditions Upside-down (U) and Uncoordinated (J) vs. Normal (N).
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EVENT-RELATED SPECTRAL PERTURBATION AND INTER-TRIAL COHERENCE

Whatever the observed condition (Figures 3–5), the video onset triggered throughout the scalp a theta ERS in the [0; 500] ms interval followed by an alpha ERD initiated at about 200 ms and maintained during all the duration of the video. This alpha ERD was accompanied by a beta ERD which was more pronounced in the Uncoordinated condition (Figure 5). The Normal presentation induced a gamma ERD at about 700 ms and maintained for all the duration of the video in the left sensori-motor region (Figure 3, CP5 electrode). This gamma ERD was not present in the two others conditions (Figures 4, 5).
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FIGURE 3. Scalp ERSP on [−1000; 3000] ms in Normal condition. Rhythmic activity can be splits in two parts: [0; 500] ms which contains responses evoked by animation onset; and [500; 3000] ms of maintaining task. Note that bilateral alpha-beta ERD was continue from 200 to 3000 ms, and gamma ERD at about 700 ms, maintained for the 3000 ms in the left sensori-motor region. Red lines delimit epochs analyzed: [−200; 600] ms.
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FIGURE 4. Scalp ERSP on [−1000; 3000] ms in Upside-down condition. Rhythmic activity can be splits in two parts: [0; 500] ms which contains responses evoked by animation onset; and [500; 3000] ms of maintaining task. Note that bilateral alpha-beta ERD was continue from 200 to 3000 ms. Red lines delimit epochs analyzed: [−200; 600] ms.
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FIGURE 5. Scalp ERSP on [−1000; 3000] ms in Uncoordinated condition. Rhythmic activity can be splits in two parts: [0; 500] ms which contains responses evoked by animation onset; and [500; 3000] ms of maintaining task. Note bilateral that alpha-beta ERD was continue from 200 to 3000 ms. Red lines delimit epochs analyzed: [−200; 600] ms.



In the [−200;600] ms time-window, the Normal condition was characterized by the following observations (Figures 6–9): (1) at the latency of the P120, ERSP plots showed an earlier alpha ERS reaching maximal value in the parietal region and extending to the beta band in the parieto-central region. (2) This was sustained by theta activation and phase-locking presenting its maximal value at about 200 ms. (3) ERD in the upper alpha band at about 200 ms in the occipito-parietal regions. (4) ERS clusters in the gamma range (30–70 Hz) in the parieto-occipital and centro-frontal regions.
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FIGURE 6. ERSP and ITC from O1 electrode. The upper panel shows the ERSP and ITC in each three conditions. The lower panel shows difference Upside-down-Normal (left), and Uncoordinated-Normal (right) for ERSP and ITC. Areas of statistical significances (p < 0.001) are marked by white squares.




[image: image]

FIGURE 7. ERSP and ITC from O2 electrode. The upper panel shows the ERSP and ITC in each three conditions. The lower panel shows difference Upside-down-Normal (left), and Uncoordinated-Normal (right) for ERSP and ITC. Areas of statistical significances (p < 0.001) are marked by white squares.
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FIGURE 8. ERSP and ITC from P3 electrode. The upper panel shows the ERSP and ITC in each three conditions. The lower panel shows difference Upside-down-Normal (left), and Uncoordinated-Normal (right) for ERSP and ITC. Areas of statistical significances (p < 0.001) are marked by white squares.
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FIGURE 9. ERSP and ITC from P4 electrode. The upper panel shows the ERSP and ITC in each three conditions. The lower panel shows difference Upside-down-Normal (left), and Uncoordinated-Normal (right) for ERSP and ITC. Areas of statistical significances (p < 0.001) are marked by white squares.



With respect to the Normal condition, in the Upside-down condition, three significant changes were noted (Figures 6–9): (1) a decrease in alpha-beta power between 100 and 500 ms over occipital to frontal regions, resulting in a lack of ERS in alpha bands at the latency of the P120, and an increased alpha-beta ERD at about 200–500 ms; (2) a decrease of the theta phase-locking in the parieto-central regions; (3) an increase in (gamma) 40 and 60 Hz ERS over occipito-central regions, respectively at about 150 and 350 ms latency (Table 1).

With respect to the Normal condition, in the Uncoordinated condition the following was observed (Figures 6–9): (1) a decrease of alpha-beta band at the latency of the P120, followed by an earlier and greater alpha-beta ERD over the occipito-parietal region; (2) a reduction of theta phase-locking. However, in contrast to the Upside-down and Normal condition, (3) the Uncoordinated animation produced a gamma 40–60 Hz ERD at about 200–500 ms over occipito-central regions (Table 1). The analysis of the dynamic contrast of the image showed that the Uncoordinated condition presented an increased contrast between the third and the fourth image (400 ms after the onset) with respect to the two other conditions.

STEADY STATE VISUAL EVOKED POTENTIALS

When the heel strike of the right leg was used as trigger, the average trace corresponded to an oscillatory pattern peaking at about 9 Hz. (8.86 Hz). This was observed for all subjects and conditions and may be considered as a SSVEP induced by the frequency of the video. Figure 10 illustrates the SSVEP traces resulting from a grand average of all the 16 subjects which conserve the 9 Hz oscillating pattern presented in each single subject. However, the amplitude of the grand average oscillation was not constant throughout the time period. The first negative peak occurred close to 100 ms after the heel strike in any of the 3 different conditions (Figure 10A). For Normal and Upside-Down condition the SSVEP amplitude increased after the heel strike and culminated at a latency of 300 ms (negative peak) only in the Normal condition. Thereafter, the oscillating pattern decreased in Normal and Upside-down condition but was maintained in the Uncoordinated condition.


[image: image]

FIGURE 10. SSVEP analysis from POz electrode. (A) Grand average trace corresponding to 16 subjects and about 2065 ± 26 trials for each condition. The heel strike of the right leg was used as trigger. Note the oscillating pattern at about 9 Hz and the superimposition of the Normal condition (blue trace) over the Upside-down (red trace, left part) and the Uncoordinated condition (red trace, right part). Areas of statistical significance (p < 0.001) are indicated by an asterisk. (B) The upper panel shows ERSP and ITC analysis of the same SSVEP data for the three respective conditions presented in (A). The lower panel shows, ERSP and ITC differences Upside-down-Normal (left), and Uncoordinated-Normal (right). Areas of statistical significance (p < 0.001) are marked by white squares.



The Upside-down condition showed a significant decrease of the third negative SSVEP component at 300 ms with respect to the Normal condition over parieto-occipital regions (Figure 10A, left part; Table 1). The reduction of the ascending phase slope of this negativity in the Upside-Down condition was accompanied over parieto-occipital regions by a power increase in beta-gamma band at about 250 ms and later by a power increase in gamma band (60 Hz) at about 400 ms (Figure 10B, left part). These effects were preceded by a decrease of theta-alpha bands ITC at about 120 ms with respect to the Normal condition (Figure 10B, left part).

The Uncoordinated condition showed a significant increase of the SSVEP negativity at about 400 ms with respect to the Normal condition (Figure 10A, right part; Table 1). This was preceded by an ERD in the theta–alpha band (Figure 10B) over parieto-occipital regions. While the higher amplitude of the first negative peak recorded in this condition remained under the significance level (Figure 10A, right part) it was accompanied by a significant increase of theta-alpha bands power at about 100 ms with respect to the Normal condition. These effects were followed by successive decrease and then increase of theta-alpha ITC respectively at about 350 and 450 ms (Figure 10B, right part).

DISCUSSION

To our knowledge, this work represents the first study on the dynamic neural response elicited by VR-animation of human walking. The presentation of the VR-animation elicits ERP components classically described in response to a visual stimulation (Jeffreys, 1996). We demonstrate significant changes in the amplitude of the P120 and P300a when the avatar was upside-down, and the N170 and P300b when the walking sequence was perturbed (Uncoordinated) with respect to the Normal condition.

The presence of the early alpha ERS characterize the Normal condition. The alpha-beta ERD was reinforced and the theta phase-locking was disturbed in Upside-down and Uncoordinated condition. As regards gamma oscillation, a contrasting situation was seen as its power was increased in association with the Upside-down animation and decreased with the Uncoordinated animation.

An SSVEP-like response oscillating at about 9 Hz was also described when the heel strike event was used as trigger, showing that the oscillating pattern is enhanced 300 ms after the heel strike event only in the Normal but not in the Upside-Down condition.

ERP

The present ERP components evoked by avatar observation are in accordance with those recorded in previous studies using point-light paradigm (Johansson, 1973). The timing of P120, N170, and P300 are commonly regarded as corresponding to the main three components P1 around 130 ms, N1 at 200 ms and N2 (P3 depending of the type and the placement of reference electrode) at 300–400 ms described in point-light walking studies (Hirai et al., 2003, 2005, 2009, 2013; Jokisch et al., 2005; Krakowski et al., 2011; Buzzell et al., 2013).

Although point-light and VR displays concern the same biological motion, VR display induced a stronger visual representation, including form and color than point-light walking. VR display conserved body structure in the Normal, Upside-down, and Uncoordinated conditions. This was not the case in point-light studies, where inverted condition associate form recognition to motion, and scramble condition deconstruct body form. In this context, the present VR-paradigm offers the possibility to dissociate recognition of body form occurring at the first video frame, and motion coherence (smoothness, coordination, speed, etc.) produced by the successive frames. This allows to focus specifically on the effect induced by changing the frame of reference in Upside-down and the global coherency of the walking motion in Uncoordinated.

The similarity of P120 evoked by the Normal and the Uncoordinated conditions is consistent with the fact that the first image is the same in these conditions. In contrast, point-light studies showed a delay and a decrease in P1 response elicited by scramble condition with respect to upright condition (Hirai et al., 2009, 2013; Krakowski et al., 2011). These results support common interpretation that first component reflects a global representation coding of form (Baccus et al., 2009; Buzzell et al., 2013; White et al., 2014). However, the finding of decrease P120 in the Upside-down condition with respect to the Normal condition was not reported by previous point-light studies. The origin of this early alteration can be explained by both bottom-up and/or top-down process. Distinctions between these influences are not easy. The Normal presentation of the avatar may unconsciously induce an easy visual representation than the Upside-down mannequin which implies a mental transformation of the reference frame. In parallel, the repeated presentation of normal or inverted locomotion can predictively influence this early response by a top-down effect exerted by the frontal cortex to the primary visual cortex (Peyrin et al., 2010; Cardin et al., 2011; Zanto et al., 2011; Ramalingam et al., 2013). However, previous studies suggest that explicitly attended tasks process does not appear to influence the earlier activity at about 100 ms (Krakowski et al., 2011; Buzzell et al., 2013).

Concerning later activation, N1 and N2 were generally related to integration of form and motion (Baccus et al., 2009; Buzzell et al., 2013; White et al., 2014). It is interesting to note that the effects of Uncoordinated condition on N170 (analogous to N1 in point-light studies) and of point-light scramble on N1 are comparable, as N170 was reduced in Uncoordinated condition as N1 in scramble condition (Hirai et al., 2003, 2013; Jokisch et al., 2005). This result suggests that N170 was mainly related to motion. In contrast, P300a (analogous to N2 in point-light studies) amplitude was the same in Normal and Uncoordinated conditions, whereas N2 was larger in upright point-light walker than point-light scramble (Jokisch et al., 2005; Hirai et al., 2013). Moreover, P300a amplitude was smaller in Upside-down than in Normal. This could also be related to the alteration of the SSVEP pattern occurring at this latency in the Upside-down vs. Normal condition. Taken together these results suggest that P300a was mainly related to the global form of walking.

Finally, the effect we recorded on P300b and in the SSVEP at about the same latency in the Uncoordinated condition is comparable to the late phase describe by Krakowski et al. (2011), which was characterized by a greater positivity in response to upright and inverted point-light walker than point-light scramble. This last phase after 400 ms is generally considered as indexing a high-order representation coding (Krakowski et al., 2011). This effect observed in Uncoordinated suggests that P300b component is sensitive to coherence of motion rather to mere recognition of walking.

ERSP AND ITC

Alpha ERS/ERD

The significant alpha ERS occurring at about 120 ms in the occipito-parietal regions characterized the Normal walking observation. It was followed by an alpha-beta ERD at 200 ms, which extends throughout the video. This was significantly more pronounced in Upside-down and Uncoordinated conditions than in Normal.

The first alpha ERS is in accordance with recent studies showing similar transient alpha increase in response to upright facial motion (Girges et al., 2014). The suppression of the early alpha ERS in Upside-down suggest that the inversion of the body presentation rapidly affect the early visual process. However, similar alteration found for the Uncoordinated condition while the first image was exactly the same suggests a top-down influence. Alpha oscillation has been interpreted as reflecting global inhibition of the cortex, improving behavioral performance by facilitation of the cognitive control (Klimesch et al., 1996, 2003, 2007; Klimesch, 1999, 2012; Cheron et al., 2006; Haegens et al., 2010). Thus, increase in alpha power (ERS) may participate to a general clearance of noise or distracting event in order to selectively update relevant incoming information (Sadaghiani et al., 2012), and access to memory (Klimesch, 2012). In this context, suppression of alpha ERS in Upside-down and Uncoordinated conditions would be correlated with increase of attention to motion cue and involvement of cognitive resources.

The next alpha ERD are in line with previous research showing decrease in alpha band power during perception of human motion (Cochin et al., 1998; Ulloa and Pineda, 2007). This was generally related to the desynchronization of mirror neurons activity as studied with EEG and fMRI combination (Arnstein et al., 2011), and would reflect a release from inhibition. However, it is interesting to note that our results are in contrast to studies of face perception (Girges et al., 2014), which report a greater alpha ERD in response to upright facial motion than in inverted condition. This difference between face and body motion recognition may be explain by high specialization of the brain to face recognition, and in particular to treatment of semantic content of facial gesture (Rojas et al., 2011). According to Klimesch et al. (1997, 1999, 2012), the alpha ERD increased as a function of the semantic content of retrieved information from the storage system. In our study, each stimulus has the same semantic content as a walking avatar. In this context, amplification of alpha ERD would indicate a recruitment of the mirror neurons system in order to recognize or predicted observed motion, by transformation of reference frame (in Upside-down) and reconstruction of motion (in Uncoordinated). The enhancement of the alpha ERD in Upside-down and Uncoordinated condition might then facilitate a dynamical process throughout the neural network involved in alpha rhythm generation evoked by the Normal walking avatar.

Theta ERS

The present ITC analysis shows that phase locking occur mainly in the theta range (peaked at ~5 Hz). However, as it is classically the case, this is not a pure phase locking because it was accompanied by theta ERS throughout all electrodes. Indeed, the visual evoked potentials (P100-N200) elicited by the classical checkerboard pattern or by more complex visual stimuli were accompanied by a clear theta ERS and related ITC (Klimesch et al., 2004; Cheron et al., 2014). Although present in each of the three present conditions in the 100–400 ms time period, the theta ITC was significantly perturbed in both Upside-down and Uncoordinated condition, while theta ERS were not significantly different. This indicates that the recognition of Normal walking is accompanied by a stronger theta phase locking peaking between 200 and 300 ms.

In humans the theta EEG rhythm (4–7 Hz) was initially defined as an intermediate rhythm between delta and alpha (Walter and Dovey, 1944; Mitchell et al., 2008). Later, the term FM-theta (FM for fronto-midline) was introduced by Ishihara and Yoshi (1972) when EEG was recorded during arithmetic task (Ishihara and Yoshi, 1972). Later, the presence of FM-theta during arithmetic and musical activities was demonstrated with MEG (Sasaki et al., 1996a,b,c). The midline frontal areas, such as the anterior cingulate cortex encompassing the lateral part of the prefrontal cortex are commonly cited as potential generators of the FM-theta (Gevins et al., 1997; Mizuhara et al., 2004; Sauseng et al., 2007).

In rat hippocampal regions, theta oscillation (3–9 Hz) is recognized to play an important role in the phase precession of the place cells firing assuming cued recall of the coming positions along the locomotion path of the rat (O'Keefe and Recce, 1993). The intrinsic theta generator of the hippocampal cortex is reinforced by the extrinsic theta pacemaker situated in the medial septal nucleus and allows a large-scale synchronization of theta oscillations in the hippocampus (Kocsis et al., 1999; Buzsáki, 2002). Theta oscillation is not restricted to the hippocampus but also emerges in different cortical areas in the rat (Leung and Borst, 1987; Silva et al., 1991). The ability of different cortical regions to produce theta is supported by slice recording demonstrating that theta oscillation may be produced by the activation of the NMDA receptors of the layer 5 (Silva et al., 1991; Flint and Connors, 1996) as well as by cholinergic activation of interneurons (Blatow et al., 2003).

Although human theta rhythm is not as robust as in the rat hippocampus, the ability of the human cortex to produce theta oscillation is now well recognized. It has been related to sensorimotor integration (Caplan et al., 2001), navigation (Kahana et al., 1999), memory load (Howard et al., 2003) and working memory (Raghavachari et al., 2001, 2006; Liebe et al., 2012). Interestingly, all the different phases of virtual movement during a navigation game induced an increase of 4–8 Hz oscillation in both the hippocampus and neocortex in human (Ekstrom et al., 2005). Although the present experiment involves the observation of human locomotion it cannot be assumed that the recorded theta oscillations are specifically related to locomotion per se. Indeed, theta oscillations are now considered as a basic physiological element involved in global oscillatory synchronization processes linking together multiple brain regions (Buzsáki and Draguhn, 2004; Fries, 2005). For example, the multiplicity of functional roles for this oscillation was demonstrated by the fact that the amplitude of theta power recorded over the temporal and frontal cortex predicted the behavioral performance of the subject (Sederberg et al., 2003). A recent MEG study demonstrated that hippocampal-prefrontal theta synchronization plays a mnemonic guidance in human decision-making (Guitart-Masip et al., 2013). Single neurons and local field potential recordings in the human medial temporal lobe show that theta phase locking reflects a global activation providing a temporal window for the conscious recognition (Rey et al., 2014). At a lower hierarchical level closer to the present observational task, theta oscillation is related to the perception of color shape of object and visual attention (Fries et al., 2001b). It is also involved in different sensory modalities to provide meaningful chunks of neuronal signals allowing subsequent decoding for an enhanced perception. In our case, such theta oscillation may thus be viewed as taking part of time-division multiplexing mechanism representing sequential information upon which a neuronal code may emerge by cross-frequency interaction with faster (gamma) oscillation (Akam and Kullmann, 2014).

Gamma modulation

Gamma oscillation (30–100 Hz) occupies a privileged position in cognitive neuroscience. The current understanding of gamma oscillation points to its emergence from the synchronous activity of a large ensemble of firing neurons (Eckhorn et al., 1988; Gray et al., 1989; Jensen and Colgin, 2007). It is central to the binding theory, in which gamma oscillations combine different features in a visual scene to form a coherent percept (Singer, 1999). Unexpectedly, our results show that Upside-down condition elicited gamma power increase at about 150 and 400 ms and a gamma ERD at the same latency in the Uncoordinated condition. This contrasting behavior of gamma oscillation is interesting because these oscillations are considered to underlie perception of coherent stimuli. These data are in accordance to previous MEG study showing enhancements in gamma rhythm at 100 ms after display onset in upright and inverted point-light walker (Pavlova et al., 2004). However, in the latter study additional gamma peak appeared only for upright point-light walker at 130 and 170 ms. Another study of the same group reported increased gamma activity in the left parieto-occipital region at 80 ms, with additional peaks in attended point-light walker on the right parietal and temporal cortex at 120 and 155 ms, respectively (Pavlova et al., 2006). The present results are in agreement with the data of Tallon-Baudry et al. (1996), where they demonstrated the presence of non-phase-locked gamma activation (60 Hz) at about 300–400 ms after the presentation of an illusory Kanizsa triangle figure (Tallon-Baudry et al., 1996). In this experiment, the gamma activity was stronger when the recognition task required additional mental reconstruction (stronger gamma oscillation for illusory triangle than normal triangle). In our present study, a non-phase-locked 60 Hz power increase occurred at the same latency only when the walking avatar was presented in Upside-down configuration. The subject was not instructed to perform any mental task but implicit recognition can recruit gamma activity for unconscious and conscious neuronal process (Aru et al., 2012; Vidal et al., 2014). The complex interplay between these neuronal qualia occupies a central position in cognitive neuroscience (Kandel, 2013). In the context of the Global Workspace Theory, serial and parallel processing take part from the widespread treatment of unconscious information to the emergence of consciousness (Baars, 1997; Dehaene and Naccache, 2001; Baars et al., 2013; Dehaene et al., 2014).

From a physiological perspective, experiments and modeling have demonstrated that gamma rhythms emerge from the interaction between local excitation and inhibition (Traub et al., 1997; Brunel and Wang, 2003; Kang et al., 2010), in which the gap junctions between interneurons play a pivotal role in ensuring gamma oscillation coherence (Traub et al., 2003; Whittington and Traub, 2003). In macaque, high density electrocorticography recording (Brunet et al., 2013) demonstrated that natural viewing induced a strong gamma oscillation (50–80 Hz) over most of the recorded visual cortex including V1 and V4 but not over most of the remaining cortex extending from superior temporal sulcus to the anterior part of the arcuate sulcus. The functional link between neuronal spikes and local field potential oscillation has been well documented in different preparations, demonstrating that spike-field coherence in the gamma-band frequency is accompanied by power enhancement of the gamma rhythm (Fries et al., 2001a,b, 2002, 2008). It was also demonstrated that when visual stimuli are moving smoothly, the visual cortex produces neuronal synchronization in the gamma-frequency band (Friedman-Hill et al., 2000). This gamma synchronization is considered as a key element for signal transmission to postsynaptic targets and to assume the continuity of the visual message (Fries, 2009).

In this context, the gamma ERD recorded during the Uncoordinated condition could be explained by a previous experience of Kruse and Eckhorn (1996) realized in the primary visual cortex of the cat. When a smooth movement of the visual field was presented it induced gamma oscillation, but when the smooth movement was intermingled with sudden random acceleration in and against the original direction of the smooth movement the gamma oscillations disappeared (Kruse and Eckhorn, 1996). This latter situation corresponds to the present Uncoordinated condition where gamma ERD replace gamma ERS present in Normal and Upside-down condition. The smoothness aspect of the walking video for both Normal and Upside-down presentations induces gamma oscillation while the sudden “Uncoordinated” image desynchronizes the neuronal population responsible for the gamma oscillation. In addition, Kruse and Eckhorn (1996) have demonstrated an inverse relationship between the decrease in gamma power and an increase in the stimulus-locked responses in lower frequency band (Kruse and Eckhorn, 1996).

Following the canonical microcircuit model (Bastos et al., 2012) based on intracellular recordings in cat visual cortex incorporating the neuronal sources of forward and backward connections in cortical hierarchies, it was proposed that the superficial pyramidal neurons generate gamma responses whereas deep pyramidal neurons generate alpha and beta dynamics. The visual cortex has been suggested to act as a dynamic filter of the visual input where stimulus properties like movement, contrast, localization and size of visual cues may modify the configuration of gamma oscillation (Gray et al., 1989; Ray and Maunsell, 2010; Brunet et al., 2013; Roberts et al., 2013). Among these stimulus properties, contrast is able to enhanced the signal-to-noise ratio of the sensory input inducing an increase in the postsynaptic gain of superficial pyramidal cells implicate in gamma oscillation (Feldman and Friston, 2010). Although, the same avatar was used here in the three different conditions the kinematic change of the Uncoordinated condition induced a significant increase in the dynamic contrast at the latency of 400 ms and may thus explain the late gamma ERD present in this condition. The spatial summation and the receptive field organization in V1 depend on contrast stimulus (Sceniak et al., 2002). The effects of contrast on the induced rhythms are complex and specifically influence the postsynaptic gain of neuronal populations, the strength of intrinsic and horizontal connectivity which can be differentially engaged depending on stimulus properties (Pinotsis et al., 2014). These authors have reported that the increase in visual contrast induces an increase of gamma peak frequency (from 46 to 58 Hz) accompanied by a decrease in gamma power. This contrast effect on the gamma power must be taken in account in the present gamma ERD and is complementary to the previous Kruse and Eckhorn's (1996) reported effect on the gamma power when the visual movement is Uncoordinated.

SSVEP

In order to strengthen the ERP, ERSP, and ITC studies of the transient presentation of the walking video, a SSVEP approach was made by using the heel strike events as the synchronized item of the video images occurring at every 100 ms. SSVEP offer many advantages in comparison to ERP, including better signal-to-noise ratio with a clear peak in the FFT occurring at the frequency of interest and some of its harmonics, and greater number of averaged items in a shorter period of time. SSVEP are classically obtained by using neutral LED or LCD image flashing between 1 and 100 Hz inducing resonance phenomena. In the present study, the SSVEP was not obtained by directly triggering all of the images occurring at 10 Hz but by using a specific event of the avatar locomotion corresponding to the initiation of the step cycle.

SSVEP is classically considered as an oscillatory response of the visual cortex evoked by contrast or luminance-modulated stimuli that drive the neural response at the imposed frequency of the constant peripheral stimulation (Regan, 1966; Müller et al., 1998). SSVEP are not only imposed by the physical properties of the stimulus but also depends on the brain state, task related-process, bottom-up and top-down influences (Müller et al., 1998; Keil et al., 2003; Andersen and Müller, 2010). This oscillatory pattern is a strong steady state potential that mainly arises from the occipital area, with strong contribution from the early visual cortex but also from more extended parts of the visual system including higher visual areas (Müller et al., 1997; Di Russo et al., 2007). This partly explains why SSVEP approach is increasingly used in cognitive and affective neurosciences to study face processing including face identification and decoding of facial emotional expressions (McTeague et al., 2011; Ales et al., 2012; Gruss et al., 2012; Rossion et al., 2012). To our knowledge, the present study is the first to use a walking avatar video for inducing SSVEP-like response. It showed specific amplitude enhancement of the oscillatory pattern and the related spectral perturbation at a precise time in relation to a kinematic event. Although no direct comparison can be made between SSVEP and ERP results, it is interesting to highlight the convergence of both types of results with regard to significant changes in the EEG brain rhythms at about the latency of 300 ms when the same avatar video was presented in Upside-down vs. Normal condition. The reported differences in the SSVEP configuration and rhythmic alteration (early theta-alpha ERS and late gamma ERS) in the Uncoordinated condition can be due to the higher dynamic contrast of this condition with respect to the other two conditions.
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We propose to tackle in this paper the problem of controlling whole-body humanoid robot behavior through non-invasive brain-machine interfacing (BMI), motivated by the perspective of mapping human motor control strategies to human-like mechanical avatar. Our solution is based on the adequate reduction of the controllable dimensionality of a high-DOF humanoid motion in line with the state-of-the-art possibilities of non-invasive BMI technologies, leaving the complement subspace part of the motion to be planned and executed by an autonomous humanoid whole-body motion planning and control framework. The results are shown in full physics-based simulation of a 36-degree-of-freedom humanoid motion controlled by a user through EEG-extracted brain signals generated with motor imagery task.
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1. INTRODUCTION

Due to their design that allows them to be readily used in an environment that was initially arranged to accommodate the human morphology, that makes them more acceptable to the users, and easier to interact with, it is generally admitted that humanoid robots are an appropriate choice as living assistants for the everyday tasks, for instance for the elderly and/or reduced-mobility people. The problem that naturally arises is that of the control of such an assistant and how to communicate the wills and intentions of the user to the robot. This problem is of course general but becomes more challenging when addressing the above-mentioned category of users for which communication capabilities can also be impaired (stroke patients for example). This brings our initial idea of considering brain-machine interfaces (BMI) as the possible communication tool between the human and the humanoid assistant. Notwithstanding, brought along with this reflection was the more general question, non-necessarily application-directed, of a human using its brain motor functions to control a human-like artificial body the same way they control their own human body. This question becomes our main motivation and concern in the present work since solving it would pave the way of the discussed applicative perspectives. We thus propose our solution to it in this paper.

The approach we choose to investigate deals with the following constraints of the problem. First, we only consider easy-and-ready-to-use non-invasive BMI technologies. Among this class of technologies, we aim more specifically at the one that would align best and most intuitively with our expressed desire of mimicking human motor-control function, namely motor-imagery-based BMI, consisting ideally for the human user of imagining a movement of their own body for it to be replicated in the humanoid body, though we do not reach that ideal vision restricting our study for the sake of feasibility demonstration to the use of a generic motor-imagery task (imagining arm movement) that we re-target to the specific motion of the robot at hand (leg motion of the robot). Finally, the control paradigm for the humanoid robot we set as objective in our study is that of low-level joint/link-level control, to keep as general behavior and class of movements as possible for the user to replicate at the robot, without restriction of the class of movements allowed by particular higher-level humanoid motion controllers.

We address the related work and existing proposed solutions for this problem or approaching ones in the next section (Section 2). We then detail our own solution, based on the integration of, for the humanoid motion control part, an autonomous contact-based planning and control framework (Section 3), and for the BMI part, a motor-imagery-task-generated brain-signal classification method (Section 4). The integration of these two originally independent components is discussed in Section 5, 6 presents an example proof-of-concept experiment with a fully physics-simulated humanoid robot. Section 7 concludes the paper with discussion and future work.

2. RELATED WORK AND PROPOSED SOLUTION

Various approaches have been proposed to solve the problem we stated in the introduction of controlling a humanoid robot with BMI (Bell et al., 2008; Bryan et al., 2011; Chung et al., 2011; Finke et al., 2011; Gergondet et al., 2011; Ma et al., 2013). All approaches, ours included, are based on the integration of a BMI technology with a humanoid controller, and can thus be categorized according to which strategy is followed for each of these two components. See Figure 1 for an overview.


[image: image]

FIGURE 1. A schematic illustration of the proposed approach vs. the existing ones for controlling a humanoid robot with non-invasive BMI.



From the BMI point-of-view, all these works do abide by our posed constraint of using non-invasive BMIs that rely on electroencephalography (EEG), generally utilizing the well-established frameworks of visual-stimulation-based event-related potentials (ERP) such as P300 in Bell et al. (2008), evoked potentials (EP) such as the steady state visually evoked potential (SSVEP) in Bryan et al. (2011); Chung et al. (2011); Gergondet et al. (2011), or hybrid approaches combining electrooculogram (EOG) with ERP such as in Ma et al. (2013), or P300 with motor-imagery-evoked event-related desynchronization (ERD) (Finke et al., 2011; Riechmann et al., 2011). None, however, investigated a solely motor-imagery-based BMI as stated in our motivations of replicating intuitive human motor-control strategies. Hence our first contribution in the integration initiative.

We adapt in this work a motor-imagery decoding scheme that we previously developed for the control of a one-degree-of-freedom robot and for sending standing-up/sitting-down commands to a wearable exoskeleton (Noda et al., 2012). It allows us to generate a three-valued discrete command that we propose to map to a one-dimensional subspace of the multi-dimensional whole-body configuration space motion of the humanoid, and more precisely the motion along a generalized notion of “vertical axis” of the moving end-limb, such as the foot of the swing leg in a biped motion for instance. As we detail in the course of the paper (Section 5), the motivation behind this strategy is to allow the user to assist the autonomous motion that might lead the moving limb to be “blocked” in potential field local minima while trying to avoid collision. The strategy can in future work be developed into a more sophisticated two-dimensional continuous command one as proven possible by recent and ongoing studies on motor-imagery control (Wolpaw and McFarland, 2004; Miller et al., 2010).

From the humanoid controller point-of-view now, the most standard retained solution consists in using available humanoid high level controllers. These can be either walking controllers with the commands “walk forward” “stop” “turn left” “turn right” sent to a walking humanoid, effectively reducing the problem of humanoid motion control to that of walk steering control (Bell et al., 2008; Chung et al., 2011; Finke et al., 2011; Gergondet et al., 2011), or an object selecton/pick-up controller, where the user selects an object in the scene and then the arm reaching/grasping controller of the robot picks up the desired object (Bryan et al., 2011). Finally Ma et al. (2013) use a hybrid control strategy where both walk steering and selecting a high-level behavior among a finite library can be done by switching between EOG and ERP control. With these strategies, a humanoid can be seen as an arm-equipped mobile robot, with wheels instead of legs (as it is actually the case in Bryan et al., 2011 where only the upper body is humanoid), and consequently the considerable amount of work done on BMI wheelchair control, for example, can be readily adapted. However, in doing so, the advantages of using a legged device over a wheeled one are partially lost, and we can no longer claim the need for the humanoid design nor defend the argument of the possibility of using the robot in everyday living environment which would present non-flat structures, such as stairs for example, with which the walking controllers are not efficient to deal.

While we admit that these strategies relying on walking pattern generators can in the long term benefit from the developments in these techniques that would allow them to autonomously cope with unstructured terrain (variable height stairs, rough terrain) (Takanishi and Kato, 1994; Hashimoto et al., 2006; Herdt et al., 2010; Morisawa et al., 2011), and that they can as well use the hierarchical architectures in which they are embedded as it is the case in Chung et al. (2011); Bryan et al. (2011); Ma et al. (2013) for switching, for example, to an appropriate stair-climbing controller when facing stairs, we choose in this work to investigate an entirely different approach that does not incorporate any kind of walking or high-level controller. Instead, we propose to allow the user to perform lower-level joint/link level control of the whole-body motion of humanoid, driven again by the desire of replicating the human low-level motor-control strategies into the humanoid, but also by the belief that a generic-motion generating approach will allow the robot assistant to deal more systematically with unpredictable situations that inevitably occur in everyday living scenarios and for which the discussed hierarchical architectures would not have exhaustively accounted. This is our second contribution. To achieve this goal, we rely on the contact planning paradigm that we previously proposed for fully autonomous robot (Bouyarmane and Kheddar, 2012), adapting it here to the instance of a BMI-controlled robot.

3. HUMANOID CONTROLLER

Our humanoid controller is based on the multi-contact planning paradigm, introduced in Hauser et al. (2008); Bouyarmane and Kheddar (2012). This controller allows for autonomously planning and executing the complex high-degree-of-freedom motion of the humanoid from a high-level objective expressed in terms of a desired contact state to reach. The controller works in two stages: an off-line planning stage and an on-line execution stage.

At the planning stage (Bouyarmane and Kheddar, 2011a), a search algorithm explores all the possible contact transitions that would allow the robot to go from the initial contact state to the desired goal contact state. What we mean by contact transition is either removing one contact from the current contact state (e.g., removing the right foot from a double-support state to transition to a left-foot single-support one) or adding one contact to the current contact state (e.g., bringing the swing right foot in contact with the floor to transition from a left-foot single-support phase to a double support phase). One must however note that a contact is defined as a pairing between any surface designated on the cover of the links of the robot and any surface on the environment, and is not restricted to be established between the soles of the feet and the floor surface. For instance, a contact can be defined between the forearm of the robot and the arm of an armchair, or between the palm of the hand of the robot and the top of a table. This strategy stems from the observation that all motions of humans can be broken down to such a succession of contact transitions, be it cyclic motions such as walking where these transitions occur between the feet and the ground, or more complex maneuvers such as standing up from an armchair were contacts transitions occur between various parts of the body (hands, forearms feet, tights, etc.) and various parts the environment objects (armchair, table floor, etc.). This feature makes our planning paradigm able to cope with situations that are broader than the ones classically tackled by humanoid motion planner that either plan for the motion assuming a given contact state (e.g., planning a reaching motion with the two feet fixed on the ground) (Kuffner et al., 2002; Yamane et al., 2004; Yoshida et al., 2006, 2008), or planning footprint placements assuming a cyclic walking pattern will occur on these footprints (Kuffner et al., 2001; Chestnutt et al., 2003, 2005). This aligns well with our initially expressed objective of controlling whole-body motion of any kind without restriction to a subclass of taxonomically identified motions.

At the above-described contact-transition search stage, every contact state that is being explored is validated by running an inverse-kinematics solver which finds an appropriate whole-body configuration (posture) of the robot that meets the desired contact state, while at the same time satisfying physics constraints to make the posture physically realizable within the mechanical limits of the robots (Bouyarmane and Kheddar, 2010). At the end of the offline-contact planning stage, we are provided with a sequence of feasible contact transitions and associated transition postures, that go from the initial contact state to the the goal.

The second stage of the controller is an on-line real-time low-level controller (Bouyarmane and Kheddar, 2011b) that will successively track each of the intermediate postures fed by the off-line planning stage, until the last element of the planned sequence is reached. The controller is formulated as a multi-objective quadratic program optimization scheme, the objectives being expressed in terms of the moving link of the robot involved in the current contact transition being tracked along the sequence (e.g., the foot if the contact transition is a sole/floor one), the center of mass (CoM) of the robot to keep balance, and the whole configuration of the robot to solve for the redundancies of the high-DOF motion. These objectives are autonomously decided by a finite-state machine (FSM) that encodes the current type of transition among the following two types:

• Removing-contact transition: the motion of the robot is performed on the current contact state, and the step is completed when the contact forces applied on the contact we want to remove vanish. This is done by shifting the weight of the robot away from the being-removed contact, tracking the CoM position of the following configuration in the sequence. There is no end-link motion in this kind of step. The corresponding FSM state is labeled “Shift CoM.”

• Adding-contact transition: the motion of the robot is performed on the current contact state, and the motion of the link we want to add as a contact is guided to its desired contact location. There is thus an end-link motion (contact link) in this kind of step. Balance is ensured by also tracking the CoM position of the following configuration in the sequence. The corresponding FSM state is labeled “Move contact link.”

As an example, a cyclic walking FSM state transition sequence will look like: Move contact link (left foot) → Shift CoM (on the left foot) → Move contact link (right foot) → Shift CoM (on the right foot) → Move contact link → … But non-cyclic behaviors are also possible and allowed, for example when standing up from an armchair where contacts between the hands of the robot and arms of chair can be added in succession and removed in succession.

The final output of the quadratic program optimization scheme is a torque command that is sent to the robot at every control iteration, after the execution of which the state of the robot is fed-back to the controller.

4. BMI DECODING

Our aim is for the humanoid system to be controlled by using brain activities in the similar brain regions that are used to control the user's own body. Therefore, we asked a subject to control the simulated humanoid system by using motor imagery of arm movements so that brain activities in motor-related regions such as the primary motor cortex can be used.

As non-invasive brain signal acquisition device we use an electroencephalogram (EEG) system (64 channels and sampling rate of 2048 Hz). The brain signals are decoded and classified using the method that was applied and presented in our previous work (Noda et al., 2012), based on the spectral regularization matrix classifier described in Tomioka and Aihara (2007); Tomioka and Muller (2010). We recall the method here.

The EEG signals, of covariance matrices C considered as input, are classified into two classes, labeled with the variable k, with the following output probabilities (at sampled time t):
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with the logit being modeled as a linear function of C

[image: image]

and where W is the parameter matrix to be learned (b is a constant-valued bias).

To learn W the following minimization problem is solved
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λ being the regularization variable (λ = 14 in the application below) and
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being the spectral l1-norm of W (r is the rank of W and σi[W] its i-th singular value).

Once the classifier learned, the 7–30 Hz band-pass-filtered measured EEG signals are decoded online, by down-sampling them from 2048 to 128 Hz, and applying Laplace filtering and common average substraction to remove voltage bias. Their covariance matrix, initialized at Ct = x⊤txt for the first time step t = 1, where xt ∈ ℝ1×64 denotes the filtered EEG signals, are updated at every time step as follows
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and used to compute the probabilities in Equations (1) and (2).

Finally, the three-valued discrete command ct that is sent to the robot is selected from these probabilities through the following hysteresis

[image: image]

where the threshold is set at Pthresh = 0.6.

5. COMPONENT INTEGRATION

The command ct devised in Equation (7) is sent to the online humanoid whole-body controller via UDP protocol at 128 Hz frequency and used to modify the planned and autonomously executed motion of the humanoid robot as described below and as schematically represented in Figure 2.
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FIGURE 2. The way-point moving strategy. The rectangles in the left and middle figures represent positions of the moving foot (say the right foot, supposing the left foot is the support foot that is fixed and not represented here). In the right figure the whole leg motion is reconstructed from the foot motion. In all three figures, in black is the initial position of the foot/leg at the beginning of the step, in blue the controlled way-point position of the foot/leg at the middle of the step, and in red is the planned final foot/leg position at the end of the step. The left figure shows how a default position of the way point is initialized autonomously by a translation of the final planned position. [image: image] is the gravity vector, [image: image] the vertical unit vector (opposite to [image: image]), [image: image] is the unit vector from the initial to the goal position along the goal planned-contact surface plane, [image: image] is the generalized vertical direction unit vector, i.e., the unit vector normal to [image: image] and in the plane defined by [image: image] and [image: image], finally, h is a pre-set default height. The middle figure shows how the way-point position is controlled via the command ct sent through the motor imagery interface. Finally the left figure shows how the resulting motion of the leg actually looks like with the foot going through the desired way-point that was translated downwards via the command ct = −1.



When the robot is executing a step that requires moving a link to a planned contact location (contact-adding step, executed by the state “Move contact link” of the FSM, see Section 3), then instead of tracking directly the goal contact location, we decompose the motion of the end-link (the contact link, for instance the foot) into two phases:

• Lift-off phase: The link first tracks an intermediate position located at a designated way-point.

• Touch-down phase: The link then tracks its goal location in the planned contact state sequence.

This two-phase decomposition allows the link to avoid unnecessary friction with the environment contact surface and to avoid colliding with environment features such as stairs.

Each of these two phases correspond to a sub-state of the meta-state “Move contact link” of the FSM, namely:

• State “Move contact link to way-point”

• State “Move contact link to goal”

Additionally, in order to avoid stopping the motion of the contact link at the way-point and to ensure a smooth motion throughout the step, we implemented a strategy that makes the transition from the former to the latter sub-state triggered when the contact link crosses a designated threshold plan along the way, before reaching the tracked way-point.

A default position of the intermediate way-point is automatically pre-set by the autonomous framework using the following heuristic (see Figure 2, left): Let Ps denote the start position of the contact link (at the beginning of the contact-adding step) and Pg denote its goal position (its location in the following contact state along the planned sequence). Let [image: image] denote the gravity vector, [image: image] the unit vector opposite to [image: image], i.e., [image: image], and [image: image] the unit vector from Ps,g (Ps projected on the goal-contact surface plane) to Pg, i.e., [image: image]. Finally let [image: image] be the unit vector normal to [image: image] that lies in the plan defined by [image: image] and [image: image]. The default way-point Pw is defined as

[image: image]

where h is the hand-tuned user-defined parameter that specifies the height of the steps. The command ct in Equation (7) that comes from the BMI decoding system is finally used to modify in real-time this way-point position Pw by modifying its height h (see Figure 2, middle). Let δh denote a desired height control resolution, then the modified position of the way-point through the brain command ct becomes

[image: image]

The command ct could have been used in other ways, however we identified two principles that should in our view stand in a BMI low-level control endeavor of humanoid motion such as ours:

• Principle 1: The full detailed motion, that cannot be designed joint-wise by the BMI user, should be autonomously planned and executed from high-level (task-level) command.

• Principle 2: The brain command can then be used to locally correct or bias the autonomously planned and executed motion, and help overcome shortcomings inherent to full autonomy.

The way-point is a key feature to be controlled according to these two principles as it helps surmount the main limitation of the autonomous collision-avoidance constraint expressed in the on-line quadratic-program-formulated controller described in Section 3. This collision-avoidance constraint, that had to be formulated as a linear constraint in the joint acceleration vector of the robot in order to fit within the quadratic-program formulation [adapting to this end the velocity-damper formulation (Faverjon and Tournassoud, 1987)], acts as a repulsive field, with the tracked way-point acting as an attractive field, on the contact link. The resultant field (from the superposition of these two fields) can display local extrema corresponding to equilibrium situations in which the link stops moving though without having completed its tracking task (see Figure 9). Manual user intervention, here through the brain command, is then necessary to un-block the motion of the link by adequately moving the tracked way-point. The brain command is thus used here for low-level correction of a naturally limitation-affected full-autonomy strategy.

6. PROOF-OF-CONCEPT EXPERIMENT

The experiment we designed (see Figure 3 and video that can be downloaded at http://www.cns.atr.jp/~xmorimo/videos/frontiers.wmv) to test the whole framework is described as follows.
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FIGURE 3. Experiment setup. The user is wearing an EEG cap. The laptop on his left side is used for decoding the motor imagery task signal, the computer on his right runs the real-time physics simulation allowing him to control the position of the moving foot through the visual feedback he gets from the simulator window.



An initial and goal configurations (Figure 4) are pre-specified manually by the user among a finite number of locations in the environment. In this case the initial configuration is standing in front of a stair and the goal task is to go up on the stair. This selection is for now done manually, but it can later also be selected through a brain command by embedding the strategy described in this work within a hierarchical framework such as the ones suggested in Chung et al. (2011); Bryan et al. (2011), that will switch between the behavior of selecting the high-level goal task and the low-level motion control.


[image: image]

FIGURE 4. Intial and goal positions for the experiment. Left: initial configuration with the robot standing in front of the stair. Right: goal configuration with the robot standing at the extremity up on the srair.



Off-line, the framework autonomously plans the sequence of contact transitions and associated intermediate static postures to reach that goal (Figure 5), then the on-line controller is executed.


[image: image]

FIGURE 5. The sequence of static postures planned autonomously. The first posture is the initial posture. The second posture which looks like the first one keeps both feet on the ground but puts all the weight of the robot on the right foot so as to zero the contact forces on the right left to release it for the next posture. The third posture moves the now free left foot and puts it on the stair, but still without any contact force applied on it (all the weith of the robot is still supported by the right foot). the fourth postures keeps both feet at their current locations but shifts all the weight of the robot away from the right foot to put it entirely on the left foot, the right foot becomes free of contact forces, and so on.



The user is wearing an EEG cap and is trained with 3 training sessions of approximately 5 min each to learn the parameter of the classifier described in Section 4, through a motor imagery task consisting of imagining respectively left arm and right arm circling movements for going up and down. This task is generic and we retained it since it gave us in our experiment better decoding performances than some other tasks (e.g., leg movements). The user has visual feed-back from the simulator on the desktop computer screen (on his right in Figure 3) and from a bar-diagram representing in real-time the decoded probability of the motor-imagery task classification on the laptop computer screen (on his left in Figure 3). The experiment was successfully completed on the first effective trial, which was the overall third trial (the first two trials were canceled after their respective training sessions since we encountered and fixed some minor implementation bugs before starting the control phase). The subject had prior experience with the same motor-imagery classifier in our previously-cited study (Noda et al., 2012). We only experimented with that one subject as we considered that we reached our aim of testing our framework and providing its proof-of-concept experiment.

The decoding of the BMI command is done in real-time and implemented in Matlab, and the brain command is then sent via UDP protocol to the physics simulator process implemented in C++.

We tested the way-point control strategy in the second step of the motion (the first contact-adding step along the sequence, the highlighted transition in Figure 5). Figure 6 focuses on this controlled part of the motion. The user controlled the position of a black sphere that represents the position of the targeted way-point, that the foot of the robot tracks in real-time, while autonomously keeping balance and avoiding self-collisions, joint limits, and collision with the environment. A total of 8 commands (“up”/“down”) were sent during this controlled transition phase, that we voluntarily made last around 300 s (5 min) in order to allow the user to send several commands. We then externally (manually) triggered the FSM transition to the following step along the sequence and left the autonomous controller complete the motion without brain control. That autonomous part was completed in about 16 s. See the accompanying video.
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FIGURE 6. The controlled motion. The figures represent successive snapshots from the real-time controlled motion in the physics simulator. The controlled position of the way point appears in the simulator as a black sphere that we circle here in red for clarity. This position is tracked by the foot (more precisely at the ankle joint) throught the simulation. The two horizontal lines represent the level of the sole of the foot at the two positions sent as a command by the user through the BMI. These lines do not appear in the simulator we add them here only as common visualization reference lines for all the snapshots. In the first two frames the robot tracks the default position of the way point. In the third frame the user decides to move that position up, then down in fourth frame, and finally up again in the fifth frame.



Figure 7 illustrates the decoding performances of the BMI system, while Figure 8 shows the tracking performance of the humanoid whole-body controller. The table below gives computation time figures executed on a Dell Precision T7600 Workstation equipped with a Xeon processor E5-2687W (3.1 GHz, 20 M). Full details on the physics simulator, including contact modeling and resolution, and collision detection, can be found in Chardonnet et al. (2006); Chardonnet (2012).
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FIGURE 7. Motor imagery decoding performances. On the horizontal axis is iteration number. From top to bottom: the thick blue line represents the command cue given as an input to the user, the thin red line represents the decoded brain activities [the probability P(kt = +1|Ct)], the thick red point markers represent the estimated classified label [P(kt = +1|Ct) ≥ 0.5 or < 0.5], finally the thick green line represents the command ct sent to the robot (based on the threshold Pthres = 0.6). Note that this green command does not represent the position of the way-point but the instantaneous rate of change in this position between two successive time steps t and t + 1, according to Equation (9), line 2 (i.e., the “derivative” were we talking of a continuous and differentiable function rather than the time-discretized one at hand).




[image: image]

FIGURE 8. Way-point tracking performance. The user-controlled quantity, that happens to be in the particular case demonstrated here the z-coordinate of the tracked way-point (the “generalized” vertical direction being reduced in this case to the “conventional” vertical direction, meaning [image: image] ≡ [image: image] in Figure 2, since the goal-contact surface on the stair is horizontal), is represented by the piecewise-constant red curve. The corresponding motion of the foot, that tracks this command-induced way-point position, is shown in yellow curve. the two other coordinates of the foot (x and y) are auonomously maintained by the controller at the corresponding ones of the way-point and stay at their desired values throught the command phase.
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FIGURE 9. Comparison of the controlled transition motion in three instances. Top: without collision-avoidance constraint, the foot of the robot collides with the stair while targeting its goal, and the simulation stops. Middle: with autonomous collision-avoidance constraint that happens to create in this case a local-minimum trap, the robot reaches an equilibrium situation and stays idle for as long as we let the simulation run (infinite time). Bottom: The autonomous collision-avoidance strategy combined with the proposed BMI-control approach helps reposition the way-point and overcome the local-minimum problem. The robot safely reaches the goal contact location and the motion along the sequence can be completed.



From this experiment, we confirmed that the autonomous framework can be coupled with the BMI decoding system in real-time in simulation and that the simulated robot can safely realize the task while receiving and executing the brain command.

7. DISCUSSION AND FUTURE WORK

This work demonstrated the technical possibility of real-time online low-level control of whole-body humanoid motion using motor-imagery-based BMI.

We achieved it by coupling an existing EEG decoder and whole-body multi-contact acyclic planning and control framework. In particular, this coupling allowed us to control a one-dimensional feature of the high-DOF whole-body motion, designed as the generalized height of moving link way-point, in a discrete way. Though the motor-imagery task used in our proof-of-concept experiment was a generic one (left-arm vs. right-arm circling movement), we plan in the future to investigate more specific motor-imagery tasks that are in tighter correspondence with the limb of the robot being controlled, along the longer-term user's-mind-into-robot's-body “full embodiment” quest that motivates our study as expressed in our introductory section. Since previous studies reported that imagery of gait and actual gait execution have been found to recruit very similar cerebral networks (Miyai et al., 2001; La Fougère et al., 2010), we may be able to expect that a human can control a humanoid the same way they control their own human body through motor imagery.

We also aim now at continuous control of two-dimensional feature of this whole-body motion, allowing not only the control of the tracked way point but also of a corresponding threshold plan that decides when to trigger the transition between the lift-off and touch-down phases. We believe this can be achieved based on the previous work done for example on motor-imagery two-dimensional cursor control (Wolpaw and McFarland, 2004). Other previous studies also discussed the possibilities of using EEG for such continuous control (Yoshimura et al., 2012). In addition, for the continuous two-dimensional feature control, explicit consideration of individual differences in cerebral recruitment during motor imagery may be necessary (Meulen et al., 2014). As a future study, we may consider using transfer learning approaches (Samek et al., 2013) to cope with this individual difference problem.

Finally, we aim at porting this framework from the simulation environment to the real robot control, so that in future study we may possibly use the proposed framework in a rehabilitation training program to enhance recovery of motor-related nervous system of stroke patients.
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This article reviews advances in decoding methods for brain-machine interfaces (BMIs). Recent work has focused on practical considerations for future clinical deployment of prosthetics. This review is organized by open questions in the field such as what variables to decode, how to design neural tuning models, which neurons to select, how to design models of desired actions, how to learn decoder parameters during prosthetic operation, and how to adapt to changes in neural signals and neural tuning. The concluding discussion highlights the need to design and test decoders within the context of their expected use and the need to answer the question of how much control accuracy is good enough for a prosthetic.
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INTRODUCTION

The field of brain-machine interfaces (BMIs) for control of motor prostheses is quickly growing (Baranauskas, 2014, for other reviews, see Tehovnik et al., 2013; Kao et al., 2014). Research in decoders, the algorithms which translate neural signals to movement commands, has largely switched focus from improving control accuracy to resolving practical considerations of future clinical deployments of prostheses. The goal of this mini-review is to briefly highlight recent (2013 to mid-2014) advances in decoding methodology for extracellular signals recorded from motor areas of the brain. The review sections are organized by main research themes, corresponding to important questions and practical considerations. At the end, the importance of developing and testing decoders in realistic contexts and the question of how much control accuracy is “good enough” for a prosthetic are discussed.

ALGORITHMS FOR DECODING

Which algorithmic framework should we use for decoding? Different algorithms offer different benefits. Figure 1 illustrates three commonly-used methods. The Kalman filter and point process filter are state-based (modeling temporal evolution) and probabilistic (modeling and estimating uncertainty). The linear filter, in contrast, is a linear transformation of neural data to the decoded variables, with the advantages of simplicity and execution speed.


[image: image]

FIGURE 1. Schematic illustration of popular decoding algorithms. The Kalman and point process filters are based on the notion of a state, which holds the current estimates of the variables of interest. The state is related to neural activity through a neural model. Bayesian computations on the neural model, assuming a distribution for noise, permit probabilistic tracking of the state based on neural activity. In contrast, the linear filter is state-less; it linearly maps the recent history of neural activity to estimates of the variables of interest.



The Kalman filter’s Gaussian noise model clearly does not match the data (spike counts), yet due to its accuracy and execution speed the method has remained popular since its first use by Wu et al. (2003) (Aggarwal et al., 2013; Chen et al., 2013; Dangi et al., 2013a,c; Homer et al., 2013; Ifft et al., 2013; Jarosiewicz et al., 2013; Kao et al., 2013; Merel et al., 2013; Wong et al., 2013; Zhang and Chase, 2013; Fan et al., 2014; Golub et al., 2014; Gowda et al., 2014; Homer et al., 2014). While point process filters (for a review, see Koyama et al., 2010) offer a more realistic noise model, their use in decoding is still relatively rare (Shanechi et al., 2013; Velliste et al., 2014; Xu et al., 2014), due in part to their heavier computational burden. Recently, Citi et al. (2013) extend point process methods to model refractory periods of neurons and allow for coarser time discretization by a factor of 10, which may ease this burden. However, one feature which current point process decoders lack is the ability to assign different amounts of noise or weights to different neurons.

Linear filtering, or discrete Wiener filtering, is fading in popularity. It is still used by some research groups, either because of its computational form (Badreldin et al., 2013) or when the research focuses on other aspects of decoding (Chen et al., 2013; Chhatbar and Francis, 2013; Philip et al., 2013; Suminski et al., 2013; Willett et al., 2013). A variant of the Wiener filter method, which passes the Wiener filter output through a fitted non-linear function to compute the final output, is also used (Flint et al., 2013; Scheid et al., 2013).

Several other methods have been used in the recent literature: kernel autoregressive moving average (KARMA; Wong et al., 2013), quantized kernel least mean square (Li et al., 2014), support vector machines (Cao et al., 2013; Xu et al., 2013; Wang et al., 2014), K-nearest neighbors (Brockmeier et al., 2013; Ifft et al., 2013; Xu et al., 2013), naïve Bayes (Bishop et al., 2014), and artificial neural networks (Chen et al., 2013; Mahmoudi et al., 2013; Pohlmeyer et al., 2014). All of these methods allow highly non-linear neural models.

VARIABLES TO DECODE

What values should a decoder predict? Ideally, a prosthetic should offer accurate, intuitive control that works under all likely usage contexts. In most prior work, desired positions or velocities of end-effectors were decoded. Homer et al. (2013) proposed a method for combining decoded position and velocity, to avoid choosing between the two. The method defines a quantity Δr as the difference between the decoded cursor position and the previous cursor position. The cursor position’s update is a linear combination of the decoded velocity and the decoded velocity vector rotated to the direction of Δr.

Decoders aim to predict user intentions, and it is possible that intentions may be slightly different from the observed limb movements used for parameter fitting. Fan et al. (2014) showed that the heuristic for guessing user intention during online recalibration proposed by Gilja et al. (2012), and tested with human users in a study by Jarosiewicz et al. (2013), could also be applied to the initial training data for fitting decoder parameters. This method rotates the cursor’s velocity vector towards the target and zeroes the velocity when the cursor is in the target. Fitting Kalman filter parameters on these estimates of intended movements, instead of actual limb movements, could achieve comparable gains in accuracy as online recalibration using the same scheme (Fan et al., 2014).

Two recent studies have explored decoding torque values, to allow a prosthetic to interact with objects with mass more naturally. Chhatbar and Francis (2013) showed that hybrid neural control by both torque and position produced more natural movements in novel dynamic environments. Decoding of position and torque was performed via a Wiener filter applied to the largest 20 principal components of neural activity. The final angular accelerations of the prosthetic joints were calculated by a weighted sum of the accelerations implied by the predicted positions and torques. Suminski et al. (2013) decoded position and velocity as well as torques of a two-link virtual arm with a Wiener filter. The kinematic variables were converted to torques using a position-derivative controller and the results were combined linearly with the directly decoded torques to produce the final torque output.

Besides kinematics and forces, the target location of a reach may be directly decoded to improve the trajectory of the reach. Shanechi et al. (2013) presented a real-time, two-stage decoder which first decoded target location during an instructed delay period and then decoded reach trajectory during the reach period. The decoded target location served as the goal position for an optimal feedback controller that acted as the movement model of the point process trajectory decoder.

To address the need for BMI control of limbs with many degrees of freedom, an important consideration for clinical deployment, Wong et al. (2013) used principal component analysis to reduce the dimensions of limb movements. They showed that decoding principal-component-space kinematic variables with KARMA or Kalman filtering was more accurate than decoding canonical-space kinematic variables. Ifft et al. (2013) decoded the kinematics of both arms during a bimanual reaching task using an unscented Kalman filter which included variables for both arms in its state.

Besides the biomimetic approach of designing a prosthetic so that it can be controlled like a natural limb, another approach is to use operant conditioning of neuron ensembles (for a review, see Sakurai et al., 2014) to let the user learn to control a new, synthetic actuator. Though more initial training may be required, greater final control accuracy may be possible using this paradigm. Balasubramanian et al. (2013) used two groups of neurons from M1 to control reach and grasp, which were simplified to one dimension each. The neuron groups were chosen based on their stability and functional connectivity, and algorithmic assistance was given during the operant conditioning process to assist neuronal learning. Badreldin et al. (2013) developed an unsupervised method for non-biomimetic linear filter initialization. The method performs an eigendecomposition of the sample covariance matrix of the neural data. The eigenvectors provide a basis for the space of all possible linear filters that could be fitted from the data. They designed a cost function to choose a particular linear filter from this space, which probably differs from the filter which would have been fitted by supervised linear regression. Their cost function optimizes for characteristics such as low jitter and evenly distributed weights among neurons.

NEURAL MODELS

How should we model neural activity? Recent studies have explored the aspects of neural models beyond movement tuning, with the hope of improving user-friendliness. Considering that a system with high latency is difficult to control, Willett et al. (2013) trained a decoder to predict intended future movements to compensate for BMI system latency and shorten the feedback loop. To predict intended future movements, they fitted a linear filter using kinematic values which were temporally offset from the neural data.

In a clinical setting, it is important that a prosthetic can be turned off when not used, to avoid undesired movements. Aggarwal et al. (2013) classified behavioral states into baseline, reaction, movement, and hold using linear discriminant analysis (LDA) on local field potentials (LFPs), and then decoded arm, hand, and finger kinematics using a Kalman filter on spike signals. The position outputs were held constant when the behavioral state decoder predicted the baseline or hold state. Similarly, Velliste et al. (2014) used LDA to detect idle (resting) arm states and set velocity to zero during idle. The baseline or idle states in these studies could serve as the “off” mode for a prosthetic.

Xu et al. (2014) included ensemble firing history, in addition to the standard tuning to kinematic variables, in the neural model. This paradigm helps model the background activity that is unrelated to movements. They used parallel computation on graphics processing units to achieve real-time execution of a point process particle filter that used this model.

NEURON SELECTION

Which neurons should we include in decoding? BMI researchers have long sought ways to reduce computational load to decoders and noise in neural data by excluding irrelevant neurons. Several recent studies have provided tools for finding relevant neurons. Chen et al. (2013) used variational Bayesian inference to fit parameters for a linear filter, a state-space model, and a non-linear echo state network. Using priors which favor small parameters, the inference procedure generated sparse parameter fits, and the zeroes in the fitted parameters can be interpreted as the absence of tuning.

Cao et al. (2013) determined which neurons modulated for reach direction versus hand configuration during grasping by using mutual information. In another study from the same group, Xu et al. (2013) proposed a supervised metric learning algorithm to optimize decoding of hand grasp configuration. Their gradient descent algorithm maximizes the difference between inter-class and intra-class distances while regularizing by the L1 norm, resulting in sparse weights which indicate relevance.

Also using a supervised approach, Brockmeier et al. (2013) proposed a method for computing a linear dimensionality reduction which maximizes the information between the class labels and the projected neural data. The low dimensional data can be used for visualization or decoding via distance-based methods such as K-nearest neighbors. Brockmeier et al. (2013) proposed an improved method that only uses inner products between inputs, allowing non-linear dimensionality reduction via the kernel trick. Their kernel metric learning algorithm aims to make data points with the same class labels lay close together in the output space.

MOVEMENT MODELS

How can we design movement models to assist decoding? Kalman and point process filters include movement models which can encode prior beliefs about how variables change over time. Cleverly engineering these models may make prostheses easier to control. Two studies examined how to improve the user’s ability to stop a BMI cursor when desired. Golub et al. (2014) designed a speed-dampening Kalman filter which modifies the movement model to decrease speed when fast changes in movement direction are detected, with the goal of allowing a quick change in direction to signal the desire to stop (a “hockey stop”). Using a different approach, Velliste et al. (2014) added a separate speed variable, independent of the Cartesian velocity variables, to the state space of a point process filter. This speed term dynamically adjusts the filter’s movement model error covariance so that smaller changes in position and velocity are allowed when the decoded speed is smaller.

In a general examination of movement models, Gowda et al. (2014) analyzed the linear models typically used in past studies and found that some may harbor hidden attractor points, to the detriment of controllability. They also point out that specific coefficients in movement model matrices parameterize the speed-accuracy tradeoff.

LEARNING

How can we improve decoder parameters during decoding? To handle poor initial parameter fits or changes in neural tuning after practice, continuous learning of decoder parameters may be required in a clinical device. There has been much recent work, mostly from Jose Carmena’s Lab (for a review, see Carmena, 2013), on improving decoder parameter fits during BMI operation, called closed-loop decoder adaptation. They adapted Kalman filter parameters via stochastic updates based on the likelihood gradient (Dangi et al., 2013a), provided tools for analysis of adaptive methods (Dangi et al., 2013b), and applied adaptation to decoding of LFPs (Dangi et al., 2013c).

Information about the target locations of reaches can help improve the parameter learning process. Kowalski et al. (2013) proposed an algorithm which uses the joint estimation paradigm (augmenting tuning parameters into the state space), combined with the “reach state equation” (Srinivasan et al., 2006) as a way to incorporate target location in decoder recalibration. Similarly, Shanechi and Carmena (2013) designed a dual filtering method which uses the target location to assist movements towards the target. The method provides the target location, assumed known, to a linear-quadratic-Gaussian optimal feedback controller which acts as the movement model of the point process decoder. A second point process filter updates the decoder parameters.

In Suminski et al.’s (2013) study, incongruence between decoded kinematics and torques were used as an error signal for recalibration. The differences between the decoded position (and velocity) and the virtual arm’s endpoint position (and velocity), as computed via the decoded torques, were used as an error signal to update torque decoder parameters via gradient descent.

Merel et al. (2013) modeled co-adaptation in BMIs as two agents (encoder and decoder) optimizing with respect to each other, under linear-quadratic-Gaussian assumptions. They derive a novel decoder update step which anticipates what the future encoder will be and updates with respect to that, instead of the current encoder. They show that this “one step ahead” update rule reduces error faster in simulations.

SIGNAL STABILITY AND ADAPTATION

Are neural signals stable over long time periods? There has been controversy as to whether updating of decoder parameters is required for long-term prosthetic usability. Recent studies have analyzed stability of signals over long time spans. Flint et al. (2013) and Scheid et al. (2013) showed that multiunit spiking activity can be stable over more than six months and LFPs can be stable for almost a year. Wang et al. (2014) found signal instability and concluded that LFPs allowed more accurate offline reconstruction than single- and multi-unit signals 1–2 years post implantation. Perge et al. (2013) found significant intra-day changes in neural firing rates and concluded that 85% of these changes were likely due to physiological mechanisms.

If decoder updates are needed, how can we improve the accuracy of updates? Recent studies have proposed heuristics to improve adaptation. Zhang and Chase (2013) used two extensions to a dual-Kalman filter. First, they updated baseline firing rates of neurons using a moving window. Second, they normalized the velocity provided to the parameter updater so that the median absolute velocity matches that of the initial training data. Kao et al. (2013) proposed a firing rate normalization that also includes a regularization term that penalizes neurons with low firing rates. They also showed that dimensionality reduction via principal component analysis improves robustness to neuron loss.

Besides updating baseline firing rates via windowed estimates, other methods for tracking baseline changes have been proposed. Bishop et al. (2014) found that most changes occur between days. They designed a classifier for movement direction using the naïve Bayes algorithm and a hierarchical model; baseline firing rates are inferred each day while the class-specific parameters and the prior distributions for the baseline firing rates are learned once on initial training data. Homer et al. (2014) designed a probabilistic algorithm for detecting infrequent, rapid changes in baseline firing rates under the Kalman filtering framework. Their method first performs a forward stepwise search for neurons which have changed in baseline firing rate and then determines the magnitude of changes.

Using a reinforcement learning approach to adaptation, two studies from the same group (Mahmoudi et al., 2013; Pohlmeyer et al., 2014) showed that an actor-critic reinforcement learning BMI that uses Hebbian learning on an artificial neural network decoder’s weights could learn weights from scratch and maintain decoding accuracy despite shuffling, loss, or gain of neurons, using only a one-bit feedback signal. In another study from the same group, Prins et al. (2013) decoded a one-bit reward signal from nucleus accumbens by clustering spike counts with k-means.

DISCUSSION

As researchers focus more on practical hurdles to clinical deployment of neural prostheses, it becomes more and more important to develop and test BMI decoders in the contexts in which actual prostheses will be used, i.e., to control artificial limbs, natural limbs via functional electrical stimulation (Moritz et al., 2008; Ethier et al., 2012; Nishimura et al., 2013), or computer cursors in graphical user interfaces. By using more realistic contexts, questions such as which variables to decode or which algorithms are sufficiently fast can be answered empirically. Realistic contexts may also uncover new considerations and obstacles to overcome.

An important question which has been thus far neglected in the field is how much control accuracy is enough? Full restoration of human ability in terms of movement accuracy may come at computational and other costs, e.g., number of recording channels, which likely trade off against other figures of merit of a prosthetic system. While we should continually endeavor to improve BMI technology, from a practical standpoint, we should also answer the question of how much control is good enough, so that engineers can design systems with clear requirements in mind.
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An ability to produce rhythmic activity is ubiquitous for locomotor pattern generation and modulation. The role that the rhythmogenesis capacity of the spinal cord plays in injured populations has become an area of interest and systematic investigation among researchers in recent years, despite its importance being long recognized by neurophysiologists and clinicians. Given that each individual interneuron, as a rule, receives a broad convergence of various supraspinal and sensory inputs and may contribute to a vast repertoire of motor actions, the importance of assessing the functional state of the spinal locomotor circuits becomes increasingly evident. Air-stepping can be used as a unique and important model for investigating human rhythmogenesis since its manifestation is largely facilitated by a reduction of external resistance. This article aims to provide a review on current issues related to the “locomotor” state and interactions between spinal and supraspinal influences on the central pattern generator (CPG) circuitry in humans, which may be important for developing gait rehabilitation strategies in individuals with spinal cord and brain injuries.
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INTRODUCTION

It is now largely accepted that the neural circuitry controlling locomotion involves a central pattern generator (CPG; Grillner, 1981). CPG functioning depends on supraspinal inputs and sensory feedback (Shik, 1997; Orlovsky et al., 1999; Pearson, 2004; Jordan et al., 2008). Most CPGs are quiescent under resting condition and become recruited by supraspinal pathways with command function (Grillner, 2006). Sensory activity establishes the timing of major phase transitions and contributes to the production of motoneuronal drive (Nielsen and Sinkjaer, 2002; Pearson, 2004), and may also trigger a stepping-like output (Sherrington, 1910; Gurfinkel et al., 1998; Gerasimenko et al., 2010).

The capacity of the mammalian lumbosacral spinal cord to generate rhythmic activity in the absence of input from the brain is firmly established in animal models (Sherrington, 1910; Graham Brown, 1912; Grillner, 1981) and there is indirect evidence that CPGs may also be a feature of the human spinal cord (Bussel et al., 1996; Minassian et al., 2004; Shapkova, 2004; Dominici et al., 2011; Hubli and Dietz, 2013; Ivanenko et al., 2013). The available evidence suggests that many locomotor-related movements that humans perform routinely (walking, running, cycling, swimming, crawling, backward walking, etc.) use similar rhythm circuitry but additionally require specialized control circuits (Zehr, 2005; Patrick et al., 2009; Hoogkamer et al., 2014). In fact, the capacity of neural circuits to generate rhythmic activity represents the common core for various locomotor tasks (Zehr, 2005). The aim of this article is to provide a review on current issues related to the excitability of spinal CPG circuitry in humans. Under normal conditions, it is sometimes difficult to investigate impairments in the CPG functioning due to interference with the ongoing task of body weight and balance control (including intense feedback). Therefore, one might examine the rhythmogenesis capacity of spinal circuitry in conditions not-complicated by these two factors.

Body weight support systems coupled with robotic devices or pharmacologic treatments are now often used in the rehabilitation practice to assist locomotor recovery in individuals with neuromotor disorders (Dietz, 2009; Sale et al., 2012; Hubli and Dietz, 2013; Valentin-Gudiol et al., 2013; Meyns et al., 2014; Moraru and Onose, 2014). There is still limited evidence of the efficacy of treadmill interventions with body weight support in some injured populations due to the complex nature of the control of locomotion, compensatory strategies, and plasticity of neuronal networks (Grasso et al., 2004; Picelli et al., 2013; Valentin-Gudiol et al., 2013; Swinnen et al., 2014; Sylos-Labini et al., 2014b). We will not review here any detailed analysis of clinical outcomes for ambulation when using locomotor training with body weight support systems and refer to other reviews (e.g., Wirz et al., 2005; Sale et al., 2012; Valentin-Gudiol et al., 2013; Scivoletto et al., 2014). The main focus here is to give emphasis to a facilitatory effect of simulated weightlessness on rhythmogenesis and its potential for assessing the state of the CPG circuits and for gait recovery after spinal cord injury and other neuromotor disorders.

LOCOMOTOR “STATE” OF THE SPINAL CIRCUITY

Historically, Goltz and Freusberg (1874) were the first to report spontaneous air-stepping of the hindlimbs of the spinal dog before voiding the distended bladder, presumably due to some excitatory state of the spinal circuitry. In decerebrated animals exhibiting spontaneous fluctuations in their level of rigidity, rhythmic movements can be evoked by peripheral stimulation, provided there is an appropriate level of background extensor tonus and that the tonus is neither too low nor too high (Beritoff, 1915). In addition, an increase in tonus precedes the initiation of locomotion (Mori et al., 1982). The excitability status or state of the spinal network is thus of particular importance (Edgerton et al., 2008). Air-stepping can be used as a unique and important model for investigating human rhythmogenesis since its manifestation is largely facilitated by a reduction of external resistance, such as that resulting from body weight unloading (Gurfinkel et al., 1998; Selionov et al., 2009). Below we consider various experiments and observations in conditions of reduced gravity effects that help revealing the intrinsic properties of locomotor pattern generators and making evident the facilitation of non-voluntary limb stepping in humans.

The spinal CPG circuitry can be activated in healthy humans by applying tonic central or peripheral sensory inputs. As we previously mentioned, in addition to the control of the timing of major phase transitions and muscle activity production (Nielsen and Sinkjaer, 2002; Pearson, 2004), sensory activity has access to the functional state of CPG and may initiate a stepping-like output (Sherrington, 1910; Gurfinkel et al., 1998; Gerasimenko et al., 2010). Figure 1A illustrates different examples of stimulation techniques that were explored for eliciting non-voluntary air-stepping: continuous muscle vibration (40–60 Hz, ~1 mm amplitude), and electrical stimulation of the superficial peroneal or sural nerves (0.3 ms duration pulses, 2–3 mA, 60 Hz) (Selionov et al., 2009). To minimize interference with the ongoing task of body weight and balance control, stepping movements are elicited during air-stepping in the absence of gravity influences and reduced external resistance. The subjects were tested while lying on their side with the legs supported using long ropes attached to the ceiling (Figure 1A) or using an exoskeleton (Figure 1B) so that they provided low-friction pendulum-like leg motion in the horizontal plane with a limited vertical motion component. The afferent signals due to vibration or electrical stimulation of peripheral nerves may increase the excitability of several segments of the spinal cord, which may facilitate triggering of locomotor-like movements. The latency of the elicited cyclic movements varied significantly across subjects and conditions (range 1–25 s). The delay in the onset of leg movement likely reflects the general property of the pattern generation circuitry and transition from tonic activation to the phasic CPG output. Generally, cyclic movements increased monotonically for 2–10 cycles until they reached a relatively constant amplitude of angular oscillations (Gurfinkel et al., 1998; Selionov et al., 2009; Gerasimenko et al., 2010). The characteristics of non-voluntary air-stepping (amplitude, cycle duration) were similar to the voluntary stepping in the same conditions.


[image: image]

FIGURE 1. Eliciting non-voluntary limb stepping movements in simulated weightlessness (gravity neutral) conditions. (A) examples of non-voluntary rhythmic movements of the suspended legs induced by quadriceps (Q) muscle vibration and electrical stimulation (ES) of sural and peroneal nerves in one representative subject from the study of Selionov et al. (2009). An upward deflection of traces denotes flexion in the hip and knee joint angles and dorsiflexion in the ankle joint. Note the absence of ankle joint rotations during evoked air-stepping. (B) An example of evoked rhythmic leg movements during hand walking in one subject from the study of Sylos-Labini et al. (2014a). RF, rectus femoris, BF, biceps femoris, TA, tibialis anterior, LG, lateral gastrocnemius, FCU, flexor carpi ulnaris, BIC, biceps brachii, DELTa, anterior deltoid, ST, and semitendinosus. Hand and foot denote anterior-posterior displacements of the left hand and foot.



In addition to peripheral sensory stimulation, central tonic facilitatory influences may be used for eliciting rhythmic leg movements, such as the Jendrassik maneuver and the Kohnstamm phenomenon (Gurfinkel et al., 1998; Selionov et al., 2009). An intriguing approach related to the role of tonic influences is the Kohnstamm phenomenon (Kohnstamm, 1915), which consists in the appearance of involuntary tonic activity and a particular sensation of “lightness” after the cessation of a long-lasting (30–40 s) isometric effort. Post-activation phenomena can therefore be used as a tool to study tonic influences. After-effects of a voluntary, long-lasting contraction in the leg muscles featured alternating rhythmic leg movements that lasted for about 20–40 s (Selionov et al., 2009), corresponding roughly to a typical duration of the post-contraction activity (Craske and Craske, 1986; Duclos et al., 2004; Ivanenko et al., 2006b). The difference in the effects of the two techniques (the post-contraction phenomenon and the Jendrassik maneuver) may point to the importance of tonic activation of the lumbosacral enlargement, since voluntary arm contractions (due to the Jendrassik maneuver) are weaker in evoking stepping movements: they act primarily on the cervical spinal cord and are not sufficient to evoke air-stepping unless the experimenter triggers them (Selionov et al., 2009).

Other techniques for triggering stepping movements are based on the more direct stimulation of the spinal cord by electromagnetic (Gerasimenko et al., 2010), transcutaneous or epidural electrical stimulation (Shapkova and Schomburg, 2001; Gorodnichev et al., 2012), which can initiate and sustain movements more robustly than by stimulation of sensory afferent fibers. Transcutaneous electrical spinal cord stimulation (at 5–40 Hz) is applied over T11-T12 vertebrae and presumably activates the locomotor circuitry through the dorsal roots (Gorodnichev et al., 2012; Gerasimenko et al., 2014), while epidural stimulation is based on an implanted array of electrodes directly placed over the back portion of the lower thoracic-upper lumbar spinal cord (Figure 4A, upper panel). Rhythmic locomotor-like leg movements in a gravity neutral position can be evoked in ~10–50% of healthy subjects, and the degree of activation may depend on supraspinal influences and the state and the rhythmogenesis capacity of the spinal circuitry (Gurfinkel et al., 1998; Selionov et al., 2009; Gerasimenko et al., 2010). The common feature of all stimulations described above is that they are tonic. In this respect, they corroborate earlier pioneering observations in decerebrate cats that stepping can be induced using a simple tonic stimulation pattern applied to the mesencephalic locomotor region (Shik et al., 1966), but they also show that this type of control can be initiated at the lumbosacral spinal cord level. Overall, the findings suggest that nonspecific tonic excitability may elicit or facilitate CPG activity.
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FIGURE 2. Kinematic features of non-voluntary air-stepping movements. (A) one-legged vs. two-legged air-stepping evoked by quadriceps muscle vibration. Upper panels—histogram of the phase shift between hip and knee joints across subjects and probes. Note similar occurrence of forward and backward one-legged air-stepping and predominantly forward 2-legged stepping. Low panels—examples of transitions (in the middle of the record) from FW to BW stepping and vice versa in 2 subjects. (B) examples of rhythmic leg movements evoked by continuous electrical stimulation (ES) of the sural nerve in the absence (left) and presence (right) of small (25 N) force applied to the forefoot part of the foot. The force was applied approximately in the direction of the longitudinal axis of the body using a long elastic thread cord. The length of the thread cord was about 5 m so that fluctuations in its force due to the length changes were minimal (<10%) during air-stepping. Eight consecutive cycles are shown for each condition. Note the appearance of noticeable oscillations in the ankle joint angle and activity in the distal muscles in the presence of small load force (adapted from Selionov et al., 2009).
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FIGURE 3. Motor responses during voluntary and non-voluntary air-stepping in healthy subjects. (A) background EMG activity (upper panel) and motor evoked potentials (lower panel) in response to transcranial magnetic stimulation of the motor cortex (MEPs, mean ± SE, n = 8 subjects) in the BF muscle during different phases of the step cycle. (B) background soleus EMG activity (upper panel) and H-reflex (lower panel) modulation. Asterisks denote significant differences. Note facilitation of motor responses during voluntary stepping. Adapted from Solopova et al. (2014).
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FIGURE 4. EMG activity and rhythmic leg movements induced by epidural spinal cord electrical stimulation (SCES) in SCI patients in a supine position. (A) epidural SCES (upper panel) and an example of EMG recordings (bottom panel) obtained from quadriceps (Q), hamstrings (H), tibialis anterior (TA), and triceps surae (TS) during SCES at 31 Hz. The goniometer traces of the knee joint angle illustrate the corresponding induced rhythmical movements of the lower limbs. Adapted from Minassian et al. (2004). (B) SCES-induced rhythmic leg movements in SCI patients. During SCES, the patient was lying supine and the legs were suspended on elastic straps in a position such that the hip and knee joints were in semi-flexion (top panel). Middle panels: an example of stepping-like movements at ~1 Hz evoked with 2 Hz SCES in one SCI patient. On the right—duration of stepping cycle in relationship to the frequency of SCES in this patient. The frequency gradually increased from 3 to 100 Hz and then decreased from 100 to 0.5 Hz. Bottom panel: location of the effective zone for initiating alternating stepping-like movements with SCES in a group of paraplegic patients (n = 29). Adapted from Shapkova (2004).



Finally, automatic, alternating movements of the legs can be initiated by upper limb movements by asking participants to move their arms rhythmically, as in hand-walking (Figure 1B; Sylos-Labini et al., 2014a). The idea is grounded on the evidence that the coordination between arms and legs during human locomotion shares many features with that in quadrupeds (Falgairolle et al., 2006; Zehr et al., 2007; Patrick et al., 2009; Dietz, 2011; Kuhtz-Buschbeck and Jing, 2012). For instance, inter-limb coupling in humans has previously been demonstrated by evoking reflexes in one limb and observing the extent to which the movement of another limb modulates reflex expression during walking (Haridas and Zehr, 2003; Mezzarane et al., 2011; Massaad et al., 2014). The coupling between the activity of cervical motoneurons underlying hand-walking and the activity of lumbosacral motoneurons underlying leg movements (Figure 1B) is presumably indirect, delayed and asynchronous (e.g., leg stepping is often characterized by a non-integer ratio between arm and leg movements frequency). These variable features suggest that signals related to arm movements do not directly entrain the motor commands to leg muscles, but affect the state of the lumbosacral locomotor circuitry, consistent with a facilitatory effect of arm swinging on cyclic leg muscle activity (de Kam et al., 2013). In addition, it has been recently shown that cervical transcutaneous stimulation of the spinal cord significantly facilitates non-voluntary air-stepping leg movements and the lumbosacral locomotor-related neuronal circuitry (Gerasimenko et al., 2014). One possible route for these trigger signals is through the intrinsic spinal pathways (propriospinal interneurons) linking cervical to lumbosacral regions in humans (Nathan et al., 1996). However, considering the latency of the leg responses relative to arm oscillations, supraspinal contributions cannot be excluded. Rhythmic arm movements imitating those during running or walking can also evoke prominent modulation of leg muscle EMGs during standing (Danna-Dos-Santos et al., 2009). Whatever the exact mechanism, these findings (Figure 1B) reinforce the idea that there exists a functional coupling between arm and leg CPGs.

INTERACTION BETWEEN RHYTHM-GENERATION ACTIVITY AND SENSORY INPUT

The previous studies, which aimed to activate the CPG circuits using the “air-stepping” paradigm (Gurfinkel et al., 1998; Selionov et al., 2009; Gerasimenko et al., 2010, 2014; Sylos-Labini et al., 2014a), also revealed some essential features of the intrinsic rhythm generation in humans. The evoked cyclic movements share many of their characteristics with animals. For instance, given the extensive evidence for the presence of commissural interneurons driving the contralateral locomotor circuitry (Kiehn, 2011), oscillator mechanisms and tonic influences may not be limb-specific. We found, for example, that treating one limb (e.g., applying electrical stimulation of the peroneal or sural nerves of one leg) can have its output transferred to another limb, even if the treated limb is kept stationary (Selionov et al., 2009). Also, although pattern generators for each limb have the potential to produce relatively autonomous rhythmic patterns (Forssberg et al., 1980; Yang et al., 2005), right and left sides are strongly coupled under most natural conditions (Orlovsky et al., 1999; Ivanenko et al., 2006a; Maclellan et al., 2014). Further evidence of the importance of bilateral coupling is demonstrated by the finding that two-legged stepping was more stable (and predominantly forward, Figure 2A, upper panels), whereas one-legged stepping in some subjects displayed frequent spontaneous transitions from forward to backward direction and vice versa (Figure 2A, lower panels).

Air-stepping tends to involve prominent movements in the hip and knee joints, whereas the ankle joint is typically not involved, unless minimal loading forces are applied to the foot (Figure 2B). The facilitatory effect of forces is often accompanied by modulation of the EMG activity, consistent with phase-dependent contribution of sensory activity to the pre-programmed motoneuronal drive of the distal muscles during human walking (Duysens et al., 2000; Nielsen and Sinkjaer, 2002). Even individuals with clinically motor complete paralysis demonstrate modulated activity of distal leg muscles during assisted stepping with body weight support (during locomotion with 100% body unloading, no EMG activity was present) (Harkema et al., 1997; Dietz et al., 2002). It can be concluded that afferent input from load-related receptors (including Golgi tendon organs, spindles, cutaneous receptors, and various load mechanoreceptors in the foot arch, Duysens et al., 2000; Pearson, 2004; Gravano et al., 2011) contributes to the generation of locomotor activity in the isolated human spinal cord. Therefore, the sacral pattern generation circuitry (Cazalets and Bertrand, 2000) might be inactivated when the input from the support surface is lacking. The more direct stimulation of the spinal cord locomotor circuitry using repetitive electromagnetic stimuli can evoke ankle joint oscillations (Gerasimenko et al., 2010). However, in this case it likely involves stimulation of the dorsal roots, and thus load-related afferents. Overall, the lack of ankle joint movements during non-voluntary air-stepping (Figures 1A, 2B) supports the hypothesis that the upper lumbar pattern generator activity may constitute the major oscillator “pacemaker,” whereas the sacral generator could play a subordinator role for adaptation to specific foot-support interactions. Also, minimal contact forces during air-stepping may significantly improve accurate foot trajectory control, suggesting that the support surface represents an importance reference frame and is included in the locomotor body scheme (Ivanenko et al., 2002).

ENGAGEMENT OF SUPRASPINAL MOTOR AREAS

Better understanding of interactions between spinal and supraspinal influences on the state of CPG circuitry may be important for developing gait rehabilitation strategies in individuals with spinal cord and brain injuries. In addition, there is an increasing consensus that motor centers in the brain, and the motor cortex in particular, play an essential and greater role in human walking compared to other mammals (Capaday, 2002; Yang and Gorassini, 2006; Petersen et al., 2012; Beloozerova et al., 2013). For instance, the coherence analysis demonstrated significant coupling between EEG recordings over the leg motor area and EMG from the tibialis anterior muscle prior to heel strike during the swing phase of walking, suggesting that the motor cortex and corticospinal tract contribute directly to the muscle activity observed in steady-state human walking (Petersen et al., 2012). Recently, we compared motor evoked potentials (MEP) in response to transcranial magnetic stimulation of the motor cortex and the H-reflex during voluntary and vibration-induced air-stepping movements in healthy humans (Solopova et al., 2014). Both the MEPs and H-reflex were significantly smaller during vibration-induced cyclic leg movements at matched amplitudes of angular motion and muscle activity (Figure 3). One may suppose that in both cases the locomotor-like leg movements are evoked via activation of the spinal pattern generation circuitry. The greater responsiveness to central inputs during voluntary CPG activation (Figure 3) may be related to facilitation of transcortical reflex pathways (Christensen et al., 1999), increased depolarization of motoneurons, and/or an overall facilitatory effect on spinal motoneurons and interneurons. Interestingly, modulation of the H-reflex was observed in the absence of noticeable background EMG activity of the soleus and tibialis anterior muscles (likely due to the absence of limb loading and ankle joint movements), and occurred during the hypothetical stance phase of the step cycle (Figure 3), consistent with a CPG phase-related modulation of spinal reflexes.

These findings highlight differences between voluntary and non-voluntary activation of the spinal pattern generator circuitry, presumably due to an extra facilitatory effect of voluntary control of stepping on spinal motoneurons and interneurons. It has been argued that the engagement of supraspinal motor areas may be beneficial for gait recovery (van den Brand et al., 2012), and there is a link between facilitation of segmental reflexes and the ability to recover gait (Dietz et al., 2009; Thompson and Wolpaw, 2014). Our results (Figure 3) support this hypothesis, and show an overall facilitatory effect of supraspinally mediated stepping on reflex responses. Such investigations may contribute to the clinical development of CPG-modulating therapies (Guertin, 2014).

TAPPING INTO RHYTHM GENERATION CIRCUITRY IN NEUROMOTOR DISORDERS

During the last decade, there has been a growing interest in understanding an appropriate state of the spinal circuitry for performing locomotor movements (Hultborn, 2001; Edgerton et al., 2008; van den Brand et al., 2012; Selionov et al., 2013). In particular, to trigger the CPG by neurons with command function (Grillner, 2006), the physiological state of the spinal network needs to be properly prepared (Edgerton et al., 2008) since the same interneurons and motoneurons may contribute to a vast repertoire of motor actions (Hultborn, 2001).

A facilitatory effect of simulated weightlessness can be used for investigating rhythmogenesis of the spinal cord in injured populations and for entraining the spinal locomotor circuitry. Epidural stimulation is a technique that has been used for a number of years to treat individuals with a spinal cord injury, and various experiments emphasized a significant complementary effect of epidural stimulation when combined with pharmacological facilitation, e.g., serotonergic agonists, and step training (Shapkova and Schomburg, 2001; Minassian et al., 2007; Gerasimenko et al., 2008). The existence of a spinal locomotor generator circuitry in humans has been confirmed based on observations in patients with a severe spinal cord injury implanted with an array of electrodes directly placed over the back portion of the lower thoracic-upper lumbar spinal cord (Minassian et al., 2004; Shapkova, 2004). In these experiments, stepping-like movements were produced in patients who were supine with the legs in the resting position (Figure 4A) or suspended in the air (Figure 4B). Epidural stimulation could even produce rhythmic EMG activities without step-related sensory feedback (stationary legs) or with a rhythm frequency independent of that of passive treadmill stepping (Minassian et al., 2013). Nevertheless, leg suspension significantly facilitates the manifestation of rhythmic motion (Figure 4B) and permits to reveal its characteristics. For instance, depending on the exact location of the stimulating electrodes, the stimulation could produce different patterns of rhythmic leg movements with different involvements of leg joints (Shapkova, 2004), consistent with the idea that there exist individual CPGs for each limb and/or each segment, and are coordinated during natural locomotion to produce a coherent interlimb pattern (Graham Brown, 1912; Grillner, 1981). Epidural stimulation can also transform the CPG circuitry into the active functional state which persists even after a significant decrease of stimulation frequency (Figure 4B, right panel). Interestingly, non-voluntary (evoked by epidural stimulation) air-stepping movements in incomplete spinal cord injury individuals can be sustained for more than 1 h with increasing EMG activity, while voluntarily initiated rhythmic leg movements in these patients demonstrate progressive fatigue after several minutes (Shapkova, 2004). Thus, even though supraspinally mediated activation of stepping has an overall facilitatory effect on reflex responses (Figure 3) and pattern generation (Solopova et al., 2014), it may also contribute to the development of “central” fatigue (Taylor et al., 2006). Furthermore, daily sessions with epidural stimulation evoking air-stepping rhythmic movements were effective in restoring the locomotor function in some children with a severe spinal cord injury (Shapkova, 2004).

The residual sensory pathways may be critical in regaining voluntary movement. Moreover, the neuromodulation and activation of the “locomotor state” of the spinal circuitry below the lesion may enable completely paralyzed individuals to process conceptual, auditory and visual inputs, and to regain some voluntary control of paralyzed muscles (Angeli et al., 2014). In this study, a stimulation protocol was developed to allow the individuals to stimulate for ~1 h while practicing intentional movement in the supine position. Four individuals diagnosed with clinically motor complete paralysis (classified as AIS-B and AIS-A before implantation) and implanted with a lumbrosacral spinal cord stimulator at least 2.2 years post injury were able to generate EMG activity and movement during ankle dorsiflexion in the presence of epidural stimulation following a verbal command. No motor activity was present when attempting to move without epidural stimulation. Furthermore, daily training resulted in the generation of voluntary efforts with higher forces and lower stimulation voltages to reach the thresholds that enabled voluntary motor responses that could be modulated by visual and/or auditory input (Angeli et al., 2014). Hence, it is essential to discern how the spinal pattern generation circuitry is controlled by sensory input and supraspinal networks to design new rehabilitation devices that involve modulation of the physiological state of the spinal cord during training. A degradation of spinal neuronal activity takes place following a spinal cord injury, suggesting that a continuous training approach starting early after injury is necessary to maintain neuronal activity below the level of the lesion (Dietz and Müller, 2004). Future studies may focus on the mechanisms underlying the manifestation of early motor symptoms, muscle tone, impaired sensory feedback and their relation to rhythmogenesis investigated under simulated weightlessness conditions. This may also help facilitating the application of neurophysiological analyses as quantification tools for evaluating new medications useful to assess or augment the rhythmogenesis capacity and gait recovery in neurological disorders.

CONCLUDING REMARKS

Novel pharmacological strategies (Roy et al., 2012; Borton et al., 2014; Guertin, 2014) and electromagnetic stimulation techniques (Shapkova and Schomburg, 2001; Minassian et al., 2007; Gerasimenko et al., 2008; Selionov et al., 2009; Angeli et al., 2014) are being developed aimed at modulating spinal activity and restoring the locomotor function. Even though electrochemical or sensory stimulations do not necessarily induce automated stepping by activating CPG networks, they may transform lumbosacral circuits from non-functional to functional states, enabling the information-processing interface in the spinal cord to utilize multifaceted sensory input as a source of control for locomotion (Courtine et al., 2009). Overall, recent findings highlight the importance of investigating the tonic “state” of the spinal circuits. Since the air-stepping is free from many of the mechanical constraints of normal walking, it may provide an effective model for studying how peripheral inputs influence CPG behavior in human adults (Gurfinkel et al., 1998; Shapkova and Schomburg, 2001; Selionov et al., 2009; Gerasimenko et al., 2010; Solopova et al., 2014; Sylos-Labini et al., 2014a). Thus, the beneficial effect of simulated weightlessness on rhythmogenesis may enhance the utility of spinal cord stimulation techniques for developing CPG-modulating therapies and augmentation of function for disabled people.

ACKNOWLEDGMENTS

The work was supported by the Russian Foundation for Basic Research grants #13-04-12076 and #15-04-02825, Italian Health Ministry and Italian Space Agency (COREA Grant).

REFERENCES

Angeli, C. A., Edgerton, V. R., Gerasimenko, Y. P., and Harkema, S. J. (2014). Altering spinal cord excitability enables voluntary movements after chronic complete paralysis in humans. Brain 137, 1394–1409. doi: 10.1093/brain/awu038

Beloozerova, I. N., Stout, E. E., and Sirota, M. G. (2013). Distinct Thalamo-cortical controls for shoulder, elbow and wrist during locomotion. Front. Comput. Neurosci. 7:62. doi: 10.3389/fncom.2013.00062

Beritoff, J. S. (1915). On the mode of originating of labyrinthine and cervical tonic reflexes and on their part in the reflex reactions of decerebrate preparation. Q. J. Exp. Physiol. 6, 199–229. doi: 10.1113/expphysiol.1915.sp000204

Borton, D., Bonizzato, M., Beauparlant, J., DiGiovanna, J., Moraud, E. M., Wenger, N., et al. (2014). Corticospinal neuroprostheses to restore locomotion after spinal cord injury. Neurosci. Res. 78, 21–29. doi: 10.1016/j.neures.2013.10.001


Bussel, B., Roby-Brami, A., Néris, O. R., and Yakovleff, A. (1996). Evidence for a spinal stepping generator in man. Electrophysiological study. Acta Neurobiol. Exp. (Wars) 56, 465–468.


Capaday, C. (2002). The special nature of human walking and its neural control. Trends Neurosci. 25, 370–376. doi: 10.1016/s0166-2236(02)02173-2

Cazalets, J. R., and Bertrand, S. (2000). Coupling between lumbar and sacral motor networks in the neonatal rat spinal cord. Eur. J. Neurosci. 12, 2993–3002. doi: 10.1046/j.1460-9568.2000.00169.x

Christensen, L. O., Morita, H., Petersen, N., and Nielsen, J. (1999). Evidence suggesting that a transcortical reflex pathway contributes to cutaneous reflexes in the tibialis anterior muscle during walking in man. Exp. Brain Res. 124, 59–68. doi: 10.1007/s002210050600

Courtine, G., Gerasimenko, Y., van den Brand, R., Yew, A., Musienko, P., Zhong, H., et al. (2009). Transformation of nonfunctional spinal circuits into functional states after the loss of brain input. Nat. Neurosci. 12, 1333–1342. doi: 10.1038/nn.2401

Craske, B., and Craske, J. D. (1986). Oscillator mechanisms in the human motor system: investigating their properties using the aftercontraction effect. J. Mot. Behav. 18, 117–145. doi: 10.1080/00222895.1986.10735374

Danna-Dos-Santos, A., Shapkova, E. Y., Shapkova, A. L., Degani, A. M., and Latash, M. L. (2009). Postural control during upper body locomotor-like movements: similar synergies based on dissimilar muscle modes. Exp. Brain Res. 193, 565–579. doi: 10.1007/s00221-008-1659-3

de Kam, D., Rijken, H., Manintveld, T., Nienhuis, B., Dietz, V., and Duysens, J. (2013). Arm movements can increase leg muscle activity during submaximal recumbent stepping in neurologically intact individuals. J. Appl. Physiol. (1985) 115, 34–42. doi: 10.1152/japplphysiol.00510.2012

Dietz, V. (2009). Body weight supported gait training: from laboratory to clinical setting. Brain Res. Bull. 78, I–VI. doi: 10.1016/s0361-9230(08)00410-3

Dietz, V. (2011). Quadrupedal coordination of bipedal gait: implications for movement disorders. J. Neurol. 258, 1406–1412. doi: 10.1007/s00415-011-6063-4

Dietz, V., Grillner, S., Trepp, A., Hubli, M., and Bolliger, M. (2009). Changes in spinal reflex and locomotor activity after a complete spinal cord injury: a common mechanism? Brain 132, 2196–2205. doi: 10.1093/brain/awp124

Dietz, V., and Müller, R. (2004). Degradation of neuronal function following a spinal cord injury: mechanisms and countermeasures. Brain 127, 2221–2231. doi: 10.1093/brain/awh255

Dietz, V., Müller, R., and Colombo, G. (2002). Locomotor activity in spinal man: significance of afferent input from joint and load receptors. Brain J. Neurol. 125, 2626–2634. doi: 10.1093/brain/awf273

Dominici, N., Ivanenko, Y. P., Cappellini, G., d’Avella, A., Mondì, V., Cicchese, M., et al. (2011). Locomotor primitives in newborn babies and their development. Science 334, 997–999. doi: 10.1126/science.1210617

Duclos, C., Roll, R., Kavounoudias, A., and Roll, J. P. (2004). Long-lasting body leanings following neck muscle isometric contractions. Exp. Brain Res. 158, 58–66. doi: 10.1007/s00221-004-1871-8


Duysens, J., Clarac, F., and Cruse, H. (2000). Load-regulating mechanisms in gait and posture: comparative aspects. Physiol. Rev. 80, 83–133.


Edgerton, V. R., Courtine, G., Gerasimenko, Y. P., Lavrov, I., Ichiyama, R. M., Fong, A. J., et al. (2008). Training locomotor networks. Brain Res. Rev. 57, 241–254. doi: 10.1016/j.brainresrev.2007.09.002

Falgairolle, M., de Seze, M., Juvin, L., Morin, D., and Cazalets, J.-R. (2006). Coordinated network functioning in the spinal cord: an evolutionary perspective. J. Physiol. Paris 100, 304–316. doi: 10.1016/j.jphysparis.2007.05.003

Forssberg, H., Grillner, S., and Halbertsma, J. (1980). The locomotion of the low spinal cat. I. Coordination within a hindlimb. Acta Physiol. Scand. 108, 269–281. doi: 10.1111/j.1748-1716.1980.tb06533.x

Gerasimenko, Y., Gorodnichev, R., Machueva, E., Pivovarova, E., Semyenov, D., Savochin, A., et al. (2010). Novel and direct access to the human locomotor spinal circuitry. J. Neurosci. 30, 3700–3708. doi: 10.1523/JNEUROSCI.4751-09.2010

Gerasimenko, Y. P., Gorodnichev, R., Puhov, A., Moshonkina, T., Savochin, A., Selionov, V. A., et al. (2014). Initiation and modulation of locomotor circuitry output with multi-site transcutaneous electrical stimulation of the spinal cord in non-injured humans. J. Neurophysiol. doi: 10.1152/jn.00609.2014. [Epub ahead of print].

Gerasimenko, Y., Roy, R. R., and Edgerton, V. R. (2008). Epidural stimulation: comparison of the spinal circuits that generate and control locomotion in rats, cats and humans. Exp. Neurol. 209, 417–425. doi: 10.1016/j.expneurol.2007.07.015

Goltz, F., and Freusberg, A. (1874). Uber die Funktionen des Lendenmarkes des Hundes. Pflugers Physiol. 8, 460–498. doi: 10.1007/BF01612308


Gorodnichev, R. M., Pivovarova, E. A., Pukhov, A., Moiseev, S. A., Savokhin, A. A., Moshonkina, T. R., et al. (2012). Transcutaneous electrical stimulation of the spinal cord: non-invasive tool for activation of locomotor circuitry in human. Fiziol. Cheloveka 38, 46–56.


Graham Brown, T. (1912). The factors in rhythmic activity of the nervous system. Proc. R. Soc. B Biol. Sci. 85, 278–289. doi: 10.1098/rspb.1912.0051

Grasso, R., Ivanenko, Y. P., Zago, M., Molinari, M., Scivoletto, G., Castellano, V., et al. (2004). Distributed plasticity of locomotor pattern generators in spinal cord injured patients. Brain 127, 1019–1034. doi: 10.1093/brain/awh115

Gravano, S., Ivanenko, Y. P., Maccioni, G., Macellari, V., Poppele, R. E., and Lacquaniti, F. (2011). A novel approach to mechanical foot stimulation during human locomotion under body weight support. Hum. Mov. Sci. 30, 352–367. doi: 10.1016/j.humov.2010.01.002


Grillner, S. (1981). “Control of locomotion in bipeds, tetrapods and fish,” in Handbook of Physiology: Section 1: The Nervous System, volume II, Part.1 Motor Control, eds V. B. Brooks, J. M. Brookhart and V. B. Mountcastle (Bethesda, MD: Am. Physiol. Soc.), 1179–1236.


Grillner, S. (2006). Biological pattern generation: the cellular and computational logic of networks in motion. Neuron 52, 751–766. doi: 10.1016/j.neuron.2006.11.008

Guertin, P. A. (2014). Preclinical evidence supporting the clinical development of central pattern generator-modulating therapies for chronic spinal cord-injured patients. Front. Hum. Neurosci. 8:272. doi: 10.3389/fnhum.2014.00272

Gurfinkel, V. S., Levik, Y. S., Kazennikov, O. V., and Selionov, V. A. (1998). Locomotor-like movements evoked by leg muscle vibration in humans. Eur. J. Neurosci. 10, 1608–1612. doi: 10.1046/j.1460-9568.1998.00179.x

Haridas, C., and Zehr, E. P. (2003). Coordinated interlimb compensatory responses to electrical stimulation of cutaneous nerves in the hand and foot during walking. J. Neurophysiol. 90, 2850–2861. doi: 10.1152/jn.00531.2003


Harkema, S. J., Hurley, S. L., Patel, U. K., Requejo, P. S., Dobkin, B. H., and Edgerton, V. R. (1997). Human lumbosacral spinal cord interprets loading during stepping. J. Neurophysiol. 77, 797–811.


Hoogkamer, W., Meyns, P., and Duysens, J. (2014). Steps forward in understanding backward gait: from basic circuits to rehabilitation. Exerc. Sport Sci. Rev. 42, 23–29. doi: 10.1249/JES.0000000000000000

Hubli, M., and Dietz, V. (2013). The physiological basis of neurorehabilitation - locomotor training after spinal cord injury. J. Neuroeng. Rehabil. 10:5. doi: 10.1186/1743-0003-10-5

Hultborn, H. (2001). State-dependent modulation of sensory feedback. J. Physiol. 533, 5–13. doi: 10.1111/j.1469-7793.2001.0005b.x

Ivanenko, Y. P., Dominici, N., Cappellini, G., Di Paolo, A., Giannini, C., Poppele, R. E., et al. (2013). Changes in the spinal segmental motor output for stepping during development from infant to adult. J. Neurosci. 33, 3025a–3036a. doi: 10.1523/JNEUROSCI.2722-12.2013


Ivanenko, Y. P., Grasso, R., Macellari, V., and Lacquaniti, F. (2002). Control of foot trajectory in human locomotion: role of ground contact forces in simulated reduced gravity. J. Neurophysiol. 87, 3070–3089.


Ivanenko, Y. P., Poppele, R. E., and Lacquaniti, F. (2006a). Motor control programs and walking. Neuroscientist 12, 339–348. doi: 10.1177/1073858406287987

Ivanenko, Y. P., Wright, W. G., Gurfinkel, V. S., Horak, F., and Cordo, P. (2006b). Interaction of involuntary post-contraction activity with locomotor movements. Exp. Brain Res. 169, 255–260. doi: 10.1007/s00221-005-0324-3

Jordan, L. M., Liu, J., Hedlund, P. B., Akay, T., and Pearson, K. G. (2008). Descending command systems for the initiation of locomotion in mammals. Brain Res. Rev. 57, 183–191. doi: 10.1016/j.brainresrev.2007.07.019

Kiehn, O. (2011). Development and functional organization of spinal locomotor circuits. Curr. Opin. Neurobiol. 21, 100–109. doi: 10.1016/j.conb.2010.09.004


Kohnstamm, O. (1915). Demonstration einer katatonieartigen Erscheinung beim Gesunden (Katatonusversuch). Neurol Zent. Bl 34S, 290–291.


Kuhtz-Buschbeck, J. P., and Jing, B. (2012). Activity of upper limb muscles during human walking. J. Electromyogr. Kinesiol. 22, 199–206. doi: 10.1016/j.jelekin.2011.08.014

Maclellan, M. J., Ivanenko, Y. P., Massaad, F., Bruijn, S. M., Duysens, J., and Lacquaniti, F. (2014). Muscle activation patterns are bilaterally linked during split-belt treadmill walking in humans. J. Neurophysiol. 111, 1541–1552. doi: 10.1152/jn.00437.2013

Massaad, F., Levin, O., Meyns, P., Drijkoningen, D., Swinnen, S. P., and Duysens, J. (2014). Arm sway holds sway: locomotor-like modulation of leg reflexes when arms swing in alternation. Neuroscience 258, 34–46. doi: 10.1016/j.neuroscience.2013.10.007

Meyns, P., Van de Crommert, H. W. A. A., Rijken, H., van Kuppevelt, D. H. J. M., and Duysens, J. (2014). Locomotor training with body weight support in SCI: EMG improvement is more optimally expressed at a low testing speed. Spinal Cord 52, 887–893. doi: 10.1038/sc.2014.172

Mezzarane, R., Klimstra, M., Lewis, A., Hundza, S., and Zehr, E. (2011). Interlimb coupling from the arms to legs is differentially specified for populations of motor units comprising the compound H-reflex during “reduced” human locomotion. Exp. Brain Res. 208, 157–168. doi: 10.1007/s00221-010-2467-0


Minassian, K., Hofstoetter, U. S., Danner, S. M., Mayr, W., McKay, W. B., Tansey, K., et al. (2013). Mechanisms of rhythm generation of the human lumbar spinal cord in response to tonic stimulation without and with step-related sensory feedback. Biomed. Eng. Biomed. Tech. Available online at: http://www.degruyter.com/view/j/bmte.2013.58.issue-s1-A/bmt-2013-4013/bmt-2013-4013.xml;jsessionid=AF92C08F8D31046DE80E9B1BB68DC420. Accessed on December 15, 2014.


Minassian, K., Jilge, B., Rattay, F., Pinter, M. M., Binder, H., Gerstenbrand, F., et al. (2004). Stepping-like movements in humans with complete spinal cord injury induced by epidural stimulation of the lumbar cord: electromyographic study of compound muscle action potentials. Spinal Cord 42, 401–416. doi: 10.1038/sj.sc.3101615

Minassian, K., Persy, I., Rattay, F., Pinter, M. M., Kern, H., and Dimitrijevic, M. R. (2007). Human lumbar cord circuitries can be activated by extrinsic tonic input to generate locomotor-like activity. Hum. Mov. Sci. 26, 275–295. doi: 10.1016/j.humov.2007.01.005


Moraru, E., and Onose, G. (2014). Current issues and considerations about the central role of rehabilitation therapies in the functional recovery of neurological impairments after stroke in adults. J. Med. Life 7, 368–372.



Mori, S., Kawahara, K., Sakamoto, T., Aoki, M., and Tomiyama, T. (1982). Setting and resetting of level of postural muscle tone in decerebrate cat by stimulation of brain stem. J. Neurophysiol. 48, 737–748.


Nathan, P. W., Smith, M., and Deacon, P. (1996). Vestibulospinal, reticulospinal and descending propriospinal nerve fibres in man. Brain 119, 1809–1833. doi: 10.1093/brain/119.6.1809

Nielsen, J. B., and Sinkjaer, T. (2002). Afferent feedback in the control of human gait. J. Electromyogr. Kinesiol. 12, 213–217. doi: 10.1016/s1050-6411(02)00023-8


Orlovsky, G. N., Deliagina, T. G., Grillner, S., Orlovskii, G. N., and Grillner, S. (1999). Neuronal Control of Locomotion: From Mollusc to Man. Oxford, UK: Oxford University Press.


Patrick, S. K., Noah, J. A., and Yang, J. F. (2009). Interlimb coordination in human crawling reveals similarities in development and neural control with quadrupeds. J. Neurophysiol. 101, 603–613. doi: 10.1152/jn.91125.2008

Pearson, K. G. (2004). Generating the walking gait: role of sensory feedback. Prog. Brain Res. 143, 123–129. doi: 10.1016/s0079-6123(03)43012-4

Petersen, T. H., Willerslev-Olsen, M., Conway, B. A., and Nielsen, J. B. (2012). The motor cortex drives the muscles during walking in human subjects. J. Physiol. 590, 2443–2452. doi: 10.1113/jphysiol.2012.227397

Picelli, A., Melotti, C., Origano, F., Neri, R., Waldner, A., and Smania, N. (2013). Robot-assisted gait training versus equal intensity treadmill training in patients with mild to moderate Parkinson’s disease: a randomized controlled trial. Parkinsonism Relat. Disord. 19, 605–610. doi: 10.1016/j.parkreldis.2013.02.010

Roy, R. R., Harkema, S. J., and Edgerton, V. R. (2012). Basic concepts of activity-based interventions for improved recovery of motor function after spinal cord injury. Arch. Phys. Med. Rehabil. 93, 1487–1497. doi: 10.1016/j.apmr.2012.04.034


Sale, P., Franceschini, M., Waldner, A., and Hesse, S. (2012). Use of the robot assisted gait therapy in rehabilitation of patients with stroke and spinal cord injury. Eur. J. Phys. Rehabil. Med. 48, 111–121.


Scivoletto, G., Tamburella, F., Laurenza, L., Torre, M., and Molinari, M. (2014). Who is going to walk? A review of the factors influencing walking recovery after spinal cord injury. Front. Hum. Neurosci. 8:141. doi: 10.3389/fnhum.2014.00141

Selionov, V. A., Ivanenko, Y. P., Solopova, I. A., and Gurfinkel, V. S. (2009). Tonic central and sensory stimuli facilitate involuntary air-stepping in humans. J. Neurophysiol. 101, 2847–2858. doi: 10.1152/jn.90895.2008

Selionov, V. A., Solopova, I. A., Zhvansky, D. S., Karabanov, A. V., Chernikova, L. A., Gurfinkel, V. S., et al. (2013). Lack of non-voluntary stepping responses in Parkinson’s disease. Neuroscience 235, 96–108. doi: 10.1016/j.neuroscience.2012.12.064


Shapkova, E. Y. (2004). “Spinal locomotor capabality revealed by electrical stimulation of the lumbar enlargement in paraplegic patients,” in Progress in Motor Control, eds M. Latash and M. Levin (Champaign, IL: Human Kinetics), 253–289.



Shapkova, E. Y., and Schomburg, E. D. (2001). Two types of motor modulation underlying human stepping evoked by spinal cord electrical stimulation (SCES). Acta Physiol. Pharmacol. Bulg. 26, 155–157.


Sherrington, C. S. (1910). Flexion-reflex of the limb, crossed extension-reflex and reflex stepping and standing. J. Physiol. 40, 28–121. doi: 10.1113/jphysiol.1910.sp001362


Shik, M. L. (1997). Recognizing propriospinal and reticulospinal systems of initiation of stepping. Motor Control 1, 310–313.



Shik, M. L., Severin, F. V., and Orlovskiĭ, G. N. (1966). Control of walking and running by means of electric stimulation of the midbrain. Biofizika 11, 659–666.


Solopova, I. A., Selionov, V. A., Kazennikov, O. V., and Ivanenko, Y. P. (2014). Effects of transcranial magnetic stimulation during voluntary and non-voluntary stepping movements in humans. Neurosci. Lett. 579, 64–69. doi: 10.1016/j.neulet.2014.07.015

Swinnen, E., Baeyens, J.-P., Pintens, S., Van Nieuwenhoven, J., Ilsbroukx, S., Buyl, R., et al. (2014). Trunk kinematics during walking in persons with multiple sclerosis: the influence of body weight support. NeuroRehabilitation 34, 731–740. doi: 10.3233/NRE-141089

Sylos-Labini, F., Ivanenko, Y. P., Maclellan, M. J., Cappellini, G., Poppele, R. E., and Lacquaniti, F. (2014a). Locomotor-like leg movements evoked by rhythmic arm movements in humans. PloS One 9:e90775. doi: 10.1371/journal.pone.0090775

Sylos-Labini, F., La Scaleia, V., d’ Avella, A., Pisotta, I., Tamburella, F., Scivoletto, G., et al. (2014b). EMG patterns during assisted walking in the exoskeleton. Front. Hum. Neurosci. 8:423. doi: 10.3389/fnhum.2014.00423

Taylor, J. L., Todd, G., and Gandevia, S. C. (2006). Evidence for a supraspinal contribution to human muscle fatigue. Clin. Exp. Pharmacol. Physiol. 33, 400–405. doi: 10.1111/j.1440-1681.2006.04363.x

Thompson, A. K., and Wolpaw, J. R. (2014). Operant conditioning of spinal reflexes: from basic science to clinical therapy. Front. Integr. Neurosci. 8:25. doi: 10.3389/fnint.2014.00025


Valentin-Gudiol, M., Bagur-Calafat, C., Girabent-Farrés, M., Hadders-Algra, M., Mattern-Baxter, K., and Angulo-Barroso, R. (2013). Treadmill interventions with partial body weight support in children under six years of age at risk of neuromotor delay: a report of a Cochrane systematic review and meta-analysis. Eur. J. Phys. Rehabil. Med. 49, 67–91.


van den Brand, R., Heutschi, J., Barraud, Q., DiGiovanna, J., Bartholdi, K., Huerlimann, M., et al. (2012). Restoring voluntary control of locomotion after paralyzing spinal cord injury. Science 336, 1182–1185. doi: 10.1126/science.1217416

Wirz, M., Zemon, D. H., Rupp, R., Scheel, A., Colombo, G., Dietz, V., et al. (2005). Effectiveness of automated locomotor training in patients with chronic incomplete spinal cord injury: a multicenter trial. Arch. Phys. Med. Rehabil. 86, 672–680. doi: 10.1016/j.apmr.2004.08.004

Yang, J. F., and Gorassini, M. (2006). Spinal and brain control of human walking: implications for retraining of walking. Neuroscientist 12, 379–389. doi: 10.1177/1073858406292151

Yang, J. F., Lamont, E. V., and Pang, M. Y. C. (2005). Split-belt treadmill stepping in infants suggests autonomous pattern generators for the left and right leg in humans. J. Neurosci. 25, 6869–6876. doi: 10.1523/jneurosci.1765-05.2005


Zehr, E. P. (2005). Neural control of rhythmic human movement: the common core hypothesis. Exerc. Sport Sci. Rev. 33, 54–60.


Zehr, E. P., Balter, J. E., Ferris, D. P., Hundza, S. R., Loadman, P. M., and Stoloff, R. H. (2007). Neural regulation of rhythmic arm and leg movement is conserved across human locomotor tasks. J. Physiol. 582, 209–227. doi: 10.1113/jphysiol.2007.133843

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 05 November 2014; Accepted: 27 January 2015; Published online: 18 February 2015.

Citation: Solopova IA, Selionov VA, Sylos-Labini F, Gurfinkel VS, Lacquaniti F and Ivanenko YP (2015) Tapping into rhythm generation circuitry in humans during simulated weightlessness conditions. Front. Syst. Neurosci. 9:14. doi: 10.3389/fnsys.2015.00014

This article was submitted to the journal Frontiers in Systems Neuroscience.

Copyright © 2015 Solopova, Selionov, Sylos-Labini, Gurfinkel, Lacquaniti and Ivanenko. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution and reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.








	
	ORIGINAL RESEARCH ARTICLE
published: 28 May 2014
doi: 10.3389/fnsys.2014.00097
	[image: image1]





Extraction and restoration of hippocampal spatial memories with non-linear dynamical modeling


Dong Song1*, Madhuri Harway1, Vasilis Z. Marmarelis1, Robert E. Hampson2, Sam A. Deadwyler2 and Theodore W. Berger1


1Department of Biomedical Engineering, University of Southern California, Los Angeles, CA, USA

2Department of Physiology and Pharmacology, School of Medicine, Wake Forest University, Winston-Salem, NC, USA

* Correspondence: Dong Song, Department of Biomedical Engineering, University of Southern California, 403 Hedco Neuroscience Building, Los Angeles, CA 90089, USA e-mail: dsong@usc.edu



Edited by:
Mikhail Lebedev, Duke University, USA

Reviewed by:
Mikhail Lebedev, Duke University, USA
 Yoshio Sakurai, Kyoto University, Japan
 Yu Liu, The University of Tennessee Health Science Center, USA

To build a cognitive prosthesis that can replace the memory function of the hippocampus, it is essential to model the input-output function of the damaged hippocampal region, so the prosthetic device can stimulate the downstream hippocampal region, e.g., CA1, with the output signal, e.g., CA1 spike trains, predicted from the ongoing input signal, e.g., CA3 spike trains, and the identified input-output function, e.g., CA3-CA1 model. In order for the downstream region to form appropriate long-term memories based on the restored output signal, furthermore, the output signal should contain sufficient information about the memories that the animal has formed. In this study, we verify this premise by applying regression and classification modelings of the spatio-temporal patterns of spike trains to the hippocampal CA3 and CA1 data recorded from rats performing a memory-dependent delayed non-match-to-sample (DNMS) task. The regression model is essentially the multiple-input, multiple-output (MIMO) non-linear dynamical model of spike train transformation. It predicts the output spike trains based on the input spike trains and thus restores the output signal. In addition, the classification model interprets the signal by relating the spatio-temporal patterns to the memory events. We have found that: (1) both hippocampal CA3 and CA1 spike trains contain sufficient information for predicting the locations of the sample responses (i.e., left and right memories) during the DNMS task; and more importantly (2) the CA1 spike trains predicted from the CA3 spike trains by the MIMO model also are sufficient for predicting the locations on a single-trial basis. These results show quantitatively that, with a moderate number of unitary recordings from the hippocampus, the MIMO non-linear dynamical model is able to extract and restore spatial memory information for the formation of long-term memories and thus can serve as the computational basis of the hippocampal memory prosthesis.

Keywords: hippocampus, spatio-temporal pattern, spike, classification, regression, memory

INTRODUCTION

Cortical prosthesis is an emerging technology seeking to restore cognitive functions lost in diseases or injuries (Berger et al., 2005, 2010, 2011, 2012). It is achieved by bi-directional, closed-loop communications between the prosthetic device and the brain regions. This is distinct from sensory or motor prostheses, where one side of the communication is an external entity such as the sensory input (Loeb, 1990; Humayun et al., 1999) or the motor output (Mauritz and Peckham, 1987; Taylor et al., 2002; Nicolelis, 2003; Shenoy et al., 2003; Wolpaw and McFarland, 2004; Hochberg et al., 2006). Therefore, a cortical prosthesis must deal exclusively with the internal brain signals, in which sensory or motor information is embedded, by re-encoding the upstream (input) brain signals into the downstream (output) signals (Figure 1A).


[image: image]

FIGURE 1. Cortical prosthesis restores cognitive functions by bypassing the damaged brain region to maintain the brain signal flow. (A) Schematic diagram of a cortical prosthesis. (B) Intrinsic tri-synaptic pathway of the hippocampus.



For the past decade, we have been working on developing a hippocampal-cortical prosthesis for restoring the memory functions. Hippocampus is a brain region responsible for the creation of new long-term episodic memories (Milner, 1970; Squire and Zola-Morgan, 1991; Eichenbaum, 1999). Damage to the hippocampal areas can result in a permanent loss of such cognitive functions. In a normal hippocampus, short-term memories are encoded in the spatio-temporal patterns of spikes (i.e., spike trains) as the input from the entorhinal cortex. Memory information is then processed by the hippocampal feedforward tri-synaptic pathway, which consists of dentate gyrus, CA3, and CA1 regions, and eventually transformed into the output spike trains to the subiculum, that is appropriate for the formation of long-term memories (Figure 1B). Although the exact nature of such a transformation or the underlying mechanisms is still largely unclear, it must be the neural signal (i.e., spike trains) flow from entorhinal cortex to dentate gyrus, to CA3, to CA1, and to subiculum, that enables the re-encoding of short-term memories into long-term memories. Maintaining the normal signal flow with a prosthetic device that bypasses a damaged or diseased hippocampal region provides a feasible way of restoring the lost long-term memory functions (Figure 1A).

For example, in our first-generation hippocampal memory prosthesis applications, we (a) record input spike trains from the CA3 region, (b) process them with a multi-input, multi-output (MIMO) non-linear dynamical model to predict the desired CA1 output spike trains, and (c) electrically stimulate the CA1 region with the predicted CA1 output patterns. Previous results have shown that, (a) the MIMO model can accurately predict the output spike trains in real time based on the ongoing input spike trains (Song et al., 2007, 2009a, 2013), and (b) the electrical stimulation can restore or even enhance the memory functions performed by the hippocampal CA3-CA1 system (Berger et al., 2011, 2012; Hampson et al., 2012a,b).

However, despite the success of demonstrating such a prosthesis, how the external behavioral events (i.e., memory events) are encoded in the two hippocampal regions and, more importantly, re-encoded by the prosthesis has not been clearly revealed, precisely due to the internal nature of the cortical prosthesis. In this study, we propose a new framework of modeling and representing the re-encoding process performed by a brain region at the memory representation level, as opposed to the signal level in our previous studies. In addition to ask the question, “What should the output signal be?” We further ask the question, “What do the signals mean?” Specifically, we combine our previously developed MIMO signal model (Song et al., 2007, 2009a, 2013), which predicts the output signal based on the input signal, with an additional memory decoding model that relates the input and/or output signals to the behaviors (memories) of the animal (Figure 2). The MIMO signal model is essentially a time-series regression model non-linear dynamically mapping the multiple output (CA1) signals to the multiple input (CA3) signals. On the other hand, the memory decoding model is a multi-input, signal-output (MISO) classification model identifying to which of a set of memory categories the spatio-temporal patterns of the input and/or output signals belong. The former model quantifies the input-output signal transformation, while the latter model decodes the memory by predicting the behavior.
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FIGURE 2. MIMO signal model and MISO memory decoding model. The MIMO signal model predicts the output spatio-temporal patterns of spikes based on the ongoing input spatio-temporal patterns of spikes. The MISO memory decoding model predicts the memory (behavioral) events based on the input or output spatio-temporal patterns of spikes.



The paper is organized as the follows. In section Materials and Methods, we formally formulate the modeling problem and provide the mathematical expressions. In section Results, we apply the methods to the modeling of the hippocampus during a memory-dependent task in rodents.

MATERIALS AND METHODS

BEHAVIORAL TASK AND ELECTROPHYSIOLOGICAL PROCEDURES

All animal procedures are reviewed and approved by the Institutional Animal Care and Use Committee of Wake Forest University, in accordance with US Department of Agriculture, International Association for the Assessment and Accreditation of Laboratory Animal Care and National Institutes of Health guidelines. Two male Long-Evans rats are trained to criterion on a two-lever, spatial delayed-non-match-to-sample (DNMS) task with random delay intervals (Deadwyler et al., 1996; Hampson et al., 1999). Animals perform the task by pressing (sample response) a single lever presented in one of the two positions in the sample phase (left or right). This event is called the “sample response.” The lever is then retracted and the delay phase initiates; for the duration of the delay phase, the animal is required to nose-poke into a lighted device on the opposite wall. When the delay is ended, nose-poke light is extinguished, both levers are extended, and the animal is required to press the lever opposite to the sample lever. This event is called the “non-match response.” If the correct lever is pressed, the animal is rewarded (Figure 3, top). A session includes approximately 100 successful DNMS tasks that each consists of two of the four behavioral events, i.e., right sample (RS) and left non-match (LN), or left sample (LS) and right non-match (RN).
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FIGURE 3. Input (CA3) and output (CA1) spatio-temporal patterns of spikes recorded with a multi-electrode array (MEA) during the sample phase of the delayed-non-match-to-sample (DNMS) task.



Spike trains are obtained with multi-site recordings from different septo-temporal regions of the hippocampus of rats performing the DNMS task (Figure 3, bottom). For each hemisphere of the brain, a microwire multi-electrodes array (MEA) is surgically implanted into the hippocampus, with 8 electrodes in the CA3 (input) region and 8 electrodes in the CA1 (output) region. Spike trains are pre-screened based on mean firing rate and peri-event histogram. Perievent (−2 to +2 s) spike trains of the four behavioral events are extracted from each trial and then concatenated to form the datasets (Figure 3, bottom). The spike train data are discretized with a 2 ms bin size.

MIMO SIGNAL MODEL OF INPUT-OUTPUT SPIKE TRAIN TRANSFORMATION

The MIMO signal model of input-output spike train transformation takes the form of the sparse generalized Laguerre-Volterra model (SGLVM) we previously developed (Song et al., 2009a,b, 2013). In this approach, a MIMO model is a concatenation of a series of MISO models (not to be confused with the MISO classification model), that each can be considered a spiking neuron model (Song et al., 2006, 2007) (Figure 2). In this study, each MISO model consists of (a) MISO second-order Volterra kernels k transforming the input spike trains x to the synaptic potential u, (b) a Gaussian noise term ε capturing the stochastic properties of spike generation, (c) a threshold θ for generating output spikes y, (e) an adder generating the pre-threshold membrane potential w, and (d) a single-input, single-output first-order Volterra kernel h transforming the preceding output spikes to the spike-triggered feedback after-potential a. The model can be mathematical expressed as:

[image: image]

[image: image]

[image: image]

[image: image]

The zeroth-order kernel, k0, is the value of u when the input is absent. First-order kernels k(n)1 describe the first-order linear relation between the nth input xn and u, as functions of the time intervals τ between the present time and the past time. Second-order self kernels k(n)2s describe the second-order non-linear interaction between pairs of spikes in the nth input xn as they affect u. N is the number of inputs. Mk and Mh denote the memory lengths of the feedforward process and feedback process, respectively. They are chosen to be 2 s in this study. Second-order cross kernels and higher-order (e.g., third-order) kernels are not included in this study.

To facilitate model estimation and avoid overfitting, the Volterra kernels are expanded with Laguerre basis functions b as in Song et al. (2009c,d):
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where [image: image], [image: image] y(t − τ); c(n)1, c(n)2s, and ch are the sought Laguerre expansion coefficients of k(n)1, k(n)2s, and h, respectively (c0 is equal to k0); J is the number of basis functions.

To achieve model sparsity, the coefficients are estimated with a composite penalized likelihood estimation method, i.e., group LASSO (Song et al., 2013). In maximum likelihood estimation (MLE), model coefficients are estimated by minimizing the negative log likelihood function -l(c). In group LASSO, the composite penalized criterion is written as
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where λ ≥ 0 is a tuning parameter that controls the relative importance of the likelihood and the penalty term. When λ takes on a larger value, the estimation yields sparser result of the coefficients. λ is optimized with a two-fold cross-validation method.

MISO MEMORY DECODING MODEL OF SPATIO-TEMPORAL PATTERN OF SPIKES

The MISO memory decoding model of spike spatio-temporal patterns takes the form of the sparse generalized B-spline linear classification model (Song et al., 2013). In this approach, the feature space is defined as a set of B-spline basis functions for each neuron (input and/or output neurons depending on the application). The classifier is essentially the logistic regression (Figure 2).

B-splines are piecewise polynomials with smooth transitions between the adjacent pieces at a set of interior knot points. A polynomial spline of degree d ≥ 0 on [0, M] with m > 0 interior knot points and the knot sequence η0 = 0 < η1 < … < ηm < ηm + 1 = M is a function that is a polynomial of degree d between each pair of adjacent knots, and has d-1 continuous derivatives for d = 1. B-spline basis functions of degree d can be defined in a recursive fashion as
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where
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For a given sequence of m knots and a fixed degree d, the total number of B-spline basis functions is J = m + d + 1.

Spatio-temporal patterns of spikes are projected to the B-spline feature space via inner product to yield the feature vectors as
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where M is the time widow for inner product. It is chosen to be from −2 to +2 s of the sample events (Figure 3, bottom). xn is the nth neuron of the total N neurons included in analysis. Different from in the regression model, x can be CA3 and/or CA1 neurons depending on the context. z(n)(j) denotes the feature value of the nth neuron using the jth B-spline function. Therefore, z is a 1-by-JN vector. J is optimized in the range of 5–100 based on the out-of-sample prediction accuracy. In most of the cases, J = 20 is found to be optimal.

Since there are two possible behavioral outcomes, i.e., left or right position, the model output can be represented as a binary variable β. The classification model assumed by logistic regression is
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where w are the sought model coefficients; 1 and 0 represent left and right positions, respectively.

The linear classification rule is simply

[image: image]

Compared with the MIMO regression model, the MISO classification model may suffer even more serious overfitting problem due to the high dimensional input (typically with hundreds of features) and the relatively small number of data points (typically 100 trials in this study). Therefore, L1 regularization (Lasso) is applied to achieve model sparsity and avoid overfitting as
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Where −l(c) and λ = 0 are the negative log likelihood function and the tuning parameter of the classification model, respectively. In this study, λ is optimized with a four-fold cross-validation method. By minimizing S, sparse weight matrix w are estimated and further used to reconstruct the classification feature matrix F with the B-spline basis functions as
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F can be directly used in the logistic regression along with the spatio-temporal pattern x as

[image: image]

RESULTS

HIPPOCAMPAL CA3 AND CA1 ACTIVITIES CONTAINS SUFFICIENT INFORMATION FOR DECODING SPATIAL MEMORIES DURING THE DNMS TASK

First, we apply the MISO memory decoding model to the CA3 spike trains recorded during the sample phase of the DNMS tasks. For each sample event (left or right), we take the perievent spikes 2 s before and after the event with a 2 ms bin size. The spatio-temporal patterns of spikes are then N-by-2000 matrices, where N is the number of neurons. A session typically consists of 80–100 trials with roughly half being left sample trials and half being right sample trials. The spatio-temporal patterns are labeled with 1 for the left trials and 0 for the right trials. Figure 4 (case #1) and Figure 5 (case #2) show the spatio-temporal patterns from two animals with 26 and 43 CA3 neurons, respectively. For each position, four representative patterns and the overall patterns are shown. The overall patterns are obtained by smoothing the spike trains with B-spline functions and then summing across all trials for the specific position. It is evident that the two positions show different spatio-temporal patterns and the differences exist in specific time ranges of specific neurons (Figures 4, 5). The task of the MISO memory decoding model is to identify these sparsely distributed differences from single trials of the spatio-temporal pattern and then predict the positions of the animal. Results show that the MISO memory decoding model can achieve a 100% out-of-sample prediction accuracy using the CA3 spatio-temporal patterns in both cases (Figure 8, top row).
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FIGURE 4. Spatio-temporal patterns of spikes in the hippocampal CA3 (input) region during left and right sample events of the DNMS (case #1).
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FIGURE 5. Hippocampal CA3 spatio-temporal patterns from a different animal (case #2).



Using the same method, we build MISO memory decoding models for the CA1 spike trains. Figure 6 (case #1) and Figure 7 (case #2) show the spatio-temporal patterns of CA1 during left and right trials (row 1 and 3) from the same two animals. There are 19 and 17 CA1 neurons recorded from these two animals, respectively. Similar to CA3, CA1 also show different spatio-temporal patterns during left and right trials. The prediction accuracy is 100% in one case and 91.3% in the other (Figure 8, middle row).
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FIGURE 6. Spatio-temporal patterns of spikes in the hippocampal CA1 (output) region during left and right events of the DNMS. For each position, the top row shows the actual CA1 spatio-temporal patterns; the bottom row shows the CA1 spatio-temporal patterns predicted by the MIMO model based on the ongoing CA3 spiking activities (case #1).
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FIGURE 7. Hippocampal CA1 spatio-temporal patterns (actual and MIMO model predicted) from a different animal (case #2).
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FIGURE 8. Predicting spatial memory events based on inputs (CA3), outputs (CA1), or outputs predicted by the MIMO models (case #1 and #2). The horizontal lines in the middle represent the decision boundaries (P = 0.5).



HIPPOCAMPAL CA1 ACTIVITIES CAN BE ACCURATELY PREDICTED BY THE MIMO SIGNAL MODEL BASED ON THE HIPPOCAMPAL CA3 ACTIVITIES

In the second step, we build MIMO signal models for the transformations from the CA3 spatio-temporal patterns to the CA1 spatio-temporal patterns. To build such a model, we concatenate CA3 perievent spike trains across all trials to form the input data and the corresponding CA1 spike trains to form the output data, and then apply our MIMO modeling method. The resulting SGLVM non-linear dynamically predicts the CA1 spikes based on the ongoing and past (within the memory window) CA3 spikes (Song et al., 2007, 2009a; Song and Berger, 2010). Results show that in both cases (Figures 6, 7, row 2 and 4), the MIMO signal model can accurately predict the CA1 spatio-temporal patterns at both the single trial level (Figures 6, 7, column 1–4) and the overall level (Figures 6, 7, column 5). Importantly, a single set of the model coefficients are used for both the left and right trials. In other words, the estimated MIMO signal models are memory-invariant and can be used to predict the output signals without explicitly knowing what the events are (Song et al., 2011).

HIPPOCAMPAL CA1 ACTIVITIES PREDICTED BY THE MIMO SIGNAL MODEL CAN BE USED TO ACCURATELY DECODE THE SPATIAL MEMORY

Lastly, we build MISO memory decoding models for the CA1 spatio-temporal patterns predicted by the MIMO signal model, as opposed to the actual CA1 spatio-temporal patterns. Results show that the MISO memory decoding models can accurately predict the spatial memory based on the predicted CA1 patterns (Figure 8, bottom). The prediction accuracies are 91% and 87.5 for the two cases, respectively. Importantly, the MISO memory decoding model coefficients remain the same for the actual CA1 patterns and the predicted CA1 patterns. This indicates that the MIMO signal model has successfully transmitted the spatial information from CA3 to CA1 in the same form as it is encoded in the actual CA1 patterns. The MIMO signal model has not only restored the signal, but also re-encoded the memory representations.

SPATIAL INFORMATION IS SPARSELY DISTRIBUTED IN THE HIPPOCAMPAL CA1 AND CA3 SPATIO-TEMPORAL PATTERNS OF SPIKES

In order to gain more insights into how hippocampal CA3 and CA1 spike trains encode spatial information, we calculate Equation (15) and plot the classification weight matrices. These matrices have the same dimensions as their corresponding spatio-temporal patterns. In order to perform classification, we can simply calculate the dot products of the weight matrices and the corresponding spatio-temporal patterns (strictly speaking, the dot products of vectorized matrices), add the bias (i.e., w0), and then use Equation (16) to predict the probability of the animal having left or right memories. Figure 9 show results of CA3 and CA1 from the two animals. The CA1 weight matrices are for both the actual and MIMO predicted CA1 spatio-temporal patterns. In both cases, non-zero values (warm and cold colors represent positive and negative values, respectively) are sparsely distributed in the weight matrices. These results indicate that the spatial information exists in a redundant fashion in multiple ranges of the perievent intervals of multiple neurons. The MIMO signal model and the MISO memory decoding model jointly describe the re-encoding of the memory representations from CA3 to CA1.
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FIGURE 9. Sparse classification feature matrices of the MISO memory decoding models (case #1 and #2). Black color represents zero-valued weights.



DISCUSSIONS

Brain regions process and transmit information with spatio-temporal patterns of spikes. In order to build a cortical prosthesis to bypass a damaged brain region, it is necessary to restore the output signals of the damaged region and send it to the downstream region, so the information flow is maintained. We have shown intensively that non-linear dynamical MIMO models can predict accurately the output spatio-temporal patterns based on the ongoing input spatio-temporal patterns, and electrical stimulations of the output region following the predicted patterns can effectively restore and even enhance the memory function (Berger et al., 2011, 2012; Hampson et al., 2012a,b, 2013). The unique contribution of this paper is to combine the MIMO models with a new set of MISO memory decoding models so that the input and output signals can be related to the memory (behavioral) events and thus explain why it is possible for the downstream hippocampal region to correctly decode the MIMO model generated signals.

In our previous publications on the MIMO signal model (Song et al., 2006, 2007, 2009a,b, 2011, 2013; Song and Berger, 2010), the model goodness-of-fit are validated with a Kolmogorov-Smirnov (KS) test based on the time-rescaling theorem (Brown et al., 2002; Haslinger et al., 2010). This KS test is a powerful tool that allows the firing probability intensity function predicted by the MIMO model to be directly validated with the actual output spike train, and the model goodness-of-fit to be quantified statistically with confidence bounds. However, the KS test does not necessarily indicate whether the model goodness-of-fit is sufficient for decoding the behavior or restoring the cognitive function since it is developed only for quantifying the accuracy of the predicted point-process output signal. The typically used 95 or 99% confidence bounds will not guarantee a successful MIMO model for building the prosthesis. For example, a perfectly predicted output signal may contain no information about a specific memory of interest; on the other hand, a less accurately predicted output signal may still contain some or even sufficient information about the memory. The MISO memory decoding model described here directly quantifies the relations between output signals and memories, and provides a more functionally relevant measure to the model performance that is complementary to the KS test.

In hippocampal prosthesis applications, MISO memory decoding models are estimated with input-output data during the sample phase (−2 to 2 s). The reason is that, in the DNMS task, animals form the spatial memory (i.e., left or right level position) during the sample phase, retain the memory during the delay phase, and recall the memory during the non-match phase. Previous results have shown that MIMO model-based electrical stimulation restores and enhances the spatial memory during sample phases but not non-match phases (Berger et al., 2011, 2012; Hampson et al., 2012a), despite that the MIMO signal model is able to predict accurately the output signal during both sample and non-match phases (Song et al., 2011).

Hippocampus is a mainly feedforward network consisting of a large number of neurons. There are approximately 1 million, 330 thousand, and 420 thousand principal neurons in the rodent dentate gyrus, CA3, and CA1 regions, respectively (Amaral et al., 1990). However, despite the small number (tens to a hundred) of recorded neurons allowed by the current MEA technology, our hippocampal prosthesis has shown impressive success in both rodents and non-human primates during the spatial memory tasks. The main reason is that, at least during the DNMS task or the delayed match-to-sample (DMS) task, spatial memories (e.g., locations of the levels) are encoded in a highly redundant and distributed fashion in a large portion of the hippocampal neurons. As shown in this study, sampling a small number of neurons from the whole population still allows accurate extraction of spatial information.

The DNMS task is a highly restricted experimental paradigm that involves only two positions. Under normal conditions, however, the animal needs to form much more complex memories to maintain its normal life (Eichenbaum, 1999). A practical hippocampal prosthesis should be able to extract and restore a large number of memories with the MIMO signal model and MISO memory decoding model. This will likely require (1) recording a larger number of hippocampal neurons to obtain more information necessary for decoding the episodic memories, (2) stimulating with more electrodes for generating richer output patterns to the downstream hippocampal region, and (3) developing more powerful MIMO signal model and MISO memory decoding model to more accurately restore the output signal and decode the memories. For example, the current MISO memory decoding model has binary (left or right) output; in order to decode more memories, it needs to be extended to handle multiple-category output. A natural solution is to use multinomial logistic regression (McCullagh and Nelder, 1989), instead of the standard binary-output logistic regression used in this study. Besides, other forms of discriminative models, e.g., support vector machine, or generative models, e.g., naive Bayes classifier, may be considered for their specific advantages. In addition, to collect input-output data for building multiple-memory models, new experimental paradigms involving multiple forms of behavioral events and sensory modalities need to be utilized (Hampson et al., 2012b). Nonetheless, the study described in the paper for the first time combines the regression model with the classification model to illustrate how memory-related information is encoded and re-encoded in the hippocampus, and has made a critical step toward building a hippocampal memory prosthesis.

Interestingly, in both cases in this study, the MISO memory decoding model shows higher prediction accuracy in the CA3 than in the actual CA1, and higher accuracy in the actual CA1 than in the predicted CA1. The latter is unsurprising since the predicted CA1 patterns are calculated with the MIMO signal model using the actual CA1 patterns as target signals, although the real-time calculation is driven by the ongoing CA3 patterns. It is thus unlikely for the predicted CA1 patterns to contain more memory-related information than the actual CA1 patterns. The former observation can be caused by two factors. First, it is possible that CA3 neurons contain more spatial information than CA1 neurons as suggested by previous studies (Lee et al., 2004). Second, it could simply due to the fact that we have recorded more CA3 units than CA1 units in the two cases included in this study. A more systematic, comparative study of CA3 and CA1 patterns needs to be performed to draw further conclusions.

In this study, the MISO memory decoding model takes the form of a B-spline, logistic regression model. The B-spline basis functions are utilized to reduce the model dimensionality and introduce a continuous metric for the similarities between spike trains. The optimal number of basis functions provides an estimate to the relevant temporal resolution of the spike trains. The logistic regression maps the spatio-temporal features to the probability of having a certain behavioral outcome. Despite the rather general model structure and the high prediction accuracy, however, this study does not necessarily suggest that the downstream hippocampal region decodes the CA1 spatio-temporal patterns in the same way. Instead, the main biological implications of this study are: first, the CA1 spatio-temporal patterns can be accurately predicted from the CA3 spatio-temporal patterns using a non-linear dynamical MIMO signal model; second, both CA3 and CA1 patterns contains sufficient information for decoding the memory events; third, the MIMO-model predicted CA1 patterns also contain sufficient information of the memory, and it must be this fact that makes the successful implementation of the hippocampal memory prostheses possible.
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During the last few years, interest has been growing to mechatronic and robotic technologies utilized in wearable powered exoskeletons that assist standing and walking. The available literature includes single-case reports, clinical studies conducted in small groups of subjects, and several recent systematic reviews. These publications have fulfilled promotional and marketing objectives but have not yet resulted in a fully optimized, practical wearable exoskeleton. Here we evaluate the progress and future directions in this field from a joint perspective of health professionals, manufacturers, and consumers. We describe the taxonomy of existing technologies and highlight the main improvements needed for the development and functional optimization of the practical exoskeletons.
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HUMAN POSTURE AND WALKING, AND THEIR RESTORATION TO THE DISABLED

Vertical posture and bipedal gait are two hallmarks of human biomechanics and motor physiology, which emerged over the millions of years of evolution. While our body size and overall physical performance are not particularly impressive compared to other animal species, having our hands relieved from body support against gravity gives us a number of advantages, dexterity being one of the most important ones. In addition to motor physiology, virtually any human physiological function is adapted to the bipedal posture and walking, for example breathing, digestion, and excretion (Uebelhart et al., 2000)1. Moreover, human bipedalism has had a great influence on our daily social interactions and the manmade habitat.

While the surrounding objects and structure of the buildings all fit the needs of healthy humans, the conditions are quite different for disabled, wheelchair bound people. No matter how many facilities would be made in order to overcome their numberless structural barriers, new hurdles are always to be expected. Wheelchair users will never be able to completely adapt to the habitat built for the people who walk bipedally and stand upright. By contrast, the cartoon of a person in the wheelchair is the worldwide used symbol for handicap.

Although there is no cure for many lesions of the spinal cord and the brain (Talley Watts et al., 2015)—the major causes of paralysis—essential improvements can be made to the quality of life of handicapped people using devices that assist vertical stance and bipedal walking (Louie et al., 2015). These assistive technologies are based on mechatronic, robotic, and bionic exoskeletons (Chen et al., 2013). Such devices clearly represent one of the most important developments in rehabilitation of paralysis, even though they are currently not expected to deliver a truly spectacular, translational progress. Rather, they are considered as viable intermediary solutions, which bring us closer to the long-awaited recovery of posture and gait to the paralyzed patients. While much work is still needed to improve these external aids, they already have shown effective daily use capabilities.

ASSISTIVE TECHNOLOGIES: MANUFACTURER AND CONSUMER PERSPECTIVES

In the last decade and mostly in its second half, a series of exoskeletons have been designed, built, clinically tested in small groups of subjects, and reviewed in the literature2−9. These previous publications have fulfilled the promotional and marketing objectives of the manufacturers, and several exoskeletons are currently commercially available. Yet, an optimal, fully functional assistive device has not yet emerged from this research and development10,11 (Chen et al., 2013; Arazpour et al., 2015b; Lajeunesse et al., 2015; Louie et al., 2015).

An optimal, practical exoskeleton should fulfill the following requirements:

• The system should be safe.

• It should be effectively wearable11 in the common sense of the term, mainly regarding don and doff issues. Additionally, it should be psychologically acceptable in terms of self-esteem, miniaturization, and esthetics. Ideally, the exo-suit should be thin and wearable like clothes or underwear.

• The exoskeleton should be appropriate for long time performance, including the performance in community (Louie et al., 2015).

• It should produce very low, practically imperceptible noise when functioning.

• The assistive device should be truly affordable and cost effective.

We believe that achieving these requirements should be the main goal of the field, so we focus on these practical, consumer-oriented objectives in this article. We start with proposing a taxonomy of exoskeletons. We then discuss the improvements of these assistive devices that need to be achieved in near-term and long-term. Our views reflect both the professional, multi-disciplinary expertise of the authors and consumer perspective. The first author (Figure 1) sees both sides of the coin: he is an academic physician in Physical and Rehabilitation Medicine (with special focus on Neurorehabilitation) and in Gerontology and Geriatrics, and also a chronic, complete paraplegic, dependent on the wheelchair.
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FIGURE 1. The picture of the first author Prof. Dr. Gelu Onose in wheelchair visiting patients in the NeuroRehabilitation Clinic Division of the ‘Bagdasar-Arseni’ Teaching Emergency Hospital, Bucharest, Romania. Reproduced with permission of the TV producer, Romanian Television.



Our multidisciplinary approach intends—without underestimating the legitimate competition between different technical solutions and producers—to foster the optimization of assistive and rehabilitation devices, so that they could eventually become suitable and available to as many people in need as possible. Being one of the consumers too, the first author is looking forward to welcome this long awaited accomplishment, no matter which exoskeleton model meets the expectations first.

MAIN INDICATIONS

The currently available wearable powered exoskeletons serve two main functions. The first function is medical: providing assistive and rehabilitation technology for disabled people12. The second function is non-medical: augmenting normal human physical capabilities.

As to the non-medical domain, we are covering it here only briefly. Noteworthy, non-medical exoskeletons have indirect linkages to medical issues, such as contributions to technology development and prevention of occupational injuries. The other uses encompass military devices for enhancement of soldier speed, power, and interactions with the equipment13−15; exoskeletons for people professionally involved in critical rescue situations, such transportation of wounded individuals to safety from the war or civil disaster areas13−16; civil applications for lifting and carrying heavy objects and patients17; and exoskeletons that augment human gait by assisting leg muscles and supporting a comfortable orthostatic posture. The target population for these applications includes the elderly with weak legs, personnel engaged in long-distance walking and/or performing flexion and extension movements with their lower limbs, and people utilizing exoskeleton appliances for entertainment18.

The medical domain includes wearable devices utilized for prophylactic, rehabilitation, and assistance to disabled people. Taxonomy of these devices reflects the needs of different types of patients. A complete paraplegic would need a device that performs a set of sophisticated tasks, and there is currently no device with these capabilities. Such a device would require no effort from the paralyzed patient, and would do almost everything for the patient.

The device for a complete paraplegic would have to ensure:

• Complete assistance to orthostatic posture and walking, including the very difficult task of maintaining balance in order to avoid falls with severe consequences (Kannape and Lenggenhager, 2016).

• Prevention of spasticity and contractures (Arazpour et al., 2013) and related articular stiffness and pain.

• Prevention of venous and lymphatic stasis in the lower limbs, which could result in lower extremity edema and related complications due to prolonged standing (Louie et al., 2015).

• Partial compensation of the body weight to avoid injuries, such as fracture of the talus (Louie et al., 2015).

The complete paraplegia is classified by the scales of American Spinal Injury Association (ASIA) and International Spinal Cord Society (ISCoS) (“Standard Neurological Classification of Spinal Cord Injury”19, Frankel et al., 1969). Mechatronic wearable exoskeletons can be very useful as assistive devices in these cases because in complete chronic lesions of the spinal cord, as a rule, there are not enough remaining neural-muscular units to be trained. The possibility that exoskeletons could be used for rehabilitation in such cases, for example for rehabilitation of muscle activity, is still unclear (Arazpour et al., 2015b). The use of exoskeletons still can induce neuroplasticity (Muresanu et al., 2012; Bryce et al., 2015; Louie et al., 2015) that improved patient interaction with the device20. Additionally, a supplementary input from the patient's collected and decoded cortical activity might improve the man-machine interaction and the overall functional outcome.

The indications are different for incomplete paraplegics classified as AIS/ Frankel B-D, tetraplegics with low cervical spinal cord lesions classified as AIS/ Frankel C, and for hemiplegics and hemiparetics with fully preserved functionality of the non-affected hemi-body and limbs, and no sensorial, cognitive and balance serious impairments. The other potential beneficiaries of such exoskeletons are patients with neuromuscular and somatic impairments, including patients with polyneuropathia in lower limbs (Zeilig et al., 2012), multiple sclerosis, Parkinson's disease, hip or knee osteoarthritis21, limb fractures, and amputated limbs (Chen et al., 2013).

In hemiplegia cases, an H2 (Technaid S.L., Spain) robotic exoskeleton is more appropriate for gait rehabilitation (Bortole et al., 2015)—an exoskeleton based on two control strategies: (i) adaptive trajectory control for guiding the patient's limb within a desired path, the strategy that facilitates patient interaction with the device, and (ii) admittance control strategy that captures the user's movements during assistive training phase and reproduces it during active training phase (Bortole et al., 2013). The main feature of the wearable exoskeletons indicated to approach these kinds of patients is usually not an assistive control of the trunk. An essential feature of using such devices is training induced rehabilitation, where the exercise outcomes are compared to the time spent exercising (Louie et al., 2015).

The choice of the exoskeleton system and training regime critically depend on the extent of neurological impairment, the affected neural site (central, peripheral, or both), and the state of muscles (which can change with training). Additionally, it is important to take into account and correct by training such conditions as pain, contracture, osteoporosis, bed sores, and edema (Arazpour et al., 2013).

In the disabled elderly, the degree and characteristics of multimorbidity should be considered (Salive, 2013), particularly balance disorders, cardio-respiratory impairments, and para-physiological sarcopenia (Morley, 2012). The assistive and rehabilitation devices should be adjusted to these conditions. For instance, if an older adult has preserved, although altered, ability to stand-up and walk, extended trunk stabilization may not be needed. However, if the senior beneficiary has marked sensory and/or balance impairment, a maximally assistive devices might be more appropriate, in order to avoid frequent falls in the older population22. The frequency of falls is variable (6–34%) in different countries and regions: (Kalache et al., 2007). Falls represent some of the most serious negative events with considerable pathological consequences, including disabilities and life threatening conditions. Such negative events result in economic burden for the patients, their families, and the society22 (Kalache et al., 2007). These considerations will become progressively more important in the future, as the global process of demographic ageing intensifiers22 (Kalache et al., 2007; Chen et al., 2013).

CURRENT TECHNOLOGIES

Currently popular wearable powered exoskeletons include Isocentric Reciprocating Gait Orthosis (IRGO), Hybrid Assistive Leg/Limb (HAL), ReWalk, Ekso, Mina, Wearable Power-Assist Locomotor (WPAL), Rex, Indego, Keeogo, Kickstart, Stride Management Assist, and ExoAtlet23. These devices have been recently reviewed11 (Arazpour et al., 2013, 2015a,b; Chen et al., 2013; Lajeunesse et al., 2015; Louie et al., 2015). These review articles documented the following characteristics of the existing systems:

• Benefits, including compared to the robotic exoskeletons fixed to treadmills (Chen et al., 2013; Louie et al., 2015).

• Safety (Lajeunesse et al., 2015).

• Efficacy in restoring walking11 (Louie et al., 2015), including the performense in community settings (Lajeunesse et al., 2015).

• Clinical effectiveness outcomes, imcluding such parameters as stair climbing performance, speed, mobility, quaility of life, and independence11 (Chen et al., 2013; Lajeunesse et al., 2015; Louie et al., 2015; Arazpour et al., 2015a,b; Lajeunesse et al., 2015).

• Walking distance (Benson et al., 2016).

• Vertical ground reaction force (vGRF) that quantifies the pattern and magnitude of mechanical loading (Fineberg et al., 2013). This characteristic is particularly important for exoskeletons used by completely paralyzed persons.

• Training protocols (Lajeunesse et al., 2015; Louie et al., 2015).

• User satisfaction and secondary benefits and skills achieved with the exoskeleton (Lajeunesse et al., 2015).

• Level of scientific evidence (Lajeunesse et al., 2015).

• Cost-effectiveness outcomes11.

Overall, the current literature reports both successes of exoskeleton technology and remaining problems. One important achievement is that wearable exoskeletons enable patients with complete paralysis of the lower part of the body to stand and walk. The speed of walking is modest; it varies with the level of injury and training duration (Louie et al., 2015). In addition to paraplegics, wearable exoskeletons can be used by patients with post-stroke hemiparesis (Bortole et al., 2015), as well as non-stroke neurological pathologies24 (Esquenazi et al., 2012), such as cerebral palsy, myelome-ningocele, traumatic brain injury and Guillain Barré syndrome (Zeilig et al., 2012).

Wearable exoskeletons have advantages compared to Hip-Knee-Ankle-Foot-Orthoses (KHAFO). For example, powered gait orthosis (PGO) and the IRGO outperform HKAFO, as evident from the improvements in physiological cost index (PCI), distance walked, and walking speed (Arazpour et al., 2013). Additionally, wearable exoskeletons have certain advantages compared to the treadmill-based ones. With wearable exoskeletons, patients get much greater autonomy. The autonomy in turn facilitates rehabilitative training because the device can be used at home in addition to specialized facilities (Chen et al., 2013; Louie et al., 2015). Yet, autonomous use of wearable exoskeletons in community settings still has to be demonstrated (Lajeunesse et al., 2015). Overall, there is still a discrepancy between the consumer high expectations of autonomy and versatility and the actual effectiveness of using wearable exoskeletons (Benson et al., 2016).

A critical analysis of the assessments of exoskeletons as health technology11 indicates the need for more research, particularly regarding long-term performance (Lajeunesse et al., 2015), assessment of training (Louie et al., 2015), randomized controlled trials, and economic analysis11. Overall, the level of scientific evidence remains low in clinical trials of exoskeletons (Lajeunesse et al., 2015). Prevention and detection of medical complications in the exoskeleton users is yet another area that needs more research (Benson et al., 2016). A unified framework is needed for assessment of exoskeleton performance (Bryce et al., 2015). Such a framework is needed to make different clinical trials comparable. The framework should include at least six modules: functional applications, personal factors, device factors, external factors, activities, and health outcomes (Bryce et al., 2015).

Current exoskeletons (Figure 2) provide several secondary skills and benefits (Lajeunesse et al., 2015). Exoskeleton with compact design and small backpacks are particularly useful in this respect (Chen et al., 2013) because they allow don, doff and wearing an exoskeleton while sitting in a wheelchair. These operations are possible using electrically actuated ReWalk and ExoAtlet, hydraulically actuated Ekso, and Indego, which combines electriaclly actuated hip and knee joints for both legs (Chen et al., 2013) with functional electrical stimulation (FES) of paralyzed, yet responsive muscles23 (Chen et al., 2013). This combination of the exoskeleton action with FES training improves rehabilitation results.


[image: image]

FIGURE 2. Images of several types of exoskeletons. (A) Mindwalker mind-controlled exoskeleton could help the disabled walk again. With courtesy from Professor van der Kooij at University of Twente, NL. (B) The Keeogo™ exoskeleton from B- TEMIA reveals the latest in an increase of the human systems (human augmentation systems) designed to help people walk more and better. Keeogo™ eliminates several problems in patients with Parkinson's disease. With courtesy from Danielle Beaudoin at b-termia.com. (C,D) The ExoAtlet is a powered exoskeleton designed to assist patients during their rehabilitation after stroke, injury, or unsuccessful operation. ExoAtlet automatically repeats the natural patterns of walking, has electrical stimulation system, and physiological sensors. The control system of the ExoAtlet is unique: it collects data from body angles, allows to set the height and length of the step, which provides: (i) standing still; (ii) classic walking; (iii) walking on angled surface; (iv) stepping over obstacles; and (v) comfortable walking up & down stairs. ExoAtlet can be used in rehabilitation centers and at home24. ExoAtlet can be controlled with the app on tablet when used in clinics. Experienced user of ExoAtlet use “thinking” crutch for control. With courtesy from Ekaterina Bereziy at exoatlet.ru.



FUTURE DIRECTIONS

Notwithstanding significant technological advancements in the field, the current exoskeleton systems still need much improvement for them to become practically efficient. The areas that need improvement remain almost the same as about one decade ago. Accordingly, our assessment made 8 years ago (Onose et al., 2008) remains of current interest: exoskeletons need further miniaturization, optimization of actuators and sensors. Ideally, exoskeletons should become robotic orthotic suits wearable beneath the clothes.

In our perspectives from 2007 to 2008 (Figures 3, 5, 6), we conceived a soft cable-driven exo-suit device that can apply forces to the body to assist walking. Unlike traditional exoskeletons which contain rigid framing elements, the soft exosuit is worn like clothing and uses geared motors to pull on Bowden cables connected to the suit near the ankle (Asbeck et al., 2013).


[image: image]

FIGURE 3. Concept design of a cross section through lower limb(s)'module of the MOD. 1, Bony area; 2, Muscle area; 3, Skin and sucutaneous soft tissues; 4, Textile material for contact with the skin; 5, Pulsed air flow textile structure; 6, (Eeach) exoskeleton's external part, made of composite material; 7, Metallic insertion; 8, Tubular seating for pull and respectively, electric cables; 9, Fasten system. Reproduced with permission from the publisher (Onose et al., 2012a, pp. 1–99).



Some of the authors of this article have been involved in extensive scientific research on this topic for almost 15 years (Onose et al., 2008, 2012a), and were awarded with the Gold Medal at the Inventions Saloon, in Genève, Switzerland, in 2008 (Figure 4).
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FIGURE 4. Mechatronic Orthotic Device (MOD) Left: some relevant images of exoskeletons. Right: Award Diploma by the Geneva International Inventions Fair. Reproduced with permission from the publisher (Onose et al., 2012a, pp. 1–99).



We have not finished all the necessary tests and improvements of our prototype (Figure 5). Because of this delay, several mechatronic wearable powered exoskeletons are in overall more advanced stage of development, including the clinical trials.
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FIGURE 5. General concept design of the MOD. 1, Back segment; 2, Chest belt; 3, Pelvis segment; 4, Pelvis belt; 5, Programs command box; 6, Thigh segment; 7, Hip actuator; 8, Knee actuator; 9, Ankle segment; 10, Foot actuator; 11, Foot segment; 12, Connections box; 13, Pneumatic connect fitting; 14, Bottom holder; 15, Drawer panty hose; 16, Pulsed air flow textile structure; 17, Attachment belt; R, Angular transducers (B, lumbar sacral; S, hip; G, knee; M, ankle); P, Pressure sensor; T, Temperature sensor; U, Humidity sensor; A, Compressed air pressure sensor. Reproduced with permission from the publisher (Onose et al., 2012a, pp. 1–99).
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FIGURE 6. MOD: plantar skin protection and pulsed air flow to mimic the “muscles' pump”—thus compensating the returning, venous-lymphatic circulation, in the lower limbs—concepts. Reproduced with permission from the publisher (Onose et al., 2012a, pp. 1–99).



We re-emphasize ichnographically two important requirements to exoskeletons: (i) prevention of venous-lymphatic stasis in the lower limbs, and (ii) skin protection at the interface with the rigid structure of the exoskeleton.

Both issues can cause serious hurdles, especially during the long-time wearing of the assistive devices. Regarding the former issue, because of an impaired venous-lymphatic outflow in paralyzed persons (as well as patients with cardiovascular problems) (Guyton and Hall, 2006), regaining vertical posture with the aid of a wearable exoskeleton provokes regional stasis. This may cause discomfort and edema, including the risk of venous thrombosis, associated trophic somatic lesions, and secondary reactive heart conditions. As for the latter, an improper interface between the exoskeleton and the limb can result in mechanically generated lesions of the heel, respectively of the skin and subjacent soft tissue, which thus need for protection at the interface with the rigid structure of such devices (compressive, friction and tensile forces), as determined through performance metrics (van der Kooij et al., 2006). Therefore, we have conceived—for counteracting these problems—two components of our MOD.

Furthermore, regarding the underwear exoskeleton, we consider it ambitious and difficult, but worth trying developmental direction. Such an underwear exoskeleton would require a soft supporting structure actuated by strengthening/relaxing device. Specifically, we have foreseen, since 2006–2007 (Onose, 2007) the usage of electro-active polymers (EAPs). EAP materials seem to be the most applicable because of their large actuation forces and highest robustness (Bar-Cohen, 2005). These materials could be improved to act as artificial muscles (Bar-Cohen, 2005; Mirfakhrai et al., 2007).

The development of such a device would be a revolutionary breakthrough, since the soft support structure in cadence with the artificial muscle contraction could not only move the lower limbs but also apply thrusts to the user's calf and thighs, thus mimicking a “muscle pump” and compensating for the returning, venous-lymphatic circulation (Onose, 2007; Onose et al., 2012a). However, during the last decade not enough progress has been made in the development and subsequent translational implementation of EAPs. We still need to improve the safety, controllability and energy supply for EAPs25.

Another extremely challenging and still incompletely solved item, as mentioned above, is the problem of balance maintenance using advanced mechatronic wearable exoskeletons. Reliable balance is needed for prevention of falls during exoskeleton usage.

At least regarding the most difficult and demanding—in need for total assistance from the apparatus—but, at the same time, an essential category of potential beneficiaries, the complete paraplegics, all current devices require supplementary aids for securing the balance: walkers, crutches or—at best—canes. In sum, the powered exoskeletons that assist over-ground walking require the user to maintain balance (Swinnen et al., 2014; Yoshimoto et al., 2015; Louie and Eng, 2016).

As an illustration of the current state of this problem, it is worth mentioning a study that reported loss of balance (LOB) and falls as the primary safety outcomes (Kolakowsky-Hayner et al., 2013). Additionally, the EU FP7 “BALANCE” project (Veneman, 2014) made an observation that “none of the devices available on the market use the exoskeleton itself to support postural balance.” Therefore, the goal of the BALANCE project is to research the possibility of using the exoskeleton to maintain balance and prevent falls. The project is organized as a 4 year Specific Targeted Research Project (STREP)26 and has the practical objectives to “create a human-cooperative robotic postural balance controller framework,” in order to “implement the human-cooperative postural balance controller on a real exoskeleton” and to “evaluate the developed concepts in subjects walking with the exoskeleton.”27

Lastly, one more direction to improve the performances of a mechatronic wearable exoskeleton, is to empower it with brain's voluntary motor commands using a brain-machine-interface (BMI) (Onose et al., 2012b; Lebedev, 2014). The feasibility of such a BMI has been demonstrated in an experiment conducted in rhesus monkeys (Fitzsimmons et al., 2009). In this study, monkeys were implanted with invasive multielectrode arrays in the leg representation of the sensorimotor cortex. The animals were trained to walk bipedally on a treadmill. Activity of several hundred cortical neurons was recorded and converted into the kinematics of lower limb movements. This BMI was able to extract lower limb kinematics when monkeys walked both forward and backward on the treadmill.

These results justified the foundation of the Walk Again Project with the goal of the advancement of BMI-controlled exoskeletons (Nicolelis and Lebedev, 2009). An European project, called Mindwalker (Figure 2A), declared the goal of controlling an exoskeleton with electroencephalographic (EEG) and electromyographis (EMG) recordings (Cheron et al., 2012). Decoding of leg movements from EEGs have been demonstrated in humans walking on a treadmill (Presacco et al., 2012). Moreover, a BMI that decoded steady-state visual evoked potentials (SSVEP) from EEGs was employed to operate a lower-limb exoskeleton by healthy human subjects (Kwak et al., 2015).

The progress in BMIs for bipedal walking opens the perspective of neural control of exoskeleton-assisted walking by a completely paralyzed subject. While a slow control of walking could be provided by EEG-based BMIs, invasive BMIs hold promise to enable faster and more accurate control. However, invasive recordings are risky, so there have been no studies of invasive BMIs for walking control in humans. Additionally, it is unclear whether patients could become proficient enough to efficiently control an exoskeleton through an invasive or noinvasive BMI (Onose et al., 2012b). In this respect, we are satisfied of having deployed a clinical trial in the motor imagery BMI domain, by enrolling nine chronic tetraplegics volunteers (the largest lot for such type of trial, at that time), to control wirelessly a robotic arm by EEG commands (Onose et al., 2012b).

We have foreseen also the possibility of empowering MOD's actuating systems by voluntary commands extracted from EEGs (Onose et al., 2008). From this point of view, we have expressed our confidence in the success of the Walk Again28 and Mindwalker projects29 (Figure 2).

CONCLUSION

We suggest that the joint perspective of health professionals, manufacturers and consumers on the mechatronic wearable exoskeletons should contribute to a comprehensive agenda regarding the development of devices that assist and rehabilitate bipedal posture and walking to severely impaired people. The technological advances, together with collaborative endeavors of multidisciplinary teams of researchers, could foster the progress and pave the way to the long awaited optimized and practical exoskeleton.
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Brain–machine interfaces (BMIs) using motor cortical activity to drive an external effector like a screen cursor or a robotic arm have seen enormous success and proven their great rehabilitation potential. An emerging parallel effort is now directed to BMIs controlled by endogenous cognitive activity, also called cognitive BMIs. While more challenging, this approach opens new dimensions to the rehabilitation of cognitive disorders. In the present work, we focus on BMIs driven by visuospatial attention signals and we provide a critical review of these studies in the light of the accumulated knowledge about the psychophysics, anatomy, and neurophysiology of visual spatial attention. Importantly, we provide a unique comparative overview of the several studies, ranging from non-invasive to invasive human and non-human primates studies, that decode attention-related information from ongoing neuronal activity. We discuss these studies in the light of the challenges attention-driven cognitive BMIs have to face. In a second part of the review, we discuss past and current attention-based neurofeedback studies, describing both the covert effects of neurofeedback onto neuronal activity and its overt behavioral effects. Importantly, we compare neurofeedback studies based on the amplitude of cortical activity to studies based on the enhancement of cortical information content. Last, we discuss several lines of future research and applications for attention-driven cognitive brain-computer interfaces (BCIs), including the rehabilitation of cognitive deficits, restored communication in locked-in patients, and open-field applications for enhanced cognition in normal subjects. The core motivation of this work is the key idea that the improvement of current cognitive BMIs for therapeutic and open field applications needs to be grounded in a proper interdisciplinary understanding of the physiology of the cognitive function of interest, be it spatial attention, working memory or any other cognitive signal.
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INTRODUCTION

Only a couple of decades ago imagining an interface between the human brain and a machine was more of a science fiction than of a scientific endeavor. Chapin et al. (1999) pioneered the field with the first demonstration of a real time motor brain–machine interface (BMI) that is the demonstration that brain activity from the rat motor cortex can be used to control a robotic arm. This achievement brought about the realization of the enormous potential of the field, which up to this day has not ceased to expand.

The main objective of motor BMIs is the rehabilitation of patients with major motor deficits yet preserved cortical motor functions. Applications involve for example controlling a screen cursor using motor or premotor cortex brain activity in monkeys (Serruya et al., 2002; Taylor et al., 2002; Santhanam et al., 2006; Kim et al., 2011) and in tetraplegic human patients (Hochberg et al., 2006) which has been proven feasible with a remarkable spatial accuracy. As computer-assisted aids continue to permeate our everyday life environments, this approach is expected to grant patients who have difficulties moving their arms or hands an increased autonomy and freedom of action. Pushing BMIs yet a step further, several studies show that motor cortical activities can also be used to control robotic arms in their reaching and grasping components with an impressive degree of precision, both in monkeys (Carmena et al., 2003; Tillery et al., 2003; Lebedev et al., 2005; Velliste et al., 2008; Ifft et al., 2013) and in humans. This has for example allowed a tetraplegic patient to help herself with a drink with the aid of an artificial arm controlled by her motor cortex activity (Hochberg et al., 2012).

Several new directions are currently being explored by BMI research. For example, a recent study demonstrates that incorporating sensory feedback to a motor brain-computer interface (BCI) improves its performance (Suminski et al., 2010). Along another line, Shanechi et al. (2014) demonstrate that the signals decoded from the motor cortical activity recorded in a monkey performing a sensorimotor task can be used to stimulate the spinal cord and muscles of a second anesthetized monkey giving rise to directed movements of its limb toward distinct targets. This study opens new rehabilitation perspectives for paralyzed patients. The exhaustive review of the major advances in motor BMIs and their novel perspectives is however beyond the scope of the present review.

BASIC PRINCIPLES UNDERLYING BRAIN–MACHINE INTERFACES

The basic concept behind BMIs is the interpretation, in real time, of cortical neuronal population activities and their translation into a goal directed action through a diversity of external effectors (Figure 1A). Developing a BMI includes two distinct phases (Figure 1B): (1) a learning or training phase during which a classifier learns to associate the observed instantaneous simultaneous activity of a neuronal population with the actual state of the variable of interest (the position of a stimulus in space, the direction of an intended motor plan, the spatial location of visuospatial attention, or the content of short term memory etc.); (2) a testing phase during which the classifier defined in the learning phase is used to define the most probable state of the variable of interest, given the observed instantaneous simultaneous activity of the recorded neuronal population. Above-chance decoding accuracy indicates that the neuronal population contains reliable information about the variable of interest.
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FIGURE 1. From brain signals to controlled external effectors. (A) Schematic representation of the workings behind brain–machine interfaces (BMI). (B) Open loop BMI. The subject is here implanted with intracortical electrodes in the primary motor cortex. The activity of this cortical region is used to select a target on the screen without the subject being required to adjust his or her neuronal activity. (C) Closed loop design. The activity of the motor cortex is used to guide a cursor on the screen. The subject sees the screen cursor in real time and is required to adapt his or her brain activity in order to increase the precision of the cursor’s trajectory.



In its simplest form, the mapping between the neuronal code and the desired output relies on the interpretation of the subject’s endogenous neuronal codes. For example identifying the neuronal codes with which a set of movements is encoded in the motor cortex allows to associate a given neuronal population activity (e.g., corresponding to moving one’s arm left) with a specific spatially congruent external effector output (e.g., moving a cursor left, Figure 1B). More complex designs are further based on the adaptive capabilities of the primate cortex and rely on learning and positive reinforcement procedures. In these designs, subjects learn to produce the neuronal population activities that best control the effector output, thanks to a sensory feedback (e.g., seeing the cursor’s trajectory) that allows them to assess how well they are successful at controlling the external effector (Figure 1C).

COGNITIVE BRAIN–MACHINE INTERFACES (CBMI)

While most of the research effort in neural prosthetics has concentrated on the use of motor signals to drive external devices, new directions in the field of BMIs are also emerging. For example, Musallam et al. (2004) have shown, in the context of motor behavior, that cognitive signals such as the expected value of a reward, i.e., the subject’s motivation, can be decoded, at the single trial time scale, from parietal neural activity. Jerbi et al. (2009) show that such signals as attention orientation signals and mental calculation signals can be used to drive a cognitive BCI. Instead of decoding movement-related signals from motor specific cortical activity, these cognitive BMIs (cBMIs) seek to access the content of cognitive processes. One of their principal long-term goals is to develop therapeutic tools for the treatment of cognitive disorders.

In healthy subjects, motor cortical commands can be objectified and time-locked to overt limb displacements. In contrast, cognitive processes, such as planning, holding information in short-term memory or orienting one’s attention in the environment, are essentially internal subjective processes. From a behavioral point of view, their content is covert and can be inferred only indirectly from their effects on other overt measures (e.g., oral report, reaction time measures, detection rates etc.). From a neurophysiological point of view, their neural bases are increasingly understood and clear neuronal signatures can be assigned to them. However, unlike sensory or motor processes, these cognitive processes cannot be precisely time-locked to objective external events. In addition, they are often multiplexed with sensory, motor as well as other cognitive signals. As a result, cBMIs currently appear as more challenging than motor BMIs. The present review focuses on a major cognitive function, namely visuospatial attention (Figure 2A), which is known to enhance visual processing both at the behavioral (Figure 2B) and neurophysiological levels (Figure 2C, see below). It proposes a precisely quantified comparative overview of the different cBMI approaches that have been developed to decode this cognitive signal at the scale of the single trial (Figure 2D). It also explores the initial steps at using such cBMIs for cognitive rehabilitation purposes. These studies are discussed in the light of the accumulated knowledge about the psychophysics, anatomy, and neurophysiology of visual spatial attention. The core motivation of the present review is the key idea that the improvement of current cBMIs for therapeutic and open field applications needs to be grounded in a proper interdisciplinary understanding of the physiology of the cognitive function of interest, be it spatial attention, working memory or any other cognitive signal.
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FIGURE 2. (A) Covert orienting of attention involves selecting a peripheral location in space (here *) while the eyes remain at the center of the screen. (B) Attention orientation results in faster response times and higher detection rates in response to visual stimuli presented at the attended location, as compared to the non-attended location. (C) Attention orientation enhances both the phasic and tonic neuronal response components in several cortical areas including the frontal eye fields (FEF). Schematic representation of this effect onto multi-unit neuronal activity. (D) Online monitoring of the spatial locus of attention. On the left: the subject is covertly moving his attention to covertly explore the screen. On the right: the decoder interprets in real time the activity related to the subject’s attention orientation.



VISUOSPATIAL ATTENTION AND ITS NEURAL CORRELATES

Orienting one’s attention toward a given location in space enhances visual processing at that location (Figure 2B). Reaction times are faster (Posner et al., 1980, but see also Albares et al., 2011), spatial processing (Bashinski and Bacharach, 1980; Prinzmetal et al., 2005; Ibos et al., 2009) and spatial resolution are enhanced at the attended location (Yeshurun and Carrasco, 1998; Gobell and Carrasco, 2005; Carrasco and Yeshurun, 2009; Anton-Erxleben and Carrasco, 2013) and spatial representation is distorted up to several degrees away from the attended location (Wardak et al., 2011a). At the neuronal level, attention is described to modulate both the baseline (e.g., Armstrong et al., 2009; Ibos et al., 2013) and the visual responses (e.g., McAdams and Maunsell, 1999), to decrease neuronal response latency (Lee et al., 2007), as well as to modify the neurons’ spatial selectivity profiles (Ben Hamed et al., 1997, 2002; Anton-Erxleben et al., 2009). At the neuronal population level, attention is also thought to decrease interneuronal correlations (Cohen and Maunsell, 2009).

Spatial orienting of attention can be achieved through two different mechanisms. It can either be driven by external stimuli that capture attention. This mechanism is referred to as exogenous, bottom-up or involuntary attention. Alternatively, attention can be voluntarily driven by internal goals. This mechanism is referred to as endogenous, top-down or voluntary attention. Early on, Posner et al. (1980) and Jonides (1981) suggested that a single cortical system controls both the endogenous and the exogenous orientation of attention. In contrast with this proposal, Müller and Rabbitt (1989) postulated that the endogenous and exogenous orienting of attention are functionally distinct and constitute separate mechanisms in constant competition with each other (e.g., Zénon et al., 2008, 2009). Confirming this view, recent functional magnetic resonance imaging (fMRI)-studies demonstrate the co-existence of two distinct frontoparietal networks involved in orienting attention (Corbetta and Shulman, 2002): a dorsal network that is active during top-down attentional control, i.e., when attention is internally maintained or voluntarily driven (Kastner et al., 1999; Shulman et al., 1999; Corbetta et al., 2000; Hopfinger et al., 2000; Kincade et al., 2005), and a ventral network that is activated when attention is reoriented both voluntarily and by relevant but unexpected stimuli (Arrington et al., 2000; Corbetta et al., 2000; Macaluso et al., 2002; Kincade et al., 2005; Vossel et al., 2006). In the non-human primate, a bilateral frontoparietal attentional network involving the frontal eye fields (FEF; Bruce and Goldberg, 1985) and the lateral intraparietal area (LIP; Barash et al., 1991; Ben Hamed et al., 2001) is described. These areas are activated by both endogenously driven attention and exogenously driven attention to task-relevant stimuli (Gottlieb et al., 1998; Armstrong et al., 2009; Gregoriou et al., 2009; Suzuki and Gottlieb, 2013). Interestingly, during endogenous top-down driven attention, FEF neurons tend to respond earlier than LIP neurons whereas during exogenous bottom-up driven attention, the inverse is observed (Buschman and Miller, 2007; Ibos et al., 2013). The distinction between a dorsal and a ventral frontoparietal network is still unclear in the macaque monkey. The FEF possibly belongs to a putative monkey dorsal attentional network while area 45, ventral to area FEF, possibly belongs to a putative monkey ventral attentional network (Wardak et al., 2011b).

VISUOSPATIAL ATTENTIONAL SIGNALS FROM A cBMI PERSPECTIVE

TIME-LOCKING

The feasibility of cBMIs based on visuospatial attention signals as compared to motor or sensory BMIs depends on the existence of neuronal population activity patterns that distinguish between whether the subject is orienting its attention say to the left or to the right of the visual field. The P300 speller is an example of a successful non-invasive cBMI driven by the decoding of visuospatial attentional locus as inferred from the modulation of neuronal responses to a visual stimulus presented at the specific locus of attention. Another approach is to decode sustained attentional brain correlates toward different spatial positions from neuronal population activities. This approach is different because decoding such sustained information cannot be precisely time-locked to an external event. As a result, identifying its precise neuronal activation pattern during the training phase of the decoding is in itself a challenge.

DECODING ATTENTION-RELATED CORTICAL INFORMATION

One important question is whether such attentional information, because of its self-initiated endogenous nature, can be decoded with an accuracy that is comparable to that obtained from sensory and motor related activities. Two studies are interesting in this respect. Armstrong et al. (2009) recorded neuronal responses from the macaque FEF while the animals were involved in a cued target detection task. The cue was an exogenous cue, having the same spatial location as the target. Astrand et al. (2014a) also recorded neuronal responses from the macaque FEF while the animals were involved in a cued target detection task, except that in this case, the cue was calling for an endogenous orienting of attention toward the cued location (FarbodKia et al., 2011; Astrand et al., 2014a). An exogenous cue is thought to involuntarily shift the subject’s attention to its location whereas to shift attention to a location indicated by an endogenous cue, the subject needs to voluntarily orient its attention toward it (Jonides, 1981). Both studies thus manipulate spatial attention but the cue that was used called for different orientation processes. Armstrong et al. (2009) show that both visual and sustained attention information can be decoded from a macaque FEF population of neurons modulated both by visual stimuli and attention orientation. Specifically, they report 100% accuracy for the decoding of the spatial location of a visual peripheral stimulus and up to 90% accuracy for the decoding of the spatial locus of sustained attention. They also describe a lower decoding variability for a visual stimulus than for sustained attention. Astrand et al. (2014a) report a similar trend on a random neuronal population selection including both attention-selective neurons and attention non-selective neurons. They further quantify the sensitivity of decoding accuracy to neuronal population size and trial number. In addition, they show that, using populations of visual-selective and attention-related neurons of the exact same size, comparable decoding accuracies are obtained for both variables. This is a strong indication that both exogenous (visual) and endogenous (attention-related) information are encoded in the cortex with a similar reliability. As a result, cognitive variables such as attention can be expected to be decoded from neuronal population activities with similar accuracies as those achieved when decoding sensory or motor variables (for example, see Ben Hamed et al., 2003, 2007).

USING ATTENTION-RELATED SIGNALS TO CONTROL A BRAIN–MACHINE INTERFACE

In the following, we will present an overview of recent studies evaluating the accuracy with which attention-related cortical information can be decoded. These range from non-invasive recording studies in humans [MagnetoEncephaloGraphic recordings (MEG), Electroencephalographic (EEG) recordings and fMRI] to invasive recording studies in human (ECoG) and non-human primate [ECoG, multi-unit neuronal activity (MUA) recordings and single-unit neuronal activity (SUA) recordings] subjects (Figure 3). Whenever possible, we document for each study the following information (Table 1): (1) the type of signal component each study relies on, (2), whether attention is driven endogenously or exogenously, (3) how well each method succeeds at decoding attentional engagement signals (i.e., the fact that the subject is focusing its attention as compared to no attentional focus), (4) how well each method allows to distinguish between left and right attentional orientation, (5) how well each method allows to distinguish between attentional loci situated in the same visual hemifield, and (6) how visual distractors interfere with the decoding of attention. Points 4 and 5 reflect the spatial resolution with which attention-related signals can be accessed. All this comparative information is presented in Table 1. Importantly, to be considered as robust, it has been proposed that BCI performance needs to be above 70% (Kübler et al., 2004, 2006), a threshold accuracy to keep in mind while analyzing Table 1.
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FIGURE 3. Different recording methods used to control BMIs. Invasive methods includes: ECoG electrodes placed on the dura, SEEG electrodes placed through the skull into the cortex and intracortical electrodes implanted in the cortex. Non-invasive methods include: EEG electrodes placed on the scalp and MEG squids placed around the head.



TABLE 1. Comparative overview of the non-invasive EEG and MEG and invasive ECoG, SEEG and neuronal recording studies, in humans and non-human primates, that have aimed at decoding attention-related information from the ongoing neuronal activity in a perspective of using these signals to drive BMIs.
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NON-INVASIVE STUDIES IN HUMANS (MEG, EEG, AND fMRI)

The first attempt at decoding attention orientation at the single trial level is that of van Gerven and Jensen (2009). The authors recorded the cortical activity using MEG while subjects were covertly attending to one amongst four possible locations in space, previously indicated by an endogenous central cue. Analyzing these signals oﬄine, and specifically the alpha-band power (8–14 Hz) of the parieto-occipital captors, they report an average decoding performance of 69% when discriminating between two possible spatial locations (chance being at 50%). They observe better decoding performances at discriminating left/right locations (78%, average calculated over their best subjects) than up/down locations (58%, ibid). They additionally report an average decoding performance of 41% when discriminating between four possible spatial locations (chance being at 25%). This study thus provided the first evidence that endogenous spatial orientation of attention can potentially be monitored in real time. A subsequent EEG study, using a very similar experimental design reports an average performance of 75% (chance being at 50%) based on the alpha power of the recorded signals (Treder et al., 2011). Morioka et al. (2014), report a slightly higher average decoding performance (79%) using near-infrared spectroscopy (NIRS) as prior information for the analysis of the EEG signals. It is however not clear if this improved performance results from using the NIRS prior information or is due to the fact that an exogenous cue was used instead of an endogenous cue. Using fMRI, Andersson et al. (2011, 2012) take the field one step further by decoding, in real time, the spatial orientation of attention between three endogenously cued locations (one central and two peripheral locations, 2011) and five endogenously cued locations (one central and four peripheral locations, 2012).When using an adaptive threshold on the classification of the real-time BOLD signal, thanks to a real-time design, they obtain a decoding performance of attention orientation (79, 75% at decoding attention to the left and 85% at decoding attention to the right) equal to that obtained with EEG. In contrast with van Gerven and Jensen (2009), they demonstrate a slightly better performance at discriminating between up/down attention (82%) than between left/right attention (77%). When reprocessed oﬄine the average decoding performances reported by Andersson et al. (2011, 2012) reaches 88% (89% at decoding attention to the left and 88% at decoding attention to the right).This sets the ground for a promising future in the field of attention cBMI. Importantly, it is to be noted that all of these non-invasive studies aiming at decoding spatial attention signals from human cortical activities report an important intersubject variability, overall attention orientation decoding performance being high in some subjects and almost at chance in other subjects. See Table 1 for comparison of the above studies.

INVASIVE STUDIES IN HUMANS (ECoG)

Drawing nearer to the source of the cortical signals, ECoG studies in patients implanted for clinical purposes predicted higher performances for decoding spatial attention than non-invasive techniques. Gunduz et al. (2012) report a performance of 84% at decoding whether a subject is engaging its spatial attention or not using the spectral power amplitude from all frequency bands and a performance of only 48% at decoding the location of attention amongst three possible spatial positions (chance at 33%). Andersson et al. (2011) focus on the high gamma power and report an average of performance of 70% in a similar design (chance at 33%). The discrepancy between these two studies most probably reflects the dependence of the decoding performance upon the exact localization of the ECoG electrode arrays in each subject. Interestingly, Andersson et al. (2011) used the exact same design to decode spatial attention both from ECoG implanted patients and from subjects included in the fMRI experiment described in the previous section. Surprisingly enough, the average decoding performance is higher in the fMRI-based non-invasive approach than in the ECoG implanted patient. This is most probably due to the fact that the fMRI-based protocol specifically relies on the analysis of the regions of interest (ROIs) that are specifically activated by attention orientation, while the ECoG recording correspond to an averaged smoothed analog of these signals. See Table 1 for comparison of the above studies.

INVASIVE STUDIES IN NON-HUMAN PRIMATES (ECoG, SUA, MUA)

These approaches are expected to yield the highest decoding performances as compared to the two previous approaches, due to the fact that the recording are specifically targeted to the cortical regions involved in attention processing (closest to these regions, on the cortical surface for ECoG, and right within these regions for MUA and SUA recordings), though the number of simultaneously recorded signal sources is also a variable to take into account (the higher the number of recording contacts, the higher the expected decoding performance). MUA can be considered as averaged SUA, as MUA represents several neurons at the same time while SUA represents well identified individual neurons. In a very elegant study, Rotermund et al. (2013) demonstrate extremely high accuracies in discriminating between two exogenously driven attentional loci (average 96%), with slightly better performance for two attentional loci situated in the same visual hemifield (99%) as compared to two attentional loci situated in different visual hemifields (94%), in agreement with the non-invasive fMRI driven study by Andersson et al. (2012). Importantly, Rotermund et al. (2013) placed the ECoG array onto the visual areas V1 and V4 the activity of which is known to be strongly modulated by attention, according to a strict topography matching attention allocation. While these areas can functionally be considered as downstream from the parietofrontal network described above, the fact that attention can be decoded with such high performances from these regions is noteworthy given that these areas are not expected to be subjected to eye-movement or motor planning interferences that can possibly degrade the decoding of spatial attention in other cortical regions (see below). This performance is to be compared with the performance of 90% at predicting the location of attentional locus amongst two possible locations (inside or outside the receptive field) following an endogenous cue (Armstrong et al., 2009), when using the SUA of attention-selective cells recorded in the monkey prefrontal cortex (FEF). Astrand et al. (2014a) report that it is possible to predict whether a monkey was orienting its attention to the right or to the left visual field from the activity of a cortical population of mixed selectivities (attentional and non-attentional) with a performance of 82%. Both these studies (Armstrong et al., 2009; Astrand et al., 2014a) correspond to a coarse approximation of real-time decoding of attention orientation, as they involve the artificial concatenation of cells recorded in independent sessions and having different spatial selectivities. More recently, Astrand et al. (2014b) report, in a real-time decoding design, a 67% performance at discriminating between four possible attentional locations from MUA recordings in the FEF, following an endogenous cue (79% when attention is oriented exogenously). The performance with which they can predict whether the monkey has engaged its attention or not is around 90% for endogenous cueing (98% when attention is oriented exogenously).

DEPENDENCE OF DECODING PERFORMANCE ON THE EXPERIMENTAL DESIGN

Classification accuracy increases as a function of the number of recorded signals and as a function of the number of available training trials (e.g., Armstrong et al., 2009; Astrand et al., 2014a). The impact of these two parameters on classification accuracy depends on the classification algorithm being used. Indeed, regularized linear regression classifiers appear to be more resilient to low number of recorded signals and low number of trials than other decoders (e.g., support vector machine, reservoir, linear regression, see Astrand et al., 2014a). The impact of these two parameters on classification accuracy also depends on how much information about the variable of interest is present in each recorded signal. For example, a 75% decoding performance of spatial attention can be achieved with as few as 15 trials per condition when each recorded signal has been selected on the basis of its high attention-related content (e.g., attention-related cells in SUA decoding studies). When no prior selection is exerted onto the recorded signals, up to 80 trials are required to reach this 75% decoding performance (Astrand et al., 2014a). As the number of recorded signals and/or the number of trials increases, the impact of further increasing any of these two parameters onto the decoding performance decreases (Astrand et al., 2014a). Table 2 summarizes, for each of the different studies decoding spatial attention discussed above, the number of recorded signals and how they are placed with respect to the brain, the classifier being used as well as the number of available trials for the classification analysis. In general, there appears to be a trade-off between the number of recorded signals and the number of trials required to achieve a high decoding performance (Astrand et al., 2014a). A precise quantification of this trade-off per type of recorded signal, from non-invasive to invasive, is unfortunately missing and would be extremely useful. This would allow a more direct comparison between the different types of studies. But most importantly, this would allow to better adjust the experimental design to the constraints of the method being used. One expects for example that a higher number of trials will significantly improve the decoding performance achieved in implanted patients. Quantifying this trade-off is all the more important if we want to move from a two-class decoding design (e.g., left/right) to a multi-class (e.g., upper left/upper right/lower right/lower left) or to a 2D continuous decoding design (e.g., x, y), in which case, the number of available trials per condition clearly becomes a limitative parameter.

TABLE 2. Comparative overview of the type of signals used for the decoding of spatial attention in the studies discussed in Table 1.
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Overall, most of these studies report a decoding performance above the 70% criteria for a robust BMI (Kübler et al., 2004, 2006). However, in spite of the fact that several experimental parameters contribute to the final decoding performance, invasive attention-based approaches in the non-human primate produce the highest decoding performances as compared to both invasive and non-invasive recording approaches in humans. This provides grounds of improvement for the latter. This is most probably due to the fact that the recordings can be performed closest to the source of the attention-related signals. Supporting this hypothesis, fMRI decoding of spatial attention (driven by activations in ROIs specifically identified based on their contribution to spatial attention processes) outperforms all other non-invasive decoding approaches.

CHALLENGES OF ATTENTION-DRIVEN COGNITIVE BRAIN–MACHINE INTERFACES

ENDOGENOUS VERSUS EXOGENOUS ATTENTION

As seen above, attention can be voluntarily controlled by the subject or involuntarily oriented by an external event. An efficient cBMI is expected to be able to infer spatial attention signals independently of how attention has been driven. Given the functionally partially distinct neural bases of endogenous and exogenous attention orientation, it is thus crucial to quantify, from a cBMI perspective, (1) whether both types of attention orientation modes lead to comparable decoding accuracies, i.e., whether the performance of a cBMI driven by endogenous attention signals is comparable to that of a cBMI driven by exogenous attention signals; and (2) whether a cBMI driven by say endogenous attention signals can generalize and also be driven by exogenous attention signals and vice versa. As discussed above, a recent study shows that the decoding of spatial attention during a cued target detection task from MUA recordings in the non-human primate FEF is partially dependent on whether attention is oriented endogenously or exogenously (Astrand et al., 2014b). Importantly, the decoding performance of exogenous attention signals (79%) is higher than that obtained when decoding endogenous attention signals (67%). Most interestingly, they additionally show that a classifier trained at decoding endogenous attention successfully reads out exogenous spatial attention neuronal signals (54%), though significantly less than if the classifier is directly trained on exogenous attention (drop of 13%). The relationship is not symmetrical as a classifier trained at decoding exogenous attention successfully reads out endogenous spatial attention neuronal signals with a performance of 62%, again slightly lower than if the classifier is directly trained on endogenous attention (drop of 5%).

SUSCEPTIBILITY OF ATTENTION-DRIVEN COGNITIVE BRAIN–MACHINE INTERFACES TO SENSORY AND COGNITIVE FACTORS

Neuronal signals collected from the primary motor cortex are only marginally affected by changes in the sensory environment (e.g., changes in the visual or somatosensory information) or by changes in the cognitive context (e.g., changes in what the subject is thinking about or planning to do). As a result, the generalization capabilities of motor BMIs are unaffected by such varying circumstances. It is still unclear whether this is also the case for cBMIs. While the several studies cited above quantified how well a cognitive variable, namely spatial attention, can be predicted from cortical activity response patterns, none directly tested whether and how this prediction was affected by either a change in the sensory environment or in the cognitive context. A recent report by Astrand et al. (2013) shows that the decoding of spatial attention orientation during the delay period of a memory-guided saccade task is affected by the presence of visual noise. Precisely, they report a 62% performance at decoding spatial attention orientation and spatial short-term memory information from MUA activities recorded in the non-human primate FEF during the delay period of a memory-guided saccade task in the absence of any visual noise and a performance of 63% in the presence of visual noise. When a classifier is trained at decoding this spatial attention orientation in the absence of visual noise and is tested on MUA activities collected in the presence of visual noise (or vice versa) performance drops by 12%, though it remains well above chance. The decoding of spatial attention signals are thus affected by changes in the sensory environment. Astrand et al. (2013) similarly show that the decoding of the spatial position of a visual stimulus from MUA activities recorded in the non-human primate FEF depends on whether the monkey is for example performing a memory-guided saccade task or a simple target detection task (decoding performance across contexts leads to a drop in 18%, Astrand et al., 2013). Last, as described above, the authors also show that the decoding performance of spatial attention depends on whether attention is oriented endogenously or exogenously, a situation that can be seen as a change in the cognitive context (Astrand et al., 2014b).

SUSCEPTIBILITY OF ATTENTION-DRIVEN COGNITIVE BRAIN–MACHINE INTERFACES TO DISTRACTERS

Another important aspect to consider is how distracters affect the spatial location of attention and hence the stability of a cBMI based on spatial attention signals. Such distracters can be considered as a specific case of a sensory change in the subject’s environment (cf. above).In an urban environment where we are constantly exposed to salient stimuli, the endogenous attention that corresponds to an internal objective that the subject wishes to achieve will be continually interrupted by a diversity of external stimuli, both relevant (traffic lights, car horns, your children’s voice etc.) or irrelevant (christmas lights, traffic flow, strangers passing by etc.).Several behavioral studies show that peripheral cues automatically capture attention (Jonides and Irwing, 1981; Christ and Abrams, 2006; Neo and Chua, 2006; Schreij et al., 2008). However, attentional capture is not constant. For example, when subjects are explicitly instructed to ignore a peripheral cue, attentional capture is reduced, though not completely abolished (Lambert et al., 1987). Similarly, if attention is highly focused, for example when the subject strongly expects a visual event at a certain location (e.g., following a 100% validity cue), the attentional capture as measured from reaction times is extremely weak (Yantis and Jonides, 1990). In contrast, if the subject is expecting a visual event that can take place at an undefined location (its attention is thus diffuse, e.g., following a 25% validity cue), the attentional capture is much stronger (Yantis and Jonides, 1990). The same reduction in attentional capture can also be observed in visual search experiments where subjects need to distribute their attention over the whole search display in order to scan the scene efficiently (Schreij et al., 2008). Last, attentional capture also depends on the complexity of the visual scene (which is the case of our everyday environment). Cosman and Vecera (2009) show that, when subjects need to search for an item in a complex environment, attentional capture declines as the complexity of the visual scene increases.

These behavioral observations are in agreement with single cell recordings in the monkey parietal cortex. For example, the neurons of the LIP (Ben Hamed et al., 2001), an area functionally associated with attentional processes (Wardak et al., 2002, 2004), are specifically activated by behaviorally relevant visual events independently of whether relevance is due to the intrinsic properties of the stimuli (e.g., an abrupt onset high contrast stimulus) or to its extrinsic properties (e.g., a low contrast stimulus, the processing of which is important to the ongoing task, Gottlieb et al., 1998; Kusunoki et al., 2000). Spatial attentional priority is suggested to be encoded by the differential response between the neurons encoding a specific spatial location against the response of the entire LIP population (Bisley and Goldberg, 2003). Consequently, the selection of a spatial location by attention can be biased by focal LIP optogenetic or electrical microstimulation, mimicking an attention interference or capture (Dai et al., 2014). A recent study by Suzuki and Gottlieb (2013) further suggests that these suppression mechanisms might differ between the prefrontal and parietal nodes of the parietofrontal attentional network. Specifically, the neuronal response to distractors is weaker in the prefrontal cortex than in parietal cortex, indicating a stronger suppression. Additionally, the degree of this suppression with behavioral suppression markers is stronger in the prefrontal cortex. Last, reversible inactivation of the prefrontal cortex leads to a more severe distractability than observed following inactivation of the parietal cortex.

From a decoding perspective, Astrand et al. (2014b) show that a distracter interferes with the performance with which spatial attention can be decoded from FEF MUA recordings in the non-human primates performing a cued target detection task. As observed by others (Armstrong et al., 2009; Zhang et al., 2011), distractors interfere with the accuracy with which spatial attention can be decoded on correct trials. Astrand et al. (2014b) further show that this interference is maximal on false alarm trials, i.e., on trials in which the monkey erroneously responded to the distractor instead of waiting for the target. The distractor interference is similar between correct trials and trials on which the monkey missed the target. Remarkably, the accuracy with which spatial attention can be decoded is much lower on incorrect trials than on correct trials, whether attention has been oriented endogenously (25%) or exogenously (40%), a trend also reported by Armstrong et al. (2009).

SUSCEPTIBILITY OF ATTENTION-DRIVEN COGNITIVE BRAIN–MACHINE INTERFACES TO EYE MOVEMENTS

The last constraint that needs to be discussed in the context of attention-driven BMIs is eye movements. Indeed, the attentional frontoparietal network described above is highly overlapping with, though distinct from, the cortical oculomotor network (Corbetta et al., 1998; Wardak et al., 2006). In all of the studies considered above, the subjects are required to maintain eye fixation during the decoding procedure. As a result, they are behaviorally constrained to suppress an oculomotor-related signal. Studies evaluating the impact of eye movements on cBMIs are yet missing. Treder et al. (2011) demonstrate that high accuracy for EEG-based classification is often associated with low accuracy for eye movement electrooculography (EOG)-based classification, and vice versa. This suggests a dissociation between EEG- and EOG-based classification. It also indicates that eye movements disturb the decoding of attention orientation if not taken into account. Gunduz et al. (2012) further show that, in the absence of any prior processing, the performance with which attention orientation can be decoded in ECoG-implanted patients drops from 48 to 35% when the subjects are planning their motor response (i.e., hardly above the 33% chance level). This suggests that a “naïve” attention decoding performance is most probably disrupted by other signals than just eye-movements, including motor planning. The exact location of the recording sensors is expected to highly impact on such interferences. However, generally speaking, real-time denoising algorithms minimizing the impact of eye movement signals over the attention-related signals are potentially promising. Extremely simple strategies such as analyzing cortical signals only at a distance from eye movements might also prove sufficient.

Overall, in spite of the notable progress in the field of attention-driven cBMIs, several challenges need to be faced before large field therapeutical applications can be considered. A tight interaction between the field of real-time decoding of cortical activity and cognitive neurosciences is expected to have a major impact on facing these challenges, the growing understanding of how the brain functions playing a crucial role toward refined machine learning strategies to handle and analyze massive cortical recordings. This being said, prospective therapeutical application for such cBMIs can already be foreseen, as will be described below.

NEUROFEEDBACK AND COGNITIVE CONTROL

The capacity of the brain to restore and ameliorate its functioning after a major trauma or disease is still poorly understood. It is known that after a CNS disease or trauma (such as a stroke), the brain undergoes extensive functional reorganization (Murase et al., 2004; Nudo, 2006; He et al., 2007; Grefkes et al., 2008; Wang et al., 2010). Building on these impressive adaptive capabilities of the brain, researchers have, in the last 50 years, investigated the ability of the brain to modulate its activity and improve overt behavioral performance thanks to neurofeedback techniques. Initially, this technique consisted in continuously providing the patient with a feedback on the level of activity of a specific cortical region (e.g., thanks to an auditory or visual feedback correlating with the intensity of this cortical activity) and instructing the patient to increase or decrease this activity by their own volition. It has been proven efficient in treating patients with attention disorders and in reducing seizures in epileptic patients (reviewed below). More recent feedback techniques are not based on the raw cortical signals but rather use decoding procedures as described above in order to quantify the exact information of interest contained in the neuronal signals and provide this information as a feedback to the subjects. The subject’s goal is then to improve this specific information through cognitive control. This is a very promising tool that could be used to target specific functions in order to enhance the activity in the brain, both in patients with cognitive deficits arising from acute brain damage or neurodegenerative or neurodevelopmental conditions, as well as in normal subjects seeking to enhance their own cognitive functions.

NEUROFEEDBACK AND COVERT NEURONAL ACTIVITY

When we are trained on a specific task, our performance often becomes better. Several studies have investigated the underlying neural bases that account for this behavioral improvement. In visual perceptual tasks that involve difficult discriminations, it has been observed that a behavioral improvement in perceptual sensitivity is strongly coupled with improved neural sensitivity in early and intermediate visual areas (Schoups et al., 2001; Yang and Maunsell, 2004; Hua et al., 2010) as well as in higher visual decision areas (Law and Gold, 2008). The idea behind neurofeedback is precisely grounded on such observations. Indeed, if the brain is capable of modulating its activity through learning, why not by voluntary control of the neuronal activity of specific brain areas? Several fMRI studies have approached this question by providing participants with a visual feedback of the level of activity (BOLD signal) in a specific area of the brain and asking them to increase or decrease this level. These studies have all come to the conclusion that brain activity can be regulated and enhanced volitionally by the subject (Weiskopf et al., 2003; deCharms et al., 2004, 2005; Caria et al., 2007; Scharnowski et al., 2014), even when trading the continuous visual feedback for a monetary reward feedback the value of which correlated with the level of activity of the cortical area of interest (Bray et al., 2007). On a neuronal level, electrophysiological studies not only confirm the above results but reveal a remarkable plasticity of individual neurons to modulate their activity under volitional control (Fetz, 1969, 2007; Cerf et al., 2010; Kobayashi et al., 2010; Schafer and Moore, 2011). For example, Fetz performed, in 1969, a visual and auditory feedback experiment where monkeys were rewarded for increasing the activity of newly isolated neurons in the precentral motor cortex. They observe that the activity could be increased with as much as 50–500% above the initial spike rates.

NEUROFEEDBACK AND OVERT BEHAVIORAL PERFORMANCE

The above studies demonstrate the feasibility of modulating the activity of our own brain by voluntary control. The next question is thus whether this neuronal modulation has an impact on overt behavior? Being able to increase or decrease the activity in the brain is amazing but quite useless if it does not lead to a measurable change in cognitive performance. In the field of EEG neurofeedback, it has actually been known for a long time that a voluntary change in the EEG rhythm, i.e., in the frequency content of the scalp EEG signals, can improve behavior (Wyrwicka and Sterman, 1968; Sterman et al., 1969). For example, Sterman and colleagues highlighted the specific impact of the sensorimotor rhythm (SMR: 12–14 Hz) on the capacity to inhibit ongoing behavior. They used neurofeedback to regulate this electrophysiological signature and thereby the frequency of the refractory seizures of a female patient. Specifically, after several months of EEG neurofeedback training to enhance the SMR, the authors noted that the seizures essentially ceased at the same time that a significant increase in the 11–15 Hz frequency band and a corresponding decrease in lower frequencies were observed (Sterman and Friar, 1972). This initial study was followed by a wave of studies describing the clinical benefits of using EEG driven neurofeedback over placebo experimental designs on patients with seizure disorders refractory to pharmacological treatments (Sterman et al., 1974; Kaplan, 1975; Seifert and Lubar, 1975; Kuhlman and Allison, 1977; Kuhlman, 1978; Sterman and Macdonald, 1978; Lantz and Sterman, 1988; Andrews and Schonfeld, 1992; Hansen et al., 1996). A different line of research using the same technique has tried to treat attention disorders such as attention deficit/hyperactivity disorder (ADHD). The first study conducted by Lubar and Shouse (1976), showed that SMR training improved inattentive symptoms in an 11-year old boy with hyperactivity. Further studies confirm that neurofeedback training has a significant effect on reducing hyperactivity or impulsivity symptoms in ADHD (Lubar, 1991; Lubar et al., 1995; Lindén et al., 1996; Thompson and Thompson, 1998; Kaiser and Othmer, 2000). Remarkably, this SMR-driven neurofeedback has further been proven as equally effective as medication (Rossiter and La Vaque, 1995).

Several recent fMRI-based neurofeedback studies show that the operant control of cortical activity can also lead to changes in behavior and to interesting therapeutical applications. For example, Rota et al. (2009) show that the self-regulation of the activity of the right inferior frontal gyrus improves the identification of emotional prosodic intonations. Haller et al. (2010) show that the operant control of the activity of the auditory cortex allows to improve chronic tinnitus, a condition in which subjects perceive more or less constantly an aversive tone or noise, in the absence of any objective external sound source. More recently, Subramanian et al. (2011) show that the clinical motor symptoms of Parkinson disease patients can be improved thanks to neurofeedback driven by the fMRI activity of their supplementary motor area.

In a single-cell recording study in the non-human primates, Schafer and Moore (2011) show that monkeys can learn to modulate the firing rate of individual prefrontal neurons (specifically recorded in the FEF). Importantly, they show that during up-regulation sessions (as compared to down-regulation), an increased firing rate leads to enhanced target discrimination in the receptive field of that neuron. This is a nice demonstration that the voluntary control of FEF neuronal activity is specifically associated with an enhancement of selective spatial attention. It is interesting to compare the finding to Schafer and Moore (2011) in the non-human primate to those obtained by Scharnowski et al. (2012) using fMRI-driven neurofeedback in human subjects. In this study, Scharnowski et al. (2014) demonstrate that the control of the ongoing spontaneous activity as estimated by the BOLD fMRI signal in the visual cortex results in improved visual perception. The authors further show that these observations correlated with increased effective connectivity between the visual cortex and the superior parietal lobe, suggesting that the improved visual perception resulted from enhanced top-down attentional control processes. Top-down attention has been repeatedly shown to modulate the activity of early visual areas (Brefczynski and DeYoe, 1999; Kastner et al., 1999; Li et al., 2008; Gregoriou et al., 2009). The fact that operant control of the activity of visual cortex did not exclusively involve local processes restricted to this cortical region but also involved long-distance and large-scale networks is an indication that the behavioral effects of neurofeedback are maximized by the involvement of the adaptive capabilities of higher level associative cortical regions such as the parietal or the prefrontal cortex.

The above studies all have in common to require the subjects to either increase or decrease the cortical activity being recorded. Cerf et al. (2010) use a concept that is completely different. Instead of just modulating the level of activity, they ask the subjects to actually enhance the information content of the recorded population activity. Specifically, they show that by focusing attention on a concept represented by a target image, neurons in the medial temporal lobe (MTL), an area involved in generating memories of fact and events (Squire and Zola-Morgan, 1991), increase their activity. In this study twelve patients implanted with intracranial electrodes were instructed to manipulate the display of two superimposed images by modulating the firing rate of four MTL units in their brain. The initial visibility of the two images was 50% and the patients were instructed to enhance a target image so as to make it 100% visible. The visibility of the two images was continuously updated via a real-time decoding procedure reflecting the information contained in the spiking activity of these four neurons about either images. This nicely designed experiment is yet limited because the authors only used four units in the decoder which leads to a straightforward interpretation of the decoding performance. Indeed, in this configuration, an increased decoding performance directly translates into an increase in the activity of the unit specifically tuned to the target image and/or decreased activity for the other units. A decoding performance based on the increases or decreases in the information content of hundreds of neurons would result in a much more complex pattern of neuronal changes, possibly more based on functional population synergies than on the mere increase in the activity of selective cells associated with a decrease in the activity of the non-selective cells. Shibata et al. (2011) demonstrate the feasibility of such an experimental design. Participants were given feedback based on the real-time decoding of BOLD fMRI activity. The decoder was configured to discriminate between different angles of a Gabor patch (10°/70°/130°) based on the fMRI BOLD signal recorded from V1 and V2 prior to the neurofeedback procedure. During the neurofeedback sessions, the participants were instructed to enlarge a green circle presented on the screen. For each subject, the size of the green circle was manipulated by how well they could encode a given Gabor patch orientation in their fMRI BOLD activity. The specific angle driving the change in the circle’s size changed from one subject to the other. All participants succeeded in increasing the circle. They were therefore all able to increase the information content related to the assigned specific angle even though the strategies they overtly reported were far from the true workings of the experiment. Importantly, this led to an increased perceptual sensitivity specific to the angle used during feedback in contrast with the two other angles. The results of this experiment are important in several aspects. First, they prove the feasibility of human subjects voluntarily increasing their cortical information content relative to a specific visual feature. Second, they suggest that training the brain to increase its information content directly leads to an improvement in overt behavior. Third, they indicate that the improvements are specific to the exact feature that is being trained, similarly to what can be obtained through perceptual learning.

FUTURE DIRECTIONS

COGNITIVE BRAIN–MACHINE INTERFACES FOR COGNITIVE REHABILITATION

As covered in the previous section, neurofeedback applications based on the raw or interpreted (decoded) cognitive information have already been proven efficient for several rehabilitation applications ranging from auditory tinnitus to Parkinson’s disease, seizures, ADHD. These applications are progressively infusing off the laboratory patient care protocols. For example, several start-ups are now providing ADHD EEG-based neurofeedback game platforms integrating enriched immersive virtual 3D environment technologies with neurofeedback training. A challenge facing these future directions is constructing neurofeedback environments that are optimally targeted to specific pathologies. In the above discussed examples, Parkinson’s disease clinical symptoms were improved using the activity of the supplementary motor area. ADHD was improved using the sensory motor rhythm involved in overt behavior inhibition. These conditions were thus critically improved by targeting the specific cortical nodes of the dysfunction which have been associated with the overt clinical symptoms. The further development of such rehabilitation methods based on neurofeedback will require a tight interaction between fundamental neuroscience research providing an ever growing understanding of the neural bases of cognition and its deficits and clinical neuroscience research evaluating the impact of specific neurofeedback designs on well identified groups of patients (as defined by clear-cut genotypes, functional deficits or behavioral deficits). For example, while SMR-based neurofeedback has been shown to reduce impulsivity in hyperactive ADHD patients, it is expected that ADHD patients with low hyperactivity symptoms but high inattention symptoms will not benefit by this approach, due to a different functional deficit underlying their symptoms.

COGNITIVE BRAIN–MACHINE INTERFACES TO PALLIATE FOR A DEFICIT IN COMMUNICATION

Most of these above foreseen applications will rely on non-invasive cBMI designs. However, in the case of extremely severe cognitive deficits, cost–benefit recommendations will be needed to evaluate whether invasive cBMIs are ethically acceptable. Two such conditions come to mind. The first condition is the case of total locked-in patients, who are unable to move any muscle of their body including their eyes, while they are otherwise aware and awake. The motor recovery is extremely rare and often very minimal. In a recent report, a locked-in patient was able to communicate via sniffing (Plotkin et al., 2010). Using a direct brain-interface, another total locked-in patient was able to answer yes-or-no questions (Parker, 2003; Keiper, 2006).The second condition that could justify invasive cBMIs corresponds to minimally conscious patients. Unlike patients in a persistent vegetative state, these patients have partially preserved conscious awareness. Recent studies indicate that the overall brain metabolism of these patients is 20–40% lower than that of normal subjects, though slightly higher than that of patients in a vegetative state (Schiff et al., 2005). In addition, several studies indicate some degree of preserved cognitive functions. For example, sounds result in a more widespread activation of the primary auditory and prefrontal associative areas in minimally conscious patients than in vegetative state patients (Laureys et al., 2004), more so when narratives were presented as compared to meaningless narratives played backward (Schiff et al., 2002; Coleman et al., 2007). More recently, and in tight relation with the attention-driven cBMIs discussed above, preserved exogenous attention functions and preserved underlying brain processes have been described in these patients, in association with a marked deficit in endogenous attention processes (Chennu et al., 2013). From a therapeutical perspective, deep brain thalamic stimulation has been described to improve the condition of minimally conscious patients (Laureys et al., 2007). Invasive cBMIs are also potentially interesting in this respect. In a first step, cBMIs can serve to assess and quantify the information content of the baseline or stimulus-induced cortical activity of these patients, and possibly serve to interpret part of their phenomenological experience (pain, surprise, attention, etc.). In a second step, cBMIs associated with focal stimulation approaches such as electric or optogenetic stimulations can help increase the information content of specific cortical regions. As soon as consciousness is high enough for the subject to express a preference (e.g., hearing the name of her loved ones instead of the names of strangers), this activity can be used for feedback-cBMI designs that can further help reinforce the weak yet meaningful endogenous cortical activities of minimally conscious patients. While this can seem like science fiction, all the theoretical and experimental grounds are set to make this possible.

OPEN FIELD COGNITIVE BRAIN–MACHINE INTERFACES FOR ENHANCED COGNITION

In addition to rehabilitation, there is a growing social pressure for healthy individuals to increase their cognitive performance or preserve it from aging. Several tools are already being used to this goal, ranging from cognitive training (through a growing range of enriched video game applications, see for example Cardoso-Leite and Bavelier, 2014), to cognitive pharmacological enhancers (i.e., drugs primarily developed to treat people with cognitive or motor function difficulties that are used by healthy subjects to improve memory, attention, concentration, and planning, see for example Greely et al., 2008), to off-the-laboratory brain stimulation (transcranial direct current stimulation – tDCS-kits are now commercially available). In this context, given its consequences on behavioral performance as described above, non-invasive neurofeedback applications can be considered as a safe improved alternative to cognitive training, as compared to cognitive enhancers or brain stimulation.

SHARED COGNITION

In a recent report, Pais-Vieira et al. (2013) describe an astounding brain-to-brain interface (BTBI). The cortical activity of an “encoder” rat, performing a learned sensorimotor task was injected, using intracortical microstimulations, into the matching cortical area of a “decoder” rat that was able to learn to use these alien activity patterns to perform the sensorimotor choices as the “encoder” rat. This opens amazing perspectives. From a rehabilitation point of view, one can think of injecting in target cortical regions of the brain of a patient suffering from a severe cognitive deficit the activity patterns recorded from healthy subjects in well-defined contexts. This is not very different from deep brain stimulation procedures now classically used in Parkinson Disease patients for example or from trans-cranial direct current stimulation applied in severe refractory depression, except that the stimulations would in this case correspond to the cognitive information content of healthy subjects.

CLOSING THE LOOP

Overall, this review brings together several studies that not only demonstrate the feasibility of decoding spatial attention in real time using a diversity of experimental set-ups, but that also show that this real-time decoding can further be used for rehabilitation purposes. As a concluding note, we would like to highlight the fact that this field of cBMIs, and specifically attention-driven BMIs, is still young and that the reviewed studies mostly represent proofs of concept. We believe that the real-time access to spatial attention signals (and other cognitive information) also has the potential to bring about a novel understanding of the neural bases of these cognitive processes that cannot be accessed by more classical investigation methods. Taking this fundamental neuroscience perspective on cBMI research will also provide a better understanding of why and how neurofeedback improves cognition. These are the crucial challenges the field will need to face in the coming years.
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We have witnessed a rapid development of brain-computer interfaces (BCIs) linking the brain to external devices. BCIs can be utilized to treat neurological conditions and even to augment brain functions. BCIs offer a promising treatment for mental disorders, including disorders of attention. Here we review the current state of the art and challenges of attention-based BCIs, with a focus on visual attention. Attention-based BCIs utilize electroencephalograms (EEGs) or other recording techniques to generate neurofeedback, which patients use to improve their attention, a complex cognitive function. Although progress has been made in the studies of neural mechanisms of attention, extraction of attention-related neural signals needed for BCI operations is a difficult problem. To attain good BCI performance, it is important to select the features of neural activity that represent attentional signals. BCI decoding of attention-related activity may be hindered by the presence of different neural signals. Therefore, BCI accuracy can be improved by signal processing algorithms that dissociate signals of interest from irrelevant activities. Notwithstanding recent progress, optimal processing of attentional neural signals remains a fundamental challenge for the development of efficient therapies for disorders of attention.

Keywords: visual attention, electroencephalography, brain-computer interface, feature extraction

INTRODUCTION

The visual system in both human and non-human organisms transforms complex input information into robust neural representation of the visual world. Because the amount of information can only decrease during stochastic neural processing, it is crucial for the visual system to selectively process behaviorally relevant information (Sprague et al., 2015). For instance, when a driver approaches a busy intersection it is important to detect and respond to the relevant traffic light rather than any light source in the visual scene. Attention is the ability to block the irrelevant information to the current task and to enhance the processing of the important information. This key neural function can deteriorate due to some disorders. Patients with disorders of attention are unable to allocate their focus of attention continuously to one task or easily get distracted by irrelevant information. One of the most common disorders of attention, attention deficit hyperactivity disorder (ADHD), is a mental condition characterized by inattention, hyperactivity and impulsivity. ADHD symptoms are dominant in childhood, and extend to adulthood in 15–40% of cases (Biederman et al., 2000; Faraone et al., 2006). ADHD impairs performance in academic, occupational and social tasks (Fleming and McMahon, 2012). According to a meta-regression analysis of 102 studies, ADHD has 5% prevalence worldwide (Polanczyk and Rohde, 2007; Skounti et al., 2007; Millichap, 2008). Treatment strategies have been mostly pharmacological, such as prescription of psychostimulants. However, long-term treatment with pharmacological agents is hindered by side-effects (Conners et al., 2001; Greenhill et al., 2001). Children develop anxiety symptoms after being treated with psychostimulants for 6 months and longer (Vance et al., 1999). There is also a considerable risk of drug misuse and abuse (Kollins, 2008; Steiner et al., 2014a). Psychological therapy, an alternative approach, relieves ADHD symptoms in 30% of cases (Zarin et al., 1998). Overall, currently available therapies for ADHD are only partially effective.

Here we review a novel strategy for enhancing the attention capability in patients with disorders of attention. This strategy is based on brain-computer interface (BCI) approach (Arns et al., 2009; Lim et al., 2010, 2012). BCIs establish uni- or bidirectional communication between the brain and external devices (Wolpaw et al., 2000; Donoghue et al., 2004; Lebedev and Nicolelis, 2006; Nicolelis and Lebedev, 2009; Lebedev, 2014; Schwarz et al., 2014). BCIs decode neural signals using mathematical algorithms. Such decoding often utilizes templates of neural patterns defined based on prior knowledge of the characteristics of different neural states. A computer algorithm then compares neural activities with the set of templates to find the best match and determine the current neural state. Additionally, the algorithm can evaluate how well the brain signals match certain requirements, and generate a feedback based on the difference. Such feedback can be used to improve neural function in patients: patients observe their own brain activity in real time, and learn to self-regulate this activity in order to bring it to normal state. This paradigm is called “neurofeedback” and the corresponding therapeutic approach is called “neurofeedback therapy.” BCIs for humans most commonly utilize electroencephalographic (EEG) recordings (Kus et al., 2013; Tonin et al., 2013; Bamdadian et al., 2014; De Vos et al., 2014; Kashihara, 2014; Yang et al., 2014). Additionally, BCIs can employ magnetoencephalography (MEG) (Mellinger et al., 2007; Bianchi et al., 2010; Ahn et al., 2013), near infrared spectroscopy (NIRS) (Coyle et al., 2004; Sitaram et al., 2007; Power et al., 2012; Waldert et al., 2012; Khan et al., 2014), functional magnetic resonance imaging (fMRI) (Logothetis, 2003; deCharms et al., 2005; Ruiz et al., 2013; Sato et al., 2013), electrocortigraphy (ECoG) (Freeman et al., 2003; Leuthardt et al., 2004, 2009; Schalk, 2010), and multi-electrode intracranial implants (Nicolelis and Ribeiro, 2002; Carmena et al., 2003; Nicolelis et al., 2003; Lebedev et al., 2005, 2011; Zacksenhouse et al., 2007; Peikon et al., 2009; Ifft et al., 2013; see Figure 1 for comparison).
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FIGURE 1. Temporal and spatial resolution of different BCI techniques. Although EEG has a relatively poor spatial resolution, its high temporal resolution is an adequate characteristic for real-time BCIs. Abbreviations: EEG, electroencephalography; MEG, magneto-encephalogram; NIRS, near-infrared spectroscopy; fMRI, functional magnetic resonance imaging; ECoG, electro-corticogram; LFPs, local field potentials. Image is inspired from Van Gerven et al. (2009).



Neurofeedback therapy is applicable to a number of neurological disorders of attention (Lofthouse et al., 2012b; Hillard et al., 2013; Gevensleben et al., 2014; Steiner et al., 2014c; Zandi Mehran et al., 2014). Attention-based neurofeedback paradigms for ADHDs are usually based on visual attention (Arns et al., 2014). As to recording methods, some (EEG, NIRS, ECoG) have been already shown effective for attention control and for treatment of ADHDs, whereas the applicability of others, such as MEG and fMRI, is being researched (Ahn et al., 2013; Sulzer et al., 2013; Sokunbi et al., 2014; Stoeckel et al., 2014; Bruhl, 2015; Okazaki et al., 2015). Implementing an attention-based BCI is a challenging task because the neural representation of attention is highly complex (Ming et al., 2009; Rossini et al., 2012). A good understanding of neurophysiology of attention is required to extract attentional signals from neural recordings and dissociate them from the other ongoing activities in the brain (Sanei and Chambers, 2008). Notwithstanding these difficulties, visual-attention based BCI systems have been already developed and applied to ADHD (Christiansen et al., 2014; Heinrich et al., 2014; Holtmann et al., 2014a,b; Micoulaud-Franchi et al., 2014; Steiner et al., 2014b). In this article, we cover the current state of the art and future challenges in this research.

DECODING OF VISUAL ATTENTION FROM NEURAL SIGNALS

Neural Mechanisms of Visual Attention

In everyday life, we constantly deal with multiple sensory streams from our complex and dynamic environment. The brain starts the processing of this incoming information by filtering out irrelevant signals, which are not consciously experienced because of the filtering. Only a tiny amount of the incoming information enters the higher-order processing levels and becomes available to consciousness (Posner, 1994, 2012). Selective attention is a key function that enables the brain to effectively use its limited information processing capability when confronted with an immense number of inputs from all sensory modalities. High-level cortical areas, particularly the areas of the frontal cortex, play a key role in attentional control. It has been long known that damage to prefrontal cortex (PFC) causes mental deficits which are consistent with a loss of attentional control (Ferrier, 1876). Neurophysiological and functional neuroimaging studies by Posner's group (Fan et al., 2005; Posner and Rothbart, 2007; Petersen and Posner, 2012) have provided a wealth of information on cortical circuitry for attentional control. The main conclusion of these studies is that attention is controlled by a network of interconnected areas that also involved in oculomotor control. These areas include the frontal eye field (FEF), parietal areas and subcortical structures, importantly superior colliculus. This attentional selection network works together with yet another, overlapping network of areas that sustains the focus of attention, called sustained attention. The latter system maintains the focus of attention on the selected stimulus. It is composed of the parietal cortex, right frontal cortex and locus coeruleus (Corbetta et al., 2008). Volumetric analysis in ADHD subjects showed that they have smaller frontal cortex compared to healthy subjects (He et al., 2015). This finding explains the deficits in both selective and sustained attention (Pritchard et al., 2008; Avisar and Shalev, 2011; Gomes et al., 2012; Wang et al., 2013). Notably, attention-based BCIs usually require both selecting a visual target and focusing on it (i.e., selective attention) and mental endurance training (i.e., sustained attention).

Selective attention is not a unitary process; it is driven by distinct functional sub-processes associated with different selection criteria (Brosch et al., 2011). Two major sub-processes are: stimulus-driven (exogenous) attention and observer-dependent (endogenous) attention. Exogenous attention is driven by intrinsic low-level features of sensory inputs (Egeth and Yantis, 1997; Wolfe and Horowitz, 2004). Low-level properties include such features as stimulus intensity, color and contrast. They all trigger involuntary responses. Endogenous attention refers to selection of a target based on an internal state and conscious expectation of a specific object or location (Posner et al., 1980; Desimone and Duncan, 1995). Endogenous selection is performed based on the current aim of the observer. In the classical Posner experiment that dissociated endogenous and exogenous effects, participants were instructed to press a button in response to a visual stimulus that appeared either to the left or right of a central fixation point (Posner, 1980). They were asked to keep their eyes fixed at the center of the screen throughout the task and covertly (i.e., without looking at the target) attend to the peripheral location. To guide this covert attention, a symbolic cue was presented at the center of the screen, which instructed the location to attend. This cue preceded the stimulus onset, and correctly specified the upcoming stimulus location in 80% of the trials. In the remaining 20% of trials, the target appeared at a location that disagreed with the cue. This study showed that the reaction time was significantly shorter when the stimulus was presented at the attended location than when it appeared in the opposite location and there was a misalignment between the endogenous and exogenous attention. Busse et al. investigated neurophysiological mechanisms underlying these two types of attention (Busse et al., 2008). They recorded from single neurons in macaque middle temporal area while monkeys' endogenous and/or exogenous attention was manipulated by the task events. They used a double-cueing paradigm where the first cue instructed the monkey to attend (endogenous attention) to one of three moving random dot patterns (RDPs) until a second cue. The second cue was unpredictable, and therefore captured exogenous attention. It signaled to either shift or maintain the current focus of attention. Findings of this experiment showed that the neural activity was enhanced when attention was endogenously shifted to the first cue. Then, attention was exogenously attracted to the second cue, which was manifested by a transient interruption of neural activity for approximately 70 ms, after which the endogenous attention restored neural representation of the previously relevant stimulus. These results showed that the interruption of endogenous attention by exogenous attention is not a simple refocusing to the new stimulus. Rather, there are separate ongoing processes with distinct neural correlates for endogenous and exogenous effects, as well as an interaction between these mechanisms.

Both endogenous and exogenous attention can be maintained with and without eye movements (i.e., overtly or covertly, respectively). The premotor theory of attention (Rizzolatti et al., 1987) suggests that essentially the same neural circuits in the frontal and parietal areas control the orientation of both overt and covert attention. For overt shifts of attention, eye movements are prepared and executed, whereas for covert shifts they are prepared but not executed. The premotor theory of attention is supported by the fMRI studies showing an overlap between the frontal and parietal regions activated for covert and overt attentional tasks (de Haan et al., 2008). Additionally, neurons in the intermediate layer of superior colliculus which has been long known for their involvement in saccades, are also engaged in the covert attentional shifts (Ignashchenkova et al., 2004). Golla et al. reported a clinical case of impaired overt attention in a cerebellar disorder, and suggested that the cerebellum plays a role in spatial attention (Golla et al., 2005).

Lebedev, Wise and their colleagues compared neural representation of attention with the representation of other behavioral variables, such as spatial memory, target of movement and gaze angle, which often coincide with the orientation of attention, but still can be controlled independently by the brain. In one study (Lebedev and Wise, 2001), they compared neuronal activity in monkey's dorsal premotor cortex (PMd) that reflected the orientation of selective spatial attention with neuronal activities that represented motor preparation, gaze angle, and saccades. The monkeys' attention was attracted by a robot, to which they attended in order to know when to initiate a reaching movement. The target of movement varied. It was either the location of the feeder mounted on the robot or a location of a different feeder. This study showed that approximately 20% of PMd reflected the orientation of selective spatial attention, which could be disengaged from the other spatial variables. These attention-tuned PMd neurons could account for gaze-independent (covert) attentional effects in behaviors with stimulus-response incompatibility. In another study (Lebedev et al., 2004), Lebedev et al. tested the theory that the main function of prefrontal cortex (PF) is the maintenance of working memory. To investigate alternative possibilities, activity of PF neurons was recorded while the monkeys performed an oculomotor task that required remembering one location, but attending to a different location. The largest subpopulation of PF neurons was linked to attention, not to working memory, which indicated that PF has a major contribution to selective spatial attention. Consistent with these findings, studies in human subjects demonstrated the crucial role of frontal cortex in ADHDs (Praamstra et al., 2005; Dirlikov et al., 2015). Dirlikov et al. (2015) used brain imaging technique to explore the cortical morphology in 93 children with ADHD. They found a reduction in cortical surface of PF and premotor cortex (Dirlikov et al., 2015). Several neuroimaging studies suggested that visual attention is controlled by a network of cortical areas interconnected with the FEF. Gray matter is substantially affected in ADHD in the structures of this network, including dorsal and ventral prefrontal cortices, dorsal anterior cingulate area and inferior parietal cortex (Valera et al., 2007; Szuromi et al., 2011). Jonkman and colleagues suggested that the frontal lobe performs early selective filtering, and disorders of this function cause ADHD (Jonkman et al., 2004). A recent resting-state EEG study also suggested that frontal cortex abnormalities are a reliable marker for ADHD (Keune et al., 2015).

Neural oscillations is another neural marker of attention. Oscillations represent synchronous activity of neuronal populations of different sizes, from local to very large. They can be detected in local field potentials (LFPs) recorded with invasive electrodes, or EEGs recorded non-invasively from the scalp (Kahana, 2006). Oscillations are conventionally classified into five frequency bands: δ (1–4 Hz), θ (4–8 Hz), α (8–12 Hz), β (12–30 Hz), and γ (30–80 Hz). Attentional effects have been reported for each of these bands. For instance, attending to a spatial location and anticipating a stimulus at that location is associated with α rhythm attenuation (Rohenkohl and Nobre, 2011). α oscillations are involved in attentional gating of information flow between brain regions (Fu et al., 2001; ter Huurne et al., 2013). To investigate the relationship between brain oscillations and ADHD, ter Huurne used a motion coherence detection task where subjects were instructed to direct attention to either left or right visual field. The attended stimulus was a random dot kinematogram, a field of chaotically moving dots. Subjects were instructed to respond after the dot pattern started to move coherently in the horizontal, but not vertical dimension in the attended hemifield. Dot movements in the unattended hemifield had to be ignored. In healthy subjects, lateralized and sustained α oscillations were detected in the visual cortex during the period when the subjects prepared to respond. In patients with ADHD, oscillations started, but they were not sustained and often stopped before the stimulus onset. Furthermore, lateralization of α oscillation was highly correlated with the degree of spatial attention in the healthy group, but not in the ADHD group (ter Huurne et al., 2013). In neurofeedback training experiments, children with ADHD were able to increase α-power following 18 training sessions (Escolano et al., 2014). Overall, these studies suggest that brain oscillations can be used to monitor neural regulation of attention and improve it using neurofeedback therapy.

BCIs for Visual Attention

Early attempts to treat disorders of attention using neurofeedback date back to the mid-eighties and nineties (Elbert et al., 1980; Lutzenberger et al., 1980; Wolpaw et al., 1991). Since then, considerable progress has been made in the development of computer algorithms for the decoding of attention-related neural signals. In a typical setting, subjects endeavor to keep their visual attention while playing a video game. Attention related brain signals are extracted from the neural recordings and fed back to the subjects using visual feedback. Successful performance is rewarded. Repeated training sessions with such a BCI system engage brain plasticity mechanisms, and eventually improve attention (Dobkin, 2007; Rossini et al., 2012).

Both invasive and non-invasive recordings have been used in BCIs. Invasive BCIs utilize electrodes that penetrate the brain (LFPs and single-unit recordings) or are placed on the brain surface (ECoG). These systems require an invasive surgical procedure to implant the electrodes. Non-invasive BCIs, on the other hand, do not require any surgery and can be safely and easily implemented. Non-invasive sensors are placed on the scalp (EEG, fNIRS), or in some implementations make no contact with the head (fMRI, MEG) (see Table 1 for details). Additionally, hybrid or multimodal BCIs employ combinations of different recording methods in order to improve performance. Fazli et al. (2012) developed a multimodal BCI consisting of the combination of EEG and NIRS that improved the signal classification accuracy in 90% of participants. That multimodal BCI had higher sensitivity and specificity and were resistant to environmental noise. Such combined EEG-NIRS neurofeedback can be used by subjects who cannot operate a BCI solely by their EEG activity (Fazli et al., 2012).

Table 1. Comparison of different signal acquisition methods used for BCI application.

[image: image]

The research on BCIs that improve attention has experienced a steady growth, especially BCIs for ADHD patients. Some of these results are controversial. A number of studies reported positive outcome of neurofeedback training (Leins et al., 2007; Gevensleben et al., 2009; Steiner et al., 2011; Wangler et al., 2011), whereas others questioned these findings. In the camp of neurofeedback advocates, Arns et al. (2009) analyzed literature on neurofeedback therapy for ADHD and concluded that this treatment was “efficient and specific” (Arns et al., 2009). Lofthouse et al. (2012a) called this therapy “probably efficacious” based on their analysis of research conducted from 1994 to 2010, where the majority of studies utilized θ/β ratio (see below) (Lofthouse et al., 2012a). However, Vollebregt et al. (2014a) came to a different conclusion in their systematic review of frequency-band based BCIs for ADHD. They concluded that there was no significant effect of treatment on any neurocognitive variables affected by ADHD (Vollebregt et al., 2014a). This negative result highlights the need for further research on EEG features that would better suit attention-based BCIs. Here we review these features and the ways they could be used to improve neurofeedback therapy for ADHD.

FEATURE EXTRACTION FOR VISUAL-ATTENTION BCIs

Feature extraction is a critical part of BCI implementation and design (Shahid and Prasad, 2011). During this processing stage, a specific characteristics are extracted from brain recordings, which are then decoded and converted into control commands or neurofeedback. Depending on the recording method, different features can be used. For example, single-unit recording are usually converted into neuronal firing rates, and EEGs are converted either into the spectral power or parameters of event related potentials. The selection of features depends on the way the user communicates with the BCI system. In the BCI design called endogenous BCI, subjects self-generate neural patterns (Nicolas-Alonso and Gomez-Gil, 2012). Alternatively, in the BCI design called exogenous BCI, neural responses are evoked by an external stimulus, and subjects modulate these responses, usually by focusing attention on relevant stimuli. Table 2 compares these two BCI types.

Table 2. Comparison of endogenous and exogenous BCIs and their corresponding protocols.
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Endogenous BCI

Attention-Based BCIs That Utilize Neural Oscillations

Spectral analysis of EEGs recorded at different scalp locations is commonly used to extract features for endogenous BCIs. Here, time-dependent changes in the EEG spectra for different electrodes are detected using EEG time-frequency (TF) analysis. For example, TF analysis can detect the occurrence of brain oscillations that result from transient synchronization of neuronal discharges over a millisecond time scale (Sanei and Chambers, 2008). This method can be applied to measure EEG changes associated with attention, such as synchronization of specific EEG bands associated with attention to an object. Attention-related synchronization of neural activity can be detected using a variety of recording methods, including single-unit recordings from brain neurons. Fries et al recorded from individual neurons in cortical area V4 while macaque monkeys attended to behaviorally relevant stimuli and ignored distractors (Fries et al., 2001). The neurons increased their gamma-band synchrony while decreasing low-frequency (<17 Hz) synchrony when the monkeys attended. Several studies showed attention related effects in ECoGs. Rougeul-Buser and Buser recorded ECoGs in freely moving cats and observed that 10–14 Hz oscillation over sensorimotor cortex, called μ-rhythm or “expectancy rhythm,” increased when an animal actively attended to a place where a mouse was expected to appear (Rougeul-Buser and Buser, 1997). The μ-rhythm epochs were often followed by a brief 20 Hz (β-range) ECoG burst. Thorpe et al reported topographical details of these ECoG patterns. Attention was associated with μ-rhythm increases over parietal regions, whereas, β-band activity increased in motor areas (Thorpe et al., 2012). Daitch et al. suggested that these oscillatory patterns serve to increase functional connectivity between the areas that process relevant information while suppressing unwanted cross-talk within the neural network areas that could be caused by irrelevant stimuli (Daitch et al., 2013).

EEG studies have shown that high-frequency oscillations (>30 Hz) are correlated with increased attention (Kaiser and Lutzenberger, 2005; Koelewijn et al., 2013; Musch et al., 2014). Similar results were obtained using microelectrode recordings in freely behaving monkeys (Fries et al., 2001). Attention-related oscillations can have the frequency higher than the typical γ -band range (30–80 Hz) (Crone et al., 2006). Ray et al. (2008) presented human subjects with a sequence of tactile and auditory stimuli separated by pseudo-random time intervals. The tactile stimuli were delivered using a tactile stimulating cylinder, which the subjects gripped with their hands. The auditory stimuli were delivered through a headset. The subjects were instructed to attend to one of the two modalities (auditory or tactile) and respond to the attended stimulus with a button press (Ray et al., 2008). The attended stimuli enhanced high γ activity (80–150 Hz) in the cortical areas that processed the corresponding modality: attention to auditory stimuli activated auditory cortex, and attention to somatosensory stimuli activated somatosensory cortex. Additionally, these high-gamma oscillations occurred in PFC irrespective of the attended modality. This result is consistent with PFC being involved in the global attentional system (Dirlikov et al., 2015; Keune et al., 2015) regardless of the modalities of input information. Another study reported that attention in humans was associated with high frequency oscillations of approximately 350 Hz that occurred in frontal and centro-parietal regions in response to somatosensory stimuli (Ozaki et al., 2006). Several hypotheses have been proposed to explain the role of high-frequency oscillations in attention. One hypothesis states that low-amplitude, ultra-high frequency activity is a background neural noise that enhances neural processing (Benzi et al., 1982). For example, adding a small amount of noise to a neural circuit makes its component fire more synchronous (Ward et al., 2006). Here, the performance is improved due to stochastic resonance (Benzi et al., 1982), where high-frequency noise lowers detection threshold for the relevant stimulus-. The stochastic resonance driven by γ waves can play a role in high cognitive functions (Ward et al., 2006). A similar resonance can be produced by injecting noise to the brain using electrical stimulation (Medina et al., 2012).

A number of BCIs for controlling attention have been developed based on EEG spectral bands. A recent study showed that healthy subjects can quickly learn to self-modulate their γ-oscillation in superior parietal cortex by alternating between the attentive and rest states (Grosse-Wentrup and Scholkopf, 2014). This BCI system correctly decoded brain state in 70.2% of cases. Several of studies on attention-based BCIs employed the ratio of power in specific spectral bands as the signal feature to be classified. This ratio was calculated as β/(α+θ) in many reports (Nagendra et al., 2015). The higher the ratio, the higher is the level of attention. Other studies used θ/β ratio (Clarke et al., 2013; Dupuy et al., 2013; Heinrich et al., 2014; Vollebregt et al., 2014b) that decreased with enhanced attention. These ratios reflect the fact that θ and α rhythms are stronger in drowsiness and the inattentive states; whereas, β rhythm is stronger in attentive states. For example, spectral EEG composition prior to stimulus presentation is indicative of the level of visual attention (Busch et al., 2009). Several characteristics of EEG rhythms can be also used to assess the level of attention. Instantaneous phase of EEG oscillations is one such characteristic (Busch et al., 2009). In the experiments of Busch et al. (2009), subjects were instructed to detect a brief (6 ms) light flash presented either at an attended or unattended location. Hit and miss rates were found to be correlated with the phase of EEG oscillations at the time of stimulus presentation. Additionally, stimuli preceded by strong α activity were less likely to be detected, an observation reported in the previous literature (Ergenoglu et al., 2004; Babiloni et al., 2006; Thut et al., 2006; Hanslmayr et al., 2007). In the other study on the relationship between EEG phase and detection of attended and unattended stimuli, Busch and VanRullen (Busch and VanRullen, 2010) analyzed the relationship between the pre-stimulus EEG pattern and the EEG response to the stimulus. They found that EEG responses were higher when EEG was at a certain phase the just prior to the stimulus onset and the EEG response was the lowest for the opposite EEG phase (Busch and VanRullen, 2010). The periodicity of EEG was 100–150 ms in these experiments. Several studies reported similar results (Makeig et al., 2002; Lakatos et al., 2008; Busch and VanRullen, 2010).

Exogenous BCI

Event-Related Potential (ERP) Paradigms

Event-relate potentials (ERPs) represent a compound response to a stimulus of large neuronal populations. An ERP consists of several voltage deflections that occur on a millisecond time scale. Specific ERP components have been linked to different neural origins (Cohen, 2013), including the components that are associated with attention. ERP is one of the most commonly used protocols for attention studies (Wu et al., 2009; Gherri and Eimer, 2011; Jones et al., 2013; Matheson et al., 2014; Zheng et al., 2014). ERPs recorded in primary sensory areas increase when the corresponding stimulus modality is attended to Harter et al. (1984). Selection of the appropriate ERP components and scalp locations to sample is essential to achieve good performance of an ERP-based BCI. The first ERP-based BCI was designed by Farwell and Donchin (1988). Subjects looked at a 6 × 6 matrix of alphanumeric characters. A single electrode was placed over the Pz (central-parietal) site. Subjects were instructed to attend to a specific character within the matrix while rows and columns periodically flashed. Attended stimuli evoked stronger ERPs and thus could be identified. Averaging over 30 trials was required to improve the signal-to-noise ratio and assure BCI accuracy.

For better design of ERP-based BCIs, it is important to take into consideration the detailed sequence of ERPs components. The first component is the C1-wave which is detected mostly by the posterior midline electrodes in the EEG. The onset of the C1-wave is typically 40–60 ms after the stimulus with the peak at 80–100 ms post-stimulus. C1 is generated in the primary visual cortex (Luck, 2014) and its polarity changes as a function of location of the stimulus in the visual field, i.e., whether the response comes from upper or lower bank of calcarine sulcus. This change in polarity has been identified as a unique feature for C1-wave compared to other components and has been used by many studies as a marker for V1 sources. However, later neuroimaging studies challenged this view. Ales et al. (2010) used fMRI retinotopic mapping to identify the location of V1, V2, and V3 overlaid on the high-resolution structural MRI (Ales et al., 2010). This technique allowed them to acquire a 3D shape of the upper and lower visual field projection in V1 and adjacent areas, V2 and V3. Contrary to previous studies, they found that sources in V1 do not fully conform to the sign reversal. Furthermore, V2 and V3 also showed a polarity change for upper and lower field stimuli. This suggested that the polarity inversion criterion was not a reliable method for source localization. Yet another study challenged this conclusion. Kelly et al. claimed that C1 does initiate from V1 (Kelly et al., 2013). It has been also reported that attention is not important to generate the C1 component (Martinez et al., 1999; Fu et al., 2010). According to Martinez et al., although primary visual cortex is involved in attention, it does not serve as the locus of initial sensory gain control for attended and unattended inputs. Kelly et al. (2008) disagreed with this and proposed that attentional selection occurs at the early visual processing stage reflected by C1 generation in V1 (Kelly et al., 2008). In that study, target brightness and location were adjusted for each participant in order to reduce inter-subjective variability of C1. After this correction, it became clear that C1 was enhanced due to spatial attention, which indicated that this early sensory component was adjusted before the visual information arrived in V1.

The second component is the P1-wave that starts 60–90 ms after the stimulus and peaks at 100–130 ms. It contains an early portion generated from middle occipital gyrus and a late-portion generated more ventrally, from fusiform gyrus (Di Russo et al., 2002). P1 is sensitive to the direction of spatial attention (Hillyard and Anllo-Vento, 1998). Luck and Hillyard (1995) studied attentional modulation of P1 using a stimulus display that consisted of 14 gray items and 2 colored items (Luck and Hillyard, 1995). Subjects were instructed to report presence or absence of specific colored-item (feature detection condition) or the shape of a specific colored-item (conjunction discrimination condition). Just after the onset of the search array, a task-irrelevant stimulus appeared either at the location of relevant or irrelevant items. The irrelevant stimulus evoked larger ERPs for the relevant location compared to irrelevant location. P1-wave was present in that ERP only in the discrimination condition and not in the feature detection condition, indicating that conjunction discrimination recruited additional attentional resources. In the traditional paradigm, where subjects are instructed to pay attention to one direction and ignore the other, Mangun et al. (2001) showed that the P1 magnitude is larger for the attended compared to unattended location. The study of Mangum et al. also showed that P1 response was generated not only by the contralateral hemisphere but also by the ipsilateral one, the observation that was difficult to explain in terms of redistribution of attentional resources between the hemispheres. Klimesch (2011) suggested that these results is due to inhibition effect of the P1 in two different levels. In the task-irrelevant pathways (e.g., ipsilateral hemisphere) inhibition is used to block the information processing, whereas, in the task-relevant pathways it is used to increase the SNR by enabling precisely timed activity in neurons with high level of excitation and suppressing the neurons with low-level of excitation. It seems that the inhibition increased when an attentional demand increases to make the response to the relevant stimulus sharper.

N1-wave contains an early component generated in the frontal (140 ms) and two late components between 150 and 200 ms generated parietal cortex and the lateral occipital cortex, respectively (Clark and Hillyard, 1996; Luck, 2005; Ceballos and Hernandez, 2015). The magnitude of N1-potential is highly influenced by visual spatial attention (Hillyard et al., 1998). N1 is insensitive to the physical properties of the paradigm such as light intensity and the contrast. This point was clarified in the experiment where a 6 × 6 matrix alphanumeric matrix (similar to Farwell and Donchin's paradigm) could be either high-contrast or low-contrast (Shishkin et al., 2009). Although the visual stimuli were designed in a very different contrasts, N1 characteristics between high- and low-contrast tasks remained the same. N1 is an interesting feature from two aspects: first N1 seems to be reproduce robust feature regardless of design on the paradigm which makes it suitable to compare different studies; second, there is no need to make detection paradigm hard to enhance N1 as it works well for clearly visible stimuli, and therefore, N1-based BCIs can be visually comfortable for ADHD subjects. This is important for ADHD subjects as they have higher tendency for fatigue or visual discomfort (Cao et al., 2014; Kooij and Bijlenga, 2014). It has been shown that about two-third of children with ADHD suffer from visual problems such as irritability by light (Kooij and Bijlenga, 2014). If BCIs are intended to be used on a daily basis for training and rehabilitation purposes, the rapid visual fatigue would be a great disadvantage (Sakurada et al., 2015). Therefore, presenting a paradigm with less discomfort effect should enhance the endurance of patients in long-lasting training sessions and consequently increase the chance of successful therapy.

N1 properties are influenced by repetitive training which can be a potential marker for evaluating the effect of neurofeedback therapy. For example, training to play a video game affects N1 (Latham et al., 2013). In that study, checkerboard stimuli appeared for a short time (92 ms) either in the left or right hemifield against a gray background. Subjects were instructed to respond to the flash of checkerboards by pressing a button while EEG was being recorded. Participants were divided into two groups: professional video-game players (VGP) and non-professional VGP. Expert VGPs had significantly shorter N1 latencies compared to inexperienced VGPs, and no other difference in ERP components was found between the groups.

P2-wave, that follows N1, occurs mostly for the anterior and central electrodes. P2 is larger when the stimulus occurs relatively infrequently (oddball). From this point of view, the anterior P2 is similar to P3-wave (see below) with the difference that P2 represents simple features (e.g., color) of the stimulus, whereas P3 is related to complex stimulus features (e.g., color and shape). For posterior electrodes, P2 component is often difficult to distinguish from the overlapping N1, N2, and P3 (Luck, 2014). P2 magnitude has been reported to differ between healthy and ADHD individuals (Banaschewski et al., 2003, 2008; Broyd et al., 2005). The P2 component is associated with automatic processing and inhibition of irrelevant information (Barry et al., 2003). Studies have shown that P2 has larger amplitude and different topographical distribution in ADHD (Banaschewski et al., 2003; Broyd et al., 2005; Barry et al., 2009; Ortega et al., 2013). Therefore, P2 amplitude could be used in BCIs as an indicator for improvement scale for ADHDs.

P3 component (also called the P300 since it peaks at 300–500 ms post-stimulus) consists of two sub-components P3a and P3b. The P3b amplitude varies between 5 and 15 μV for the parietal electrodes (Soltani and Knight, 2000). It appears following the occurrence of the oddball stimulus among a sequence of frequently repeating background stimuli. P3a, on the other hand, is distributed more in the fronto-central scalp region and peaks about 60–80 ms prior to P3b for all sensory modalities. An important characteristic of P3a component is its habituation in frontal sites within 5–10 stimulus presentations; i.e., the P3a disappears when the same type of stimulus is repeatedly presented (Lynn and Eysenck, 1966; Sokolov, 1969; Friedman et al., 2001). P3b, in many publications, is simply referred to P3 or P300. It was proposed that P3 is a possible endophenotype for ADHD (Doyle et al., 2005; Szuromi et al., 2011). Patients with ADHD have significantly lower P3 amplitude during the attention task (Szuromi et al., 2011). Szuromi et al. (2011) proposed that the P3 may be used as an ADHD marker that characterizes the deficits in the level of attentional allocation and information processing. P3 magnitude has been reported to represent the effort of attentional allocation, whereas, the latency of P3 indexes the processing speed of stimulus evaluation (Polich, 2007). Yet, P3 should be considered conservatively as a unique indicator for attention deficiency since its characteristics can be affected also by other disorders such as externalizing psychopathology (substance use, conduct disorder and antisocial behavior) (Bertoletti et al., 2014; Burwell et al., 2014).

ERP-based BCIs is one of the early developed methods in the field of BCI (Farwell and Donchin, 1988). ERP-based BCIs have a relatively low information transfer rate (ITR) or bit-rate. Bit-rate in a BCI system is an index of how much information can be communicated between the brain and the computer in the time-unit (van der Waal et al., 2012). In Farwell and Donchin's BCI, the ITR was about 12 bits min−1. Zhang et al developed a visual P300-speller BCI which was able to communicate at 20 bits min−1. BCI performance is substantially higher for visual ERPs compared to auditory (1.54 bit min−1) and tactile (7.8 bit min−1) ERPs (Furdea et al., 2009; van der Waal et al., 2012). Combination of ERP with other protocols such as steady-state visual evoked potential (SSVEP) increases the ITR up to 19.05 bit min−1 (Panicker et al., 2011).

ERP-based BCIs increase SNR by performing an ensemble averaging across several responses. Only the time-locked activities survive the averaging and irrelevant activities are canceled out. However, averaging is also considered as a drawback of ERP-based BCIs as the system has to obtain two or more ERP events to improve performance. Collecting data in multiple trials slows down the system speed. Thus, choosing this ERP-BCI method is a trade-off between the speed and accuracy of the system. Another limitation of ERP-based BCI is the across-trial variability in ERP amplitude and timing. The amplitude of P3 decreases if inter-trial intervals are short. To keep P3 amplitude in the standard range (10–20 μV) inter-trial interval should be around 8 s (Polich and Bondurant, 1997). This long interval limits BCI performance. In most experimental designs, intervals between oddball stimuli are random, which introduces ERP variability. Variability in the P3-characteristics makes it an unstable feature in attention experiments where the rigidity of ERP depend both on factors such as the designed paradigm and the mental states of the subjects.

Signal Characteristics in Steady-State Visual Evoked Potential (SSVEP) Paradigms

Another widely used BCI protocol is the SSVEP (Zhang et al., 2010; Palomares et al., 2012; Lesenfants et al., 2014; Wu and Su, 2014; Reuter et al., 2015). Visual evoked potential (VEP) is the brain responses to a visual stimulus such as light flash or flickering of a checker board at a specific frequency (Punsawad and Wongsawat, 2012). Presentation of a flickering visual object leads to VEPs entrained to the stimulus frequency. SSVEP-based BCIs usually detect this entrained response in the EEG of the visual and parietal cortices. These BCIs achieve high SNR over a few seconds of stimulation (Dmochowski et al., 2015). In a typical SSVEP-based BCI, several objects flicker at different frequencies while the subject attends to one the object. The subject usually looks at the attended object. SSVEP-based BCIs can be easily implemented using graphical interfaces such as video games (Leins et al., 2007; Lim et al., 2010, 2012; Bakhshayesh et al., 2011).

SSVEP-based BCIs have good accuracy and resistance to artifacts. As such, they can be used to build practical assistive systems for disabled users (Muller-Putz and Pfurtscheller, 2008). For example, Bin et al reported a SSVEP-based BCI that attained 95.3% accuracy and the ITR of 58 ± 9.6 bits min−1 (Bin et al., 2009). This is a substantially higher ITR compared to other BCI types, such as ERP-based BCIs. Muller and Hillyard (2000) designed a paradigm in which ERPs were embedded within a flicker sequence. They found that the magnitude of SSVEP and that of the N1 and N2 component of ERP varied together (positive correlation), whereas no significant correlation was found with other ERP components (Muller and Hillyard, 2000). SSVEP paradigms usually utilize the flickering frequency greater than 6 Hz. In a recent study (Dreyer and Herrmann, 2015), flickering frequency of up to 100 Hz was used by utilizing a novel technology. High-frequency SSVEPs are of great advantage because subjects do not perceive the flicker and are not annoyed. The flicker is not perceived for stimulus frequencies higher than 40 Hz (Lin et al., 2012). Sakurada et al. (2015) demonstrated that using BCIs with SSVEP frequency above 50–60 Hz enhanced the classification accuracy and decreased visual fatigue (Sakurada et al., 2015). Training time is also improved, particularly in ADHD subjects, as they are less irritated by light flicker (Kooij and Bijlenga, 2014).

SSVEPs can be detected not only in awake subjects, but in anesthetized subjects, as well. Several experiments employed the SSVEP technique in fully or partially anesthetized animals whose eyes were kept open in front of a visual display (Harnois et al., 1984; Xu et al., 2013). The flicker frequency was detected from the occipital electrodes.

Harmonics of the flickering frequency in some cases give a better BCI readout (Muller-Putz and Pfurtscheller, 2008; Allison et al., 2010; Ordikhani-Seyedlar et al., 2014). Müller-Putz and his colleagues reported particularly good results when they used three harmonic peaks (Muller-Putz et al., 2005). In our study (Ordikhani-Seyedlar et al., 2014) that employed a covert attention paradigm, the power of the second harmonic was higher compared to the first harmonic. This result is in agreement with Kim et al. (2011) and others Garcia et al. (2013), Zhang et al. (2015) who also reported that visual spatial attention modulates the second, but not the first harmonic of the SSVEP frequency.

PROSPECTS FOR BCIs IN RESEARCH OF ATTENTION

We are witnessing a rapid development of the BCI field. The number of peer-reviewed articles has been rapidly increasing over the past 20 years. Many of BCIs reported in the literature enable sensorimotor functions (O'Doherty et al., 2011; Ifft et al., 2013; Pais-Vieira et al., 2013; Yoo et al., 2013). While BCIs for cognitive functions are less developed, there has been a growing interest to such systems. In our opinion, the most important future challenges for attention-based BCIs include:

(1) Filtering out noise: Noise can be caused by mechanical and electrical artifacts, and it can be a neural signal that is irrelevant to the function that the BCI enables and/or augments. Noise can be reduced by proper selection of features representing a brain function of interest. Choosing the right features is especially important for therapeutic BCIs because if features are selected incorrectly, unwanted functions could be enhanced instead of the desired alleviation of an individual's disability. For instance, using the α-band to regulate attention has certain caveats. Ideally, the α-band represents suppression of irrelevant information in an attention paradigm. However, if the subject is not attending, such suppression could be confused with the drowsiness state, and the BCI would enhance drowsiness instead of working properly to enhance attention. This problem could be addressed by adding features, such as topographical information about the source of the α-oscillations.

(2) Developing of reliable criteria to quantify BCI training effects: Neurofeedback therapy is usually evaluated using a comparison of specific features before and after the training. However, enhancement in EEG features does not guarantee a behavioral improvement. For example, increase in β-band power is a popular feature indicating high attention level. If the aim is just to increase β-band oscillation, this frequency band might also be increased due to some other brain function unrelated to attention per se. For example, the β-band increased when motor movement had to be voluntarily suppressed in macaque monkeys (Zhang et al., 2008). Therefore, we suggest that the evaluation of neurofeedback therapy outcome should include behavioral and psychological tests to that evaluate the target function.

(3) Accounting for intra- and inter-individual variability: Sources of variability include non-stationarity of EEG signals (Vidaurre et al., 2011) as well as non-stationarities induced by the task (Iturrate et al., 2013) and different mental states of different subjects. The BCI algorithms should be able to accommodate individual characteristics of subjects, and to adapt to EEG variability during the neurofeedback therapy.

(4) Developing BCIs for individual use: current methods of NF-training require the presence of an expert to conduct the training session from the installation of scalp electrode to running the programs and maintaining the system. These procedures impose restrictions on the usage of BCIs by patients. More user-friendly, highly automated BCIs should be developed in the future.

CONCLUSIONS

BCIs offer exciting opportunities for enhancing neural functions and developing therapies for neural disabilities, including BCIs that assist subject to regulate their neural function. Attention is a fundamental brain mechanism for selection of relevant and essential information while suppressing irrelevant signals. Disorders of this mechanism result in dysfunctions, such as ADHD. BCIs hold promise to provide effective rehabilitation strategies for individuals with impairments of attention. Several attention-based BCIs have been already developed whereas many challenges still remain. The main challenge is to combine highly technical knowledge needed to build effective BCIs with the expertise from neuroscience and psychology. Merging these multidisciplinary contributions is key to developing clinically relevant BCIs to treat attentional dysfunctions.
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The ability of “looking into the future”—namely, the capacity of anticipating future states of the environment or of the body—represents a fundamental function of human (and animal) brains. A goalkeeper who tries to guess the ball's direction; a chess player who attempts to anticipate the opponent's next move; or a man-in-love who tries to calculate what are the chances of her saying yes—in all these cases, people are simulating possible future states of the world, in order to maximize the success of their decisions or actions. Research in neuroscience is showing that our ability to predict the behavior of physical or social phenomena is largely dependent on the brain's ability to integrate current and past information to generate (probabilistic) simulations of the future. But could predictive processing be augmented using advanced technologies? In this contribution, we discuss how computational technologies may be used to support, facilitate or enhance the prediction of future events, by considering exemplificative scenarios across different domains, from simpler sensorimotor decisions to more complex cognitive tasks. We also examine the key scientific and technical challenges that must be faced to turn this vision into reality.

Keywords: predictive processing, planning, robotics, augmented reality, brain stimulation

INTRODUCTION

Modern cognitive neuroscience describes the brain as a predictive device, not a stimulus-response system. In this “predictive brain” perspective, the brain continuously predicts environmental dynamics and anticipates action effects, and this permits animals to be “ahead of time” when it takes decisions, rather than just react to what it currently senses (Pezzulo, 2008; Bar, 2009; Friston, 2010). Predictive abilities range from short-term predictions, which target (say) the few hundreds of milliseconds—the timescale of the sensorimotor loop, which is relevant to predict (say) whether or not to cross a busy road—to medium- or long-term predictions, which are useful for distal decisions such as the road to take to go home or the career to choose.

Recent research is shedding light on the neuronal underpinnings of these diverse abilities. For example, a growing literature studies predictive dynamics in sensorimotor control, highlighting the importance of so-called forward models: internal models that the brain uses to predict action consequences and plan accurate movements (Wolpert and Ghahramani, 2000). Even more interesting, research in “motor cognition” has shown that these forward models can be widely reused outside motor control, in more cognitive such as domains action recognition, action simulation and imagery (Jeannerod, 2006). Predictive domains, have been widely studied in many other domains of cognition, such as perceptual processing and navigation. For example, growing evidence indicates that internally generated brain dynamics in the (rodent) hippocampus might support navigational planning: in fact, if one registers from the hippocampus of rodents at rest before a decision, one can find neuronal sequences of place cells assembled to form trajectories in T-mazes, which can be predictive of the actual trajectories that they will select immediately afterwards (Johnson and Redish, 2007; Pfeiffer and Foster, 2013; Pezzulo et al., 2014). Based on parallels between neurophysiological evidence and human neuroimaging studies, it has been (speculatively) proposed that the ability to internally generate and “mesh” dynamical events—especially in the hippocampus—might support sophisticated prospective abilities such as the mental simulation of future events and “mental time travel” (Schacter et al., 2012; Buzsáki et al., 2014).

From the “predictive brain” perspective, the ubiquity of predictive components across cognitive domains reflects the fact that brain processing is intrinsically predictive. The most comprehensive attempt to describe formally the “predictive brain” perspective is the free energy principle developed by Friston and collaborators (Friston, 2010; Pezzulo et al., 2015). In this perspective, the brain is a statistical machine that learns a so-called generative model of external dynamics (especially how the environment changes as a function of the agent's actions) and uses it for continuous prediction. Importantly, prediction can be at multiple timescales, where these timescales map to brain hierarchies (especially cortical hierarchies) and increase from motor and premotor areas to prefrontal areas (Badre, 2008). Here, cognition depends on the interplay of top-down and bottom-up signals across (brain) hierarchical layers, the former propagating predictions and the latter prediction errors. Minimizing prediction errors (the difference from what is expected and what is sensed) across layers—or more formally minimizing free energy—supports both perception (because perceptual hypotheses encoded at higher levels can be revised based on prediction errors) and action (because goals encoded at higher hierarchical layers generate a cascade of exteroceptive and proprioceptive predictions, say on the next desired hand position, and the latter are ultimately suppressed by engaged reflexes that—essentially—guide the hand to the desired position). The same principles of prediction error minimization have been extended to model the planning of action sequences—when, essentially, predictions stemming from the generative model (encoding the agent's knowledge of action-outcome contingencies) are “chained” to covertly simulate and evaluate possible action plans in advance, before the agent performs any actual action or receives external feedback (Friston et al., 2012, 2015).

In sum, the idea of a “predictive brain” is becoming dominant in cognitive neuroscience. In this article, we explore an intriguing technological side of this phenomenon: the possible development of “predictive technologies” that augment human prediction. We address questions such as: is it possible to augment predictive abilities in humans using technologies? Which kind of predictions can be enhanced? Is it possible to use enhanced predictive abilities to improve real-time decisions and actions? What are the key scientific/technological issues for developing predictive technologies? And what are their potential applications?

Of course, prediction-based technologies are already routinely used, for example, in weather or stock market forecast, or in the development of smart (e.g., self-guiding) cars. Here, however, we specifically focus on predictive technologies that can be seamlessly integrated into real-time human cognition, and augment it. We discuss, for example, new interfaces that help humans predict the movements of a car in order to decide when to cross a busy road. Below we consider this and other specific examples of predictive technologies that—we will argue—might be soon within our reach.

DOMAINS OF ENHANCED PREDICTION

Human cognitive tasks involve short-, medium- or long-term predictions—and at least in principle, predictive technologies can support all them. Here we focus our analysis on predictive technologies that can support real-time, embodied decisions (Cisek and Pastor-Bernier, 2014; Lepora and Pezzulo, 2015), such as for example those that we continuously face when we drive a car (should I accelerate or press the brake?), which are based on short-term predictions of the order of hundreds of milliseconds (am I risking a collision with a pedestrian?) or sometimes medium-term predictions; but we do not target decisions that unfold over longer-term timescales such as “which University or career should I select?”.

It is important to distinguish between two potential outputs of predictive technologies. The first, direct output of a predictive technology is enhancing a person's prediction abilities. For example, the technology might help a goalkeeper predicting the trajectory of a penalty kick, on the basis of (say) statistical information about past penalty kicks and the movements of the attacker. A second, more indirect output of predictive technologies is aiding decision-making and/or planning (based on prediction). For example, the predictive technology might suggest the goalkeeper the action course that maximizes the probability to parry the penalty kick, given the predicted trajectory. Below we provide examples of both kinds.

Consider the case of a person who wants to cross a busy road. Deciding when to cross is a complex embodied decision that has to take into consideration several factors, from cognitive rules and knowledge (e.g., knowledge of traffic rules; presence of traffic lights) to situational facts (e.g., where are the cars and at what velocity they run; what my own velocity is; how long the road to be crossed is). Various predictions can be useful to solve this task, such as the prediction of “where” a car is going, “whether” it will stop or “when” it will arrive at the crossing point. There are cases when an augmentation technology may help, such as when the person who is crossing has impaired perceptual or cognitive abilities, or comes from another culture (think of a Chinese tourist crossing a busy road in Rome).

How can we design a predictive technology that augments human cognition in this kind of situation? A useful starting point is the notion of an “affordance,” which originates from ecological psychology (Gibson, 1979) but is also used in neuroscience (Cisek and Kalaska, 2010; Pezzulo and Cisek, 2016). In this perspective, an empty street affords “cross-ability,” whereas a busy road does not. More generally, one can think of a “landscape” of affordances, which changes as an effect of environmental dynamics and our own actions. For example a car approaching fast in our direction (see Figure 1) modifies the landscape of “cross-ability” over time: when the car is far, the road is cross-able; but when it approaches, it becomes not cross-able. The concept of a landscape of affordances is dynamical and highly context-sensitive, in the sense that (for example) there is a gradient of “cross-ability” over time and it depends on both our and the car's velocity and direction, as well as the color of the traffic light (see Figures 1B–D).
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FIGURE 1. How the affordance landscape changes as an effect of car movements and traffic signs. (A) An example situation: a pedestrian has to cross a road, with a car approaching. (B) The same situation, but now with the putative results of a predictive technology superimposed: here, the lines in front of the car represent its predicted future locations, and the colors represent a gradient of the “cross-ability” affordance (red = not crossable; green = crossable) ordered in a continuum. (C) The same situation with a traffic panel does not afford cross-ability anymore. (D) A more complex scenario, in which the predictive technology might simulate future simulated situations, e.g., display how the affordance landscape will change in the next 200, 400, and 600 ms.



While ecological psychology has often focused on the idea of exploiting available affordances (e.g., use the “sit-ability” of a chair to sit down), here we recast this concept in predictive terms, and discuss how the prediction of (for example) car movements permits to foresee how the affordance landscape will change in the immediate future - and to spot in advance the right time window to cross the road. Figure 2B exemplifies the potential benefits of a predictive technology: an augmented reality display that shows (predictively) the affordance landscape and signals that a good time frame for crossing the road is approaching (see later for a discussion of the feasibility of this technology and its required components). Coming back to our previous distinction between “prediction” and “prediction-based decision or planning,” here the curved lines around the car represent its predicted future locations, while the colored parts represent the future predicted affordances (red = not crossable; green = crossable)—which can be considered as an aid to the decision (when and where to cross) based on the predicted car trajectory.
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FIGURE 2. Examples of enabling technologies. (A) Sensors of a self-driving car (source: Google). (B) Schematic of how objects are represented (from the self-guiding car's perspective) while approaching a turn; the inset shows what a human driver sees from inside the car. This representation can be used to generate predictions (e.g., of the trajectory of cars and pedestrians) based, for example, on probabilistic mechanisms (Thrun et al., 2006).



Another, more complex example concerns the decision of which path to take to cross a crossroad and reach a supermarket. This can be considered analogous to the “travel planning” functionality of Google maps (https://www.google.it/maps), which already takes several factors into account (e.g., length, size of streets, current traffic) to provide an estimate of “the best” or “the faster” road. Predictive technologies can extend these functionalities by considering various contextual factors, such as the current “cross-ability” affordances (as above) and the anticipated effort associated to the different paths (e.g., one path might require climbing stairs)—which in turn might require predicting energy expenditure based on physiological signals (e.g., heart rate) or other information (e.g., age). Here, different from the former example, the predictive technology would not (only) show a field of affordances, but—like Google maps—propose several paths and suggest the best one. Importantly, this exemplifies a medium-term decision, not a short-term decision as in road crossing case, and it can incorporate various elements and various predictions, at short and medium terms.

As a third example, let's consider a professional domain: an aircraft pilot who has to decide which buttons to press, which levers to pull, which indicators to look at, etc. A predictive technology might help pilots predict (for example) the outcome of different maneuver by directing attention to the controls that are likely to show the most critical information. These functionalities might be useful for pilots but more critically to those who are learning to fly; the latter might learn faster if their attention is directed to the most relevant displays or controls.

As these examples illustrate, predictive technologies can augment human predictive abilities and be flexibly incorporated into human cognition, providing raw predictions (of car movements), suggestions (of a road to take) or guiding attention (to the most-likely-to-be-useful displays)—just to make a few examples.

ENABLING TECHNOLOGIES

In the previous section we have briefly discussed a few examples of predictive technologies and their use in everyday life. These examples are (on purpose) beyond the scope of the current state of the art. However, some components required by predictive technologies—software or hardware—are already available as components of existing technologies, or are currently studied as part of research programs. Here we provide some examples of enabling technologies that might support the future development of predictive technologies.

Self-driving cars are under development by many companies (e.g., Google, Tesla) and they might enter in the market in the near future. Self-driving cars already use many technologies—from sensors such as laser cameras and radars to dedicated processors—that can be integrated in future predictive technologies, see Figure 2A. Furthermore, at the software level, self-driving cars use prediction for control and planning—for example, to predict car trajectories that avoid collisions; and some of the solutions implemented in self-driving cars might be reused within human augmentation systems such as those that we described in the previous section.

Although self-driving cars use a range of diverse mechanisms, some solutions to key problems such as self-localization, path planning, data fusion and trajectory prediction are reused from robot navigation (Thrun et al., 2006) and most can be solved using probabilistic prediction methods (Thrun et al., 2006). Predictive mechanisms, and in particular methods for approximate-but-fast prediction figure prominently in both robot navigation (Montemerlo et al., 2002) and self-driving cars.

Another example of predictive algorithm that was initially developed for robotics but might be reused (or modified) within predictive technologies is the “internal world model” used by Ripley the robot (Roy et al., 2004). The system uses a physical engine to simulate or predict the robot movements, and to keep the “world model” of the robot updated—for example, to keep simulating the trajectory of a moving ball even if the robot is looking somewhere else. In this way, the robot's internal model is continuously “in register” with the external world. This software exemplifies the idea of using a physical engine—of the kind used, for example, in computer games—to run physically realistic simulations. Many widely-used physical engines are very accurate and can afford real-time simulation or prediction. Of course, they cannot simulate everything with the required level of accuracy (and in real time), thus their putative role within a predictive technology can only be evaluated case-by-case.

Physical engines have been also used for simulation in a series of studies on human physical scene understanding, such as how well humans predict how towers of wooden bricks will fall down (Battaglia et al., 2013). This study illustrates that a physical engine simulation can be used to predict in real time a challenging physical event that derives from the interaction of many components (here, many wooden bricks). This method might be extended to predict how other physical events (e.g., movements of objects such as cars) unfold in time.

Another example of a computational solution developed within robotics is the idea of “affordance gradients”: a formalism that describes the transformations that can be applied on an object (e.g., how a triangular object rotates when it is pushed or pulled) and permits a robot to plan actions that exploit the affordances to achieve goals (e.g., plan a series of pushing actions that guide the triangular object to a desired or goal position, see Sanchez-Fibla et al., 2011). This method can be potentially reused outside robotics to represent e.g., the affordances of objects and infer their dynamics.

As these examples demonstrate, some component solutions of predictive technologies are available or under development. At the same time, these are still incomplete solutions to the problems of prediction, planning and decision, especially in real time (Geffner, 2013; Donnarumma et al., 2016). Thus, a key challenge for future research is integrating and extending these (and other) models to deliver predictive technologies that are effective and usable. Another key issue is making predictive technologies usable—a theme that we explore next.

REPRESENTING PREDICTIVE INFORMATION

A key challenge of predictive technologies is how to represent the information about an upcoming event (predictive cue). As suggested earlier, augmented reality may provide a viable solution. An augmented reality system allows superimposing digital information on the physical environment in real-time using a smartphone or head-mounted see-through displays coupled with a wearable computer. Thanks to recent progresses, current augmented reality systems afford real-time applications in which the user can interact with synthetic objects, manipulate them and receive additional information about the environment or the task at hand, in the form of images, text, video, audio components, etc.

Predictive information could be represented in augmented reality using various levels of abstraction, ranging from analog models to symbolic cues. For example, consider the question of how to represent the predicted trajectory of a ball. One could either visualize a virtual ball that precedes the actual ball (analog representation) or use a dynamic arrow (symbolic representation). In choosing the most appropriate representation of the predictive cue, a key requirement is the definition of temporal constraints. If the augmentation cue is too complex, its processing time may even exceed the timeframe available to complete the task, thus rendering the augmentation useless. For example, in rallying the pacenotes are a commonly used method of describing a route to be taken, in terms of turnings, junctions, the degree and severity of bends etc. The notes are designed to help the driver anticipating the conditions of the course ahead, but with a fast-moving vehicle, they are encoded to carry maximal information in minimum reading time. Relatedly, the design of AR interface should take into account user's cognitive requirements, i.e., by preventing split-attention between multiple predictive cues while preserving global situation awareness. This translates to the need for optimizing the trade-off between cue's maximal informativity about upcoming event(s) and least cognitive processing effort.

A further issue is whether, and in which ways, the presentation of the predictive cue could affect the course of the predicted event. For example, if a goalkeeper is shown the prediction that the penalty taker is going to place the ball at the lower right corner, he/she will jump as fast as possible to the lower right corner in order to reach the ball. However, if the goalkeeper initiates the movement too early, the penalty taker may notice the goalkeeper's intention and kick the ball in the opposite corner. Thus, in designing augmented predictions, it is necessary to model the complex interdependencies between the user's action and the context of his/her action, in order to prevent the predictive cue triggering behaviors that affect the course of events in (unpredictable) ways.

CONCLUSIONS

We have explored the idea of using technology to augment the human ability of predicting future events, by seamlessly integrating anticipatory information in the perception-action loop. The presentation of predictive cues is meant to facilitate perceptual, decision and action processes. Some key building blocks of predictive technology are available from developments in robotics and machine learning. In these fields, the need of accurately modeling the evolution of complex system has led to the deployment of computational solutions that could be eventually re-adapted to match the requirements of predictive cognition. However, the provision of external cues may not be the only possible approach to augment predictive processing. A rather more ambitious strategy could be to directly stimulating brain areas that are implicated in the computation of future events. Numerous studies have shown the possibility of modulating, and in some cases enhancing, cognitive processes by exciting brain regions involved in working memory and attention through transcranial electrical brain stimulation, including planning ability (Dockery et al., 2009). This approach could be justifiable within rehabilitation domains, where the goal would be to restore or support predictive functions in individuals suffering from neurocognitive impairments.

As the rehabilitation example suggests, predictive technologies hold the promise to enable a wide range of applications based on the extension of our prediction and planning abilities. Such application scenarios may include, but are not be limited to, anticipation of sources of dangers in natural or working environments for enhancing personal safety; support decision making and judgments in emergency situations; optimization of team coordination in complex collaboration tasks. Clearly, the exploitation of these possibilities require to address significant scientific and technological challenges, some of which have been outlined in this contribution. However, as understanding of cognitive mechanisms involved in predicting future progresses, so should the ability of enhancing these processes using advanced technologies.
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Future technologies aiming at restoring and enhancing organs function will intimately rely on near-physiological and energy-efficient communication between living and artificial biomimetic systems. Interfacing brain-inspired devices with the real brain is at the forefront of such emerging field, with the term “neurobiohybrids” indicating all those systems where such interaction is established. We argue that achieving a “high-level” communication and functional synergy between natural and artificial neuronal networks in vivo, will allow the development of a heterogeneous world of neurobiohybrids, which will include “living robots” but will also embrace “intelligent” neuroprostheses for augmentation of brain function. The societal and economical impact of intelligent neuroprostheses is likely to be potentially strong, as they will offer novel therapeutic perspectives for a number of diseases, and going beyond classical pharmaceutical schemes. However, they will unavoidably raise fundamental ethical questions on the intermingling between man and machine and more specifically, on how deeply it should be allowed that brain processing is affected by implanted “intelligent” artificial systems. Following this perspective, we provide the reader with insights on ongoing developments and trends in the field of neurobiohybrids. We address the topic also from a “community building” perspective, showing through a quantitative bibliographic analysis, how scientists working on the engineering of brain-inspired devices and brain-machine interfaces are increasing their interactions. We foresee that such trend preludes to a formidable technological and scientific revolution in brain-machine communication and to the opening of new avenues for restoring or even augmenting brain function for therapeutic purposes.

Keywords: neuroengineering, biohybrid systems, neurobiohybrid systems, neuromimetic systems, brain-chip interfaces, brain machine interfaces, neurorehabilitation, artificial sensory organs

INTRODUCTION TO NEUROBIOHYBRIDS

An Overview on Biohybrids

The research field of biohybrid systems (or biohybrids) is capturing increasing interest across various scientific communities. The deepening of our knowledge on the physiology of living organisms –down to the cellular and molecular level– and the progress in the engineering of miniaturized interfaces between living and artificial systems, are driving research toward the creation of biohybrids where boundaries between living beings and man-made artifacts are collapsed. Classically, individual scientific communities are approaching this type of research from a different perspective. For example, within the “robotics” and “biomimetics” community, biohybrid systems are generally considered as an opportunity to exploit the unique characteristics of biological systems or their components, refined over millions of years of natural evolution, in order to solve complex or critical problems hampering artificial systems performance (Ricotti and Menciassi, 2012; Wilson et al., 2015). In this “learning from nature” endeavor, biological systems are seen as a source of inspiration for innovative solutions, toward a “soft” and “wet” robotics or “living” systems/technologies characterized by self-organization, evolvability, adaptability, and robustness (Eiben et al., 2012). Thus, biohybrid systems come here into play as workbenches where to experiment how to build “living” artificial systems.

On the other hand, biohybrids are seen by the “life science” community as useful tools to explore the physiology of living organisms or even as therapeutic tools. Whenever new and more advanced ways of communication with the living matter are developed, new opportunities arise to extend our capability to measure biological parameters that are relevant for understanding physiological mechanisms. Furthermore, building artificial artifacts emulating physiological operations and interacting with natural systems is a way to assess biological working hypotheses through a “reverse engineering” and reductionist approach. Biohybrids bear a huge and yet unexplored potential also for medical application, through the embodiment of natural “intelligence” and material properties in diagnostic and therapeutic tools. Neuroprostheses (Hochberg et al., 2006) and bioelectronics medicines (Birmingham et al., 2014) represent a typical example and it is easy to assume that much effort will be deployed in the future to implement artificial devices with near-physiological characteristics and communication properties for restoring function in humans. Finally, the “materials science and engineering” community is active in investigating fundamentals of interfacing between living matter and inorganic material. This work goes at the root of biohybrid research and has an increasing impact on other classical disciplines, including chemistry and biology. For example, thanks also to the availability of a synthetic toolbox to conjugate biomolecules and synthetic polymers in a controlled fashion, combining biomolecules, and synthetic polymers into a new class of versatile biohybrid materials following a “click” chemistry methodology has gained much interest in recent years (Dirks et al., 2007). The concept of interdisciplinary coverage of biohybrids research is sketched in Figure 1.
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FIGURE 1. Biohybrids as interdisciplinary research field. Within Information and Communication Technologies (ICT), Robotics, Life science, and Materials science communities are involved in biohybrids research. Scientific cooperation and interaction within the three communities is growing rapidly, although the involvement of the different actors varies by extend and typology depending on the specific research topics.



Biohybrid: A Working Definition

A common definition of biohybrid system that accepted by the scientific community is still missing. Thus, we propose a working definition to be shared with researchers interested to the field and eventually to be further refined in the future. As the term biohybrids encompasses a heterogeneous “melting pot” of systems spanning a range from the macro- to the nanoscale, we propose a comprehensive working definition, which highlights the importance of information exchange between living and artificial entities and its processing.

Biohybrid: a working definition. A biohybrid, is a system formed by at least one natural and at least one artificial entity that establish close physical interactions at the molecular, cellular, or systems level, eventually leading to information flow and processing in one or both directions.

Neurobiohybrids

Within the world of biohybrids, neurobiohybrids are those where the natural component is represented by neurons. They can be present in the form of individual cells or networks, and either in vitro (i.e., cell culture or brain slice preparations) or in vivo (i.e., within the nervous system of a living animal). In general, within a neurobiohybrid, the artificial part will be composed by two functional units: (1) a device (or more devices) that have to establish the communication with neurons; (2) an interface, which mediates the physical interaction between neuron(s) and device(s), allowing the transfer of information between biological and artificial components, either in one or both directions, and its processing (Figure 2).
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FIGURE 2. Components of neurobiohybrid. A Neurobiohybrid is formed by three fundamental components: neuron, artifact and an interface, the latter with the function of establishing a uni- or bi-directional communication between the two.



In practice, artificial devices, such as computers or bionic neuroprostheses, are communicating with neurons through energy exchange occurring in one or both directions and forming a new system acting as a whole. Whatever the approach adopted to create the neurobiohybrid system, a crucial component is represented by the interface that must include several fundamental elements to operate. First of all, in case of neuron-to-device communication, a sensor is needed, SN, transducing neuronal signals (Figure 3); second, a processing unit, PN, elaborates transduced signals; third, another transducer, the actuator AN, transforms the output signals from the processing unit into signals suitable to control the device. Similarly, in the opposite direction, signals from the device control the neuronal response through a chain formed by a sensor (SA), a processing unit (PA), and an actuator (AA) (Figure 3).
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FIGURE 3. General scheme of a neurobiohybrid. Artificial and natural components, i.e., artifact and neuron(s) respectively, communicate through a bidirectional interface. Here, signals are detected and converted by transducers, the sensor elements SA and SN, processed by processing units, PA and PN, and fed through actuators, AA and AN.



We must clarify how this general description of the interface is wide-ranging:

• Bidirectional communication is not an absolute requirement, as unidirectional communication is sufficient to establish a neurobiohybrid;

• Communication can occur through any type of energy conveying information (electromagnetic, chemical, mechanical). Thus, any possible mechanism allowing information exchange and processing within the neurobiohybrid is included;

• “Processing” is here intended as “operating on time-varying physical quantities.” As such, the term does not solely comprise the more conventional digital or analog signal processing, but rather any type of processing that can be operated by any type of suitable processing unit, e.g., from single molecules to electronic computing architectures.

According to this introduction and the definition of biohybrid provided above, we propose a working definition of neurobiohybrid.

Neurobiohybrid: working definition. A neurobiohybrid is a system formed by the combination of at least one neuron as natural entity and at least one device as artificial entity. To form a neurobiohybrid system, neuron(s), and device(s) establish physical interactions through an interface at the molecular, cellular, or systems level, eventually leading to information transfer and processing in one or both directions.

Noteworthy, according to such definition, all those implementations that are commonly known as brain-computer-interfaces (BCI) fall under the neurobiohybrids umbrella. Included are also those therapeutic hybrid systems working through stimulation and/or recording of the central or peripheral nervous system, and that are relying on appropriate interfacing for information transfer and processing. Typical examples based on “invasive” interfacing are deep brain stimulation (DBS, McConnell et al., 2016), neuroprosthetic limbs (e.g., Micera, 2016), cochlear implants (Roche and Hansen, 2015; Sato et al., 2016), or artificial retinas (e.g., Zeck, 2016). Interestingly, also “non-invasive” interfacing approaches such as functional electrical stimulation (FES) (for a review see Peckham and Knutson, 2005) or transcranial current stimulation (TCS, Ruffini et al., 2013) should be considered as part of the neurobiohybrids family. Given the obvious relevance of neurobiohybrids in computer science, basic neuroscience, and therapy of neurological disorders, it is no surprise that funding agencies are devoting resources to attack major challenges in the field (e.g., Miranda et al., 2015). However, we believe that, among major challenges, learning how to create functional hybrids between biological neural networks and neuromimetic architectures emulating their processing capabilities has an immense potential, particularly in the perspective of restoring or even augmenting brain function.

NEUROBIOHYBRIDS: STATE-OF-THE-ART, CURRENT TRENDS, AND CHALLENGES

In this section, a brief overview on the state-of-the-art and current trends in neurobiohybrids research is given, with particular emphasis on recent advances originating from the convergence of novel neurotechnologies and neuromimetics research. Specifically, we focus on those paving the way to “intelligent” neuroprosthetics for restoring and augmenting brain function in living animals. We identify key scientific and technological challenges as also pointed out by Thibeault (2014), and briefly discuss opportunities and threats for the development of the neurobiohybrids research community.

Neurobiohybrids: State-of-the-Art and Main Trends

We recognize in the “dynamic clamp” technique the first fundamental leap into research on neurobiohybrids. Here, although in in vitro conditions, artificial neuromimetic systems are physically and functionally coupled to biological neurons with mutual information exchange in a clear manner. The dynamic clamp relies on a closed-loop control over the neuronal intracellular potential and membrane conductances, the controller being an elementary analog or software-based neuronal counterpart (Sharp et al., 1993; Prinz et al., 2004). Although ground-breaking, and despite significant improvements from the time of its introduction, this method is not suited for long-term and large-scale network implementations, as it is intrinsically limited by the interfacing through intracellular electrodes.

Brain processing, instead, deeply relies on neuronal circuits. Therefore, multi-site—and minimally invasive—techniques are necessary, allowing to interface many neurons at once within the neurobiohybrid. Attempts have been made to create network-based neurobiohybrids and in the first instance, in in vitro systems. For example, metal multi-electrode arrays (MEA, for a historical review of MEA, see Pine, 2006) were used to interface networks of dissociated neurons to a robot actuator where the processing was taken over by software-based spike encoding/decoding algorithms (Novellino et al., 2007). In addition, parallel progress made on neural interfaces for large-scale high-resolution multi-site recording techniques and neuromimetic nanodevices and architectures, have opened up new avenues. Recording and stimulating in vitro with large and dense arrays of voltage transducers (Hutzler et al., 2006; Hierlemann et al., 2011; Ferrea et al., 2012; Lewandowska et al., 2016) and optical imaging techniques (Chemla and Chavane, 2010; Tian et al., 2012) allow the gathering of spiking or sub-threshold signaling events from large neuronal networks.

Studies in vivo, instead, have led to implant-based BCIs and brain-machine-interfaces (BMIs) taking advantage of advanced multi-site neural interfaces and real-time software-based processing for neuroprosthetic applications. Numerous examples can be found in literature, from basic research to translational medicine, and ranging from rodents (e.g., Shobe et al., 2015), to non-human primates (Zhang et al., 2016) and even to human subjects (Hochberg et al., 2006). Although constrained in terms of number of recording/stimulation sites in comparison to their in vitro counterpart (Csicsvari et al., 2003; Berényi et al., 2014; Vassanelli, 2014; Schroder et al., 2015), their importance for investigating neurons in an intact brain (Buzsáki et al., 2012), or as interfaces for brain-machine communication and neuroprosthetics is well recognized (Nicolelis and Lebedev, 2009; Lebedev and Nicolelis, 2011).

However, a real paradigm shift toward “intelligent” neuroprosthetics and brain augmentation can be expected from the creation of neurobiohybrids where such brain interfaces are functionally coupled to neuromimetic devices and architectures emulating brain circuits (Thibeault, 2014). In fact, in our view, similarly to what happens for cardiac pacemakers (see Miller et al., 2015; Seriwala et al., 2016) or more “classical” prostheses (e.g., orthopedic prostheses, see Goldfarb et al., 2013; Ortiz-Catalan et al., 2014; Raspopovic et al., 2014; Vujaklija et al., 2016), the challenge is to engineer artificial neuronal systems emulating as closely as possible their natural counterpart and interfacing them efficiently to the native organ to restore (or to augment) function. Recent neuromorphic architectures based on very large scale integration (VLSI) technology (Indiveri et al., 2011; Qiao et al., 2015) and the discovery of physical components with synaptic-like plasticity properties such as memristors (Strukov et al., 2008) or carbon nanotubes based circuits (Joshi et al., 2011), have set the foundations for developing such novel generation of neurobiohybrids.

Large improvements and innovations are unquestionably necessary to achieve effective communication between natural and artificial neuronal networks. Two-way (recording and stimulation), high-resolution (down to micrometers), and large-scale (hundreds to thousands of neurons) interfacing is still beyond reach. Particularly, in this context, techniques for large-scale and high-density stimulation (also known as microstimulation) are lagging behind expectations. Although optogenetic platforms may be suitable candidates (Dugue et al., 2012; Buzsáki et al., 2015; Grosenick et al., 2015; Newman et al., 2015), other means of stimulation not requiring neuronal transfection with biological agents are to be taken into account for real clinical applications (e.g., via tuneable and field-shaped electrical stimulation or localized neurotransmitters detection and release).

Scientific and Technological Challenges

Transducers (Sensing and Actuating)

As hinted above, the development of novel sensing and actuating probes is expected to play a fundamental role in the neurobiohybrids field toward application in neuroprosthetics. A wide range of probes with different materials, design, and fabrication processes, and interfacing principles have been developed and reported earlier targeting specific research needs (for reviews see Wheeler and Nam, 2011; Spira and Hai, 2013; Vassanelli, 2014; Vidu et al., 2014; Angle et al., 2015; Fekete, 2015; Giocomo, 2015; Ruther and Paul, 2015; Lee et al., 2016; Patil and Thakor, 2016; Pisanello et al., 2016; Prodanov and Delbeke, 2016). Brain-chip interfaces are among most promising strategies to support such development (Vassanelli et al., 2012) as semiconductor technology allows for integration into a single millimeter scale device of a large number (hundreds to thousands) of microtransducers for recording and stimulation of neuronal signals.

Concerning interfaces based on electrical signaling between neurons and chips (those that are most developed so far), two fundamental approaches exist depending on the nature of the transducer:

1. Neural interfaces based on metal microelectrodes were developed first, and are now available in the form of 2D or 3D arrays that can be implanted in the brain or following a different interfacing philosophy, connected to peripheral nerves (Rutten, 2002; Wise et al., 2004; Stieglitz et al., 2014). The neuroelectronic interface is established when neuron and microelectrode are “close enough,” allowing signal detection (from neuron to microelectrode) or stimulation (from microelectrode to neuron). This condition can be met both in vitro and in vivo, although under different biophysical bases. In the in vitro case, neurons are typically cultured on the chip surface where their membrane come into close contact with microelectrodes (i.e., typically in the tens of nanometers range) by adhering to the solid chip substrate (Braun and Fromherz, 2004). Though the original brain network topology is lost, the dissociated neurons reconnect and form a more random-like network (Haider and McCormick, 2009; Kwan and Dan, 2012). Recent technological advances allowed the development of large-scale high-density metal electrode arrays (MEA) for high-resolution recording of such neuronal networks in culture (Eversmann et al., 2011; Maccione et al., 2012; Muller et al., 2015). When a MEA, instead, is implanted in the nervous system (i.e., brain or spinal cord), transducers and neurons are more separated than in in vitro conditions, as cell adhesion is not governing neuro-chip interaction in this context. Also, in case of chronic implants, damaged tissue first, and gliosis afterwards are commonly building a separation layer between transducers and neurons. Thus, a volume conductor of tissue surrounds the interface and ionic currents and voltage gradients developing within it are governing recording and stimulation of neurons (Mitzdorf, 1985; Gold et al., 2006; Anastassiou et al., 2010). Other types of microstructured metal electrode-based interfaces exist, as regenerating sieves (Lago et al., 2005) and cone-in-growth electrodes (Rutten, 2002). In addition, alternative to brain implantation, microfabricated cuff or intrafascicular electrodes can be used to interface peripheral nerves (Mailley et al., 2004). Whatever the site of implantation, owing to electrochemical features of the electrolyte-metal electrode interface, faradaic currents are likely to occur, particularly when relatively large potentials come into play, i.e., during stimulation (Vassanelli, 2014).

2. The second fundamental strategy for neuron-chip interfacing aims to solve this problem by using oxide-insulated semiconductor or metal-semiconductor transducers to generate a capacitive coupling with neurons (Fromherz, 2006; Eickenscheidt et al., 2012). The approach has the advantage of relying on non-faradaic currents, at least within wider voltage ranges. Basing on this approach, very high-resolution CMOS chips have been developed for electrical imaging of neurons in vitro (Hutzler et al., 2006) and more recently, for in vivo applications (Felderer and Fromherz, 2011; Schroder et al., 2015). Noteworthy, as excitatory and inhibitory neurons are expected to respond differently to appropriately selected electrical stimuli (Mahmud and Vassanelli, 2016a), it will be strategically important to achieve a high degree of control over the electrolyte-microelectrode interface to achieve a finely tuned stimulation of neurons.

Finally, it is worth to mention that electrical neural interfaces will be improved also by clever use of novel materials. For example, read-out of neuronal activity from the mammalian brain in vivo was achieved by means of injectable free-standing mesh electronics (Liu et al., 2015), thus potentially minimizing tissue damage and reaction and reaching and unprecedented level of intermingling between neural tissue and electronics.

With the advent of optogenetic stimulation (Dugue et al., 2012) new hybrid optoelectronic interfaces are emerging (Park et al., 2011; Armstrong et al., 2013; Wu et al., 2013; Pashaie et al., 2015). With respect to electric stimulation (Mukaino et al., 2014; Tabot et al., 2015), optogenetics offers basically two potential advantages: (i) neuronal type specificity and (ii) the possibility to inhibit and not only to excite target neurons. It is therefore easy to foresee that a considerable amount of work will be deployed to exploit these characteristics in neurobiohybrids for controlling neuronal circuit activities within a closed-loop at cellular rsolution (Packer et al., 2015).

Although invasive interfaces are the most suitable to enable a reliable and high-resolution communication with the brain, several sorts of non-invasive brain-machine interfaces are also available (Waldert, 2016). They can be indeed included within the neurobiohybrids scheme, albeit based on unidirectional communication. They include for example EEG based platforms (Friehs et al., 2004; Norton et al., 2015), but also recent developments on fMRI for real time brain-machine interfacing (Weiskopf et al., 2007; Lee et al., 2009; Ruiz et al., 2014). On the other hand, functional electrical stimulation (FES) or transcranial current (TCS) (Ali et al., 2013) or magnetic (TMS) (Camprodon, 2016) stimulation approaches are to be included as they allow for machine-to-brain communication. Although limited in spatiotemporal resolution, non-invasive interfaces offer undoubtful advantages in terms of clinical application (Ortiz-Rosario and Adeli, 2013). “Hybrid” less-invasive solutions such as high-resolution electrocorticography (ECoG), represent an interesting compromise when cortical areas are to be interfaced for recording and perhaps, stimulation (Girardi et al., 2011; Vassanelli et al., 2012; Berényi et al., 2014; Khodagholy et al., 2015) because of their limited invasiveness with respect to in-brain implants (Pei et al., 2011; Matsushita et al., 2013).

Processing Unit

Fast processing of neuronal signals is essential for real-time performance in neurobiohybrids. When dealing with one or a few neurons, this is achievable also on the basis of conventional software or analog circuits. However, when dealing with larger networks, high-performance approaches must be considered for simultaneous real-time processing of multiple neuronal signals. A detailed analysis of state-of-the art signal processing tools for brain-machine interfaces goes beyond the scope of this article and is available elsewhere (see, for example, Krusienski et al., 2011; Mahmud et al., 2012, 2014; Mahmud and Vassanelli, 2016b). However, we think that among parallel computing architectures speeding up processing times, “intelligent” neuromorphic analog processors based on artificial neuromorphic neural networks (see for example Qiao et al., 2015) will play a major role in the next generation of neurobiohybrids. As a matter of fact and similarly to other prostheses, in neuroprosthetics the ideal goal is replacing neuronal networks that have undergone injury or degeneration with artificial circuits emulating as closely as possible native functional features. Artificial neurons owning functional properties similar to their natural counterparts such as firing behavior and plasticity-based synaptic integration, will be an ideal replacement or rehabilitation support for injured or degenerating neuronal circuits in neuroprosthetics.

Dynamic Clamp

The dynamic clamp technique offers a prototypic example of such vision, where an artificial brain-inspired computing system drives the excitability of a living neuron establishing a real-time closed-loop control within a neurobiohybrid system. Beginning in the early 90s, researchers started to investigate the interaction of living nerve cells in culture with model neurons in order to understand and emulate the behavior of neural networks (Yarom, 1991; Le Masson et al., 2002). The interface connection between living and model neurons was based on intracellular electrodes, in fact obtaining a two-way artificial-natural communication within a neurobiohybrid. Due to intrinsic limitations of intracellular electrode techniques, such neurobiohybrid setup was limited to only one, or a few, biological neurons. On the other hand, having access to the intracellular potential, it had the advantage of providing high sensitivity for detecting and eliciting neuronal signals. From the neurobiohybrid perspective (see Section Neurobiohybrids), the “device” was here represented by a biomimetic artificial neuron. We may refer to this type of neurobiohybrid, where the interfaced device is a biomimetic artificial neuron, as a Neuron-Neuron Hybrid (NNH). NNH gained interest as a mean to correlate experimental and modeling studies through a sort of reverse-engineering approach, taking advantage of biological neurons to validate their emulators as well as working hypotheses on operational properties of neuronal circuits. Biomimetic neurons and their networks can be digital or analog. Elementary NNHs and their networks have been investigated through the dynamic clamp (Sharp et al., 1993; Prinz, 2004; Yang et al., 2015), which was used to monitor the membrane potential of living neurons and via numerical simulation of model neurons and synapses on a computer, to inject synaptic currents into the living neurons in real-time, as if they were “synaptically” connected to the model neurons. Alternatively, the dynamic clamp could be used to “insert” artificial membrane conductances into living neurons embedded in a network, thus exploring the role of intrinsic conductances in shaping the network's output.

From Single Neurons to Networks

In hybrid NNHs with analog model neurons and synapses, a specially designed microelectronic circuit constitutes the artificial part of the network. Such hardware model neurons and synapses can be connected to living circuits through electrodes, creating a hybrid circuit that consists of a biological network and a dedicated “neuromorphic” (or neuromimetic) silicon chip. With the development of multi-electrode approaches (Rutten, 2002), pioneering work has first succeeded to interface, through dedicated software, cultured neurons and robots, a step toward the creation of “autonomous intelligent biohybrid systems” (Novellino et al., 2007). In other examples of neurobiohybrid network applications, Nowotny et al. (2003) used a hybrid circuit with an Aplysia neuron to show that spike-timing dependent plasticity (STDP) enhances synchronization in neural networks, while Manor and Nadim (2001) demonstrated that synaptic depression in neural networks with recurrent inhibition gives rise to bistability by combining a digital model neuron with a biological pacemaker neuron. In a particular elegant study, Le Masson et al. (2002) reconstructed a thalamocortical circuit by coupling living neurons in the lateral geniculate nucleus to digital and analog model neurons. The researchers showed how feedback inhibition can functionally disconnect the cortex from sensory input in a state reminiscent of sleep, demonstrating the potential of the “Natural-Artificial-Neurohybrid” and/or hybrid NNHs approach in elucidating network function even in large circuits. Overall, when examined from a broader perspective, this sort of pioneering investigations on hybrid networks can be also interpreted as a part of a general effort in the search for novel experimental approaches to investigate neural microcircuits and to develop more efficient brain-machine interfaces for neurological therapy and rehabilitation.

Artificial Neuromorphic Neuronal Networks

Integration into a unique neurobiohybrid system of large (i.e., tens to hundreds of neurons) neuronal networks is a major challenge to be faced. To this endeavor, Very Large Scale Integrated (VLSI) devices come into play. VLSI devices comprise hybrid analog/digital circuits that implement hardware models of biological systems, using computational principles analogous to the ones used by nervous systems (Indiveri and Horiuchi, 2011; Indiveri, 2015). When implemented in VLSI technology, neuromorphic circuits use, to some extent, similar physics used in neural systems (e.g., they transport majority carriers across the channel of transistors by diffusion processes, very much like neurons transport ions inside or outside cell bodies through their ionic channels). Given the analogies at the single device level, neuromorphic circuits are ideal interfacing circuits to real neurons. Moreover, larger scale neuromorphic networks of spiking neurons share the same physical constraints of their biological counterparts (i.e., noise, temperature dependence, inhomogeneities, etc.). As a consequence, to carry out computation in a robust and reproducible manner, these architectures often have to use similar strategies for maximizing compactness, optimizing robustness to noise, minimizing power consumption, and increasing fault tolerance.

In recent years, an interesting class of neuromorphic devices implementing general-purpose computational architectures based on networks of silicon neurons and synapses emerged (Bartolozzi and Indiveri, 2007; Indiveri et al., 2011; Indiveri and Liu, 2015). Such devices range from reconfigurable arrays of basic integrate and fire neuron models to learning architectures implementing detailed models of spike-based synaptic plasticity. Spike-based plasticity circuits enable these systems to adapt to the statistics of their input signals, to learn and classify complex sequences of spatio-temporal patterns (e.g., arising from visual or auditory signals), and eventually to interact with the user and the environment. Typically, the analog circuits implemented on these devices operate in the weak-inversion regime, where current amplitudes are of the order of pico-Amperes and operating time-constants are of the order of milliseconds. This is a crucial characteristic that differentiates this approach with other more conventional full custom analog VLSI approaches for implementing spike-based neural networks. Conventional analog VLSI implementations of spike-based neural networks use circuits biased in the strong-inversion region, that produce currents of the order of micro-amperes, so the largest time-constants that can be achieved in practice are at least 1000 times smaller than biological ones. The biologically plausible time constants achieved with the neuromorphic approach are crucial, as they allow seamless interactions with real living networks. Given the types of parallel architectures that can be implemented with these silicon neurons and synapses, processing time does not increase with size, and large networks can be fabricated by (e.g., simply using more silicon real-estate) to match the numbers of recording/stimulating electrodes or real targeted neurons that one would like to interact with.

Consistent with the neuromorphic engineering approach, the strategy used to transmit signals across chip boundaries in these types of systems is inspired from the nervous system: output signals are represented by stereotyped digital pulses (spikes), and the analog nature of the signal is typically encoded in the mean frequency of the neuron's pulse sequence (spike rates). Similarly, input signals are represented by spike trains, conveyed to the chip in the form of asynchronous digital pulses, that stimulate their target synapses on the receiving chip. The circuits that generate the on-chip synaptic currents when stimulated by incoming spikes are slow low-power analog circuits. The circuits that generate and manage these streams of input/output digital pulses are fast asynchronous logic elements based on an emerging new communication standard for neuromorphic chips called the “Address-Event Representation” (AER). This representation is ideal for both implementing real-time interfaces with living networks, as well as for allowing reconfigurability of artificial network topology (e.g., via address-event source-destination lookup tables).

Memristive Plasticity

An important advancement in the field of biological networks emulation and with great potential in neuroprosthetics is the development of new nanoelectronic elements with synaptic functional properties. Carbon nanotubes (Cellot et al., 2009; Joshi et al., 2011; Fabbro et al., 2013) and particularly, memristors are emerging as a new class of devices that might serve the purpose. Resistive Random Access Memory (ReRAM) cells are nowadays classified as being memristive in nature (Chua, 2011) and have first being conceptually conceived in 1971 by Chua (1971), with the first neuromimetics applications presented at the same time. Since then, the usage of memristors in simulating artificial synapses has started to be explored (Yang et al., 2013; Kim et al., 2015; Niehrster and Thomas, 2015; Thomas et al., 2015). The functional signature of memristors is a pinched hysteresis loop in the current-voltage (i-v) domain when excited by a bipolar periodic stimulus. Such hysteresis is typically noticed for all kind of devices/materials in support of a discharge phenomenon that possess certain inertia, causing the value of a physical property to lag behind changes in the mechanism causing it, and has been common both to large scale (Prodromakis et al., 2012) as well as nanoscale dissipative devices (Strukov et al., 2008). The analogy of memristors and chemical synapses is thus made on the basis that synaptic dynamics depend upon ions flowing through the postsynaptic membrane in a similar fashion that “ionic species” can be displaced within any inorganic barrier. TiO2-based memristor models (Strukov et al., 2008; Prodromakis et al., 2011) hypothesized that solid-state devices comprise a mixture of TiO2 phases, a stoichiometric and a reduced one (TiO2-x), that can facilitate distinct resistive states via controlling the displacement of oxygen vacancies and thus the extent of the two phases. More recently however it was demonstrated that substantial resistive switching is only viable through the formation and annihilation of continuous conductive percolation channels (Shihong et al., 2012) that extend across the whole active region of a device, shorting the top (TE) and bottom (BE) electrodes; no matter what the underlying physical mechanism is.

The development of such emerging nanoscale synaptic-like computation elements may notably benefit the establishment of neuromorphic architectures and neurobiohybrids. This technology adds substantially on computation functionality, due to the rate-dependency of the underlying physical switching mechanisms. At the same time it can facilitate unprecedented complexity due to the capacity of storing and processing spiking events locally. Moreover, the minuscule dimensions and architectural simplicity of solid-state memristor implementations could be successfully exploited to substantially increase the number of cells per unit area, and effectively enhance the system's tolerance to issues stemming from device mismatch and low-yields (Gelencser et al., 2012; Gupta et al., 2016).

Toward “Intelligent” Neuroprosthetics

In perspective, neurobiohybrids, and particularly NNHs, will represent the basis for creating advanced and “intelligent” neuroprostheses. Novel generations of neuroprostheses or bioelectronic medicines (BM) acting through electrical stimulation of the central or peripheral nervous system bear a huge potential for therapy of numerous diseases, including neurological disorders, metabolic, and autonomic dysfunctions (Hyam et al., 2012; Afshar et al., 2013; Birmingham et al., 2014). In order to exploit the envisaged potential, such devices will have to be “adaptive,” i.e., adjust “intelligently” and continuously their stimulation of neurons while monitoring effectiveness in real time. This is needed to counterbalance drift and intrinsic variability of the response to nerve stimulation through time, and to cope with patient-specific changes of conditions during daily life. Such a vision implies that BM must be also “precise,” i.e., allow for a finely tuned control of the nervous system by means of modulating neuronal excitability. Achieving this vision and conferring such a degree of “intelligence” to a miniaturized implantable device is a tremendous challenge. As pointed out above, significant technological progress has been made in artificially emulating neurons, synapses, and neuronal networks by low-power neuromimetic microelectronics. Beyond the capability to “speak the same language” made of nerve impulses and distributed computation, such neuromimetic architectures share with biological neuronal networks other properties, as online learning and reconfigurability based upon internal plastic changes (Qiao et al., 2015). The envisioned challenge toward brain repair and augmentation is to pair neuromorphic architectures with biological neurons in vivo, and set it to act as “chaperon or surrogate” of neuronal circuits to intelligently restore function. The neuromorphic devices will communicate bi-directionally (i.e., both receiving and sending nerve impulses) with biological neurons in the central or peripheral nervous system through advanced neural interfaces, enabling precise, and “near-physiological” tuning of neuronal activity within an “intelligent” adaptive closed-loop. In perspective, such approach could support a variety of bioelectronic and neuroprosthetic applications, independent of the physical nature of signals measured and stimuli delivered (i.e., electrical, chemical, etc.). It will set the context and the technological grounds for a true revolution toward “intelligent” neuroprosthetics and augmentation of brain function.

Bibliometrics on Neurobiohybrids Research

The success of neurobiohybrids in neuroprosthetics will depend on community building, paralleling scientific-technological development, and directed to strenghtening of interactions, e.g., between neuroscientists, neurologists, and neurotechnologists and the communities working on brain-inspired computation and microdevices. We analyzed the development of such interactions in recent years by means of bibliometric analysis.

Bibliometrics was performed on publications related to neurobiohybrids to quantify interaction trends within the new interdisciplinary community. The details of the analysis procedure is provided in Section Methods. For the analysis, a total of 5320 journal articles and conference papers were carefully selected from three commercial scientific repositories (IEEE-Xplore, Thompson Reuters Web of Knowledge, and Elsevier's Scopus) through keyword searching for a window of 20 years (1995–2014). After careful selection, 3914 articles from 125 journals and 1406 papers from 93 conferences were taken into consideration for further analysis.

Pie-charts in Figure 4 report the number of publications appeared in top 20 journals and top 8 conferences. It is interesting to note that the great majority of publications are mostly found in applied physics or engineering journals, with only a few appearances in multidisciplinary journals (e.g., Nature, Science and PLoS One) and even less in neuroscience journals (e.g., Neuron). From this first indications, it is tempting to conclude that the field is still very much biased toward engineering and physics communities rather than neuroscience communities. Additionally, it appears that only a few cutting edge publications have gained visibility to a wider community by publication on prestigious multidisciplinary journals. These results imply that the vast majority of researches in the neurobiohybrid field are not reaching the neuroscientific counterparts, which is a limiting factor for further development of this highly interdisciplinary field of research.
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FIGURE 4. Distribution of publications. Distribution of journal articles (left) and conference papers (right) per year are reported as slices of pies. Only journals and conferences were considered with more than 20 articles and papers in the neurobiohybrid field.



Also conference publications are dominated by engineering meetings. This can be in part explained as in neuroscience it is uncommon to publish results in conference papers, which are conversely well evaluated in the engineering environment. Again, efforts should be made to improve homogeneity of dissemination and to reach a wider audience.

Judging from the trend of the number of publications per year (Figures 5, 6), a reasonable growth of the field can be appreciated, although comparable with other research fields.
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FIGURE 5. Publication trends. Distribution of the number of publications per year in journals (A) and conferences (B). The journal category-wise publication distribution (C) shows dominating appearance of publications from the Neurobiohybrid field in journals belonging to the Engineering and Physical Sciences category, in comparison to the Health and Life Sciences category.
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FIGURE 6. Yearly total publications. Total number of publications appeared in journals, conference proceedings, and books per year.



Most interestingly, an analysis on the impact factor (IF) distribution (Figures 7, 8) reveals that most publications fall within a window below impact factor 5 with a high peak at around 2. While this may be acceptable within the engineering community, it is far below average with respect to publications in the neuroscience community. This discrepancy is playing against the building of a homogeneous community with equal career opportunities for engineers or physicist, on one side, and neuroscientists on the other side. Particularly, neuroscientists working in the neurobiohybrid field seem heavily penalized in terms of IF and will struggle in the competition with colleagues of other neuroscientific disciplines. Thus, in our view, the neurobiohybrid community should invest major efforts to improve dissemination efficacy, in particular, by increasing visibility of matured results through publications in interdisciplinary journals that can attract interest from a broader neuroscience community. In fact, as shown in Figure 5C, only 10% of the journal publications concerning neurobiohybrids appear in multidisciplinary journals and expanding this share will favor the communities' coalescence given the exemplary increasing interactions between the specialized subcommunities of Neuromimetics and Neuroprosthetics (Figure 9). Such efforts should be paralleled by organization of focused workshops and training initiatives in the neurobiohybrid field conceived in a way to attract interdisciplinary audience and to create a new generation of scientists with competences and skills spanning from neurotechnologies to neuromimetic systems and more classical neuroscience.


[image: image]

FIGURE 7. Impact Factor distribution. Impact factor distribution of publications in the neurobiohybrid field shows that majority of the publications appeared in journals with impact factor less than 5.
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FIGURE 8. Impact Factor comparison. Two categories of journals were compared for the impact factors (IF) during the year 2014. These journals' IFs were calculated by Thomson Reuters and reported through Journal Citation Reports (https://jcr.incites.thomsonreuters.com/). Average IFs of the journals in the multidisciplinary sciences category (left) is almost half in comparison to the neurosciences category (right). For better representation only top 20 journals from each category are shown in the figure.
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FIGURE 9. Interaction between communities and its effect on the Neurobiohybird publications. The bar plot (left Y-axis) shows the normalized publication frequencies calculated by extracting relevant publications through “interaction keywords”-based querying (see Section Analysis of Database) of the XML database. The increasing trend of the publication frequencies from two subcommunities (“Neuromimetics” and “Neuroprosthetics”) associated to the Neurobiohybrid field demonstrates a growing interaction between them. The interaction effect on the Neurobiohybrid publications is evident in the line plot (right Y-axis) which reports the yearly normalized ratios between subsets of publications resulting from the interactions (NNM+NP) and total number of journal publications in the Neurobiohybrid field (NTotal).



Word clouds of keywords used for the bibliometric analysis are reported hereafter in Figure 10.
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FIGURE 10. Word cloud of keywords. Word clouds of keywords used in searching the databases (A) and retrieved from the publication titles (B). The size of a word in (A) denotes the number of times it was used with other search keywords in searching for publications in the database. On the other hand, in (B), the size of a word represents its number of appearances in the publication titles.



DISCUSSION

Biohybrids, that is, biohybrid systems where artificial devices and living organisms establish physical interactions with information exchange, will play a pivotal role in the future development of efficient, sustainable, and powerful information and communication technologies. A clear and well known example of biohybrid application supporting such expectations is represented by cardiac pacemakers, where information needed for restoring physiological heart pacing is provided by artificial rhythm generators through implanted electrodes. Noteworthy, closed-loop bi-directional interaction between organ and artificial pacemaker is seen as an important strategy to effectively restore function through a dynamic control and prevent cardiovascular pathologies (Occhetta et al., 2003). Biohybrids will represent an essential workbench to better investigate living organisms, to assess new principles of communication between natural and artificial world, and to develop novel generations of bio-inspired devices based on non-living matter. From the application perspective, they represent an innovative strategy to improve therapy of a variety of diseases through in vivo implants (Nicolelis and Lebedev, 2009). Overall, from a broad perspective, biohybrid technologies may replace artificial ones, leading to higher energy efficiency and performance gain while lowering environmental impact. Among biohybrids, neurobiohybrids are of paramount importance. After millions of years of evolution, the nervous system of living animals, and the human brain in particular, is endowed with unique abilities to cope with information processing in an energy effective, adaptable and robust manner, outperforming artificial devices when dealing with “real world” problems. Biohybrid systems of natural and artificial neurons implanted in vivo will be central to explore brain operational principles and, on the clinical side, to create novel generations of “intelligent” neuroprostheses.

The Paradigm Shift

In our opinion, we are set to experience a true paradigm shift in neurobiohybrids research thanks to concomitant advances in three highly intertwined disciplines: neurophysiology of brain microcircuits, neural interfaces, and neuromimetics (that is, the creation of physical elements and circuits emulating living neurons and networks). For the first time, and thanks to recent development of physical elements with synaptic-like plasticity, a fascinating challenge is coming within reach: natural and hardware-based neuronal circuits could be integrated into new entities, operating in vivo through brain implants, and evolving together on the basis of shared plasticity and processing rules. To this endeavor, non-“von Neumann” brain-inspired architectures will have to be interfaced to their natural counterparts, the brain microcircuits. This will occur, at the physical level, through high-resolution, and bi-directional neural interfaces, and at the algorithmic level, by emulating in artificial architectures those processing rules that are key for the function of real biological brain networks. Noteworthy, however, neurobiohybrids can involve living networks at various levels of complexity and conditions, ranging from in vitro to in vivo systems and from “simple” nervous systems of invertebrates to the mammalian brain. Whatever the implementation strategy, the new hybrid systems will represent a technological platform with enormous potential not only for application in neuroscience and healthcare, as discussed below, but also in computer science and robotics. In fact, they will play a key role to understand operational principles of brain microcircuits and to developing new forms of brain-inspired computing devices more energy efficient and robust in dealing with real-world tasks.

From the theoretical point of view, the processing of information following the classical “von Neumann” digital computing paradigms is known to be less efficient compared to the biological counterparts, when dealing with ill-posed problems and noisy data. Though current computing technologies have reached speed and computational power figures that allows them to simulate parts of animal brains and behavior, the energy required by these systems grows exponentially with the increasing hierarchy of animal intelligence. The reason is that the biological brain is configured differently and the keys are the extremely high (~1015 synapses) connectivity between neurons in a network which offers highly parallel processing power as well as the fact that neurons are plastic and adaptive (i.e., memory dependent) signal processing and computing units. Yet, brain's most striking feature is that it is structured as an evolving system were synapses undergo “birth” and “death” as well as strengthening and weakening, reconfiguring neuronal connectivity in a self-organizing manner and allowing the networked population of neuronal processors to adapt motor and behavioral responses to the ever changing environmental inputs. Thus, by rearranging both the structural and functional topology, brain's neuronal circuits demonstrate unique evolvability, scalability, and adaptability properties that are unmatched by current computing devices. The challenge posed by neurobiohybrids research is to create networks where artificial elements overcome this deficiency by merging data storage and processing into single electronic devices, where topology can be reconfigured in a self-organizing manner, and to interface them to biological nervous systems. On-chip neuromorphic networks have recently emerged that may fulfill the purpose, and whose development is relying both on established microelectronic technologies (Indiveri et al., 2011; Indiveri and Liu, 2015) and novel approaches to emulate neuronal functions in single nanodevices (Indiveri et al., 2013; Gupta et al., 2016; Serb et al., 2016). Such artificial neural networks could provide the complexity, connectivity, and massive parallel information processing and thus mimic the performance of biological systems including their evolvability, self-organization, adaptability, and robustness. Following this vision, research on neurobiohybrids will on one hand enable significant progress toward novel “autonomous cognitive systems” while, on the other hand, it will promote the understanding of principles behind brain computation. The conception of brain-inspired implantable microdevices acting as “intelligent” neuroprostheses for brain rehabilitation and functional augmentation or as adaptive bioelectronic medicines will be the logical exploitation of such efforts toward clinical application.

In conclusion, we feel that we are at the beginning of a new era, where the fusion of neuromimetics and neurotechnologies for brain interfacing and creation of neurobiohybrids will lead to a new class of “smart” implantable systems with great potential for neuroscience and particularly for therapy of diseases of the nervous system. However, a process of community building is also necessary to reach the critical mass, which will have to overcome difficulties and hurdles. In particular, having a common and effective dissemination strategy, ensuring high visibility and career opportunities across all disciplines involved will be key aspect.

METHODS

The bibliometrics was performed following standard bibliometric methods as reported in Nathan et al. (2013). In short, a two-step method started with construction of an analysis database by searching and extracting information from three commercial scientific repositories using predefined search terms which was followed by analysis of the extracted publication data.

Construction of Search Terms

As part of the Convergent Science Network's (CSN) road-mapping action, we had supplied questionnaires to experts belonging to the different communities mentioned above. Mining the answers provided to the question “Relevant state-of-the-art in your field of research” we formed a “keywords pool.” The unique keywords (n = 100) in that pool were then identified, combined and permuted to obtain the search terms (N = 862) which were used in querying the scientific repositories.

Construction of Analysis Database

Three commercial scientific repositories were used to gather the publication information: (i) the IEEEXplore repository (http://ieeexplore.ieee.org/), (ii) the Thomson Reuters Web of Knowledge repository (http://apps.webofknowledge.com/), and (iii) Elsevier's Scopus (http://scopus.com/) repository. Out of the three, the IEEEXplore repository was used as source of articles published in IEEE journals and conferences, and the latter two were used for other journals and conferences.

Each of these repositories were searched for priorly defined keywords (or combinations of keywords, referred as “search terms” in the subsequent text, see Section Construction of Search Terms). The search domains were restricted to science, engineering, and life sciences for the Web of knowledge and Scopus repositories. But, the IEEEXplore repository was searched only science and engineering domain articles.

These repositories were queried using their built-in search engines which compared the search terms with the stored metadata (e.g., publication title, abstract, and author-defined keywords) corresponding to each indexed article. The metadata returned by the query as a result of a match with the given search term was appended to a predefined database created in EndNote reference management software (V7.4; Thompson Reuters, Philadelphia, USA; http://endnote.com/). At the end of the querying process, the Endnote database was exported to an extensible markup language (XML, http://www.w3.org/XML/) file (referred as analysis/XML database) and an automated in-house algorithm written in MATLAB (R2015a; Mathworks Inc., Natick, USA, http://www.mathworks.com/) eliminated the redundant entries returned by overlapped queries in different repositories from the XML file. The tagged structure of XML file facilitated the application of MATLAB's standard string-manipulation functions to extract the relevant information (e.g., article title, publication year, and title, etc.) from the metadata pertaining to each publication stored in the XML database. For each unique journals, its impact factor and category were manually retrieved from the Thompson Reuters Journal Citation Reports (JCR, https://jcr.incites.thomsonreuters.com/) and appended to the database.

Analysis of Database

The pre-processed metadata belonging to publication entries in the XML database were then analyzed to extract publication titles, unique journal and conference titles, and year of publication.

The following information were then extracted from the database:

1. Yearly publication frequency in journals or conferences (as reported in Figures 4–6), and journal category-wise publication distribution (Figure 5C; top 44 journals, from a descendingly ordered list of number of appeared articles, were categorized with a total number of 1200 articles and at least 10 articles in each journal during 1994–2014).

2. Impact factor distribution of the published articles belonging to the Neurobiohybrids (as reported in Figure 7) field. Also, comparison of impact factors of various journals belonging to the “Multidisciplinary Sciences” and “Neurosciences” category (see Figure 8).

In addition, two subcategories of seven keywords each (termed as “interaction keywords”) were defined by selecting popular keywords pertaining to two active subcommunities (Neuromimetics and Neuroprosthetics) in the Neurobiohybrid field. For the Neuromimetics, the selected keywords were: “neuromimetic,” “neuro-morphic,” “neuromorphic,” “neuro-chip,” “neurochip,” “neurocomputing,” and “sensor”; whereas for the Neuroprosthetics they were: “neuroprosthetic,” “neuroprosthesis,” “interface,” “brain machine interface,” “tissue,” “slice,” and “in-vivo.” The document titles, abstracts and author-provided keywords present in the XML database were searched for co-occurrence of at least one interaction keyword from each subcategories. The resulting publications along with their publication year were saved. The yearly publication frequency computed from the search results of the interaction keywords (see Figure 9) was used as a measure to determine interactions between the two subcommunities belonging to the Neurobiohybrids field.

Finally, the search terms and the retrieved keywords from the publication titles were represented as word clouds (see Figure 10) using a web-based free tool (wordle; http://www.wordle.net/) showing the frequencies of usage of each search keyword with another keyword (in case of search keywords cloud) and frequencies of occurrence of keywords in the publication titles (in case of retrieved keywords cloud).
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Despite several decades of research into novel brain-implantable devices to treat a range of diseases, only two—cochlear implants for sensorineural hearing loss and deep brain stimulation for movement disorders—have yielded any appreciable clinical benefit. Obstacles to translation include technical factors (e.g., signal loss due to gliosis or micromotion), lack of awareness of current clinical options for patients that the new therapy must outperform, traversing between federal and corporate funding needed to support clinical trials, and insufficient management expertise. This commentary reviews these obstacles preventing the translation of promising new neurotechnologies into clinical application and suggests some principles that interdisciplinary teams in academia and industry could adopt to enhance their chances of success.
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INTRODUCTION

“Brain-computer interfaces” (BCI) and “brain-machine interfaces” (BMI) comprise a class of medical devices designed to restore independent function lost by neurological disease or injury. The qualifier “direct” implies that some component of the artificial device is physically implanted into the brain. While the BCI terminology usually refers to techniques that sense electrical activity in the brain to determine intended movement with the goal of restoring independent communication and movement in patients with paralysis, in principle any device implanted into the brain that includes electronic components could be considered a BCI, for example systems to detect and arrest seizures (Stacey and Litt, 2008) or to restore episodic memory (Hampson et al., 2013; Sankar et al., 2014). While there has been tremendous interest in BCIs, including several pilot trials in human patients and an explosion of publications in the past few decades, the clinical benefits have remained quite limited. The purpose of this essay is to address the disconnect between hundreds of laboratories around the world toiling on BCIs and the thousands to millions of patients who could benefit from this technology yet are not.

“Motor” BCIs refer to systems that decode intended movement and use this decoded information to control some object in the world: such as a computer to type out text for communication, turn off and on light switches, navigate with a wheelchair, or control one’s own body with external powered braces or internal neuromuscular stimulators. Given several decades of work on external scalp-EEG based BCIs and nearly a decade since the first human patient was implanted with a multi-electrode array to decode motor intent (Hochberg et al., 2006; Lebedev, 2014), what are the limitations holding back this promising technology from entering the mainstream for clinical care? Sadly, there is no lack of people paralyzed by spinal cord injury, stroke, brain injury, muscular dystrophy and amyotrophic lateral sclerosis. One possible answer would be to counsel patience: while there are over 300,000 people with sensorineural hearing loss who have been implanted with cochlear implants, it has been over seven decades since Djourno and Eyriès showed in 1957, that an inner ear electrode could elicit sound sensations in a deaf listener (Djourno and Eyries, 1957; Macherey and Carlyon, 2014). Is there any way we can learn from prior mistakes and successes so that the translation cycle may be accelerated to bring these therapies to the clinic faster than seven decades?

TECHNICAL LIMITATIONS

INFLAMMATION/GLIOSIS

Several groups have demonstrated that motor intent can be decoded from the activity of ensembles of neurons recorded by microelectrode arrays implanted into the neocortex of paralyzed people (Hochberg et al., 2012; Collinger et al., 2013). A problem for chronic recording of single units is that the number and quality of recordings fall off with time (Suner et al., 2005; Barrese et al., 2013; Wang et al., 2014). Several explanations have been posited: the foreign body of the array induces a reactive gliosis with scarring or inflammation, the device experiences micromotion relative to the cell bodies it seeks to record quenching signal to noise, or the device itself fails internally such as through mechanical breakage of electrodes or electrolytic changes in surface chemistry altering impedance (Prasad et al., 2014). Certain groups have attempted to address this device-brain interface problem by altering the microscopic geometry or surface chemistry of the devices (Sanchez et al., 2006; Moxon et al., 2007; Sommakia et al., 2009; Frewin et al., 2011; Ceyssens et al., 2013; Edgington et al., 2013) others have attempted to circumvent the problem entirely by focusing analysis on the envelope of multi-unit activity or analyzing time series in the frequency domain, rather than requiring single units to be discriminated (Dolan et al., 2009; Flint et al., 2013; Lebedev, 2014; Perge et al., 2014).

CHASING THE NOISE

For motor BCIs there are two learning systems: the mathematical algorithm that decodes neural activity into motor commands, and the patient’s brain itself. Unlike alpha motor neurons in the spinal cord which are “hard-wired” in motor pools to specific sets of skeletal muscles, the relationship of cortical neurons to external muscular and somatosensory features is fluid. If the calibration routines used are too frequent or extreme, then the two learning systems will fail to converge on a decoding-control solution and instead will chase the noise, and the paralyzed patient will not be able make use of the device (Wu et al., 2004). It would be analogous to attempting to learn to ride a bicycle if the laws of physics changed with every attempt to pedal.

CALIBRATION AND TECHNICIANS

All types of motor BCI, whether non-invasive scalp EEG or direct invasive BCI with implanted electrodes, require considerable set up and calibration with one or more technicians (Sellers et al., 2010; Taherian et al., 2014). Even in the net-connected age with telemedicine, the burden of daily calibration becomes so onerous as to render the motor BCI unfeasible for widespread clinical application (Rupp, 2014).

CHALLENGING PRECONCEPTIONS

PRECONCEPTION: LESS INVASIVE TECHNOLOGY IS SAFER FOR PATIENTS THAN MORE INVASIVE TECHNOLOGY

Just because a technology does not involve a surgical procedure does not mean it is not risky. The balance of risk and benefit must take into account all aspects of a technology, not simply whether one cuts into the skin. As an example, while the heart can be defibrillated and paced by electrodes worn on the chest, this would be completely impractical for patients to use on a daily basis. The system had to be implanted to make it useful. While motor BCIs may not have proved their utility to an equal degree of implanted cardiac pacemakers, the point is that the focus of device development should be on the overall net utility: the greater the potential benefit, the more a given amount of risk could be taken. In terms of risks, there seems to be significant misunderstanding on the part of non-clinicians about what procedures pose risks to patients and what do not. Relative to other neurosurgical procedures, implantation of tiny microelectrode arrays into the surface cortex is less risky than other common neurosurgical procedure. Likewise, the daily scrubbing of a patient’s scalp and attachment of electrode pads has its own risks of skin breakdown and even fatal cellulitis in patients who have limited mobility and may be in a constant state of relative immunocompromise (Rupp, 2014). Patients with quadriplegia invariably already have undergone surgeries and have percutaneous devices, such as tracheostomy tubes attached to ventilators and feeding tubes. It would be more useful and safer for quadriplegic patients if scalp EEG systems could be rendered as implantable systems: for example, subdermal grids with wireless telemetry. A minimally invasive approach would simultaneously address several bottlenecks in application: it would decrease the risk of skin infection from repeated scalp electrode application, it would decrease impedance variability that affects device performance, and it would take out the reliance on an external technician to physically affix the electrodes every day to afford useful communication. Conclusion: “Degree of invasiveness” is not a helpful metric of neurotechnology safety or utility. Scientists and engineers developing devices should take a holistic view of how the device affects the patient’s overall health.

PRECONCEPTION: BCIs WILL NOT BE CLINICALLY USEFUL UNTIL THEY CAN EXTRACT MORE INFORMATION

Over the past several decades, several groups working on primate motor neurophysiology have found that the single-unit, ensemble and local field potential activity of motor areas in the brain can be “decoded” to yield information about a wide variety of motor parameters: not only two and three-dimensional end-point (i.e., hand) trajectory, but also muscle contraction states, pattern generator and spinal synergy activation states, joint kinematics, velocity and acceleration, attentional states, sequence and planning features and somatosensory fields (Carpenter et al., 1999; Matsuzaka et al., 2007; Stark et al., 2007; Umilta et al., 2007; Scott, 2008; Zach et al., 2008; Griffin et al., 2009; Vargas-Irwin et al., 2010; Pruszynski et al., 2011; Saleh et al., 2012; Addou et al., 2014; Crowe et al., 2014; Kirsch et al., 2014). Information rate, following the conventions initially developed by Claude Shannon, have been one popular way of quantifying BCI performance (Baranauskas, 2014). While elucidating from a basic neurophysiology perspective, these approaches do not axiomatically translate into device development and clinical utility. Information transfer metrics that elucidate how single neurons transform sensory and motor phenomena (Rieke et al., 1997), tend to devolve into unhelpful distortions of more appropriate performance metrics (such as task completion time or validated daily living functional measures; Peckham et al., 2001). From a practical engineering perspective it would be far better to have one or two degrees of freedom that could be decoded in a fast, reliable, technician-free manner, than seven degrees of freedom that were unreliable and required considerable external supervision to derive (Peckham et al., 2001; Rupp, 2014). While entropy rates can be constructed so as to include reliability as a feature, they are usually not considered in this manner. Another important feature to consider in addition to reliability is subjective effort. In principle, even one’s heart rate could be used as input to a BCI: clearly such a tactic would require considerable mental focus and would be confounded by environmental distractions (e.g., accidentally launching oneself in a heart-rate driven wheelchair upon hearing a horn honk). The farther one moves from the neocortical areas driving voluntary movement, the more challenging it is for a patient to acquire and sustain control. While direct BCIs have been touted for their ability to yield more degrees-of-freedom and signal complexity, their greatest benefit may in fact be the fact that voluntary modulation of signals recorded intracranially from motor areas is most akin to natural movement and hence is subjectively effortless for the human participant, much as it is for healthy humans moving their intact limbs. Conclusion: The quantity and complexity of information are limited metrics for BCI translation to clinical application. BCIs will be clinically useful when they can extract information in a reliable and subjectively effortless manner with minimal calibration or technician supervision.

PRECONCEPTION: HUMAN PILOT TRIALS FOR DIRECT BCIs MUST RELY ON VENTURE CAPITAL FUNDING OR RARE FEDERAL OPPORTUNITIES

It usually takes 7 years and costs $40 million to take a final medical device prototype from bench to bedside. It takes two to three years of preparation and nearly $6 million just to launch an initial Investigational Device Exemption (IDE) trial. What exactly does this money pay for? One component is to salary support for consultants with regulatory expertise: this knowledge of the inner workings of the FDA, CE and other foreign equivalents, does not typically “live” inside academia. To have any hope of translational success, investigators must recruit regulatory colleagues who have successful track records of shepherding novel devices through the IDE process. The upfront $6 million also pays for “freezing the design” of the device or fabrication process, establishing clean room Good Manufacturing Practices, and sending off device prototypes to existing, commercial “testing houses” that can systematically test the toxicity and biocompatibility of the device and its electrical safety in the hospital environment. While purposefully incorporating already-approved well-tested materials and fabrication techniques can reassure regulators, these agencies ultimately require these additional tests.

The organizational complexity and financial cost of this process does not fit into the typical R01 or non-NIH equivalents that sustain academic neuroscience laboratories. These leave translational investigators with few options. One is to appeal to special multi-center U01, Veteran’s Affairs or other military-based (e.g., DARPA) multi-million dollar requests for applications. The FES Center in Cleveland, has been successful in following this non-commercial multi-center approach for their neuromuscular stimulator system to restore independent voluntary movement in veterans with spinal cord injury (Peckham et al., 1988). The Department of Defense may withdraw funds if performance metrics aren’t met rendering it difficult to plan appropriately for multi-year trials. While the National Institutes of Health sponsors intramural clinical trials, there is not as extensive a track record for extramural ones devoted to novel devices. In terms of funding academic-industry partnerships, SBIRs and STTRs are simply not at the scale of $6 million needed.

The other option is to create a startup neurotechnology company and apply for funding from angel investors and venture capitalists. Except for very simple mechanical based neurotechnologies (such as a new kind of shunt), few BCI technologies are at a stage of commercialization potential that render them appropriate for risk-averse investors. A pilot trial for a BCI may simply not make any investment sense for the typical venture capital funding model (Ford and Nelsen, 2014). If anything, a promising BCI would be more ripe for VC funding after a pilot trial demonstrated safety and efficacy.

This investigator therefore proposes that federal agencies create new funding mechanisms that fill this gap. These funds would help investigators set up clean room fabrication facilities and cover the cost of the numerous regulatory-required tests for the device. Ideally, all members on the study sections for this putative new mechanism would have some kind of clinical trial expertise, including physicians, FDA regulators, and scientists or engineers who have already successfully run human trials on their own. Given the scale and duration of the funding, and the fact that sudden withdrawal of funding in the middle of a trial could potentially risk patient health, thought should be given to render this new mechanism “sequester-proof” should political forces slash funding. Since industry investors would be the financial beneficiaries of these trials, one approach would be to set aside transparent pools donated by industry explicitly allocated for this novel translational funding mechanism. Agencies could make this financially worthwhile if they could eliminate waste and streamline the process, thus increasing the amount of return for each dollar invested on pilot trial development. By pulling actual FDA regulatory officials into these novel study sections, investigators and future investors would also reap enormous benefit in the regulatory process with this “insider” knowledge. Rather than have each BCI team muddle through the prototype, clean room, standard biosafety/bioelectrical testing, by itself, this mechanism would have its own streamlined process. Conclusion: Leaders in government, industry and academia should forge new funding mechanisms that can help investigators shepherd promising BCI technologies into pilot clinical trials to a stage where traditional existing VC and industry funding make sense and the chances of commercialization were greater.

PRECONCEPTION: IF A BCI WERE SAFE AND EFFECTIVE, MARKET FORCES WILL AUTOMATICALLY PROPEL IT TOWARDS WIDESPREAD CLINICAL USE

Many good ideas may never end up helping patients due to a variety of reasons as they may not be marketable or may be badly marketed (Vecht et al., 2010). Despite clear demonstration of the safety and efficacy of the FreeHand functional electrical stimulation system to help patients with spinal cord injury (Peckham et al., 1988; Taylor et al., 2002), the small company commercializing it (NeuroControl) went out of business before meeting clinical demand. Scientists seeking to bring a promising neurotechnology from bench to bedside would do well to understand why certain efforts flounder and why others succeed (de Ana et al., 2013; Pisano, 2006; Galloway, 2007; Fletcher and Bourne, 2012). Neurotechnology ventures need to involve business experts early (Leuthardt, 2013) to ensure they can navigate issues of patents, pricing, reimbursement, and multi-year alliances (Pangarkar and Hutmacher, 2003; Bergsland et al., 2014). Inventors must recognize the importance of skilled management (Burns et al., 2009), and have realistic expectations of how commercialization unfolds (Galloway, 2007; Fletcher and Bourne, 2012). Translational scientists must learn that: what drives science does not drive business, there is no single path to commercialization, “research” and “development” are very different phases, the market may not exist at the outset, and that customers are the “ultimate peer review” (Fletcher and Bourne, 2012). Conclusion: While having a strong safety and efficacy profile is necessary for a medical device, it is not sufficient to reach patients in need. To reach patients, devices must be supported by skilled management in both startup and established biotechnology companies.

PRECONCEPTION: THE MARKET FOR NEUROSCIENCE MEDICAL DEVICE APPLICATIONS IS TOO HETEROGENEOUS AND SMALL TO BE WORTH THE INVESTMENT

Any business from a Fortune 500 company to a corner bodega can be run poorly or well: the fact that there is more than one company manufacturing cochlear implants, for a market of less than a million patients, is testament to the fact that a device with demonstrable safety and efficacy can be financially sustainable. Furthermore, both DBS and cochlear implants are designed to improve quality of life: patients are not expected to die directly from deafness or tremor. Conclusion: To reach and benefit patients, safe and effective technologies must be brought to market by visionary entrepreneurs who have excellent management skills and a deep understanding of the clinical neuroscience landscape.

PRECONCEPTION: THE BRAIN IS TOO COMPLEX: ANY MEDICAL DEVICE CANNOT SUCCEED UNTIL THE BRAIN IS BETTER UNDERSTOOD

While cochlear and auditory-brainstem implants leverage neuroanatomical tonotopy to “play” neural structures, the fundamental mechanism of deep brain stimulators for movement disorders remains a source of controversy. Medicine is replete with countless treatments that are used daily to successfully improve human health despite the mechanism of these treatments not being understood. The efficacy of medical interventions is established empirically rather than mechanistically. Hundreds of medications are used to treat brain-based conditions (such as schizophrenia and epilepsy) despite our limited knowledge about the pathophysiology of these conditions or how particular medications exercise their effects. Conclusion: Neurotechnoloogy that can concretely help people can be financially remunerative even despite our incomplete knowledge of the human brain. Companies can “do well by doing good” by focusing on concrete quality of life outcome measures rather than relying on a mechanistic understanding of neurobiology.

PRECONCEPTION: THE TIME TO APPROACH CLINICIANS AND PATIENTS WHEN CONSIDERING HUMAN APPLICATIONS OF DIRECT BCI OR OTHER NEUROTECHNOLOGIES IS ONLY AFTER THE TECHNOLOGY ITSELF IS FINALIZED AND ANIMAL STUDIES ARE COMPLETED

Development of the Utah array from a research tool restricted to animal investigation to a clinical intervention in a pilot trial for human patients, benefited from close, friendly collaboration between engineers designing the device within industry and academic neurosurgeons. By literally handing prototypes to experienced surgeons to test in animal models and human cadavers, engineers could gain immediate feedback about helpful or limiting design features that no amount of bench work could reveal (Suner et al., 2005; Som et al., 2014). Conclusion: Scientists should engage physicians, surgeons and patients much earlier in the design cycle.

RECOMMENDATIONS FOR IMPROVING NEUROTECHNOLOGY DEVELOPMENT

BCI translation can be accelerated by tightening the design cycle with close collaboration between engineers, scientists, surgeons, regulatory experts, and clinicians.

Basic scientists and engineers are urged to never assume what risk-safety profiles are needed for a device to help a person: they should query physicians, surgeons and even potential beneficiaries and their families, sooner rather than later to ascertain the medical context, and should focus their energies on making the device truly useful.

Engineers and scientists are encouraged to visit the patients whose their technology is intended to help and understand what solutions they have deployed now to inform what the new technology must outperform.

Considerations of safety must be holistic and take into account the overall clinical context: non-invasive devices are not necessarily safer or more practical than invasive ones.

While metrics such as “degrees of freedom” and “entropy bit rate” have their utility, to facilitate clinical translation, device developers should focus on increasing device reliability, decreasing subjective effort, reducing calibration and minimizing technician supervision.

Leadership in government and industry are encouraged to consider alternate funding mechanisms that can shepherd technologies farther towards commercialization.

Scientists, surgeons, engineers and physicians seeking to commercialize promising neurotechnologies should recruit entrepreneurs with considerable management skill and a track record of shepherding devices into profitable commercialization.
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Closed-loop neuroprosthetics aim to compensate for lost function, e.g., by controlling external devices such as prostheses or wheelchairs. Such assistive approaches seek to maximize speed and classification accuracy for high-dimensional control. More recent approaches use similar technology, but aim to restore lost motor function in the long term. To achieve this goal, restorative neuroprosthetics attempt to facilitate motor re-learning and to strengthen damaged and/or alternative neural connections on the basis of neurofeedback training within rehabilitative environments. Such a restorative approach requires reinforcement learning of self-modulated brain activity which is considered to be beneficial for functional rehabilitation, e.g., improvement of β-power modulation over sensorimotor areas for post-stroke movement restoration. Patients with motor impairments, however, may also have a compromised ability for motor task-related regulation of the targeted brain activity. This would affect the estimation of feature weights and hence the classification accuracy of the feedback device. This, in turn, can frustrate the patients and compromise their motor learning. Furthermore, the feedback training may even become erroneous when unconstrained classifier adaptation—which is often used in assistive approaches—is also applied in this rehabilitation context. In conclusion, the conceptual switch from assistance toward restoration necessitates a methodological paradigm shift from classification accuracy toward instructional efficiency. Furthermore, a constrained feature space, a priori regularized feature weights, and difficulty adaptation present key elements of restorative brain interfaces. These factors need, therefore, to be addressed within a therapeutic framework to facilitate reinforcement learning of brain self-regulation for restorative purposes.

Keywords: assistive technology, neurorehabilitation, stroke, rehabilitation robotics, brain-computer interface, brain-machine interface, brain-robot interface

RESTORATION INSTEAD OF ASSISTANCE

Brain self-regulation has recently been applied in the context of motor rehabilitation after stroke by providing contingent feedback of motor imagery (Buch et al., 2012; Ang et al., 2014; Morone et al., 2015; Pichiorri et al., 2015). In these approaches, specific brain states (i.e., rest vs. motor imagery) are often separated using an online analysis of sensorimotor power in a cue-paced trial-structure. When used in conjunction with robotic rehabilitation technology, these devices are also referred to as brain-robot interfaces (BRI; Bauer et al., 2015; Naros and Gharabaghi, 2015; Kraus et al., 2016).

While assistive BRIs aim to replace lost function by controlling external devices (Hochberg et al., 2012; Collinger et al., 2013), restorative BRIs aim to rehabilitate an impaired function (Gharabaghi, 2016; Krucoff et al., 2016). In such a restorative framework, BRIs adhere to an operant conditioning rationale (Sherlin et al., 2011; Bauer and Gharabaghi, 2015b). They provide contingent feedback to facilitate the self-regulation of specific brain activity. This reinforcement learning-based approach is considered to be beneficial for recovery and might ultimately lead to functional gains on the basis of motor re-learning and strengthening of damaged and/or alternative neural connections (Daly and Wolpaw, 2008). Restorative BRIs might be additionally supported by brain state dependent stimulation to strengthen cortico-spinal connectivity (Gharabaghi et al., 2014a; Royter and Gharabaghi, 2016; Kraus et al., 2016).

METHODOLOGICAL ADJUSTMENTS

We propose that, on account of their different goals, these restorative techniques require a different methodological approach than assistive BRIs, i.e., modifying brain physiology vs. controlling extremal devices. We acknowledge that different strategies may be adopted to achieve modified neurophysiology and, ultimately, behavioral gains. However, on the basis of empirical evidence acquired in our lab, we propose the following adjustments: constrained feature space, regularized feature weights, and difficulty adaptation.

Instead of analyzing all acquired signals for optimal classification, we propose that the feature space be intentionally constrained to reinforce a specific oscillatory pattern in accordance with the respective treatment rationale (constrained feature space). In a next step, to differentiate between the classes, assistive BRIs use classifier calibration to weight features according to their relevance. However, learning brain self-regulation may lead to non-stationarity of these classes in the course of the training (Vidaurre et al., 2011a; Sugiyama et al., 2013; Naros and Gharabaghi, 2015). Unsupervised adaptation of the feature weights may therefore lead to a switch in the mental strategy (Vidaurre et al., 2011b; Bryan et al., 2013). This approach may even result in artefactual control (Gharabaghi et al., 2014b). We, therefore, propose that feature weight regularization be applied to address this issue. Furthermore, cognitive, sensory, and motor impairments may limit the ability to modulate brain activity, perceive, and/or process feedback. This may cause frustration, which, in turn, may be exacerbated due to the low classification accuracy caused by the constrained and regularized feature space (Nijboer et al., 2008; Fels et al., 2015). In this context, we propose that difficulty adaptation be applied to overcome cognitive load issues (Bauer and Gharabaghi, 2015a; Bauer et al., 2016a,b). Such an approach may also improve the instructional efficiency of feedback (Bauer and Gharabaghi, 2015b) and maintain motivation (Bauer et al., 2016a,b).

In the following paragraphs, we discuss these methodological adjustments in greater detail.

CONSTRAINED FEATURE SPACE

In high-dimensional feature spaces, some regions may be sparsely populated with data, thereby, impairing the classifier setup (Theodoridis and Koutroumbas, 2009). Under these circumstances, constraining the feature space provides a way of dealing with this curse of dimensionality. However, if the feature space is constrained a priori, some useful features for classification may also be discarded. A classifier based on a constrained feature set therefore usually performs less well than a classifier based on a full feature set.

Restorative BRIs, which apply this approach, therefore appear inferior in comparison to their assistive counterparts. The latter use more flexible algorithms to select and weight all available features and to maximize classification accuracy (Ang et al., 2009; Theodoridis and Koutroumbas, 2009). An a priori constraint should therefore be well considered. It is tempting to assume that the brain will find the best combination of features by itself. Such an approach is therefore implicitly followed during standard or robotic neurorehabilitation, when the feedback that is provided by the therapist or the training device is independent of specific brain features. This strategy, however, has not been successful until now, at least when considering severely motor-impaired stroke patients with persistent deficits. Moreover, the features (α-desynchronization) identified as most useful for classification between different states in the post-stroke brain, e.g., rest vs. motor imagery, are not necessarily those that are most therapeutically relevant (β-desynchronization): Synchronization/Desynchronization describe the (often task-induced) increase/reduction in power in specific frequency bands. The α-band usually ranges from 8–14 Hz, while the β-band ranges from 15–30 Hz. Specifically, movement-related β-desynchronization (β-ERD) is compromised in the contralateral primary cortex in comparison to healthy controls; the more severe the patient's motor impairment, the less β-ERD (Rossiter et al., 2014). And so β-ERD remains inferior to other features for classification purposes in stroke patients, e.g., in differentiating movement-related brain states for the control of external devices (Gomez-Rodriguez et al., 2011). In this context, we argue that the fact that β-oscillations are less optimal for classification purposes does not compromise—but rather qualifies—this physiological marker as a therapeutic target (Naros and Gharabaghi, 2015). Here, we see an analogy to the concept of constraint-induced movement therapy in stroke patients, where the affected rather than the healthy side of the body is trained to facilitate restoration instead of compensation of motor function. Notably, such an approach does not exclude the possibility that alternative cortico-spinal pathways which do not originate from the contralateral primary motor cortex take over lost function. These pathways would be facilitated on the basis of cortical disinhibition and coherent interaction with the muscles in the β-band as well (Mima et al., 2001; Kilavik et al., 2012; Aumann and Prut, 2015; Brittain et al., 2014; Rossiter et al., 2014; Kraus et al., 2016).

Furthermore, an approach based on a constrained feature space allows making a direct, hypothesis-driven comparison of different interventions based on specific oscillatory patterns. By way of example, an increase in the β-modulation range will improve cortico-spinal connectivity (Kraus et al., 2015, 2016) and motor function (Naros et al., 2016). This will enable us to empirically detect functionally relevant markers and mechanisms of restoration and to determine physiology-based strategies for further improvement. Such knowledge will also enable us to develop approaches for treatment matching, e.g., defining feature sets on the basis of specific functional impairments and/or lesion locations (Shelton and Reding, 2001; Stinear et al., 2012). By contrast, an approach based on an unconstrained feature space would be based on the assumption that the most accurate detection of motor intention/imagery and provision of feedback is in itself sufficient to restore function.

REGULARIZED FEATURE WEIGHTS

Regularization can be considered a penalty term to prevent feature weights from reaching implausibly high values (Theodoridis and Koutroumbas, 2009; Bishop, 2013) caused by the empirical estimation of class parameters (e.g., mean and covariance). Such estimates can be biased, especially when the sample size is low. Due to the large variety of classification approaches (Theodoridis and Koutroumbas, 2009), several regularization approaches have been suggested, e.g., pooled covariance estimation (Friedman, 1989), rejection of eigenvectors (Blankertz et al., 2008), shrinkage estimators (Beltrachini et al., 2010), or feature subset selection (Friedman, 1989).

Even when recognizing that a constrained feature space can already be considered a form of regularization, the empirical determination of feature weights during the calibration period may pose a particular challenge for restorative brain-interface approaches, e.g., when estimating mean and covariance of two classes (rest vs. motor imagery). When patients are able to desynchronize sensorimotor oscillations (Pfurtscheller et al., 2005; Neuper et al., 2006; Kaiser et al., 2011), the estimation of feature weights is usually straightforward. In such a case, several approaches for regularization have been discussed (Yuan and Bentler, 1998; Beltrachini et al., 2010). If, however, the volitional modulation of sensorimotor oscillations has not been learned (Brauchle et al., 2015; Bauer and Gharabaghi, 2015b; Naros and Gharabaghi, 2015), or when it is impaired due to the underlying pathology (Buch et al., 2012; Bundy et al., 2012; Rossiter et al., 2014), the estimation might become noisy or even false. More formally, if one class (i.e. motor imagery) is not sufficiently expressed, its parameters (e.g., mean and covariance) cannot be measured. If, however, the mean during motor imagery is not sufficiently different from the mean during rest, a noisy estimate can result in the classifier being calibrated toward the wrong direction of modulation. Subsequently, the patient might receive feedback for synchronizing instead of desynchronizing.

Novelty detection has been suggested as a solution, if no information about a second class is available (Pimentel et al., 2014). Such a one-class approach might base mean and covariance estimation on the rest class only. However, without a priori information about the targeted direction of modulation, data-driven regularization approaches cannot be sufficient.

Furthermore, when a patient alters the mental strategy in the course of the intervention, a classifier trained on the initial strategy can become misaligned. In classical brain-interface approaches, the adaptation of feature weights has been proposed for such cases (Vidaurre et al., 2011b; Bryan et al., 2013; Sugiyama et al., 2013). But such data-driven approaches can be problematic for restorative approaches; classifier adaptation might condition the patients to explore alternative, i.e., therapeutically non-desired strategies (Bauer and Gharabaghi, 2015a,b). When the patient becomes frustrated with motor imagery, he/she may use artifacts for control, e.g., muscle contractions (Gharabaghi et al., 2014b).

Bearing these points in mind, we suggest employing informed regularization determined by a priori selected feature weights, thereby, ensuring the targeted direction of modulation. In our lab, we currently employ a variant of novelty classification by using a linear discriminant analysis with a fixed direction. In that regard, we base the mean and covariance estimation on the rest class only, with the parameter estimation pooled across several electrodes. Thereby, we provide feedback for the reduction of the mean, i.e., desynchronization, only.

DIFFICULTY OF ADAPTATION

Lotte and colleagues have pointed out that most neurofeedback protocols are limited with regard to their instructional design. They suggested adaptive training approaches, i.e., the use of difficulty levels which are challenging, but still achievable (Lotte et al., 2013). A similar idea was postulated by the cognitive load theory (Schnotz and Kürschner, 2007). On the basis of these concepts, both under- and over-challenge must be avoided to facilitate learning (Schnotz and Kürschner, 2007; Bauer and Gharabaghi, 2015a). In classifiers, which are constrained, regularized and linear, item response theory enables us to directly relate the threshold used for classification to the difficulty level (Bauer and Gharabaghi, 2015a). By using a linear discriminant analysis with a fixed direction, thresholding allows us to provide reward for desynchronization only when it is sufficiently strong. Within this framework, the shape of classification accuracy CA across different threshold can be interpreted as the zone of proximal development (ZPD). This argument, with detailed examples, has been clarified elsewhere (Bauer and Gharabaghi, 2015a). The ZPD is an indirect measure of a subject's cognitive resources (Schnotz and Kürschner, 2007). It also constitutes the range of threshold, where learning may occur because subjects are able to compensate for the extraneous load caused by the mismatch of ability and difficulty (Bauer and Gharabaghi, 2015a). Along these lines, two recent studies with healthy subjects provided empirical evidence that dynamic threshold adaptation is instrumental in facilitating learning (Bauer et al., 2016b; Naros et al., 2016).

Unconstrained and unregularized classifiers do not offer an accessible, one-dimensional parameter to fine-tune the difficulty of the task. It might therefore be problematic to adapt the difficulty within these approaches. In particular, a multi-dimensional or even non-linear theory of difficulty adaptation appears to be challenging. We instead explored the difficulty threshold of a linear, a priori constrained and regularized classifier and found evidence of a direct correlation between the subjects' perceived mental effort and the task difficulty (Bauer et al., 2016b). Further empirical evidence suggests that there is a link between classification accuracy and cognitive load; classification performance has been linked to mood and mastery confidence (Nijboer et al., 2008), as well as to the degree of concentration on the task and the ability to ignore distracting stimuli (Hammer et al., 2012). The sensation of challenge might therefore be linked to the ratio of true to false positives returned by the classifier. This hypothesis is supported by a Bayesian simulation study of reinforcement learning under adaptive changes of true and false positive rates (Bauer and Gharabaghi, 2015b). A generalized concept of difficulty adaptation might, therefore, be based on controlling the relationship between true and false positive rates by asking the patients to self-rate the perceived effort and/or applying non-cued training.

Nonetheless, further factors may affect the difficulty of the training: the challenge of achieving a sense of cognitive and internal control (Burde and Blankertz, 2006; Wood et al., 2014), the appropriate processing of cues to reduce impairments in mental chronometry (Liepert et al., 2012), and to increase the quality of motor imagery (Heremans et al., 2009, 2012), the specific sensory impairments of patients and their interaction with the feedback modality (e.g., visual, haptic, auditory) (Nijboer et al., 2008; Gomez-Rodriguez et al., 2011; Parker et al., 2011; Sollfrank et al., 2015), or the repetitive and fatiguing nature of training (Lee et al., 1991; Page et al., 2011). Dealing with these aspects by proper instructional design is more important for restorative than for assistive approaches (Lotte et al., 2013).

CONCLUSION

We propose that restorative approaches should apply prior information about beneficial features (e.g., β-power desynchronization over sensorimotor areas) to constrain the feature space and regularize their direction. Such an approach may reduce the classification accuracy in comparison to unconstrained or unregularized approaches, particularly in patients who are only partially able to self-regulate the targeted brain state. At the same time, this method would increase the likelihood that feedback is provided for the therapeutically targeted modulation of brain activity only. The threshold selection in restorative approaches should therefore not be misled by the goal of maximum classification accuracy. Instead, it should follow instructional demands to maximize learning.

Accordingly, several methods have been proposed for locating the threshold for maximum learning (Ivanova et al., 2005; Cegarra and Chevalier, 2008; Naros et al., 2016; Bauer et al., 2016a,b). Moreover, physiological parameters, e.g., distributed cortical patterns in the α-range (Vukelić et al., 2014; Vukelić and Gharabaghi, 2015a,b) and the θ-range (Fels et al., 2015) which were linked to β-band self-regulation may also be used in the long term for this purpose.

The conceptual switch from assistive to restorative neuroprosthetics necessitates methodological adjustments (constrained feature space, a priori regularized feature weights, difficulty adaptation) which ultimately represent a paradigm switch from classification accuracy toward instructional efficiency to facilitate reinforcement learning of brain self-regulation.
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Brain-machine interfaces (BMI) translate neuronal activity of the brain into signals driving an external effector or affecting internal body parts and functions. Initially, their applications were seen in the field of rehabilitation and medical care for patients to restore social interaction or movement capabilities. Inspired by their success we can already witness the advent of bidirectional and commercial BMIs.

Contemporary BMIs allow for real-time control of prostheses (Gilja et al., 2015), communication (Chen et al., 2015) and “sensation” (O'doherty et al., 2011), notably, the cochlea implant could be considered as the most successful BMI. These applications exemplify that performance can be high but is far from natural interaction with the environment and success depends on manifold factors.

This Opinion is not about algorithms and paradigms but about possibilities and limitations of invasive vs. non-invasive means to electrically interface the brain, argued in the realm of BMIs for direct and intuitive motor control.

Current techniques allow to interface electric neuronal activity in vivo ranging from intracellular potentials over extracellular action potentials (APs) up to local field potentials (LFPs). These neurophysiological processes are inherently coupled: neurons can interact ephaptically and via electric synapses, spikes change LFPs via synaptic input which in turn influences spiking activity, electric fields of APs can influence LFPs directly without involvement of synaptic currents. Although the LFP is difficult to interpret (Einevoll et al., 2013), correlations between APs and LFPs vary (Buzsaki et al., 2012) and the information they convey can be independent (Belitski et al., 2008), this coupling may have given rise to discussions I have come across and which have triggered this Opinion: the misconception that, to a certain extent, information conveyed by invasive (APs/LFPs) vs. non-invasive (EEG) signals are similar enough for non-invasive signals, and thus non-invasive BMIs, not to be subject to intrinsic impediments.

Such speculations may have been nourished by studies showing similar performance for intracortical BMIs based on APs vs. LFPs (Mehring et al., 2003) as the latter are detectable by EEG techniques. Similar performance might be evident for multi-unit APs vs. high-frequency LFPs (>≈200 Hz), which contain extracellular fields of APs. However, also low/band-pass filtered LFPs below 8 Hz, generally free of such direct AP influences (Waldert et al., 2013), can show similar BMI performance as APs and are suitable for online BMIs (Stavisky et al., 2015). Importantly, this LFP component also carries information about movement parameters if recorded non-invasively (MEG, EEG; Waldert et al., 2008).

Non-invasive EEG yields lower performance than APs or LFPs (Waldert et al., 2009) but with the findings mentioned above and novel approaches: Could non-invasive BMIs catch up?

The source of neuronal signals extracted from EEG after thorough removal of noise, muscle, eye, and movement artifacts, are post-synaptic extracellular currents; in fact, the same currents that contribute to spike-free LFPs. Despite this common source, there are several differences, most of which well-documented, between invasive and non-invasive signals.

First, number and type of neurons: As electric fields produced by neurons decay exponentially with distance, the number of neurons that have to be simultaneously active in a confined area for the fields to superimpose and produce a detectable signal, is magnitudes smaller for LFP than EEG. Hence, the activity of small neuronal clusters is undetectable or recorded at a lower SNR with EEG. In addition, EEG signals are dominated by fields of pyramidal neurons as only their morphology (long, parallel dendrites) and high number in the cortex allow fields to add up and reach the scalp. In contrast, LFPs reflect a superposition of a variety of electrophysiological processes, those underlying EEG plus interneurons, APs, etc.

Second, signal composition: Tissue acts as a low-pass filter generally attenuating high-frequency signals to the extent that buries them in background noise. Hence, with the exception of AP bursts in neuronal populations (Waterstraat et al., 2015), non-invasive signals mainly allow analysis of low-frequency neuronal activity (<≈90 Hz, lower for dry EEG electrodes). Invasive signals convey information up to several kHz. Moreover, frequency-dependent phase shifts might be stronger when signals spread across larger distances (EEG) and might disintegrate temporal consistency across signal components.

Third, spatial distortion: The extracellular space is composed of media with different electrophysiological properties, which influence how fields spread before being detected as LFPs. On top of this, fields spread in the cerebrospinal fluid, skull, and scalp, causing further spatial distortion before reaching EEG electrodes. Sophisticated head models and algorithms in combination with high-density EEG montages mitigate distortion (Michel and Murray, 2012) for signals above a certain noise level. To be similar to invasive signals, such models might need to be obtained in vivo for each user individually, rely on stable sensor positions, necessitate finite-element analysis and run near real-time (BMI performance depends on small delays, Cunningham et al., 2011).

These limitations are intrinsic to EEG and cannot be practicably (or theoretically) overcome. However, EEG offers the paramount advantage to monitor large-scale neuronal activity of the entire brain adjacent to the neurocranium at a low cost and risk-free. Invasive recordings can be deeper but cannot cover the whole neocortex and are initially more laborious due to surgical interventions.

Invasive electrodes come in many forms: single electrodes, electrodes with multiple contacts at the tip or along the shaft, multi-electrode arrays (MEA), or combinations of these in different designs. Electrodes can have arbitrary lengths up to several cm or, for example, up to 1.5 mm (Utah, Blackrock Microsystems) or 10 mm (FMA, MicroProbes) in a MEA. Intracortical electrodes typically yield LFPs and detectable APs of 0–5 identifiable neurons per intact contact. Electrodes can be specifically targeted at arbitrary cerebral areas although accuracy decreases with implantation depth (unless aided by MRI and/or CT).

Nevertheless, for several reasons high implantation accuracy seems not to be crucial for invasive motor BMIs as long as contacts remain in gray matter. The general aim is to record APs and LFPs. In motor cortex, LFPs are recorded at different depths and convey information about movement parameters; recorded APs are faint at layer 1 and usually increase in amplitude with electrode depth up to layer 5 because the size of pyramidal cell somas tends to increase from layer 3 to 5, possibly to support the longer dendrites necessary to project to superficial (input) layers, and because layer 5 is the place of large corticospinal neurons, a main cortical output to control motor functions. This region may therefore often be targeted in invasive motor BMIs for high performance. Importantly, even MEAs with relatively short electrodes (Utah) should have access to this activity because: layer 4 is very thin in motor cortex (Rockel et al., 1980), floating MEAs sink into cortical tissue and APs of large pyramidal neurons can be recorded at several 100 μm distance (experimental and analytical experiences here in the Sobell Department, UCL). For deeper regions, like the anterior wall of the central sulcus, MEAs with longer electrodes can be used to follow layers into the sulcus.

Overall and in contrast to non-invasive signals, invasive signals reflect input to, local processing and output of cortical areas. They may even allow to deduce on intracellular states of neurons (Henze et al., 2000).

Hence, a main advantage of intracortical over non-invasive approaches are inherently possible higher information transfer rates. This and two further advantages are decisive for the future of motor BMIs: tuning and sensation.

BMI performance is still far from natural. After BMI initiation this is partly due to an undersampling of the neuronal network required for natural motor control. Performance then increases during BMI usage as the neurons' tuning “improves” (Carmena et al., 2003), i.e., plasticity enables the brain to learn to control the BMI (closed-loop). This works with arbitrary neurons (Fetz, 1969) and is facilitated by using already tuned neuronal activity (Ganguly and Carmena, 2009) accompanied by a transition from externally assisted to full brain control (Collinger et al., 2013). LFPs seem to be more stable (Flint et al., 2013; Perge et al., 2014), i.e., less easy to tune; probably as in contrast to spiking activity of some neurons, activity of a neuronal cluster needs to change coherently. Although possible (Okazaki et al., 2015), this holds even more so for EEG.

Feedback in closed-loop BMIs has been mainly visual or acoustic. Such inadequate feedback also accounts for low BMI performance as the absence of direct forms of feedback (touch and proprioception) impoverishes information contained in brain signals (Galan et al., 2014) and can disturb the generation of appropriate motor commands (Galan and Baker, 2015). Researchers have begun to employ intracortical microstimulation to establish a direct BMI input channel (Klaes et al., 2014) with possible long-term stability (Callier et al., 2015). This should eventually improve performance as feedback may be delivered specifically to task-relevant cortical areas, which closes the output-feedback loop adequately. As electrodes may be used for stimulation and recording; stimulation could be adapted to ongoing brain activity to improve efficacy.

In contrast to non-invasive BMIs, the great opportunity offered by invasive BMIs thus lies in accurate control, a prerequisite for user acceptance, combined with restoration of somatosensation: Prostheses will be controlled using high-dimensional BMI output signals (Wodlinger et al., 2015) while at the same time BMI input signals, obtained from skin prostheses (Kim et al., 2014) during interaction with the environment, will be transmitted to cortical sensory areas. Providing such information may remain far off evoking natural percepts but the brain will learn to make use of such artificial input channels.

User acceptance is lower for invasive than non-invasive BMIs (Blabe et al., 2015). Invasive BMIs will for many years remain to be used in patients, either for research or if no other remedy is available. Present commercial BMIs are all non-invasive.

This lower acceptance mainly arises from medical concerns related to neurosurgery and the implant. Such risks are clearly not negligible but seem to be partly overrated. For example, validation of DBS showed that complications are rare and, with appropriate procedures, are reduced to 0.9% transient and no permanent deficits (Zrinzo et al., 2012). Even if multiple subpial transection, a series of long cuts in gray matter used to treat epilepsy, is performed in the primary motor cortex, patients are left with no permanent motor deficits (Blount et al., 2004). Implanting electrode arrays for invasive motor BMIs should appear innocuous against this procedure. They have been used in many laboratories for years now and also here in the Sobell Department, UCL, we have not experienced any motor deficits after array implantations. Medical concerns might subside with better awareness of such evidence.

It is now crucial to overcome current challenges of invasive BMIs: better understanding of the “neuronal code,” implant miniaturization, wireless signal transmission (Borton et al., 2013), implants charged from outside (Ho et al., 2014) or by harvesting energy from the body (Hannan et al., 2014). BMIs need to be asynchronous for unrestricted control, adaptable to unstable signals and require better sensory-motor prostheses. A major challenge of intracortical implants is biocompatibility, time-dependent degradation of recording quality, and eventually implant failure due to tissue damage during implantation, array micromotion, and a breach of the blood-brain-barrier triggering glial scarring, neurodegeneration, and neuronal death. Only few APs are still recorded years after implantation (Hochberg et al., 2012). LFPs also deteriorate but might show better long-term stability (Flint et al., 2013; Perge et al., 2014). To increase longevity and yield, electrodes need to be reduced in size, coated with neurointegrative, anti-inflammatory factors (Gunasekera et al., 2015), and/or redesigned (e.g., carbon nanotubes, Vitale et al., 2015; Lopez et al., 2016).

As an invasive but extracortical technique, miniaturized ECoG causes lesser cortical tissue damage/irritation and allows for epicortical recordings of LFPs at high spatial resolution and, as recently shown, also of spiking activity (Khodagholy et al., 2015). Benefits derivable from such advances, especially regarding increased information transfer rates, biocompatibility, and long-term signal stability (Chao et al., 2010) over years, are being investigated and might be decisive for the development of future BMIs.

Once invasive BMIs are fully body-embeddable and their benefits outweigh concerns, they might become acceptable to the majority (of patients). However, other, non-medical concerns have to be addressed as well. As invasive BMIs allow access to the brain, i.e., the individual as such, it is necessary to discuss (and regulate) socio-ethical issues: privacy, “mind reading,” remote control, brain enhancement, which accuracy legitimates control of potentially hazardous devices, liability, and eventually self-perception and perception through others.

This Opinion is not a polemic against EEG. EEG is a prime tool for many applications, e.g., medical, rehabilitation, current BMIs for communication.

The conclusion of this Opinion is that once technical, socio-ethical, and neuroscientific challenges are resolved, user concerns might subside, and invasive BMIs (using primarily intracortical and potentially epicortical recordings) will prevail in most applications; certainly those for restoration of motor functions and perhaps even in applications not medically indicated.
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“There is no sensible way in which we must take the possibility of misuse into account before determining that something is an enhancement.” —John Harris in “Enhancing Evolution” (Harris, 2007)

“I need to wire the armor directly into my brain. Extremis could do that… I need to be the suit… I need to grow new connections” —Tony Stark talking about integration with the Iron Man armor in the graphic novel “Extremis” by Warren Ellis (Ellis, 2007)

Introduction

Augmentation of brain function can imply restoration of function lost due to pathology or injury. On the other hand, techniques, approaches, and technologies used for brain augmentation in restoration can also amplify the range of human abilities in those without pathology. For example, non-invasive brain stimulation using transcranial magnetic stimulation (TMS) was originally applied for investigative and diagnostic purposes in neurological injury (Nollet et al., 2003). While TMS continues to be used in brain mapping and restoration of functional output (Romero et al., 2011; Bestmann and Krakauer, 2015), recent clinical applications in otherwise “healthy people” are widening. These include enhancing attention and vigilance (Nelson et al., 2014), motor learning (Cantarero et al., 2015) and various methods to “… improve attention, perception, memory and other forms of cognition…” (Clark and Parasuraman, 2014).

Technological augmentation of so-called “normal” human function moves us away from the functional limitations of our species and closer to “super” human function (Zehr, 2015), as with suggestions found in the transhumanist literature (Mcnamee and Edwards, 2006). Future applications of emerging technology can continue to shift us from our subspecies of homo sapiens sapiens to the transformative homo sapiens technologicus—a species that uses, fuses and integrates technology to enhance its own function (Zehr, 2011, 2015).

While there are many related approaches, this opinion article explores brain augmentation using approaches delimited to internally implanted biological enhancements (e.g. tissue engineering), and internal/external technological hardware [e.g., brain machine interface (BMI)].

Tissue Engineering and Stem Cell Chimeras

The pace of discoveries in the field of tissue engineering in regenerative medicine applications continues to accelerate (Leach et al., 2010; Elliott Donaghue et al., 2014). In 2013, Xiaoning Han and colleagues in the laboratories of Steven Goldman and Maiken Nedergaard at the University of Rochester Medical Center published a paper examining the possibility of augmenting neural processing ability of one species by surgically transplanting cells from the brain of another “more advanced” species (Han et al., 2013).

This research team was concerned with “biocompatability” in the mouse brain with certain evolutionary adaptations in human astroglial cells which are much larger with more complex structure than those found in the mouse. These astrocytes, which don't produce electric signals like neurons, are considered critical as physiological support and protection for the processing neurons, particularly in calcium signaling. This signaling is crucial for overall brain activity and human astrocytes operate threefold faster than those found in the mouse.

This generated the question: what would happen if you grafted human glial progenitor cells—the stem cells in the brain that would normally become astrocytes—into the forebrain of immunosuppressed mice? For how long would human cells survive in the mouse brain, and, critically, would the human astrocytes offer any behavioral advantage to the mice hosting the implanted cells?

Han and colleagues discovered that, in the mouse hippocampus, human glial cells thrived, and propagated calcium signals at the rate usually found in the human brain. Moreover, there was strengthened signal transmission between neurons (that is, long-term potentiation underlying learning and memory formation).

Critically, the functioning transplanted stem cells augmented behavior in the mice, including maze learning, fear conditioning, and enhanced ability to identify and find new objects in the murine habitat. The augmented chimeric mice with engrafted human glial cells essentially had improved all-around performance and this study represented an important test that cross-species grafting techniques could be a useful way to modify and augment (and examine in pathology) brain function.

Later, Martha Windrem and colleagues from the same laboratories, used an expanded protocol to examine the long term effects of engrafting human glial progenitor cells into the forebrains of neonatal mice (Windrem et al., 2014). Quite dramatically, there was a steady fall in murine cells coincident with an in increase in human cell content in the mouse brain. This proportional shift was so strong that after 1 year the glial progenitor cells found in the mouse forebrain populations were almost entirely of human origin.

That implanted human cells “outcompeted” and eventually replaced and “infected” the initial host mouse cells was an unexpected outcome. Windrem et al. “were surprised to note that the forebrains of these animals were often composed primarily of human glia and their progenitors” (Windrem et al., 2014).

External Technological Hardware and Augmentation with Brain Machine Interface

The interface of physiology and engineering represented by brain computer or brain machine interface has a history of success in non-human and human applications for restoration of function (Lebedev and Nicolelis, 2006; Wang et al., 2010; Shih et al., 2012). This tremendous success raises new questions. For example, is it possible to attach a biological brain to an external circuit and establish a functional connection for learning? This question was addressed by Theodore Berger and colleagues who showed that an input/output (stimulation and recording) neuroprosthetic interface enhanced memory function subserved by the rodent hippocampus and could overcome memory deficits mimicking natural damage (Berger et al., 2011). This approach was extended to restoration of cognitive decision making using a neuroprosthetic interfaced into the prefrontal cortex in the rhesus monkey (Hampson et al., 2012).

Simeon Bamford and colleagues established a proof of principle for direct applications of brain-machine neuroprosthetics in motor learning using cerebellar motor control and learning circuitry as the model (Prueckl et al., 2011; Bamford et al., 2012). They envisaged engineering scenarios that could meet the challenge required for truly integrated neuroprosthetics—a closed loop system. Such a system would be able to send to and receive from the brain inputs and processing to control devices that supplement the functionality of the brain itself (Bamford et al., 2012).

Cerebellar circuits are essential to classical conditioning of the eye-blink reflex (Cheron et al., 2013). In this protocol a conditioned stimulus (CS; a neutral stimulus like a sound) is paired with an unconditioned stimulus (US; e.g., an airpuff to the eye to evoke a blink reflex).

Initially only the US causes the blink reflex but over time the CS can evoke the blink in the absence of the US. Bamford and colleagues used the known input and output properties of the cerebellum to guide the development of a prototype chip fabricated as a microcircuit. Real data from anaestethized animals were used calibration and training. The circuit could be “conditioned in a manner very similar to that of a real intact cerebellum” thus establishing partial brain function replication using BMI (Bamford et al., 2012).

Herreros and colleagues successfully connected to the brain of an anesthetized rat as a “step toward the development of neuro-prostheses that could recover lost learning functions in animals and, in the longer term, humans” (Herreros et al., 2014). Most recently, this approach was used effectively in interfacing with the rodent brain for testing closed loop motor learning in real time (Hogri et al., 2015). These data lay the groundwork for refining future neuroprosthetics as well as creating a useful system for testing motor learning theories.

Miguel Pais-Vieira and colleagues, part of the Nicolelis and Lebedev groups, demonstrated that brain-machine interface concepts could be extended to brain-to-brain interfaces for shared information processing (Pais-Vieira et al., 2013). In this compelling research, two rats had electrode arrays implanted into the sensorimotor areas. One rat served as an “encoder” of sensorimotor information during performance of either a tactile or visual task. The cortical activity generated in the brain of the “encoder rat” was monitored and then relayed to a second “receiving” or “decoder” rat, located in a distant laboratory.

The brain of the “decoder rat” was electrically stimulated through the implanted electrode array based on the timing and pattern of activity received from the “encoder rat.” The behavior of the “decoder rat” was directed by this activity and subsequently made similar task choices as did the “encoder rat.” Thus, the distant “decoder rat” was taught by the neural traffic generated by the initial activity of the “encoder rat” and relayed by the direct brain-to-brain coupling afforded in this novel “artificial communication channel” (Pais-Vieira et al., 2013). This shows that rats linked through brain-to-brain electrode arrays could learn complex, cooperative, goal-directed behaviors.

A related human test of brain-to-brain interaction was conducted by Grau et al. (2014). They used non-invasive methodologies of electroencephalography (EEG) for signal detection at the “source” brain (essentially the “encoder” rat above) and TMS for transmission to the “receiver” brain (the “decoder” rat analog of Pias-Vieira et al.) to establish that direct communication between the brains of conscious humans was possible. This study focused only on transmission of simple language but heralds the future arrival of more complex communication.

Conclusion—Optimism Balanced with Some Cautious Forethought

Stem cell technologies continue to show promise and have the most imminent restorative applications in neurodegenerative disorders such as Alzheimer's disease, Parkinson's disease, and stroke. Critically, tissue engineering may help bootstrap this field while techniques for parallel non-invasive brain monitoring develop. While considerable progress continues, immune response and acute inflammation with implantations and microelectrode insertions into the brain present limitations on long-term viability of some approaches (Richter et al., 2011; Fernandez et al., 2014; Groothuis et al., 2014).

Applications of stem cell technologies in augmenting the “normal” range of human brain function await discovery. Possible avenues discoveries of superior cell function in specialized systems in other animals that may see implantation in humans to augment functions unrelated to processing speed. Assuming improvements in achieving robust and behaviorally-relevant interfaces allowing facile access to discrete input and output pathways, proven, and nascent BMI methodologies have implications for restoration of brain function on a large scale. As the dovetailing of stem cell technology and brain machine interface continues, I suggest we must also pay attention to the issues of security and ethics.

As for security, connecting a machine so the human operator can access the functional capacity of the machine also allows the machine access to the functional capacity of the human. In 1942 the scientist and science fiction writer Isaac Asimov presaged these concerns when describing artificial intelligence and robotics.

In his influential 1942 short story “Runaround,” (later found in the book “I, Robot” (Asimov, 1950) Asimov laid down his “Three Laws of Robotics” which aimed to protect the sanctity of human life. However, such concerns may be rendered moot if future neural interfaces function indistinguishably from the user since it enacts part of the control system that manifests as the will of the user. This means it may actually be impossible to separate between the actions of the neural interface and that of its wearer.

Assuming such convergence, this places a higher order of responsibility on such “augmented” users. I've reworked Asimov's Three Laws below to apply to the complexities of machine-brain-machine interfaces.

An augmented user with a neural interface:

• may not injure a human being or, through inaction, allow a human being to come to harm (Law 1);

• must protect its own existence as long as such protection does not conflict with Law 1 (Law 2).

In fact, this yields Two Laws, since Asimov's declaration (original Law 2) that a robot “must obey order given to it by human beings” is irrelevant. In this future look, the user is the interface and the term human being applies to all and related subspecies (e.g., homo sapiens sapiens and homo sapiens technologicus; Zehr, 2015).

As for ethical considerations, this sets the stage for complete fusion between trans-species biology and neuroengineering. This will bring us to real life artificial-human brain hybrids and increased applications to enhance and augment innate function rather than simply recover lost function. This includes the extension of the concept of brain augmentation to include the “global brain” suggested by Kyriazis (2015). Future applications to augmentation of otherwise healthy and intact brain function may well be in “the new wave of human enhancement” (Harris, 2007).

Yet, the issue of brain augmentation should proceed with appropriate caution in neurologically intact “normally functioning” people. The comment of Rudolf Jaenisch—in the context of the human gene editing controversy (Baltimore et al., 2015; Cyranoski, 2015; Vogel, 2015)—that “We need some principled agreement that we want to enhance humans in this way or we don't” (Wade, 2015) has resonance here.

Using the examples of brain augmentation discussed above, what other intact cellular interactions in the brain are disrupted by the effect of transpecies implants? What changes in brain structure and function may arise from long-term neuroprosthetic interface? What are the implications for what we now accept as “normal human behavior” and functional capacity?

Especially we need to establish what societal boundaries—if any—we will place on multi-species transplants and what does this mean for the concept of species itself? Many of the related ethical and moral issues are addressed elsewhere in more detail (Clark, 2014; Clark and Parasuraman, 2014; Kennedy, 2014; Hildt, 2015). Along the way forward it remains for us as scientists, engineers, and future users of brain augmentation methodologies to proceed with conviction and purpose, but also with suitable care and caution. Establishing the context for conviction, care and caution must also include dialogue with all members of our society including the general lay public.
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Enhancing brain function entails controlling neuronal function. There are several methods available for this which led to some relevant experimental data. Deca (2011) Since methods for connectome (Briggman et al., 2011; Prevedel et al., 2014) and circuit functional analysis (Marblestone et al., 2013) are advancing rapidly (Deca, 2012), it makes sense to consider only the most convincing neurophysiological data in the context of enhancement and their future development.

STIMULATION METHODS: ELECTRICAL AND OPTICAL

The Brecht lab (Houweling and Brecht, 2008) has achieved training of a biological neural network in the living animal through a single neuron leading to enhanced learning speed. Microstimulation of the monkey frontal eye fields (FEF) (Goldberg et al., 1986) and training (Ferrera and Lisberger, 1995) can induce eye fixation and use neuronal activity as a predictor for saccadic eye movements (Shadlen and Newsome, 2001). Schiller and Tehovnik mapped the neurophysiological basis of saccadic eye movements (Tehovnik and Lee, 1993) as a basis for a visual prosthetic (Schiller and Tehovnik, 2008).

Optogenetics is by now a stock neuromodulation technique. The Deisseroth lab used it to enhance neuronal direction selectivity through optical stimulation of interneurons (Lee et al., 2012). Increasing inhibition can promote learning. It was also used to modulate the astroglial activation (Perea et al., 2014) for enhancing both excitatory and inhibitory neurotransmission. Neuronal activity can also be inhibited optogenetically (Zhang et al., 2007) using halorhodopsin.

NEUROFEEDBACK

 Romo et al. (2000) used microstimulation as a substitute for sensory stimulation and obtained the same results, showing that sensory input can be replaced in a network by its corresponding electrical input. Furthermore, it was shown that rhesus monkeys can control the activity of their own FEF neurons, when experimenters reinforce visual attention (neurofeedback training Schafer and Moore, 2011).

The finding that rats can press a lever in order to get drugs that interfere with their own dopaminergic system (Yokel and Wise, 1976; Wise et al., 1990) also inspired the invention of an electrode for chronic brain self-stimulation.

NEURAL PROSTHETICS

The discovery of neural population coding of directional motor control signals (Georgopoulos et al., 1982, 1986), plus the discovery of stable cortical maps for motor control (Ganguly and Carmena, 2009), have enabled control of prosthetic limbs through chronic multi-site neural interfaces in non-human primates (Nicolelis, 2001; Graziano et al., 2002; Nicolelis et al., 2003; Gilja et al., 2012) and human experiments with implantable devices that enable control of a cursor, a wheel chair, a TV remote control, and a prosthetic hand by a single neuron or by an ensemble of neurons (Kennedy and Bakay, 1998; Hochberg et al., 2006; Truccolo et al., 2008; Simeral et al., 2011). There are also efforts to use signals from higher-level cognitive processing to instruct devices (Andersen et al., 2004). The FDA has approved clinical trials for cortical motor control of prosthetic arms using Utah arrays (Maynard et al., 1997).

Work from the Schreiner lab (Atencio et al., 2014) shows that an auditory implant in the thalamus can give better results than cochlear implants.

Also, a short-term memory neuroprosthetic in the rodent hippocampus enhanced performance (Berger et al., 2011). It performed real-time diagnosis and stimulation and enhanced cognitive, mnemonic processes. Furthermore, one can transfer performance-related spiking activity from one donor brain and use this pattern to stimulate another and generate the same behavior through BMBI. Deadwyler et al. (2013), Opris et al. (2001, 2013), Opris and Casanova (2014), Berger and Deadwyler made a neuroprosthetic multi-input multi-output (MIMO) model replicating CA3-to-CA3 coding functions which successfully enhanced monkeys' performance on a decision making task (Dibazar et al., 2013; Hampson et al., 2013) and recovered it under pharmacological disruption (Hampson et al., 2012). They are currently starting trials in volunteer human patients. Guggenmos et al. (2013) invented a prosthetic for restoring motor function. Circuit function was also emulated in the cerebellum (Herreros et al., 2014). Using the neuroprosthetic system, a rat underwent acquisition, retention and extinction of the eye-blink reflex even under anesthesia.

Table 1. Summary of successful neurophysiological enhancements.

[image: image]

TOWARD THE CONNECTOME

The goal of this paper was to present the clearest experimental evidence of neurophysiological enhancement to date, while employing a very conservative definition of enhancement.

The neural mechanisms for the enhancement effects of drugs, deep brain stimulation or transcranial current stimulation are largely unknown. Microstimulation and optogenetics provide means to control specific system components and study their contribution to a particular brain function. Neuroprosthetics, brain implants, MIMO, BMBI, and neurofeedback training do electrophysiological data acquisition, interpretation and reimplementation which, if successful, show a clear direction of causality of the neurophysiological substrate of sensing, learning, memory and decision making. These approaches provide mechanistic explanations together with clear enhancement of brain functions.

In the near future, more mechanistic/causal electrophysiological data showing enhancement in lower animals will enable further exploration of these mechanisms in primate non-human and human subjects. A significant challenge for non-invasive experimental enhancement is getting around the isolating effects of the skull. Lebedev (2014) if this cannot be achieved, then very small invasive implants (Seo et al., 2013) may be an alternative solution.
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Over a half-century ago, the scientist Vannevar Bush explored the conundrum of how to tap the exponentially rising sea of human knowledge for the betterment of humanity. In his description of a hypothetical electronic library he dubbed the memex, he anticipated internet search and online encyclopedias (Bush, 1945). By blurring the boundary between brain and computer, BCI could lead to more efficient use of electronic resources (Schalk, 2008). The advantage of the well-designed direct interface is not simply the discarding of a cumbersome mouse or keyboard in exchange for whispered thought, but the creation of a new, fundamental language bridging essential brain states to discrete items and functions in computers.

Should we achieve such BCI integration, we would come up against the attentional, multi-tasking and global processing limitations of the brain. Both in terms of overall spatial architecture and in moment-to-moment engagement of the world, we appear to have a limited amount of real-estate or bandwidth to work with (Müller et al., 2003; Busse et al., 2005). Just as a stroke may take away a person's ability to do something- such a perceive half the world, or be able to speak—so too one might wonder whether adding on to the brain, at a direct biological level, might provide us with new abilities. We could expand the substrate of the mind itself rather than merely interfacing it to external computers. Components of brain-computer interfaces (BCI) could be re-arranged to create brain-brain interfaces, or tightly interconnected links between a person's brain and ectopic neural modules (Serruya and Kahana, 2008). Such modules—whether sitting in a bubbling Petri dish, rendered in reciprocally linked integrated circuits, or implanted in our belly—would mark the first step on to a path of breaking out of the limitations imposed by our phylogenetic past (O'Doherty et al., 2011; Deadwyler et al., 2013; Vidu et al., 2014). Constructed properly, this system could allow us to experience sensations and movements here fore only granted to other animals—perceiving in true infrared or ultraviolet rather than false-color extrapolations—and we could begin building an architecture to interface with abstract data forms, and indeed with other people, otherwise not possible in 2015. We could extend our nervous systems beyond being a puppeteer of individual vehicles toward being a conductor of swarms of robots, flocks of mechanical birds and fish to change shape and form at our will. Just as vision, sight and touch have their own dedicated neural pathways, we could create novel “search organs” to navigate the internet or large databases, to “feel” molecular structures or social network information.

While we can learn to pay attention to multiple things simultaneously, there appears to be an upper limit to our moment-to-moment information processing capacity after which performance on any given sub-task breaks down (Busse et al., 2005; Dugué et al., 2014). Our brains operate as if having a single attentional spotlight for conscious perception—even if multiple items may be continuously processed in parallel in the unconscious background, reaching conscious perception only when called upon or relevant (Müller et al., 2003; McAlonan et al., 2006). The use of shortcuts or macros are ubiquitous in computer use; by recording a complex series of steps and providing a rule, a macro can allow a computer to blindly repeat the steps and free the human operator. Yet the problem is precisely that the computer is blind: if a file name or operation does not precisely fit a predefined grammar, the performance will grind to a halt, and the previously liberated computer user will have her spotlight forced back to illuminate the problem at hand. A primary goal of expanding the neural substrate will be to enable the brain-computer hybrid to conduct these computerized macro tasks with great speed and efficiency and with just enough conscious awareness of context and content to enable them to proceed. One way to achieve this might be to create a hierarchy of attentional spotlights, or miniature conscious selves, all subsumed by the primary conscious self that one identifies as oneself. One may imagine having avatars: quasi-independent replicas of your own mind created to perform tasks that require a minimum of conscious attention, and which, once trained, could operate without your conscious awareness. These sub-selves, or avatars, could be implemented in tiny constructs of bioengineered autologous neural tissue directly linked to our brain. Just as an individual mouse has his own tiny consciousness devoted to his innumerable mouse tasks, so too could a mouse-brain-sized module of neural tissue be designed to perform the kind of “mindless” computer chores that we would rather not relegate to our primary conscious self. Arrayed with a chain of these interlinked mini-selves, we could entrain each to perform complex tasks that required this minimum of conscious attention, and assign priority flags to which module would know to alert the next level of consciousness up that more attentional consciousness resources were needed for the assigned task. Such abilities to navigate and access information might speed translational science efforts and push the boundaries of human knowledge in an unprecedented manner.

If we can identify the neural signatures of meditative states then we can, both with traditional techniques of breathing and posture ubiquitous to prayer and meditation the world over, and with neurofeedback facilitated by neural modules designed to allow the conscious mind to gain unprecedented perception of the power spectral and ensemble unit firing activity patterns of the brain itself, move our brains into meditative states with improved attentional and integrative capacity (Dickenson et al., 2013; Astrand et al., 2014; Steiner et al., 2014; Strenziok et al., 2014; deBettencourt et al., 2015). By learning to perceive and control the aspects of our brain that give rise to conscious effort and distress we could likewise steer our internal state toward compassion and equanimity; a seamless computer-brain hybrid could be trained to identify when too much information was overwhelming, to steer us to tasks or priority flags that would be best integrated, and also to lay off such automation entirely and let the naked brain be itself. Truly integrated at multiple levels into the brain, these sub-selves- and super-selves born of interfaces linking multiple people—would sleep and dream along with us, and perhaps enter other states of consciousness to promote exchange of information, integration of a unitary consciousness, and the promotion of self-awareness, self-discipline, critical thinking, and compassion.
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The concept of a brain-machine interface (BMI) or a computer-brain interface is simple: BMI creates a communication pathway for a direct control by brain of an external device. In reality BMIs are very complex devices and only recently the increase in computing power of microprocessors enabled a boom in BMI research that continues almost unabated to this date, the high point being the insertion of electrode arrays into the brains of 5 human patients in a clinical trial run by Cyberkinetics with few other clinical tests still in progress. Meanwhile several EEG-based BMI devices (non-invasive BMIs) were launched commercially. Modern electronics and dry electrode technology made possible to drive the cost of some of these devices below few hundred dollars. However, the initial excitement of the direct control by brain waves of a computer or other equipment is dampened by large efforts required for learning, high error rates and slow response speed. All these problems are directly related to low information transfer rates typical for such EEG-based BMIs. In invasive BMIs employing multiple electrodes inserted into the brain one may expect much higher information transfer rates than in EEG-based BMIs because, in theory, each electrode provides an independent information channel. However, although invasive BMIs require more expensive equipment and have ethical problems related to the need to insert electrodes in the live brain, such financial and ethical costs are often not offset by a dramatic improvement in the information transfer rate. Thus the main topic of this review is why in invasive BMIs an apparently much larger information content obtained with multiple extracellular electrodes does not translate into much higher rates of information transfer? This paper explores possible answers to this question by concluding that more research on what movement parameters are encoded by neurons in motor cortex is needed before we can enjoy the next generation BMIs.

Keywords: brain machine interface, brain computer interface, extracellular recordings, information, throughput, multichannel recordings

Although the idea of a direct control of devices by human mind can be tracked down to the first experiments relating brain signals to behavior (Humphrey et al., 1970; Kennedy et al., 1992; Kennedy and Bakay, 1998; Wolpaw et al., 2002; Mussa-Ivaldi and Miller, 2003), only the advent of more powerful computer technologies in the last few decades enabled routine testing of these ideas in the environment of a scientific laboratory and, in some cases, in real life (Chapin et al., 1999; Taylor et al., 2002; Carmena et al., 2003; Velliste et al., 2008). This lead to the use of term “brain machine interface” (BMI) for such devices and in the last 15 years the number of papers published per year in the field of BMI increased exponentially (Figure 1). During this period it has been demonstrated that not only rats (Chapin et al., 1999) and monkeys (Wessberg et al., 2000) but also humans can control both a computer cursor and a prosthetic arm by their brain activity (Kennedy et al., 2000; Wolpaw and McFarland, 2004; Hochberg et al., 2006, 2012; Kim et al., 2008). Although already in late '90s Kennedy and his colleagues employed a single electrode in human patients to conditionally control activity of single units (Kennedy and Bakay, 1998) and then a computer cursor (Kennedy et al., 2000), usually only experiments with multiple electrodes are considered to be relevant to BMIs of today and the tests with a robotic lever in rats are viewed as the birth of the modern BMI concept (Chapin et al., 1999; Lebedev and Nicolelis, 2006). Thus for electrode arrays it is possible to claim that in less than a decade the idea of BMI made a jump from the animal research to the tests in humans (Hochberg et al., 2006), a spectacular achievement.
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FIGURE 1. The number of papers published each year with terms “Brain Machine Interface,” PubMed search data.



However, did we achieve a qualitative improvement in invasive BMIs? This paper tries to answer this question by applying a single measure- information transfer rate. Although it may be viewed as a rather narrow-minded approach to evaluate the progress in a large field of science and technology by applying a single measure, the author believes that such a unified approach can be very useful in determining the strategy for future development of research and technology. This view is shared by a number of researchers as attested by a recent focused review on the topic (Tehovnik et al., 2013), a few reviews on EEG-based non-invasive BMIs (Wolpaw et al., 2000, 2002; Haselager, 2013), some papers on invasive BMIs (Gilja et al., 2012) and the position taken by the Defense Advanced Research Project Agency (DARPA), which funded many outstanding labs in the field of invasive BMI during the last few decades (Judy, 2012). The agency states that higher information transfer rates and increased durability/stability of BMI devices are the primary goals for this field of research (Judy, 2012). The information transfer rate is directly related to the ability to control a device (Tonet et al., 2008; Haselager, 2013; also see below) and may not be easily applied to some recently proposed new applications of BMIs such as restoration of neuronal function (Grosse-Wentrup et al., 2011). Nevertheless, device control remains the mainstream of BMI research and in these applications the information transfer rates can be used as the main quantitative measure to evaluate the overall system performance (Tonet et al., 2008; Haselager, 2013; Tehovnik et al., 2013).

Originally the mathematical information theory was developed to help optimize the communication line capacity (Shannon, 1948); these lines were mainly used for telegraph at that time, however, the theory is sufficiently general to be applied to any communication line, including the one used for a device control in BMI and the theory provides a quantitative measure, information content, that is independent of how BMI functions.

Even though to quantify BMI performance we employ just a single measure, the information transfer rate, we are still facing a daunting task to estimate information content in behavioral tasks that are used for BMI capability demonstration. The mathematical information theory determines what it takes to reproduce “at one point either exactly or approximately a message selected at another point” in space and time (Shannon, 1948). Shannon talks about a message selected from a set of messages and it is not important what is actually written in the message, the only thing that matters is how many such messages can be chosen, the number of possible selections. In a center-out reaching behavioral task, which is frequently used for BMI demonstrations (Taylor et al., 2002; Wolpaw and McFarland, 2004; Mulliken et al., 2008) and in which typically a subject has to choose several targets on the screen by moving a cursor from a central location, one message can correspond to one target. If during all runs 8 different targets were presented, we have 8 different messages. The information content is measured as a logarithm of number of choices to base of 2; for 8 messages with an equal probability to be presented the information content will be log2(8) = 3. By taking into account the error rates and the time needed to accomplish the task one can obtain the information transfer rate values (Tonet et al., 2008; Tehovnik et al., 2013). However, this approach has caveats and such a simple information content estimate is insufficient when we evaluate BMI performance. In this task the target relative size affects the subject performance and the larger target size will lead to higher information transfer rate even though no actual change in BMI performance will be present. The question of such task difficulty has been investigated in a number of papers on human-computer interactions (Fitts, 1954; MacKenzie and Buxton, 1992) and the Fitts' law is probably the best for evaluation of information content in such tasks. For other types of tasks, such as reaching and grasping (Carmena et al., 2003), the parameters determining task difficulty can be only guessed and there is a need of experimental data that information content of such tasks is evaluated. As long as no such experimental data exist, we are limited to these BMI studies that employ center-out reaching task. Luckily, this behavioral task is, probably, the most frequently used behavioral task in invasive BMI research from early on and even by limiting analysis to the center-out reaching task a trend in invasive BMI performance can be detected and few conclusions made.

In this review the author will try to show that the fundamental issues of biology but not computer power or electronic circuit capabilities are the limiting factors in achieving higher information transfer rates in invasive BMIs of today. More specifically, the author believes that, to increase invasive BMI performance, a more profound understanding about what neurons encode in motor areas of our brain is necessary and, actually, such BMIs can be a testing ground for new ideas on what kind of information is present in neuronal signals.

The paper is organized as follows. First, differences between invasive and non-invasive BMIs will be explained in brief. Second, the relationship between the information transfer rates and practical applications is discussed; examples from both invasive and non-invasive BMI will be presented. Third, technological factors that affect information rates in invasive BMIs will be evaluated. Finally, two examples of high information transfer rates in invasive BMIs will be analyzed and the strategies to improve information transfer rates will be suggested.

Today the term BMI can be applied to very different devices, from head caps with electrodes for electro-encephalogram (EEG) recording, in which EEG signal is transformed to commands for letter selection on a computer screen (Wolpaw et al., 2002; Krusienski et al., 2008) to implanted electrode arrays in monkey or, less frequently, rat and human brains, enabling a robotic arm control (Hochberg et al., 2006; Nicolelis and Lebedev, 2009). Since there are vast technological differences between a head-cap with electrodes for EEG and an array of wires inserted into the brain to record single neurons or field potentials of neuronal assemblies, usually all BMIs are broadly divided into two groups (Wolpaw et al., 2002; Tonet et al., 2008):

(1) Non-invasive BMIs, mainly EEG-based, although there are also systems that use muscle signals (EMG), gaze direction (Surakka et al., 2004; Oskoei and Hu, 2007; Tuisku et al., 2012) and other signals that do not require a surgical intervention.

(2) Invasive BMIs, these systems require a surgical intervention for electrode insertion and include not only electrode arrays inserted into the cortex but also electrodes implanted into the body for peripheral nerve activity detection (Navarro et al., 2005) or any other type of BMI that require extensive surgical procedure, for instance, cochlear implants (Moller, 2006).

These two classes of BMIs can be separated not only on the basis of technological differences but also on the basis of ethical problems associated with surgery in invasive BMIs. Invasive BMIs always require at least some surgery, which could be painful and, possibly, risky and there is always a question if such risks are offset by the benefits of BMI. In addition, invasive BMIs are usually much more expensive than non-invasive ones. Therefore, the expectation bar for invasive BMIs is higher than for non-invasive BMIs.

In spite of differences, all BMIs can be defined as devices that process information detected in the brain activity; the extracted information is used to determine the subject's intent and to control a computer cursor or a prosthesis. Thus, from information theory point of view the key characteristic of such a device is the amount of information transferred per unit of time, or channel capacity if we use Shannon's terms (Shannon, 1948) or throughput as it is called in many recent papers (Tonet et al., 2008; Gilja et al., 2012). An attempt to take a unified approach in the BMI research dates back to at least the first international meeting on non-invasive BMIs (Wolpaw et al., 2000). However, the use of information transfer rates became more common in the field of invasive BMIs only recently (Simeral et al., 2011; Gilja et al., 2012; Flint et al., 2013). Thus it is not an accident that the mentioned above DARPA initiative aimed to advance significantly the development of the upper-limb prosthesis technology places the information transfer rates at the center of its stated goals. The main reason for such an emphasis on information transfer rates is that in the design of neuroprosthesis this rate determines the functionality of a device (Tonet et al., 2008; Haselager, 2013). To understand that, we can take a wheelchair controlled by BMI as an example. One of the most important features of a wheelchair is the ability to stop it in case of emergency. The information transfer rate can be directly translated into the time required for such a command, because the command has 1 bit of information. Since typical EEG-based BMIs have information transfer rates of 0.25–0.5 bits/s (Wolpaw et al., 2002; Allison et al., 2012), for a EEG-based BMI it will take at least 2–4 s to stop a wheelchair. This is hardly acceptable because even at a very moderate speed of 0.5–1 m/s the wheelchair will move 1–2 m before it will stop. Although for non-emergency cases one can anticipate when to stop but if something unexpected happens there is no time for preparation, thus at least two-fold faster information transfer rates are needed for efficient stopping of a wheelchair in case of emergency.

More complex behaviors such as an arm movement correspond to much higher information transfer rates. To give an example, Paul Fitts in his famous paper (Fitts, 1954) estimated that in a simple tapping task human subject routinely achieve ~10 bit/s information transfer rates. It is likely that the control of a robotic arm with many degrees of freedom will require even higher information transfer rates. Human speech can be used as another example of a typical information rate routinely achieved by our brains. In a slow human speech ~100 words are produced each minute, or 1–2 words per second. If we use word recognition perplexity to estimate information content of each word (Brown et al., 1992), then each English word contains ~7.5 bits of information on average, corresponding to 7–15 bit/s of information transfer rates in a slow human speech. These examples show that fluent interactions with human beings require information transfer rates of ≥~10 bit/s and, keeping in mind that information unit, a bit, is defined in a logarithmic scale, this information transfer rate is several orders of magnitude higher than achieved by most BMIs today, usually <3 bit/s (see below). It may be argued that some human patients could benefit even from such low information transfer rates (Wolpaw et al., 2002) but an example with a wheelchair shows that even for such patients increasing these rates is critical for at least some functions.

Lower information transfer rates mean less fun as it has been discovered by companies making EEG-based devices for entertainment. A number of devices are already on the market such as several toys made by Neurosky, Mindball made by Interactive Productline and few others. Although Neurosky claims that several of its toys had “a phenomenal success,” all these devices, according to their users, share one thing in common- they are difficult to control. More specifically, not only it takes time to learn to use them but also the achieved control is unreliable. Some users even claimed that actually no control was achieved by such devices, in many cases brain signals are of low quality because of the presence of artifacts (Fatourechi et al., 2007). Thus in spite of relatively low prices of some of these devices, the lowest being approximately 100$, the user experience is still somehow limited in spite of attractiveness of the idea to directly control a device by thought.

From the point view of information theory, unreliable control is equivalent to low information transfer rates. Today EEG-based BMIs are limited to information transfer rates of <0.5 bit/s (Klobassa et al., 2009; Townsend et al., 2010). To put this number in perspective, we can take as a benchmark information transfer rates achieved by human subjects in a simple motor task of tapping (Fitts, 1954) and in speech recognition employing cochlear implants, the first BMIs used in large numbers (Mussa-Ivaldi and Miller, 2003). The gap between the EEG-based BMI information transfer rate of 0.5 bit/s and the 10 bit/s rate achieved in both cochlear implants used for human speech recognition (Dunn et al., 2010), and the tapping task is frightening. Since the bit scale is logarithmic, a difference of 10 bits in information content corresponds to 1000 times higher information content. It is true that cochlear implants, so far the only invasive BMIs in wide use, started slowly in 50 and 60 s. The first users of cochlear implants were able to have only some comprehension of sounds but not speech, corresponding to very low information transfer rates, probably of the order of few bits per second (Moller, 2006). However, the ability to recognize human speech was, almost certainly, a key to their widespread use and today >40,000 (by some estimates >20,000) of these devices have been implanted (Rauschecker and Shannon, 2002).

These considerations should suffice to convince the reader that, at least to some degree, progress in the development of BMIs can be evaluated by looking at how much information transfer rates were improved over the years of research. In non-invasive BMIs there is a consensus that current limit is ~0.5 bit/s and it is largely unchanged in the last 10–15 years (Wolpaw et al., 2002; Krusienski et al., 2008; Townsend et al., 2010). This notion is less obvious for invasive BMIs. One problem in this field is that only recently the need for a uniform measure of information content has been more widely recognized and employed in the result description (Li et al., 2009; Simeral et al., 2011; Gilja et al., 2012; Flint et al., 2013). Although to calculate the information content of a behavioral task the information theory allows the use of almost any movement parameter such as the target number or the target coordinate (Tonet et al., 2008; Tehovnik et al., 2013), to have a meaningful comparison of BMI performance in different tasks, the comparison that permits to decide which algorithm, parameter choice or configuration of BMI is better, we need to take into account the difficulty of task. The concept of difficulty can be easily explained in a center-out reaching task (Taylor et al., 2002; Hochberg et al., 2006), in which a subject has to reach from the monitor center a target located some distance from the initial position. Although it is possible to take the logarithm of the number of targets as the information content of such a task, intuitively it seems obvious that larger targets are easier to reach. Fitts' studies for one-dimensional tasks of this type confirmed that target size but not number of targets determines how long it takes to reach the target (Fitts, 1954). He introduced an index of difficulty, defined as

[image: image]

where Ws is the target size (“tolerance range” in the original paper) and A is the average amplitude of movements, corresponding to the average distance to the target. Importantly, Fitts showed that for this measure of difficulty the limit of human performance was always the same, 10 bits/s, independent of target size, distance to the target etc. Thus, if this index of difficulty is used as the information content of the task, then differences in center-out task performance should indicate differences in the BMI performance but not the task difficulty. Although attempts were made to extend this method to 2D and 3D tasks (MacKenzie and Buxton, 1992), there is no consensus what difficulty measure should be used in such cases. Recently an alternative approach has been suggested, SNR, a logarithm of the ratio of the actual value variance to the mean squared error of the predicted values (Li et al., 2009). It is reminiscent of the index of difficulty, where target size is substituted by the mean square of the predicted values and the average amplitude of movements by the actual value variance. However, first it has to be demonstrated experimentally that SNR evaluates correctly the difficulty of a behavioral task. SNR is only one possible measure to evaluate BMI performance in motor tasks, one can invent many other measures and the question is what these measures tell us. If exactly the same task is performed by different BMIs, it is straightforward to compare the performance of these BMIs. However, if tasks differ even in a single parameter, be it target presentation time or movement speed, it is much more difficult to compare the performance of these BMIs. We need a measure that represents BMI performance in a task-independent manner, something what Fitts demonstrated for human performance in several different tasks: his difficulty measure returned similar performance values (<20% change) for movement distances covering more than one order of magnitude (Fitts, 1954). If SNR is an objective measure of BMI performance it should produce the same or similar value for all tasks performed by the same BMI; to verify this statement we need experimental data.

For a symmetrical center-out reaching task the above Fitts' formula can be easily applied because distance to all targets is the same. Therefore in this review the analysis of BMI performance is limited to a single behavioral task, the center-out reaching task. Luckily, a sufficiently large number of studies employed this task over the span of more than one decade and the results from probably the best laboratories in the field of BMI can be included (Figure 2). The results presented in Figure 2 show little or no improvement in the information transfer rates over ~10 years of research except for two data points, marked in red and black (Figure 2). These two outliers will be discussed below. If we neglect the outliers, the obvious question is why so much effort resulted in not much improvement in probably the main parameter determining the performance of invasive BMIs? A number of brilliant people were involved in this type of research and there must be a serious reason why we see little progress toward improvement in this key parameter. The next few paragraphs will be devoted to an attempt to answer this question. First the issues of technology will be very briefly explained, with a focus on the question if the current state of computer power, electrode technology impedes to achieve higher information transfer rates. Then an answer to the main question of this paper, how to improve the performance of invasive BMIs, will be sought.
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FIGURE 2. Information transfer rates or throughput estimated for center-out reaching task (blue and black circles) and for “GO” cue task (red circle) in BMI papers. Most data were taken from supplemental material of Gilja et al. (2012) while the “GO” cue data are for Santhanam et al. (2006) study. The line represents a linear fit for all blue data points; there was no significant increase in information transfer rates in this time period.



In invasive devices typically >20 of electrodes are used to pick up extracellularly brain signals (Schwartz et al., 2006, 2001). Usually, these brain signals are the so-called “single units,” representing action potentials of one or few neurons (Harris et al., 2000). When more than one single-unit is present in the trace from one electrode, spike sorting procedure is employed for their separation (Lewicki, 1998). In some cases local field potentials and multi-unit signals are also used for BMIs, these signals represent large populations of neurons (Andersen et al., 2004; Buzsáki et al., 2012; Aggarwal et al., 2013). How much information can be present in such recordings and how does the recording technology limit this amount of information?

It is much debated how much information a single action potential encodes. In visual system information rates up to ~1 bit/spike and >10 bit/s have been reported (Buracas et al., 1998). If all recorded single neurons were independent with no correlation between their action potential firing times, 10 neurons would correspond to 10 independent information channels and suffice to achieve information transfer rates of >100 bit/s (10 × 10). This rate is many orders of magnitude higher than typical rates of 1–2 bit/s achieved in invasive BMIs (Figure 2). In visual system neurons seem to be rather independent in information coding (Ecker et al., 2010), suggesting that potentially the information transfer rates that can be achieved with tens of recorded neurons in invasive BMIs is huge, well above the required 10 bits/s for fluent interaction with humans (see above) and magnitudes of order higher than currently achieved rates. One explanation for low information transfer rates achieved in current invasive BMIs could be that in motor systems only relatively few neurons encode large amounts of information and correlation between neurons is sufficiently high to reduce the amount of information encoded by the whole neuronal population (Carmena et al., 2003; Lebedev et al., 2008; Ecker et al., 2010). This inference is supported by the fact that for BMI control the pooled single unit information content is not much higher than the one found in the local field potential and multiunit signals, which are presumably the averages of large neuronal populations and individual differences of neurons are canceled out (Buzsáki et al., 2012; Aggarwal et al., 2013). In fact one of the best BMI performances in the terms of information transfer rates was achieved with no spike sorting, i.e., no neuron separation at each single electrode was used (Gilja et al., 2012).

One may argue that, since spike sorting procedure requires relatively high signal-to-noise ratio (Lewicki, 1998), low signal-to-noise ratio obtained with electrode arrays may result in poorly-separated single units, containing action potentials from more than one neuron, and the real independence of single neurons will be masked by such a contaminated single neuron signal (Ecker et al., 2010). However, in electrode arrays each recording site is sufficiently distant (>150 μm) from the other recording sites to ensure that no action potentials from the same neuron will be recorded by two recordings sites (Henze et al., 2000). Nevertheless, in electrode arrays correlation has been observed even for single units from different recording sites, corresponding to distinct, non-overlapping neuronal signals, thus it is unlikely that signal quality can account for relatively strong correlation between single units in motor system (Nicolelis and Lebedev, 2009; Ifft et al., 2013). These correlations between single units changed during learning to perform motor tasks, a clear indication that they are genuine and related to the motor control (Ifft et al., 2013). Finally, one of the best BMI performances in the terms of information transfer rates was achieved with no spike sorting, indicating that recorded single unit signal quality was not a limiting factor (Gilja et al., 2012). Thus it can be concluded that it is unlikely that insufficient quality of the electrode signal or amplification and filtration of the electrode signal limits the performance of current BMIs.

Another limitation of current technology is the number of simultaneously supported channels, usually it is the number of electrodes employed and the number of signal channels amplified and processed. The largest current systems can support up to 256 independent channels (Blackrock Microsystems, Salt Lake City, USA) while the largest electrode arrays may contain up to 96 electrodes. In one of the first papers on invasive BMIs it has been claimed that an almost unlimited accuracy of limb movement predictions could be achieved by increasing the number of recorded neurons (Wessberg et al., 2000). It was estimated that 400–500 of simultaneously recorded neurons would permit to achieve 90% accuracy. However, as the number of electrodes and simultaneously recorded neurons increased, the obtained data suggest no dramatic improvement beyond the first 40–100 neurons (Carmena et al., 2003; supplementary material in Gilja et al., 2012). Recently, based on a more extensive dataset, a logarithmic dependence of BMI performance (measured as SNR, see above) on the number of recorded neurons has been proposed (Lebedev and Nicolelis, 2011). It can be shown that essentially it is the same relationship suggested previously (Wessberg et al., 2000). It is asserted that with >10,000 of neurons the BMI performance would be on par with native hand (Lebedev and Nicolelis, 2011). Obviously the final proof of this claim will be an experiment with >10,000 recorded neurons. For now, several cautionary remarks can be made. The log/log scale is deceiving when a relatively narrow range of values is used, less than two orders of magnitude for recorded neuron numbers (from 2–3 to <200) and less than one order for SNR (from 0 to ~8 in 10*log10 scale, corresponding to 1–6.3, Figure 2 in Lebedev and Nicolelis, 2011); we still need to see if the same relationship holds for additional >2 orders for neuronal numbers and ~2 orders for SNR. Second, the graph is based on data tracking monkey walking, it is a stereotyped repetitive movement and it is not clear if the same relationship will hold for voluntary movements. One more note on the neuronal numbers regards neuron selection process in planar electrode arrays that are employed in most invasive BMIs of today. Since in such an array all electrodes are permanently fixed to the same platform it is impossible to adjust the penetration depth individually resulting in suboptimal location of electrode tips. It has been claimed that this is a serious issue that may compromise dramatically the BMI performance (Mulliken et al., 2008). In this paper it is shown that a better selection of <10 neurons in BMI with a flexible array with movable electrodes permits to achieve the same or even better performance than in a BMI with a rigid array and 10 times more recorded single units (~80). Nevertheless, the achieved performance is not better than reported previously; and probably it is safe to say that at least for the foreseeable future we will not achieve significantly higher information transfer rates by employing much larger arrays if no other changes are introduced.

The final note in support of the statement that currently technology is not a limiting factor in achieving higher information transfer rates in invasive BMIs is the absence of a clear increase in the information transfer rates in the last 10 years although the computer technology and electronics improved significantly, there were also advances in the electrode technology.

Clearly, this analysis on how the recording technology limits the amount of information present in the traces of extracellular electrodes is very brief. Nevertheless, it should be sufficient to state that electrode design, signal amplification and filtration, spike detection and sorting is unlikely to limit the information content present in these traces and there is a hope that the information content could be increased if the number of electrodes is increased >10 times. Then we have to accept the fact that in invasive BMI papers the recorded neurons probably encode only the reported amount of information about the predicted movement parameters. This conclusion is based in part on the fact that, for a given pair of parameters, let's say the neuronal spike rate and the cursor coordinate x, the information theory provides a precise formula to calculate the mutual information which is directly related to the maximal ability to estimate the value of one parameter when we know the value of the second parameter; in our example it would be the ability of the neuronal spike rate to predict the cursor coordinate x (Nelken and Chechik, 2007). Most algorithms that are used for movement control such as Kalman filters are known to efficiently utilize available information and it is unlikely that these algorithms dramatically limit the performance of BMIs. An example of an algorithm that does improve BMI performance nearly two-fold provided here below (Gilja et al., 2012) is largely based on a change of the movement parameters that are used for prediction but not the filters itself, the filters in the study were essentially a modified version of Kalman filter used by others also. We should remember that the information content is always calculated for a certain set of parameters that we want to predict and the information theory does not provide a recipe which parameters we should choose. It is possible in the same neuronal data set to find larger information quantity encoded by neurons if another movement parameter is chosen. To give an example, motor neurons may encode both the velocity and the position of a hand and but more velocity information is usually found in these neurons (Kim et al., 2011; Simeral et al., 2011). Thus, it is crucial to determine behavioral task or movement parameters for which the information quantity encoded by neurons is the highest. Essentially it is equivalent to asking what information the recorded neurons encode.

The presence of significant correlation between the measured parameter and the recorded neuronal activity does not mean that the recorded neuronal population is involved in determination of that parameter; correlation alone does not prove the presence of a causal link (Cramer, 2003; MacKinnon et al., 2007; Guilford and Fruchter, 1973). Actually in one of the papers considered to be a forerunner of the BMI concept (Fetz and Finocchio, 1971; Mussa-Ivaldi and Miller, 2003) the authors were asking very similar question: if we see a correlation between neuronal activity and muscle activity and movements, do these neurons participate in the generation of these movements? Since it was possible to force some neurons to be active when no muscle activity was present, even though just minutes before their activity correlated with the muscle activity, the answer was that correlation alone is not sufficient for such a claim.

BMIs may offer a new way to explore this issue. Intuitively it seems that the most efficient BMI will employ for the device control those parameters that are associated with the highest information content in the recorded neurons; this notion is confirmed by the information theory (Nelken and Chechik, 2007). Below two examples will be discussed to demonstrate how an unorthodox choice of parameters used for prediction enabled a dramatic increase in the information transfer rates in BMI.

One such an example has been reported by Shenoy group for the standard center-out reaching task (Gilja et al., 2012). Although in this case, similarly to the previous BMIs employing the center-out reaching task, the population of recorded neurons predicted the continuous movement parameters such as cursor position and velocity, there was a change in the coordinate system. Instead of trying to predict the cursor velocity with the respect to the observer, in other words instead of using a coordinate system fixed to the observer, it was assumed that the monkey always aims to the target, thus the coordinate axis was rotating toward the target as the cursor moved on. Although this modification was used only to predict cursor movements during algorithm training with brain control, the key fact is that such a modification of training introduced a coordinate system transformation for the velocity estimates. This modification alone significantly improved the information transfer rate in this task by <1 bit/s (less than two-fold). Although a relatively modest improvement, it was sufficient to achieve the best performance in this type of task (black circle in Figure 2) and to bring the target reach time to the range similar of the native hand (Gilja et al., 2012). A possible critique of this particular paper can be that apparently no limb fixation was used. In a number of studies it has been shown that there is a decrease in BMI performance following limb fixation (reviewed in Tehovnik et al., 2013). Nevertheless, it should be noted that Gilja and his colleagues demonstrated an improvement in BMI performance that resulted following the introduction of the new algorithm while all other conditions including hand fixation remained unchanged. Hence, the modification of coordinate system for algorithm training was sufficient to improve BMI performance by almost two fold. In addition, the same algorithm was used in an ALS patient with very limited hand movements and the achieved information transfer rate was well above the reported rates for similar patients (Henderson et al., 2013).

In invasive BMIs based on electrode arrays implanted in monkeys, the maximal reported information transfer rate was obtained in a 2006 study performed by the same Shenoy group (red circle in Figure 2, Santhanam et al., 2006). In contrast to all previous and most subsequent invasive BMI embodiments in monkeys, in this BMI the recorded neuronal population did not predict a parameter related to the continuous movement of a cursor such as velocity or coordinates, instead the recorded neuronal population was used to directly predict which target was chosen by the monkey. In the task employed in the study a monkey had to choose a limited number of targets following the “GO” cue and the algorithm predicted which target was chosen, no attempt to identify the movement trajectory was made. This change alone permitted to increase the information transfer rate from typical 0.8–1.5 bit/s to >6 bit/s. Such a >4 bit/s increase corresponds to more than one order increase in the information content. Although care was taken to have no eye movements during the period used to predict which target was chosen, it is clear that the signal used in this study is related to vision- the monkey had first to see the location of the target and then in one way or another this target location in the visual field of the monkey was reflected in the activity of neurons in the pre-motor area of the cortex.

This approach is somehow similar to the one taken in one of the most efficient forms of non-invasive BMIs in the terms of information transfer rates- row-column flickering based spellers (Wolpaw et al., 2002; Krusienski et al., 2008). In these spellers a subject watches a matrix of letters and symbols on a computer screen and each column or row increases in intensity for a brief period of time, 60–100 ms. Following 3–15 repetitions an accuracy >90% can be achieved. In non-invasive BMIs such an approach can routinely achieve information transfer rates of 0.25–0.5 bit/s, only two times less than it is achieved in standard center-out reaching tasks of invasive BMIs (Figure 2). Similarly to (Santhanam et al., 2006); most spellers use a vision related signal, either steady state evoked potentials (SSVEPs, reviewed in Vialatte et al., 2010) or P300, which in case of the EEG-based spellers is likely to be related to gaze (Brunner et al., 2010) and is clearly triggered by a visual signal. In spite of this similarity in the origins of the control signal, assuming that the “GO” cue task in Santhanam et al. (2006) and the speller tasks are similar, the invasive BMI is a clear winner with information transfer rates higher by >5 bit/s. This difference (>6 bit/s and 0.5 bit/s) correspond to a >~40 fold increase in the information transfer rates and only 3–4 bit/s shy of the rates typical for cochlear implants, ~10 bit/s. Thus, although the signal used by Santhanam and his colleagues is somehow similar to the non-invasive, EEG-based BMI signals P300 and SSVEP (Wolpaw et al., 2002), there is a dramatic difference in information transfer rates between invasive and non-invasive BMIs. May be we are not that far from electrode-array based invasive BMIs suitable for clinical applications?

The last example of an efficient invasive BMI presented here (Santhanam et al., 2006) suggests that the type of information encoded by the recorded neuronal signals in the cortical pre-motor areas is actually very different from what we usually think it is. This cortical area was used by many invasive BMIs although primary motor cortex may better predict upper limb movements (Wessberg et al., 2000; Carmena et al., 2003). It is difficult to compare information content in reaching and grasping tasks because we need to know the statistics of movements with and without BMI control, correlation coefficients alone cannot be directly translated into information content and, as explained above, the new suggested measure SNR (Li et al., 2009; Fitzsimmons et al., 2009) has not been validated experimentally. Although intuitively it may seem that, because of the 3-dimensionality and many degrees of freedom involved, 3D tasks correspond to large information transfer rates, Fitts' and subsequent studies on information content of human reaching movements suggest that a simple ratio of the target size (determined by the variability of the hand movement at the end point) to the distance to the target defines the information content of these movements (Fitts, 1954; MacKenzie and Buxton, 1992). Thus even for 3D tasks the information transfer rates may be similar to the ones present in 1D and 2D tasks, the data on which are shown in Figure 2.

If in the 3D-tasks the achieved information transfer rates are similar to the 2D-tasks, few bits per second, then may be these pre-motor neurons encode something that is not directly related to the movement trajectory? At least one study suggests that the answer is yes. It is clear that in Santhanam et al. (2006), study the pre-motor cortex neuronal signal that predicted targets was related to vision even though eyes were fixed during the period used for prediction; this choice of signal permitted to achieve the information transfer rates higher by >3–4 bit/s or by one order of magnitude compared to BMIs predicting movement. If such high information transfer rates can be achieved for a vision-related signal, maybe there is something fundamental that we are missing from the motor signal in primary and pre-motor areas? The “GO” cue permitted synchronization of all neuronal responses and a very brief time window of 250 ms could be used for decoding (Santhanam et al., 2006), something that is impossible to apply for a continuous movement decoding. It has been shown that the first few hundreds of milliseconds contain most information about the movement in the center-out reaching task (Taylor et al., 2003), indicating that after these first moments something is changed. The results of Gilja et al. (2012), suggest that the trick could be the changing coordinate system, in other words neurons encode in a coordinate system that is not fixed with respect to the subject's body/torso but moves together with the hand approaching the target.

It should be noted that, at least in theory, there is an entirely different method to achieve high information transfer rates, at least when we deal with very few neurons. It is the so-called conditional modulation that was used in 70 s (Fetz and Finocchio, 1971; Schmidt et al., 1978). It has been shown that rates up to >1 bit/s can be achieved with a single neuron (in an 8-target task the average time to target was 1.35 s, 97.5% correct, p. 359 in Schmidt et al., 1978). Similar approach was used by Kennedy and his colleagues when a single electrode was implanted in a human patient though much lower information transfer rates were achieved (<0.5 bit/s, Kennedy and Bakay, 1998). In a direct test of this idea in BMI the information transfer rates of 0.2–0.5 bit/s were achieved (Moritz and Fetz, 2011). A further modification of this approach is to directly stimulate muscles by a signal generated by such modulated neuronal activity (Moritz et al., 2008). The main question for this method is, can several neurons or groups of neurons be simultaneously modulated in independent fashion? It is known that monkeys are capable to voluntary modify the firing rates of neighboring neurons in opposite direction (Fetz and Baker, 1973); however it has yet to be shown if the same principle can be applied in BMI with at least 5–10 neurons. Nevertheless, potentially, such a method could offer very high information transfer rates even with a limited number of channels offered by current recording technologies.

As a final note, it should be added that there are new directions in BMI research that are difficult to evaluate from the point of view of information transfer rates. One such an example can be the recent demonstration that electrical stimulation of sensory areas may provide a sensation of a surface texture (O'Doherty et al., 2011). The difficulty of the task was low- the target size was almost the same as the distance between the targets and the estimated Fitts' difficulty of the task is <1.5 bit. For the achieved travel times between targets >1 s, the estimated information transfer rate was <1.5 bit/s, no improvement over typical rates in the center-out reaching task. However, this analysis misses the fact that in some case, due to brain stimulation, a monkey was able to determine if the target touched by the monkey was correct in less than <0.35 s. Even though it is only a yes or no decision and errors were present, the estimated information transfer rate is >2.5 bit/s. In addition one has to take into account that stimulation was performed in packets at 10 Hz, thus in reality the information transfer rates of >3 bit/s could be present. Furthermore, the texture sensation may be extremely valid for human patients to improve their comfort level with new BMI devices that would make this new technology more acceptable for the patients. The information transfer rates alone cannot be used to evaluate the performance of BMI also in an entirely new trend in BMI research- neuronal restoration (Grosse-Wentrup et al., 2011). Nevertheless, for device control information transfer rates offer a universal measure of BMI performance and may prove to be very useful in better understanding of our brain function.

In summary, the provided examples suggest that we still don't have sufficient understanding about what is encoded in premotor and motor areas of the cortex in order to achieve high rates of information transfer in invasive BMIs. Probably more effort should be devoted to understanding what kind of information is represented in recorded neuronal populations while technology issues seem to be secondary, at least for now. Research on invasive BMIs provides an unparalleled opportunity to test hypothesis on how movements are encoded in the brain. It seems that neurons in cortical pre-motor areas process a significant component of vision- or/and intention-related information that can be used to better predict movements; probably future BMIs should take into account this type of information. It is known that visual feedback is important for accurate hand movements (Saunders and Knill, 2003); in all invasive BMIs subjects can see the position of a cursor or a device. However, during decoding of neuronal signals vision-related or intention-related information is almost never used for invasive BMI control; probably, because it seems to contradict the idea of BMI, namely to predict movements from neuronal activity without other additional information. Since by far the best result in the center-out or similar tasks was achieved in an invasive BMI that does use intention- or/and vision- related information, maybe it is an indication that our brains never tries to predict limb coordinates alone but always combines different types of information and these different types of information are processed by neurons in cortical pre-motor areas and used to reach the desired target. There is nothing new in this idea (Hoshi and Tanji, 2004) and it should be no surprise that the use of intention or vision-related information permitted to Santhanam et al. to achieved maximal rate of 6 bit/s in invasive BMI, not much worse than it is achieved in natural movements, ~10 bit/s, thus assuring us that one day we will have prosthetic arms, controlled by brain almost as efficiently as we can control our own hands.
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INTRODUCTION

Repair and brain augmentation approaches, such as brain-machine interfaces, neural stimulation and other neural prostheses, have experienced a rapid development during the last decade (Nicolelis et al., 2003; Lebedev and Nicolelis, 2006). Still, only few of these methods target the fine microcircuitry of the brain (Jones and Rakic, 2010; Opris et al., 2012a). Here, it is highlighted the potential employing of inter-laminar recording and microstimulation of cortical microcircuits to build neural prostheses for repair and augmentation of cognitive function. In the future, such microcircuit-based prostheses will provide efficient therapies for patients with neurological and psychiatric disorders. Moreover, it is implied that neural enhancement approaches can be applied to inter-laminar microcircuits across the entire cortex.

CORTICAL MICROCIRCUITS

As proposed by Mountcastle, the primate neocortical circuitry has a modular architecture that subserves a multitude of sensory (visual, auditory, touch), motor, cognitive (attention, memory, decision) and emotional functions (Mountcastle, 1957, 1997; Opris and Bruce, 2005; Shepherd and Grillner, 2010). These modules are composed of elementary building blocks formed by vertical arrangements of cortical neurons, called minicolumns (Szentágothai and Arbib, 1975; Mountcastle, 1997). Within minicolumns, cortical neurons are aggregated into six horizontal layers (or laminae): three supra-granular layers (L1-L3), a granular layer (L4) and two infra-granular layers (L5/L6) (Figure 1A). The granular layer receives sensory input from thalamus (Constantinople and Bruno, 2013). The supra-granular layers consist of small pyramidal neurons that form a complex network of intra-cortical connections, particularly the connections to the infra-granular layers of larger pyramidal neurons that generate most of the output from cerebral cortex to other parts of the brain (Buxhoeveden and Casanova, 2002). According to this three stratum functional module, infra-granular layers execute the associative computations elaborated in supra-granular layers (Buxhoeveden and Casanova, 2002; Casanova et al., 2011).


[image: image]

FIGURE 1. Inter-Laminar Microcircuits across the Neocortex. (A) Cortical minicolumn with pyramidal cells labeled in dark blue for supra-granular layers and red for infra-granular layers. Stellate cells in layer 4 are colored in pink. The “curtain of inhibition” is depicted by interneurons, colored in yellow. (B) Primate brain showing the cortical mantle split in cortical layers and minicolumns. Minicolumn across neocortex work cooperatively to translate perception into complex action. (C) Interlaminar recording of pyramidal cells and MIMO stimulation model. Rasters and peri-event histograms in blue and red depict the activity of supra-and infra-granular layers. Cross-correlation show that inter-laminar firing increased following the presentation of targets compared to pre-target epoch. Recording array with the MIMO model for recording in layer 2/3 and stimulation in layer 5. Stimulation effect compare the population tuning for MIMO stim (red) vs. layer 5 prefrontal cortical activity (dark blue dotted line). Overall MIMO stimulation effect (red) is significantly greater than no-stim and the chance level (with permission from Opris et al., 2012a,b, 2013). (D) Nanoarray for recording neural activity in cortical layers and minicolumns (with permission from Alivisatos et al., 2013). **p < 0.001, ANOVA.



Here, the focus is on inter-laminar cortical microcircuits formed by interconnected pyramidal neurons from the supra-granular and infra-granular layers (Thomson and Bannister, 2003; Opris et al., 2011, 2012a,b, 2013). These microcircuits receive input from neurons in layer L4, which project to L2/3, or through direct thalamic projections to the supragranular layers in the higher-order cortical areas. Neurons in L2/3 then project top-down to L5, where they target specific types of pyramidal cells and inhibitory interneurons. Some L5 neurons project back to L2/3 neurons, forming an inter-laminar loop (Weiler et al., 2008) or back to L4, targeting mostly interneurons (Thomson and Bannister, 2003). The outputs from cortical microcircuits, cortico-striatal projections arise mostly from L5, whereas cortico-thalamic projections arise from L6.

Cortical microcircuits are strikingly similar across the neocortex (hence the term “canonical microcircuits”). It has been suggested that such repeatability in the microcircuit pattern plays a key role in reducing the errors of encoding (Bastos et al., 2012). Some characteristics of microcolumns are specific to particular cortical areas. For example, the thickness of L4 is different across areas (DeFelipe et al., 2012). It is most prominent in sensory areas and the thinnest in the motor cortex. There are also area-specific differences in the topographic connectivity of microcircuits with their cortical and subcortical projection areas (Das and Gilbert, 1995; Kritzer and Goldman-Rakic, 1995; Opris et al., 2013).

INTER-AREA CONNECTIVITY

Cortical microcircuits are connected into a macro-network by cortico-cortical connections, which link areas within the same hemisphere, as well as between hemispheres (Van Essen et al., 1982). This super network subserves the “perception-to-action” cycle—a group of processes that handle environmental stimuli and convert them into actions (Romo et al., 2002; Fuster and Bressler, 2012). Microcircuits within the same hemisphere are interconnected (from low level sensory to high level associative processes) through horizontal connections in lamina 2/3, spanning over many cortical areas (Das and Gilbert, 1995; Kritzer and Goldman-Rakic, 1995; Fuster and Bressler, 2012).

Inter-area connectivity of cortical microcircuits preserves spatial topography suggesting a column-to-column match from one area to another (e.g., Figure 1B schematics of V1 projections to prefrontal area 46 through the dorsal visual stream; Goldman-Rakic, 1996). Additionally, the topography is preserved within minicolumns owing to the inter-laminar projections (Opris et al., 2013). Interhemispheric connectivity is formed by neural interconnections of lamina 3b (Jones et al., 1979; Van Essen et al., 1982).

MICROCIRCUITS AND COGNITION

Recent research conducted in non-human primates indicates that a variety of sensory, motor and executive functions emerge from the interactions between frontal, parietal, temporal and occipital cortical microcircuits (Atencio and Schreiner, 2010; Buffalo et al., 2011; Takeuchi et al., 2011; Hansen et al., 2012; Opris et al., 2012a,b, 2013; Hirabayashi et al., 2013a,b; Mahan and Georgopoulos, 2013). Moreover, several augmentation approaches based on microcircuits have been implemented. These advances have been possible owing to the development of new multi-electrode arrays (MEA) fitted for recordings from neural elements of cortical columns (Moxon et al., 2004). Thus, MEAs with linear or bi-linear geometry have been successfully employed for simultaneous recordings from supra- and infragranular cortical laminae in adjacent minicolumns, resulting in unprecedented insights into the function of cortical microcircuits (Mo et al., 2011; Opris et al., 2011, 2012a,b, 2013).

A number of recent publications suggest that cortical microcircuits perform elementary computations while cognitive functions are sub-served by a broader network comprising multiple cortical areas (Fuster and Bressler, 2012). For example, elementary computations related to executive control are performed by microcircuits in the prefrontal cortex (Opris et al., 2012a,b), whereas microcircuits of the temporal cortex maintain long term memory (Takeuchi et al., 2011; Hirabayashi et al., 2013a). Prefrontal microcircuits are in a unique and privileged position at the top of sensory-to-motor hierarchy network because they coordinate a multitude of stimuli, perceptions, biases and actions related to such functions as attention, decision making, and working memory. As such, prefrontal microcicuits integrate and synthetize signals over a broad spectrum of perceptual stimuli and various modalities. This integration is performed in supra-granular layers, whereas the output of the infra-granular layers provides selection-related signals, which are sent back to the infra-granular layers and the other areas comprising the network. As a matter of fact, signals can reverberate within inter-laminar loops. Thus, cortical microcircuits for long term memory in entorhinal cortex and hippocampal formation employ such reverberating signals (Takeuchi et al., 2011) to integrate relevant information over time (Fuster, 2001).

Our group at Wake Forest University in collaboration with Dr. Berger's team at USC and Dr. Gerhard's group at University of Kentucky, examined the executive function of prefrontal microcircuits (Opris et al., 2012a,b, 2013). We trained rhesus monkeys to select a target (spatial or object) for hand movement, after a memory delay, while the neural activity in prefrontal microcircuits was recorded (Figure 1C). Our electrode arrays were specifically designed to record from neurons located in both supra- & infra-granular layers of adjacent minicolumns. We analyzed correlated firing in neurons from the supra- and infra-granular layers. Interestingly, the extent of correlated firing was linked to the accuracy of monkey performance. Correlated firing between cell pairs within single minicolumns was higher during correct selections and reduced in error trials (Opris et al., 2012a). Thus, we discovered that animals make errors when their prefrontal cortical microcircuits do not function properly when handle task relevant information. Additionally, we discovered that during the presentation of the target and during the executive selection of the correct target, assemblies of cell firing in prefrontal layers exhibited similar tuning to target locations on behavioral trials in which this information was important. These studies provided a direct demonstration of real-time inter-laminar processing of information in prefrontal microcircuits during decision-making (Opris and Bruce, 2005; Opris et al., 2012a).

COGNITIVE ENHANCEMENT APPROACHES BASED ON MICROCIRCUITS

Recent studies have demonstrated that cognitive enhancement can be achieved by microstimulation of specific elements of cortical microcircuits (Opris et al., 2001, 2013; Hampson et al., 2012). These enhancement methods employed a multi-input/multi-output (MIMO) Volterra kernel-based non-linear dynamic model, which was applied to the spatiotemporal patterns of neuronal firing recorded in prefrontal cortical layers L2/3 and L5 to convert the firing of neurons in layer 2/3 into microstimulation patterns applied to layer 5 (Berger et al., 2011; Hampson et al., 2012). MIMO model is based on the principle of multiplexing, where a high rate signal is split into several low rate signals, which are then sent to multiple recipients via multiple channels. Using multiple channels of information transfer MIMO model provides a more reliable communication (Figure 1C, right panel).

To perform cognitive augmentation, inter-laminar recordings are analyzed via a non-linear MIMO model, whose output is then converted into patterns of microstimulation (Berger et al., 2011). In these studies, MIMO models used a precise topographically matched stimulation by extracting the patterns of firing that relate to the successful behavioral performance. This allowed the substitution of task-related laminar L5 neuron firing patterns with electrical stimulation in the same recording regions during columnar transmission from lamina L2/3 at the time of target selection. Such stimulation improved normal task performance, but more importantly, recovered performance after being impaired by a pharmacological disruption of decision making (Hampson et al., 2012). Moreover, the fact that stimulation-induced spatial preference (in percent correct performance) on spatial trials that was similar to neural tuning indicated that inter-laminar prefrontal microcircuits played causal roles to the executive function (Opris et al., 2005, 2013). These findings provided the first successful demonstration of a microcircuit-based neuroprosthesis designed specifically to restore or repair disrupted cognitive function.

NEUROLOGICAL DISEASES AND MICROCIRCUITS

Disruption of inter-laminar microcircuits within cortical minicolums is a signature of a broad spectrum of neurological and psychiatric disorders, such as autism (Casanova, 2013), schizophrenia (Di Rosa et al., 2009), Alzheimer's disease (Chance et al., 2011) drug addiction (Opris et al., 2012a) and other disorders. The use of both invasive MIMO stimulation (Hampson et al., 2012) and non-invasive transcranial magnrtic stimulation (TMS; Sokhadze et al., 2012) are valuable potential options to repair or treat such dysfunctions. The multitude of deficits in a cortical microcircuit involve the micro-anatomic disconnections between layers or within minicolumns (autism, schizophrenia, Alzheimer), the intra- and inter-laminar neuromodulation (drug addiction, aging), the lack or excess of inhibition (ADHD, depression), etc.

Microcircuit-based neuroprostheses, such as MIMO based memory implants (Berger et al., 2011), and decision chips (Hampson et al., 2012) hold the promise to provide treatment for neurological conditions that result from compromised microcircuits. Targeting cortical microcircuitry may be key to the development of next-generation enhancement methods and medical treatments.

FUTURE DIRECTIONS FOR MICROCIRCUIT-BASED APPROACHES

An emerging approach with broad implications for basic and clinical neuroscience is based on optogenetic stimulation (Gradinaru et al., 2007; Tye and Deisseroth, 2012). Recent developments in optogenetics based on optical manipulation of activity in neural circuits with light-sensitive rhodopsins, such as the Chlamydomonas channelrhodopsin-2 (ChR2) are now capable to stimulate the inter-laminar microcircuits at millisecond-scale, with cell type-specific effects of optical perturbations in non-human primates (Diester et al., 2011; Han, 2012), opening up new possibilities for repair and augmentation.

Recent developments in nanotechnological tools and in the design and synthesis of nano-materials have generated optical, electrical, and chemical methods that can readily be adapted for use in neuroscience. Nanotechnology was instrumental to nanofabricated planar electrode array (Figure 1D) for high-density neuronal voltage recording (Du et al., 2011; Suyatin et al., 2013). Leveraging micro- and nanofabrication technology raises the prospect for creating vastly greater numbers of electrodes and smaller, less invasive implantable devices. A promising category for brain microcircuits is the planar electrode array (Viventi et al., 2011; Alivisatos et al., 2013), which is patterned on a crystalline, ceramic, or polymer support structure (Figure 1D). The recording of neuronal activity with three-dimensional (3D) microelectrode arrays (Zorzos et al., 2012) represents a major advance in brain activity mapping techniques, by providing a tool to probe how intra and inter-laminar/regional neural circuits cooperate to process information. Building prosthetic minicolumns as basic modules to repair the damaged cortical tissue will become a valuable approach in the cognitive neuroprosthetics.

To trace the flow of neural signals in the cortical microcircuits across neocortex, or in the large scale brain networks, analytical tools based on dynamic Bayesian networks and Granger causality are available (Granger, 1969; Smith et al., 2006). These methods allow to identify putative causal interactions and population codes within the neural circuits involved in perception and behavior (Yu et al., 2004; Beck et al., 2008).

Microcircuit-based augmentation could be implemented in several cortical areas, where different functions could be enhanced. Thus, the prefrontal cortical microcircuits involved in attention, working memory, executive decisions and conflict monitoring may be augmented for autism (Casanova et al., 2010), schizophrenia (Chance et al., 2011), drug addiction (Opris et al., 2012a), Alzheimer's or attention deficit disorders.

In conclusion, a better understanding of the function of inter-laminar microcircuits across the neocortex is needed for the development of treatments for neurological disorders, as well as for the development of methods of brain augmentation.
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“…each technical advance over the past century has reaffirmed that repeated patterns of structure and function are seen at every level, from molecule to cell to circuit, and that many of these patterns are common across cortical areas and species. In this context, the concept of a canonical circuit, like the concept of hierarchies of processing, offers a powerful unifying principle that links structural and functional levels of analysis across species and different areas of the cortex”

(Douglas and Martin, 2010, p. 20).

The traditional microscopic assessment by a neuropathologist is usually accomplished by first examining sampled sections at low magnification looking for abnormalities of tissue characteristics and then at higher magnification for abnormalities in the morphometry of individual cellular elements. The presence of pathology is usually ascertained if cells are missing, reduced in size or exhibit aberrant staining properties. These cellular characteristics are not salient findings in many psychiatric conditions such as schizophrenia, autism and bipolar disorders. Given the large number of symptoms that are localizable to the central nervous system, the paradoxical absence of neuropathology in many psychiatric disorders makes us wonder whether we are missing some abnormalities. In other words, it is justifiable to consider whether pathology in these conditions escapes the level of resolution usually assessed by the neuropathologist. Cerebral abnormalities in many psychiatric conditions may not be evident in single cells but rather in units of neurons working together as circuitry. In this regard it is tempting to suggest a chiasm between medical disciplines: that neuronal abnormalities define the pathology of neurological disorders (e.g., Alzheimer's or Parkinson's disease) while those involving circuitry define abnormalities in psychiatric disorders (e.g., autism, schizophrenia).

Some years ago the famous historian of science, Thomas S. Kuhn wrote a popular book and bestseller entitled “The Structure of Scientific Revolution” (Kuhn, 1970). In the book Kuhn made the case that in order for science to advance it needed a “paradigm shift,” a change in our way of thinking or in our approach to a problem. In the case of air travel, faster airplanes are not the product of bigger propeller engines that generate increasing thrust; rather, different engines and physical principles account for advancement in air travel. Many modern airplanes are propelled by a gas turbine while rocket engines use the thrust of their own combustion exhaust gas. In similar fashion, major advancements in science are not the result of gradual increments applying the same technology (e.g., bigger propeller engines for air travel), but respond to the introduction of a new way of thinking on an older problem.

For many decades neuroscience has been dominated by the cell theory of Schwann and Schleiden that argued in favor of the existence of a unique type of cell exemplifying the holistic properties of each individual organ. Acceptance of this reductionist approach has been promoted by the explanatory powers derived from the work of such an eminent neuroscientist as Theodor Meynert who used cellular details, as to both form and spatial organization, in order to parcellate the cerebral cortex. Santiago Ramón y Cajal extended this neuronocentric view by providing evidence that favored what would later on be called the “neuronal doctrine.” In essence Ramón y Cajal argued that the relationship between neurons was not one of continuity but of contiguity.

The existence of a generalizable neuron with a clear separation between its functional components is an oversimplification. Countless number of neurons exist within the brain differing from one another in terms of size, shape, location and neurotransmission. Contrary to Ramón y Cajal's law of dynamic polarization the dendrites of some neurons may occasionally generate an action potential and axons my bear receptive surfaces. Many neurons throughout the animal kingdom lack axons while others release their neurotransmitters through non-synaptic sites (Casanova, 2010). The plurality of neurons argues against their designation as “individual” elements of the brain (Casanova, 2010).

Although the anatomical evidence prevailed during the ensuing decades it flew against opposition emanating from physiological studies. Sir Charles Sherrington posited the interactive function of neural elements, both excitatory and inhibitory, the simplest of which was the reflex arc. Still, even within a reflex arc, simple actions require the coordinated efforts of many neurons: “The reflex arc consisting of just two neurons is an abstraction … Even in systems such as the monosynaptic myotatic reflex in mammals, in which there is one set of afferent and one set of efferent neurons, many neurons are involved” (Brown, 2001, p. 146).

Actions within the nervous system are the result of neuronal ensembles, not of single cellular entities. The concept of cell assemblies acting at any given moment within closed systems was popularized by Donald Hebb in his famous book “The Organization of Behavior” (Hebb, 1957). According to this view, groups of neurons are capable of acting as a closed system and, depending on functional requirements, its individuals components can participate in different cell assemblies. This interdependence of neurons is evident both in vivo as well as in vitro.

Cultured neurons are usually derived from stem cells that, depending on need, are later on differentiated into neurons, astrocytes or oligodendrocytes. In the case of neurons scientist can manipulate the culture media to enable cells to generate synapses and myelination. Still, the initial cellular density is critical to the survival of the colony. This factor, called the seeding density, usually varies between 80 and 300 cells/mm2. We can safely conclude that neurons can't survive and perform their function in isolation. According to Shepherd and Koch, “No matter how complicated a single neuron may be, it cannot play a role in the processing of information without interacting with other neurons” (Shepherd, 2004, p. 27).

It is clear that a single neuron does not represent the holistic properties of the brain nor can it represent the basic unit of function for this organ. Only networks of neurons achieve this distinction. According to the work of the American psychologist and behaviorist Karl Spencer Lashley these networks appear widely distributed throughout the brain. Lashley's work using rat's brains failed to localize the substratum of memory to a particular area of the brain. In effect, he was the first person to spouse, based on his experimental work, the principle of equipotentiality. This principle antedated claims from modern neuroplasticity experiments that if certain parts of the brain are damaged, other regions may take over the function. Equipotentiality in this regard suggests the presence of circuitry capable of performing the same generic operations throughout different parts of the cortex.

The existence of repetitive circuits carrying generic types of operations within the cerebral cortex has been well discussed within the field of neuroanatomy. The nomenclature for this reiterative circuit has shifted through the decades being called either a basic, local or canonical circuit by different authorities (Shepherd, 1974, 1978; Rakic, 1975; Douglas and Martin, 1991). Lorente de No was the first researcher to propose the existence of vertically oriented cellular elements within the cerebral cortex that conjointly acted as a circuit. Lorente de No described these vertically arranged cellular aggregates as follows: “All the elements of the cortex are represented in it, and therefore it may be called an elementary unit, in which, theoretically, the whole process of transmission of impulses from the afferent fiber to the efferent axon may be accomplished” (Lorente de No, 1938). Not surprisingly Lorente de No was honored by the American Philosophical Society with the first Karl Spencer Lashley Award in 1959.

It is noteworthy that most of Lashley's work was performed while at the Johns Hopkins School of Medicine. It was in this academic setting that Stephen Kuffler employed microelectrodes to investigate receptive fields of retinal ganglion cells and their center-surround inhibition. Mountcastle and colleagues refined Kuffler's technique in order to proclaim the landmark discovery of functional cortical columns in the somatosensory cortex of cats and monkeys. The columnar organization proclaimed by Mountcastle was confirmed in two early experiments wherein slanted penetrations, i.e., an angle of 45° to the surface of the brain, demonstrated changes in modality as the microelectrode transversed neighboring tissue (Mountcastle, 1957).

Mountcastle's work indicated the presence of vertically arranged cellular structures with similar electrophysiological properties in different parts of the brain. The findings suggested that the cerebral cortex was more homogenous in its function than previously thought. According to Bach-y-Rita, this meant that, “… any part of the cortex should be able to process whatever electrical signals were sent to it, and that our brain modules were not so specialized after all” (Doidge, 2007, p. 18). Otto Creutzfeld believed that these repetitive neocortical microcircuits processed information in similar manner with the resultant output depending on both the source of information and modulatory influences peculiar to each brain region (Creutzfeldt, 1977). The seminal observations of Mountcastle's were later on expanded upon by two of his disciples: Apostolos Georgopolous and Michael Merzenich.

In the 1980s Apostolos Georgopolous used a population vector model to describe how groups of neurons act as voting circuits by using their firing rates as ballots to define the activity of individual components (Georgopolous et al., 1988). The final vote is tabulated by the vectorial sum of each cell's preferred orientation weighed by their firing rates. This model enabled the encoding of programs in monkeys that translated visual stimuli into reach direction.

Michael Merzenich used microelectrode techniques to show the rapidly changing nature of somatotopic and tonotopic maps in response to environmental exigencies. His notion about how the brain is capable of modifying itself (plasticity) enabled him to lead the cochlear implant team at UCSF (Merzenich et al., 1977). Merzenich's work has shown how artificial stimuli can be used to retrain cortical circuitry respective of brain region. In this regard the plasticity of the brain is dependent on the existence of “on-demand” event-based processing circuits. These cortical circuits are connected in a series of nested positive and negative feedback loops called repetitive or recurrent circuits (Douglas and Martin, 2010).

In recent years, Opris et al. (2012) implemented the use of a unique conformal multielectrode recording array to define the role of interlaminar circuitry within prefrontal cortex minicolumns in task-related target selection in nonhuman primates. Activation of innate prefrontal cortex minicolumns via the encoded interlaminar correlated firing sequences resulted in improved performance on trials where specific information was required depending on context (Opris et al., 2013). The results indicate interlaminar correlated firing during the decision phase of target selection and provide a direct demonstration of real-time minicolumnar processing during an executive function task. The discovery holds important promise for using minicolumnar circuitry in cognitive prosthetics.

In summary, brain plasticity holds the promise of restoring cognitive functions even when brain tissue has been lost. The use of neuroprosthetics is largely predicated on the existence of generic circuits which can be exapted by artificial stimuli, or in the case of cognitive neuroprosthetics, replaced by integrated circuits capable of processing stimuli in a manner similar to that normally done by the diseased area of the brain. In this regard, our ability to provide brain-machine interfaces is grounded on a large body of knowledge from pioneering anatomists and physiologists in regards to the microcircuitry of the brain.
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Historically, cerebral processing has been conceptualized as a framework based on statically localized functions. However, a growing amount of evidence supports a hodotopical (delocalized) and flexible organization. A number of studies have reported absence of a permanent neurological deficit after massive surgical resections of eloquent brain tissue. These results highlight the tremendous plastic potential of the brain. Understanding anatomo-functional correlates underlying this cerebral reorganization is a prerequisite to restore brain functions through brain-computer interfaces (BCIs) in patients with cerebral diseases, or even to potentiate brain functions in healthy individuals. Here, we review current knowledge of neural networks that could be utilized in the BCIs that enable movements and language. To this end, intraoperative electrical stimulation in awake patients provides valuable information on the cerebral functional maps, their connectomics and plasticity. Overall, these studies indicate that the complex cerebral circuitry that underpins interactions between action, cognition and behavior should be throughly investigated before progress in BCI approaches can be achieved.
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INTRODUCTION

Technological advances in electrodes design have opened a number of new possibilities for brain-computer interfaces (BCIs) that decode large-scale neuronal activity (Lebedev and Nicolelis, 2006). It is now feasible to simultaneously record single-unit activity of hundreds of brain neurons, or record local field potentials (LFPs) from several relatively small brain areas. However, these technological achievements are insufficient for a BCI that restores a specific function, unless the network of brain areas involved in that function is well understood.

Although localizationist theories of brain function have been influential in the past, it is becoming increasingly clear that they are, out of date and of little use for BCIs (Nicolelis and Lebedev, 2009). Instead of assigning a fixed function to each discrete brain area, the current hodotopical and plastic view on cerebral organization states that brain functions are subserved by multiple cortical areas. These densely areas, interconnected by white matter pathways, work together rather than representing isolated processing units, and constitute a functional network.

Many fundamental issues of such functional networks are under debate. For example, is it possible to subdivide a cognitive task into separate elementary subtasks (performed successively or simultaneously), each associated with a spatially distinct subnetwork? Such spatial separability is supported by the observation of dissociation and double dissociations in patients with focal lesions (Shadmehr and Krakauer, 2008). Direct electrical stimulation (DES) is a powerful methodology for the investigation of spatial separability. For this purpose, DES is applied in awake subjects to induce transient deficits in particular components of cognitive tasks. Here, we review DES studies of motor and language functions and we discuss the relevance of these results to BCIs.

NETWORKS FOR VOLUNTARY MOVEMENTS

Since the seminal work of Penfield (Penfield and Bolchey, 1937), it has been well known that, under local anesthesia, cortical stimulation of the precentral gyrus evokes movements on the contra-lateral side of the body. This method reveals a cortical somatotopic map of the body, which is often called a “homunculus”. A similar homunculus can be reconstructed from cortical lesion studies. Based on these results, many neurological textbooks have adopted a simplified model of brain function and connectivity, which maps each brain area to a body part and assigns it a fixed function. For example, motor functions are assigned to an area located in the precentral gyrus and called the primary motor cortex (M1). M1 is considered as the lowest level of cortical motor hierarchy because all cortical motor signals converge. M1 then utilizes its somatotopic map to issue commands to spinal motoneurons, to which it is connected through the corticospinal tract, as well as less direct projections relayed by subcortical nuclei.

This model of M1 function is often mimicked by BCIs (Lebedev and Nicolelis, 2006). For example, Hochberg and his colleagues employed a 96-channel microelectrode array implanted in M1 of tetraplegic patients to interface cortical activity and a robotic arm (Hochberg et al., 2012). This study provided an important proof-of-concept demonstration, but the patients were unable to achieve good accuracy in the control of the robotic arm. This observation suggested that recording from M1 only may not be sufficient to capture all details of voluntary movements. One way to improve the performance of such neural prosthesis would be to implant multiple brain areas with recording arrays (BCIm for multiple brain computer interface), coding for distinct subparts of intentional movement, instead of just M1 (Lebedev and Nicolelis, 2006; Nicolelis and Lebedev, 2009). The performance would improve because neuronal signals provided by multiple areas better capture a diversity of neuronal mechanisms involved in programming and execution of voluntary movements. Hence, there is a growing understanding that BCIs may benefit from the recordings of large-scale motor networks and the utilization of such networks’ principles.

Important insights on the mechanisms of brain motor networks are provided by DES studies in humans. DES studies are conducted under three types of conditions: (i) pre-operative mapping with 50–60 Hz DES in pharmacoresistant epileptic patients; (ii) 60 Hz bipolar DES of gray and white matter during glioma surgery; and (iii) high-frequency deep brain stimulation (DBS) utilized for treatment of motor and psychiatric disorders. Motor responses can be evoked by DES of various cortical sites. Historically, Penfield and Bolchey (1937) reported that motor responses were not exclusively evoked from the precentral gyrus. For instance, they observed motor responses for about 25% of stimulated locations in the postcentral gyrus. Furthermore, they found that somatosensory responses were not localized to the postcentral gyrus either. They observed sensory responses in 25% of precentral recordings. Thus, these early experiments already questioned the segregation of sensory and motor functions in cortical areas traditionally believed to be purely motor or purely sensory. These results were somehow forgotten, but decisively rediscovered in 1996 (Nii et al., 1996). The functional significance of the mosaic pattern of sensory and motor representations within the primary motor and sensory areas remains to be elucidated.

Adding more sophistication to the function of somatosensory cortex, neurons in the primary motor and sensory areas exhibited responses to visual stimuli (Shokur et al., 2013). One influential theory explains such cross-modal responses in terms of a system of mirror neuron, first described in the premotor cortex of non-human primates and then in humans (Rizzolatti and Craighero, 2004). Mirror neurons respond to actions performed by a different person. Even in M1, neurons respond when a subject watches movement performed by somebody else (Vigneswaran et al., 2013). Despite these neurons having corticospinal projecting axons (pyramidal tract neurons), these M1 modulations do not evoke EMGs during observation only. This is possibly due to the fact that activation of M1 mirror neurons is accompanied by an inhibition of unwanted movement, for example unwanted imitation of the observed movements. Overall, these results indicate that M1 is not exclusively dedicated to motor execution. It has been suggested that M1 neurons that modulate their activity without producing overt movements can be utilized in BCIs (Schieber, 2011).

Apart from M1, motor responses can be evoked by DES applied to premotor areas. Premotor areas have direct connections to M1 and to the spinal cord (Dum and Strick, 1991). Premotor areas include four mesial (SMA proper, CMAr, CMAv, CMAd) and two lateral (PMd, PMv) areas (Dum and Strick, 2002). In humans, homologs of the mesial areas have been identified, and named SMA proper, RCZa, RCZp, and CCZ (Picard and Strick, 2001). DES of premotor areas induces movements, sometimes with complex pattern (Fried et al., 1991; Lim et al., 1996; Chassagnon et al., 2008; Basha et al., 2013).

The homologs of PMd and PMv are not clearly defined in humans, and stimulation of these areas often results in movement suppressions, called negative motor effects (Lüders et al., 1995; Mikuni et al., 2006). In negative motor areas (NMA), DES suppresses an ongoing movement on the contralateral side of the body. Such suppression can occur with or without associated speech arrest, and does not result in a loss of consciousness. As recently reviewed (Filevich et al., 2012), cortical NMA in humans have two epicenters: the pre-SMA (bilaterally) and the posterior part of the inferior frontal gyrus (right predominance). Additionally, several studies reported NMAs in PMd and PMv (Mikuni et al., 2006).

The physiological role of cortical NMAs is still debated. The classical interpretation is that 60 Hz stimulation may disturb neuronal networks responsible for sustained execution of movements. In this view, cortical NMAs would sustain the coding of (positive) motor programs that become jammed by DES. An alternative explanation is that these NMAs are physiologically involved in the inhibition of motor action; therefore their activation by DES inhibits movements. Note that pre-SMA and the IFG are not considered as premotor areas, meaning that this inhibition is probably not processed through direct projections to the spinal cord. We suggest that both interpretations are valid. In particular, the negative motor effect commonly elicited by the stimulation of the foot of the pre-central gyrus is likely due to a perturbation in the coding of the motor programs. This area is located just above the sylvian fissure, where Rizzolatti and Craighero reported the mirror neuron area of the ventral premotor cortex (vPMC; Rizzolatti and Craighero, 2004), as suggested in Mikuni et al. (2006). Because of the connections with parietal areas (Matsumoto et al., 2012, 2007), this site is an ideal candidate for the storage of state estimation (see the model of optimal feedback control, Shadmehr and Krakauer (2008)). Hence, 60 Hz signals can be viewed as an increase of the noise in this system, causing motor action to stop (by some yet undiscovered mechanism). On the other hand, there is also evidence that pre-SMA and IFG stimulation effect could be mediated by a direct activation of an inhibiting area (Filevich et al., 2012). In support of such dual mechanism, resection of vPMC induces definitive articulatory deficits if the underlying connectivity is not preserved (van Geemen et al., 2014), while no permanent deficits are observed following a resection of pre-SMA and right IFG.

We next ask how is DES-induced inhibition enacted: is there a decrease in the firing of M1 neurons or is there an increase in the firing in some inhibitory circuits? These details have been recently clarified using white matter stimulation in awake patients undergoing glioma resection. Stimulation within the depth of the posterior SMA and posterior part of middle frontal gyrus (dorsal premotor areas)—more or less at the level of the VAC line in a sagittal plane—stopped an on-going movement (Schucht et al., 2013). It was proposed that the effect was mediated by a direct activation of corticospinal neurons that inhibit motoneurons at the level of a spinal circuitry. This mechanism should not come as a surprise because cortical control over fine movements requires both supra-spinal excitatory and inhibitory modulation of the spinal motoneurons (Filevich et al., 2012). The cortical origin of these fibers fits well with the depth of the pre-central sulcus.

A second pathway, distinct from the previous one, has been shown to generate a specific disruption of bimanual movements, performed either in phase or in anti-phase (Rech et al., 2014). The spatial distribution of the corresponding DES sites is very close to the one cited above for unilateral negative motor responses. They lie close to the VAC line in the sagittal plane and could take their origin in the caudal cingulate zone or in the depth of the pre-central sulcus, and running towards the head of caudate nucleus and the anterior arm of internal capsule (Rech et al., 2014). Based on these studies, the concept of bimanual modulatory motor pathway was introduced, and it was suggested that the stimulated fibers could belong to the subcallosal fasciculus (Kinoshita et al., 2012), also called frontal aslant tract (Catani et al., 2012). But again, it remains currently speculative whether this bilateral inhibitory effect should be interpreted as noise that perturbs the normal functioning of the BMMP or whether DES triggers the physiological inhibitory mechanism of the BMMP.

In addition to DES studies, similar questions have been regarding the action of DBS, stimulation approach widely used to treat movement disorders, such as Parkinson’s disease. Here, computer modeling recently provided new insights. In these models, motor signs in parkinsonism are presumed to arise from the bursting activity of the GPi, which exerts an inhibitory effect onto the thalamus and compromises the fidelity of thalamocortical relay cells. This mechanism agrees with the recent suggestion that the thalamus is not simply a relay station but rather an active filter of the signals passing through cortico-thalamo-cortical loops, whose function is modulated by the basal ganglia output (Sherman and Guillery, 2011; Crosson, 2013). Computational simulations of the GPe-STN-GPi direct and indirect pathways showed that DBS can restore the thalamocortical transmission through tonic inhibition of the thalamocortical cells by GPi inputs, due to the prevention of the low-threshold calcium rebound bursts (Rubin and Terman, 2004; Guo et al., 2008; Rubin et al., 2012). Note that the pathological state is evoked by the pattern of activity within the network and not simply an average spiking neuronal rate in an area that correlates with the pathological state. Overall, computer simulation proved to be very helpful for better understanding of such networks.

In summary, we have a relatively good understanding of the motor system in non-human primates, but know very little about the organization and function of motor system in humans. Inferences from non-humans studies do not always hold true in humans. However, there is a growing understanding that motor systems in all primates function as distributed network of areas, each involved in multiple levels of motor control, rather than a collection of areas with specialized functions. Interestingly, DES studies in awake neurosurgical patients have provided important information on the organization of motor system in humans. Additional insights have been provided by computer modeling. We suggest that further research on the motor system in humans will be very beneficial for BCIs.

LANGUAGE NETWORKS

Unraveling the complex neural mechanisms of language is a real challenge. This challenge is even more difficult than the one for motor functions, because non-human primates cannot serve as a model. For many years, our knowledge came from the observations on speech deficits caused by brain lesions. These studies lead to the well-known model that describes a center of speech production (Broca’s area), a center of speech comprehension (Wernicke’s area), and a putative link between them made by the arcuate fasciculus. Following this model, the first BCI for language function utilized an array of microelectrodes implanted in the speech motor cortex (Kennedy et al., 2011).

Advances in non-invasive functional neuroimaging greatly enhanced our understanding of brain networks involved in language. It is now well recognized that distinct networks can be identified for different language aspects. In particular, a dual stream model of language has been proposed (Hickok and Poeppel, 2007). In this model, a left-lateralized dorsal stream is in charge of articulatory and phonological processes, whereas a bilateral ventral stream plays a central role in semantics. Observations of speech disturbances induced by axonal DES offer a unique tool to validate the model and to refine its axonal anatomical correlates. Indeed, errors induced by DES during a simple picture naming task, in awake patients operated for a glioma, allow to detect which subnetwork is transiently knocked out by the stimulation (Mandonnet et al., 2010). In these experiments, a speech therapist reports on-line the types of errors, e.g., dys- or anarthria, phonemic paraphasia, semantic paraphasia (Duffau et al., 2014). Dysarthria was observed when stimulating the opercular fronto-parietal loop that corresponds to the most lateral branch of superior longitudinal fasciculus (SLF III; Duffau et al., 2003). Phonemic paraphasia were elicited by stimulation of the arcuate branch of the SLF (Maldonado et al., 2011). Finally, semantic paraphasias were caused by stimulation of the inferior fronto-occipital fasiculus (IFOF; Duffau et al., 2005). On top of that, supramodal semantic abilities can also be tested by adding a semantic association test (PPTT) in the set of intraoperative tasks (Gatignol et al., 2004). Double dissociation patterns can be evidenced by alternating the picture naming test with the PPTT: during stimulation of deepest part of the IFOF, the patient can name the picture without being able to answer the PPTT, and conversely, during stimulation of a more superficial part of the IFOF, the patient has anomia while performing correctly the PPTT (Duffau et al., 2013; Moritz-Gasser et al., 2013). This disruption of semantic association can be viewed in the broader framework of an impairment of the noetic consciousness (Moritz-Gasser et al., 2013). Last but not least, the contextual rule linked to a given task is equally important. For example, the picture naming is not a per-se task: one could ask the patient to tell the color of the item, or to categorize items as animate/inanimate. The anatomical correlates of this contextual role and its interplay with the networks mentioned above still have to be discovered, although one can reasonably assume a major role of the deep gray nuclei (Gil Robles et al., 2005) and thalamus (Hebb and Ojemann, 2013).

Finally, studies in glioma patients provide important insights on the plasticity of language networks. Atlases of functional resectability provide a simple way to assign a quantitative value of plastic potential for each brain voxel (Mandonnet et al., 2007; Ius et al., 2011; De Witt Hamer et al., 2013) emphasizing the fundamental role of long-range connections for language processing, especially for the IFOF and SLF on the dominant side.

We suggest that future BCI applications for language function should take into consideration the new views on the neural mechanism of language function. In particular, it is important to consider that language processing is subserved by plastic, delocalized and synchronized networks that handle distinct language components. For example, in a locked-in patient with intact language networks, is it possible to decode words by interfacing a unique site or is it mandatory to use several recording devices, for example, in the phonological and semantic areas? At a first glance, it might seem advantageous to place the device in the speech motor cortex, which is the final encoding stage that generates speech output signal. However, the paradox is that this type of decoding may be way too complex. Indeed, since speech motor cortex encodes words at the level of muscles activity, this encoding includes information indirectly related to the targeted word (the speed, volume, timber at which the word is pronounced), which makes the decoding task very challenging. Hence, it might be much more efficient to interface areas that encode words at a higher level of abstraction, for instance its phonological (sequence of ordered phonemes) or semantic (either language modality dependant or even at the level of an amodal concept) representations. The problem when dealing with the higher level of coding is that the information is distributed over several interconnected areas, and one might not be able to retrieve the target word by recording a single area belonging to the network. One possibility would be to change the design of the electrodes so that we could record the area of convergence of the IFOF or arcuate fasciculus.

Taking a different perspective, one can also envision BCI devices in aphasic patients following a stroke lesion, especially when one has to restore the long-range communication destroyed by the ischemia of the white matter. One possibility would be to build a brain-computer-brain interface (BCBI): two recording devices would be put in two distant disconnected areas still functional, and the activity of one area would shape the stimulation pattern over the other one, thus restoring a bidirectional synchronized link between both areas (see Figure 1).


[image: image]

FIGURE 1. Restoring the articulatory loop following white matter damage. This subnetwork is constituted by the ventral premotor cortex (vPMC) (BA 6) and the (antero-)ventral supramarginal gyrus (vSMG), linked through the third branch of the superior longitudinal fasciculus (SLF III). When this pathway is damaged, with cortical areas still intact, one has to recreate a bidirectional synchronized link: stimulation pattern over one area is computed from the recorded activity in the other area, introducing a time lag (see for example protectJackson et al., 2006 for a short-range unidirectional version of such device).



CONCLUSION

DES studies greatly contributed to unravel the complex issue of separability of motor and language functions. Of note, neural networks subserving mentalizing and emotion can also be mapped with this method (Herbet et al., 2014). Combining this methodology with neuronal recordings (cortico-cortical evoked potentials (Matsumoto et al., 2004, 2007, 2012; Swann et al., 2012; Enatsu et al., 2013)) is currently the best way to characterize anatomically and electrophysiologically each subnetwork underlying an elementary subfunction. However, it is anticipated that computer modeling will play an essential role in the analysis of experimental data. In turn, better knowledge of the electrophysiological activity within a subnetwork will pave the way towards new BCI concepts, including mBCI and BCBI. In summary, the entangled circuits underpinning interactions between action, cognition and behavior should need to be better understood for BCIs to take a full advantage of brain modulations in a reliable and reasonable way for patients.
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Owing to the recent advances in neurotechnology and the progress in understanding of brain cognitive functions, improvements of cognitive performance or acceleration of learning process with brain enhancement systems is not out of our reach anymore, on the contrary, it is a tangible target of contemporary research. Although a variety of approaches have been proposed, we will mainly focus on cognitive training interventions, in which learners repeatedly perform cognitive tasks to improve their cognitive abilities. In this review article, we propose that the learning process during the cognitive training can be facilitated by an assistive system monitoring cognitive workloads using electroencephalography (EEG) biomarkers, and the brain connectome approach can provide additional valuable biomarkers for facilitating leaners’ learning processes. For the purpose, we will introduce studies on the cognitive training interventions, EEG biomarkers for cognitive workload, and human brain connectome. As cognitive overload and mental fatigue would reduce or even eliminate gains of cognitive training interventions, a real-time monitoring of cognitive workload can facilitate the learning process by flexibly adjusting difficulty levels of the training task. Moreover, cognitive training interventions should have effects on brain sub-networks, not on a single brain region, and graph theoretical network metrics quantifying topological architecture of the brain network can differentiate with respect to individual cognitive states as well as to different individuals’ cognitive abilities, suggesting that the connectome is a valuable approach for tracking the learning progress. Although only a few studies have exploited the connectome approach for studying alterations of the brain network induced by cognitive training interventions so far, we believe that it would be a useful technique for capturing improvements of cognitive functions.
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Introduction

Recent developments in neuroimaging techniques and related mathematical tools have extended our understanding of neural mechanisms underlying brain cognitive functions. As such, enhancement of cognitive performance or speeding-up learning process through a brain enhancement system is a tangible target of contemporary research. Thus, the enhancement of brain functions has been studied for a wide range of cognitive functions using a variety of techniques (Clark and Parasuraman, 2014).

Such a system for brain enhancement would be beneficial for a wide variety of people and can be based on several techniques. Firstly, patients with neurological disorders (e.g., Alzheimer’s disease, dementia, stroke) or psychiatric disorder (e.g., schizophrenia, major depression, bipolar disorder) would be greatly benefitted if undesirable symptoms can be diminished or rehabilitation can be speeded up by the system (Farah et al., 2004). So far, two enhancement approaches, psychopharmacology and the brain stimulation, have a long history of researches and medical applications. Secondly, healthy elderly people with declined cognitive functions due to aging can be benefited from such a system, as the quality of their daily life would be improved. It is known that aging has detrimental effects on several cognitive functions such as processing speed, working memory (WM) function, executive function, reasoning, and long-term memory (LTM; Park et al., 2002) although some other cognitive functions such as vocabulary (Schaie, 1994) and implicit memory (Fleischman et al., 2004) remain relatively stable or even get improved. Also, substantial evidences have emerged to show that brain can be modified or reorganized throughout the lifespan (Gutchess, 2014). Thirdly, people who are working under extreme circumstances, such as traffic controllers, military personnel, and surveillance system operators, will have a great profit from the brain enhancement system as they need to engage in operations for a long duration with high workloads and pressure, and even a small error in the operations could result in fatal accidents (Pop et al., 2012). Fourthly, struggling students could be benefited from a system that accelerates their learning performance when they are cramming for their examinations, and thus improving their chances for a good job status and salary, which are often dependent on their educational backgrounds (Deary et al., 2007). In fact, it is known that a psychostimulant called methylphenidate (MPH), also known as Ritalin, is sometimes misused by students for boosting cognitive abilities (Talbot, 2009). Finally, even ordinary people can be benefitted from the advantages of such a system, since their quality of life, their reputation in public community, or their performance at workplace could be improved along with the enhancement of the memory function, the attention levels, or emotional states. For the purpose, a variety of interventions such as cognitive training (Klingberg, 2010), neurofeedback (Sulzer et al., 2013), or more directly by brain stimulations, e.g., TMS, tDCS (Hamilton et al., 2011), or psychopharmacological drugs, e.g., MPH, modafini (Repantis et al., 2010) have extensively been studied.

In this review article, we will mainly focus on the brain enhancement through the cognitive training interventions, in which people perform specific cognitive tasks for improving their cognitive functions (Klingberg, 2010). We will propose that electroencephalography (EEG) biomarkers of cognitive workload can be used for a brain enhancement system to improve the outcome of cognitive training interventions, and the connectome approach can provide further valuable metrics for the assessment of effectiveness of the interventions. For this purpose, three general topics will be covered: cognitive training interventions, EEG biomarkers for cognitive workload, and the brain connectome approach (Figure 1). The purpose of this review article is to bridge between these three different topics. A similar attempt has been made for the combination of brain stimulation and connectome, which will not be covered here (Luft et al., 2014).
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FIGURE 1. A schematic diagram depicting connections between the three different topics. Improvement of cognitive functions through cognitive training interventions is the ultimate goal of the brain enhancement system we propose. EEG biomarkers can facilitate learners’ learning process through a real-time monitoring of cognitive states while brain connectome approach can improve detection of cognitive states as well as understanding of neural mechanism underlying cognitive training.



Firstly, we will introduce studies on cognitive training interventions, and their effects on the brain activities (Klingberg, 2010). Generally, the cognitive training interventions without any physical or pharmacological interventions would be more desirable for most people because of its relatively low-costs and lower potential risks—undesirable side effects (e.g., headache, dizziness, nervousness, sleep disturbances) can be avoided. Neurofeedback, in which individuals are presented with a feedback signal derived from brain activity that indicates their learning goals, is another technique for brain enhancement which requires no physical interventions and has several common characteristics with the cognitive training. However a significant difference might be the fact that while cognitive training goals include improvements of behavioral performance and accompanying modifications in brain activations, neurofeedback is targeting directly in improving brain activations and consequently increasing cognitive performance.

Secondly, we will introduce EEG biomarkers for cognitive workload, and propose that an adaptive training system using EEG biomarkers based on real-time monitoring of cognitive workload can improve gains of the cognitive training interventions as cognitive overload or mental fatigue during the course of training would reduce or even eliminate the gains of cognitive training (Baldwin and Penaranda, 2012). Owing to recent developments and spreads of neuroimaging techniques such as EEG and MRI, tremendous amounts of studies have been done for investigating associations between mental states and brain activities. Meanwhile, a lot of researchers have developed mathematical methods for revealing biomarkers of brain functions mainly based on advances in signal processing and machine learning techniques (Kothe and Makeig, 2011). The combination of extended knowledge of the mechanism underlying brain cognitive functions and the advanced mathematical techniques would provide more elaborated ways for boosting learning processes during cognitive training.

Finally, we will propose that the brain connectome approach, mainly based on graph theory (Sporns, 2014), would provide further valuable biomarkers for monitoring mental states to accelerate learning process by optimizing cognitive workload during the performance of training tasks. The brain connectome is a relatively new approach for investigating topological architecture of the brain network. Because the brain is a complex network consisting of a number of brain areas dedicated to different functions, it has been suggested that cognitive functions emerged from the dynamic interactions of the distributed areas in large-scale network (Bressler and Menon, 2010). Therefore, brain network analysis would provide further insights into the mechanism underlying the cognitive training, and the graph theoretical network metrics would be useful for discriminating different brain states during the training. We will first provide a general introduction of the network science, and then introduce studies applying the connectome approach to the brain connectivity. Next, we will present our attempts to employ the connectome approach for discriminating different cognitive states as well as relevant studies that demonstrated cognitive state dependent differences in brain networks or changes in brain network evoked by prior experience or cognitive training. Although so far only one study directly examined the changes in network metrics induced by cognitive training interventions (Langer et al., 2013), the studies showing changes of brain connectivity and differences in graph theoretical network metrics would suggest a potential use of the network metrics for the brain enhancement system assisting learners’ learning processes.

Cognitive Training

Cognitive Training Interventions

Cognitive training has emerged as a promising alternative to improve cognitive abilities (Lustig et al., 2009; Karbach and Schubert, 2013; Moreau and Conway, 2013). Several studies have been performed to explore the effectiveness of the cognitive training and its effects on neural activities (Klingberg, 2010; Jolles and Crone, 2012). It has also been suggested that even just playing video games could improve perceptual or cognitive abilities (Green and Bavelier, 2003). Because of its ease of use and the numerous potential applications, the cognitive training has attracted substantial public attention, and a lot of computer software for “brain training” are available on web, PCs or smartphones, e.g., Lumosity,1 CogniFit,2 Cogmed.3

In this section, we will introduce neuroimaging studies on cognitive training, which demonstrated changes of brain activations or morphological changes in the brain induced by the cognitive training interventions. Understanding the neural process underlying the cognitive training interventions is of great importance in order to develop the brain enhancement system facilitating learners’ learning processes. The theoretical framework capturing the neural plasticity behind cognitive training is introduced by Hebb, known as Hebbian learning theory (Hebb, 1949). According to this theory, any two neurons or group of neurons that are repeatedly active at the same time they will tend to form stronger associations, and consequently, activity in one will be facilitating activity in the other. Briefly, when neurons fire together, the connection between them is strengthened. This means that when executing a cognitive task repeatedly, the brain areas associated with the cognitive functions engaged in the task will form stronger associations. Hence, we could improve our cognitive abilities through modifications of the brain activations induced by cognitive training interventions.

Major criticism on the cognitive training is about the transferability of training-related performance gain (Lustig et al., 2009). It is likely that performance of the trained task would be improved by the training, but its effects could be limited to the particular trained task (Jaeggi et al., 2008). What most of the people expect of the cognitive training is an improvement of their general cognitive abilities useful in everyday life, not just a better performance specific to the trained task. Therefore, it is of great importance to succeed in reproducing the improved performance gained from training in one task, on another, different task with no prior training on the second (Karbach and Schubert, 2013). Improved performance on untrained, but directly related tasks to the trained task is called “near transfer”, while improvements on untrained tasks which are related, but not directly related to the cognitive abilities is called “far transfer”. In fact, several studies have shown the possibility of such far transfer of practice effect beyond task-specific performance (Klingberg et al., 2002), although its generality remains controversial (Colom et al., 2010). The basic theory behind the transfer is also simple. If a brain sub-network that is engaged in a trained task overlaps with networks related to untrained tasks, these networks will be also strengthened following the Hebbian learning rule, and consequently result in improved cognitive performance on the untrained tasks.

In search of training schemes that can induce transfer effects, WM training has been studied intensively. It is believed that the WM is essential for a variety of higher cognitive functions such as reasoning, problem solving, and decision making (Klingberg, 2010), and moreover, it is considered to be the basis for the general intelligence (Conway et al., 2003). Additionally, WM capacity is crucial for knowledge and skill acquisition, and is closely related to academic achievements and educational success, engaging intense interest from a broad range of people. For this reason, many programs for cognitive training including commercial products such as Cogmed WM Training4 or Jungle Memory Program5 (Shipstead et al., 2012), are designed to target on the WM capacity. Some studies have demonstrated that the gain of WM oriented cognitive training can be transferred to cognitive control mechanisms (Klingberg et al., 2002), the WM updating process (Dahlin et al., 2008), reading comprehension (Chein and Morrison, 2010), and even to measures of fluid intelligence, a cognitive ability of abstract thinking and adaptation to novel problems (Jaeggi et al., 2008). The fluid intelligence is known to be closely related to professional and educational success (Neisser et al., 1996). Although it is believed that the fluid intelligence is unsusceptible to influences of education, Halford et al. proposed a hypothesis that the WM and reasoning share a common mechanism, providing a framework for improvements of the general intelligence through WM oriented cognitive training (Halford et al., 2007). To verify the hypothesis, Jaeggi et al. trained subjects for 8–19 days with an adaptive dual n-back task, in which subjects were required to update the information about spatial locations of visual stimuli and auditory information concurrently, and found the improvements of the fluid intelligence measured by Raven’s Advanced Progressive Matrices test and the Bochumer Matrizen-Test (Jaeggi et al., 2008). Stephenson et al. also found improved scores in two out of four tests for the fluid intelligence by the dual n-back task training (Stephenson and Halpern, 2013). Despite a number of successful observations of transfer effects of WM training gain, neural mechanism underlying the WM training interventions remains elusive. Some studies have suggested that the improvements of fluid intelligence could be achieved through cognitive training other than WM training. Colom et al. found similar improvements in two out of four scores measuring fluid intelligence induced by simple speed tasks (Colom et al., 2010). Also the improvement of fluid intelligence was observed only for participants who underwent cognitive training with visuospatial components, and even a visuospatial short-term memory (STM) training improved the fluid intelligence (Stephenson and Halpern, 2013). One promising account for the effects of WM training is that participants’ short-term storage capacity, which is a common factor among STM, WM, executive function, attention, and general fluid intelligence, is expanded through intensive performance of the cognitive training (Colom et al., 2013).

Effects of Cognitive Training on Brain Activations

In order to develop the brain enhancement system which facilitates cognitive training processes, it is also of great importance to investigate the effects of cognitive training on the brain and to understand what is actually accomplished by the cognitive training. Modulation of brain activation has been demonstrated with a variety of cognitive training interventions, such as the WM training (Hempel et al., 2004; Olesen et al., 2004; Jolles et al., 2010), an attentional training (Mozolic et al., 2010), dual tasks (Erickson et al., 2007), video games training (Maclin et al., 2011), and even meditation training (Tang and Posner, 2014).

A number of studies using functional magnetic resonance imaging (fMRI) have shown that besides improving behavioral performance, intense cognitive training resulted also in changes of the brain activations that were related to the cognitive functions implicated in the tasks used as cognitive interventions were changed by intense cognitive training, accompanying with improvements of behavioral performance (Hempel et al., 2004). Olesen et al. found an increase of brain activity in the areas related to the WM induced by 5 weeks practice of WM tasks (Olesen et al., 2004) while Hempel et al. showed increased activations after 2 weeks of training on a WM task and decreased activations after 4 weeks, suggesting two distinct mechanisms mediating the training effects: an enhancement mechanism for WM and a suppressive mechanism related to automation of processing (Hempel et al., 2004). Furthermore, a training of multi-task processing revealed training-induced reductions in activity of brain areas responsible for stimulus-response associations, attentional control, and response selection process as well as an increase of activity in a region related to executive control (Erickson et al., 2007). Such reductions in brain activity induced by training may reflect increased task selectivity within the areas (Dux et al., 2009). Even thirty hours of training on a video game can induce reduction of activation in attentional control areas, suggesting a reduction of attentional demands after the training (Lee et al., 2012). Interestingly, a WM training has also induced less deactivation in “default-mode network”, which is usually deactivated during cognitive tasks, suggesting more automatic processing after practice (Jolles et al., 2010).

In addition to the changes of activation at brain regions specific to trained tasks, several neuroimaging studies demonstrated transfer effects of cognitive interventions (Dahlin et al., 2008). Dahlin et al. examined whether transfer effect was induced by training on a task that involved “updating”, which is a basic executive function relating to intelligence, WM, and manipulation of information (Dahlin et al., 2008). After 5 weeks of training on a letter memory task, young subjects showed improved performance on 3-back task, but no improvement in the Stroop task. A comparison between pre- and post-changes in the fMRI data that were collected during the training task showed increased activity in the left striatum and decreased activity in fronto-parietal network. As far as the transfer task is concerned, training-induced increases in brain activations were found in the left striatum and the frontal cortex for the 3-back task, but no significant changes were detected for the Stroop task. Additionally, a conjunction analysis revealed that overlap region exclusive to letter memory and 3-back was the left striatum, which is associated with updating, suggesting that the activation of the overlapping brain region during the training induced the transfer to the untrained 3-back task. No transfer was observed in older adults who showed no significant activation in the striatum during the letter memory task. Transfer effect was also examined for affective cognitive control (Schweizer et al., 2013). They found that twenty days of a dual n-back task with emotional stimuli (eWM task) induced improved emotional regulation and increased activations in the fronto-parietal demand network, including the dorsal and subgenual anterior cingulate (sgACC), on another task that required emotional regulation. Furthermore, several studies have examined cross-modal transfer effects of WM training (Schneiders et al., 2011, 2012; Buschkuehl et al., 2014). Buschkuel et al. have examined cross-modal transfer effects of 7 days of training of a visuospatial n-back task to an auditory n-back task, and investigated longitudinal changes of brain activities using perfusion (arterial spin labeling; ASL) (Buschkuehl et al., 2014). They found a transfer effects across modalities, and observed increased perfusion in right superior frontal gyrus, which is thought to be involved in executive control and WM processing. On the contrary, Schneiders et al. failed to observe cross-modal transfer effects for a visual and an auditory WM tasks (Schneiders et al., 2011, 2012). They found a modality-specific training effect for the visual WM training in the right middle frontal gyrus, which is to some extent specific to the maintenance of visual objects in WM, (Schneiders et al., 2011), and that for the auditory WM training in the right inferior frontal gyrus responsible for maintaining auditory information (Schneiders et al., 2012). However, no across-modal transfer effects were detected. One possible account for this discrepancy is that WM training would once increase brain activations in areas associated with executive control, which is shared between WM tasks with different modalities, but further training would decrease the brain activation along with a decrease in cognitive efforts necessary for the performance of the WM tasks (Chein and Schneider, 2005).

Furthermore, such modifications of brain activations induced by cognitive training can also be captured by EEG as well (Maclin et al., 2011). Changes in activtions related to attentional processes triggered by complex game learning were detected in P3 ERP component as well as in δ and α EEG spectral power (Maclin et al., 2011). Moreover, frontal EEG α power during early phase of the game training predicted subsequent learning rates (Mathewson et al., 2012). An improvement of the fluid intelligence induced by WM training and increases in θ and α synchronization have suggested that the WM training has improved not only WM maintenance functions, but also central executive and attentional control (Jaušovec and Jaušovec, 2012). A first-person shooter (FPS) video game enhanced neural processes that support spatial selective attention, as it was shown by increased amplitudes of the later visual ERPs in high-performing FPS players (Wu et al., 2012). Improvements of visual attention allocation, executive attention, and updating function in WM representation has been indicated by increases in ERP components (N160, P200 and P300) after training on a WM task that engaged updating function (Zhao et al., 2013). Modifications of EEG signals induced by training on a game involving dual tasks or a WM task along with behavioral improvements were also observed for elderly adults (Anguera et al., 2013) and dysphoric participants (Owens et al., 2013). Moreover, a meditation training such as integrative body-mind training (IBMT) improved attention, mood, and stress regulation, while it increased frontal midline θ power, where the anterior cingulate cortex (ACC) is suggested to be the generator of the activity (Tang et al., 2009). Thus, several cognitive training programs have shown alterations in brain activities as well as their effectiveness in improvements of cognitive performance. In Table 1, we provide a summary of existing neuroimaging studies showing changes in brain activations induced by cognitive training interventions.

TABLE 1. Studies showing changes in brain activations induced by cognitive interventions.
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Structural Brain Changes Induced by Cognitive Training Interventions

In addition to the training-induced changes in brain activity, morphological changes can be induced by cognitive practice in the adult brain despite a belief that changes in brain structure are limited to the critical period of development (Draganski and May, 2008). Repeated practice of skills during professional career can induce long-lasting changes in structure of the brain: i.e., London taxi drivers who have substantial experiences to use spatial knowledge for navigation in the complex city were found to have larger gray matter volumes in hippocampus (Maguire et al., 2006), professional typists devoted to the prolonged practice of typing show increased gray matter volume in brain regions related to programming of motor tasks such as supplementary motor area, prefrontal cortex and cerebellum (Cannonieri et al., 2007), violinists and other string players who use the second to the fifth digits of the left hand for fingering the string have larger cortical representation of the digits of the left hand in the primary somatosensory cortex (Elbert et al., 1995).

More directly, several studies have examined the effects of training on the structure of the brain. Modulations of neural structures and functions of the brain can occur for a relatively short period of time as demonstrated by MR-based morphology in conjunction with longitudinal design. Three months of training on juggling task induced a transient expansion of gray matter in the brain areas associated with the processing and storage of complex visual motion for both young and older participants (Draganski et al., 2004; Boyke et al., 2008). Even seven days of the juggling training induced a change in gray matter (Driemeyer et al., 2008) and 6 weeks of the training induced changes in white matter measured with diffusion tensor imaging (DTI) as well as in gray matter density (Scholz et al., 2009). Additionally, real-life intervention such as an intensive preparation for the medical examination, which requires acquisition of substantial amount of new information, could also induce the increment of gray matter in the brain areas known to be involved in memory processes (Draganski et al., 2006). Furthermore, a variety of training tasks other than the juggling training have induced alterations in brain structures. A Morse code training, a sort of language learning, induced a gray matter increase in the left occipitotemporal cortex, which projects to the area involved in language perception (Schmidt-Wilcke et al., 2010). A complex motor skill learning task induced an increase in gray matter volume in the prefrontal cortex, which was positively correlated with performance improvements over time, and a decrease in white matter volume in the prefrontal cortex (Taubert et al., 2010). A memory training induced cortical thickness changes in the right fusiform and lateral orbitofrontal cortex correlated with improvements in memory performance (Engvig et al., 2010). A WM training increased myelination measured by fractional anisotropy (FA) of fiber tracts in the white matter regions adjacent to the intraparietal sulcus and the anterior part of the body of the corpus callosum, both of which are considered to be critical in WM (Takeuchi et al., 2010). A mental calculation training that required WM function induced a decrease in regional gray matter volume in the WM-related regions, which could be attributed to the usage-dependent selective elimination of synapses (Takeuchi et al., 2011). A meditation training increased white matter efficiency in areas surrounding the ACC that is implicated in cognitive control (Tang et al., 2012). Furthermore, a logical reasoning training gain to fluid intelligence was associated with an increase in structural integrity in corpus and genu of the corpus callosum, which connect between homologous cortical areas of the two hemispheres and are considered to be involved in executive functions and WM (Wolf et al., 2014). Taken together, structural brain changes in response to cognitive training interventions were observed for a variety of training schemes, and such changes were mainly found in the brain areas that were supposed to be involved in the training tasks. These observed structural plasticity can be a basis of improvements in cognitive functions through the interventions, suggesting a potential effectiveness of the cognitive training. We provide a brief summary of structural changes in the brain induced by training intervention in Table 2.

TABLE 2. Studies showing structural brain changes induced by training interventions.
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Summary of Effects of Cognitive Training

In summary, cognitive training can modify activations or the structure of the brain regions directly related to the training tasks along with improvements in behavioral performance of the tasks. As different training tasks can induce changes of brain activations at different brain areas, the selection of training tasks is also an important issue. Although the brain areas engaged by the training tasks can be different dependent on sensory modality, the cognitive tasks recruiting higher cognitive functions, such as WM training or attentional training, are likely to show some transfer effects. Most of the demanding tasks usually recruit higher cognitive functions such as executive function, cognitive control, and attentional control (Buschkuehl et al., 2014). For example, WM training is supposed to induce changes in brain activity in frontal and parietal cortex, both of which are associated with WM capacity (Klingberg, 2010), a WM task that demands emotional regulation evoked increased activation in a part of the ACC, which has been shown to be involved in cognitive control and emotional regulation (Schweizer et al., 2013), an attention training program altered a part of the attentional control system in the prefrontal cortex (Mozolic et al., 2010), sensory motor tasks such as a juggling and a videogame modified cortical regions involved in spatial attention (Prakash et al., 2012) or visual areas specific to motion processing (Draganski and May, 2008), and meditation training program changed brain activities associated with attention, mood, and stress regulation (Tang and Posner, 2014). These results suggest that higher cognitive functions can be improved by cognitive training interventions regardless of sensory modality involved, and the changes in brain activations after cognitive training can be captured by a variety of neuroimaging techniques including fMRI, EEG, fNIRS and structural MRI. Although it is difficult to utilize functional or structural MRI for real-time tracking of training-induced changes of the brain due to their costs and portability, some of the neuroimaging techniques such as EEG can be useful for monitoring alterations in brain activity during the course of cognitive training.

EEG Biomarkers for Cognitve Workload

In the previous section, we introduced studies showing functional and structural changes of the brain induced by cognitive training interventions. These studies have shown that human cognitive functions could be improved through cognitive interventions if the brain regions implicated in trained tasks overlap between trained and untrained target tasks. In the cognitive training, subjects are required to repeatedly perform behavioral tasks such as WM tasks or video games. As a result of intense involvements of the brain regions during the course of the training, connections among the regions would be enhanced, leading to improved cognitive performance. To engage the brain regions effectively, individualized adaptive training platforms can be useful tools. Also, the neuroimaging techniques including EEG can capture changes in cognitive performance which could be potentially used as biomarkers for the brain enhancement system and facilitate learners’ learning process through tracking learning progress or monitoring mental states.

For example, cognitive overload would induce a reduction of learner’s motivation and mental fatigue, both of which hamper the effectiveness of cognitive training interventions. Thus, the cognitive training can be facilitated using passive Brain-Computer Interface (BCI) system, which utilizes biomarkers derived from the brain signal and adapts to the user’s performance without the purpose of voluntary control of the system (Zander and Kothe, 2011). Through a real-time monitoring of cognitive workload of learners, the system can flexibly be adjusted to avoid overloading learners’ cognitive resources and to keep the learners’ engagement and motivation, speeding up the learning progress (Baldwin and Penaranda, 2012). Additionally, individual differences in learners’ learning rate can be predicted by EEG biomarker (Mathewson et al., 2012), suggesting that combinations with other cognitive training or neurofeedback training which improve the EEG biomarker could optimize training of targeted cognitive functions. In this section, we will first provide a general introduction of EEG biomarkers, which have been studied mainly for BCI and Neurofeedback, and discuss a potential use of biomarkers for increasing effectiveness of cognitive training interventions. As it is practically difficult to use fMRI or structural MRI to monitor learners’ learning process in real-time due to its costs and portability, we will focus on EEG biomarkers here. Then, examples of neurophysiological biomarkers for cognitive workload will be introduced, which can be used for optimizing cognitive workload of a training task to keep learners’ concentration and motivation.

EEG Biomarkers: BCI and Neurofeedback

The biomarkers based on EEG have been studied extensively for the BCI, which enables users to control computers or devices through the neurophysiological signals, mainly because of ease of use and low cost (Graimann et al., 2010). Mathematical techniques developed for the BCI system can also be employed for the assistive system of cognitive training interventions. In general, the detection of mental states consists of three stages: pre-processing, feature extraction and selection, and classification. The pre-processing can include artifact removals, spatial filtering, and temporal filtering. After the pre-processing, specific properties of the signal will be extracted over window, useful features will be selected for dimensional reduction, and the selected features will be subjected to classification, which accounts for difference in mental states. Classification enables the system to adapt to individual difference in learners, but the selection of feature space to be extracted is critical for detection of cognitive states, and requires understanding of mechanism behind the cognitive states.

In the BCI systems, various types of EEG signals such as modulations of sensorimotor rhythms (SMR) during motor imagery (Pfurtscheller et al., 1997), event-related potentials (Farwell and Donchin, 1988) or slow cortical potentials (SCPs; Birbaumer et al., 1999) are utilized for discriminating mental states. In any case, it is well known that users often have to be trained to control the BCI system properly, suggesting a need of adjustments to individual difference in signals (Neuper and Pfurtscheller, 2010). In the course of the training for the control of BCI, the user is repeatedly presented with feedbacks indicating performance of the system, and needs to learn voluntarily generating specific patterns of brain signal, which is detectable by the BCI system. Thus, a kind of neurofeedback training for the BCI control is necessary. Actually, the only difference between typical BCI systems and neurofeedback training is how to use biomarkers. For the BCI system, detected mental states would be used for controlling devices and the training would be done through improvements of behavioral performance in the control while the neurofeedback training would be achieved through direct modulations of brain signal.

EEG-neurofeedback has been examined with various types of EEG biomarkers, e.g., up- or down-training of the SMR, the β1 ratio, the θ/α ratio, γ, etc., and improved cognitive functions including sustained attention, orienting, executive functions, spatial rotation, procedural memory, recognition memory have been repeatedly reported through the EEG-neurofeedback training (Gruzelier, 2014). The successful outcomes of the neurofeedback training suggest that the mental state revealed by the EEG biomarkers could provide quantitative metrics for guiding learners to obtain certain mental state suitable for efficient learning or performing specific tasks. In the neurofeedback training, the desired brain state would be achieved through associative learning, in which the association between the desired state and reinforcing feedback stimulus revealing the brain activity is learned (Sulzer et al., 2013). For the adaptive system for effective training, such neurofeedback techniques could be used to optimize learners’ mental state to facilitate their learning progress.

Neurophysiological Biomarkers for Cognitive Workload

The assessment of cognitive workload based on neurophysiological biomarkers, particularly EEG biomarker has been of great interest and been extensively studied (Kothe and Makeig, 2011), and the spectral analysis of the EEG waveforms is a powerful tool for the assessment of the mental states during performance of cognitive tasks (Kohlmorgen et al., 2007).

To search for features of EEG signals associated with task demands, an increase of the EEG power-spectrum in the θ bands (4–7 Hz) at frontal sites and a decrease in the α bands (8–12 Hz) over parietal sites have been investigated (Borghini et al., 2014). The increase of frontal θ activity has been observed for high cognitive demand or high mental effort (Berka et al., 2007), and is considered to reflect attentional process to allocate cognitive resources (Gomarus et al., 2006) while the decrease of α power may reflect semantic LTM processing (Klimesch, 1999).

These kinds of neurophysiological biomarkers can be used for on-line monitoring of mental states. Aricò et al. developed a framework for classification of multiple levels of mental workload during a simulated flight based on EEG and ECG signals (Aricò et al., 2014). In this study, subjects performed the Multi Attribute Task Battery (MATB; Comstock and Arnegard, 1992), which includes a variety of simulated tasks involved in a flight scene, over three different difficulty levels (cruise flight phase, flight level maintaining, and emergencies) during recordings of EEG and ECG signals. The classifiers were trained offline for discriminating cognitive workload, and then tested with the other data where difficulty levels were changed dynamically. The stability of the classifier parameters was tested as well. The workload was assessed based on fusion workload index: a combination of EEG and ECG based workload indices. For the EEG-based workload index, the power spectral density (PSD) was evaluated, and the stepwise linear discrimination analysis (SWLDA) was used to select the most relevant spectral features to discriminate workload levels. For the ECG-based workload index, the PSD was estimated for R-peaks extracted from the ECG signal, and the relevant features were selected using the SWLDA. The derived workload indices were subjected to the SWLDA to calculate the best estimation of coefficients of a linear combination of the EEG and ECG-based workload indices for discriminating the workload levels. The authors demonstrated that the proposed system was able to evaluate multiple levels of mental workload, and the classification parameters were stable within a week.

The frontal θ and parietal α power can be changed along with a change of cognitive efforts induced by training of a task. In the study by Borghini et al., subjects trained on the MATB for 5 days while EEG signals were recorded at first (T1), third (T3) and fifth (T5) day of the training (Borghini et al., 2015). The frontal θ power increased from T1 to T3, and then decreased at T5 and the parietal α power showed an opposite pattern while performances of the MATB task continued to improve during the training. This result seems to reflect changes in attentional demands in the course of the training. We may be able to monitor the progress of cognitive training through such biomarkers associated with allocation of attentional resources.

In summary, there exist several evidences showing that neurophysiological biomarkers can discriminate between different levels of cognitive workload. Although further developments would be necessary for applications based on integration of such biomarkers into an adaptive training system, classification of cognitive workload can be a useful measure for assisting cognitive training and increase its effectiveness by controlling the difficulty levels of the training task. Actually, as mentioned above, some studies have shown changes in frontal θ power after WM training (Jaušovec and Jaušovec, 2012) or training that uses a complex video game (Anguera et al., 2013), suggesting that these EEG biomarkers can be useful for tracking the progress of cognitive training.

Brain Connectome Approach

The brain connectome is a useful approach not only for understanding brain cognitive functions, but also for extracting biomarkers that could discriminate between different brain states. By using network metrics to represent a feature space for classification, detection of mental states of learners could be enhanced. In this section, we will introduce the network science and its application to brain networks. Firstly, a general introduction of the network science will be provided. Secondly, prior studies using brain connectome approach will be introduced. Then, we will discuss why the connectome approach is beneficial to the brain enhancement system and how it can boost the learning progress. Finally, we will introduce prior studies showing differences or modifications of the brain connectivity patterns, which suggest potential use of brain connectome approach for the brain enhancement system.

Network Science

It is widely known that brain is a complex network consisting of brain regions dedicated to different kinds of cognitive functions. Furthermore, accumulating evidences support that cognitive functions emerge from the dynamic interactions of distributed brain areas in large-scale networks (Bressler and Menon, 2010). Thus, in order to understand the neural mechanism behind the cognitive training interventions, it would also be important to study alterations in the brain network. The network science, largely based on graph theory, is a useful methodology for investigating an architecture of a complex network and has been employed for studying the brain network (Bullmore and Sporns, 2009; Sporns, 2014). Graph theory is a field of mathematics, aiming at studying topological architecture of networks, and has a long history, dating back to 1736 when a pioneering Swiss mathematician, Leonhard Euler, published the paper on the famous “Seven Bridges of Königsberg” problem. More recently, Watts and Strogatz employed graph theoretical approach to show “small-world” structure of complex networks derived from empirical data (Watts and Strogatz, 1998), leading to the rise of network science as a mathematical tool for studying structure and functions of a wide variety of complex systems from neuroscience, social science, physics, biology, computer science, etc.

In graph theory, networks are represented as “graphs” that consist of objects (“nodes” or “vertices”) and connections or relationships between them (“edges”). The topological properties of complex network are quantified by a wide variety of measures, such as small-worldness, modularity, hierarchy, centrality, and the distribution of network hubs (Bullmore and Sporns, 2009). For example, the degree of a node is the number of connections linking to the other nodes, and the probability distribution of the node degree over the whole network is called the degree distribution: a useful measure for investigating a global architecture of a network. Clustering coefficients quantify the degree of mutual connections between the nearest neighbors of a node. High clustering leads to high efficiency of local interactions and robustness. Shortest path length is the minimum number of edges necessary for a node to reach to another. The inverse of the path length can be used to quantify global efficiency of information transfer of the network. Connection density is a proportion of actual connections to the total possible connections. High connection density indicates high physical cost of a network. The centrality of a node represents its importance in communication, and several measures for node centrality has been proposed, such as degree centrality, eigenvector centrality, closeness centrality, betweennes centrality, and so on. For example, the degree centrality is the simplest centrality measure: the degree of a node, while Betweenness centrality is measured by counting the number of paths between the other nodes passing through the node for taking the shortest route. Nodes with high centrality are called hubs, and can be used for assessing robustness of the network by deleting them. Complex networks often consist of a number of modules composed of locally interconnected nodes with few connections to those in different modules. Hubs can have different roles in this complex network architecture. Provincial hubs are connected mainly to nodes inside their own modules while connector hubs have connections with nodes in other modules. Further details about the formulation of these network metrics and their interpretation can be found in recent reviews of this topic (e.g., Rubinov and Sporns, 2010).

Graph theoretical network analysis allows us to quantitatively study topology of networks. A number of studies utilizing graph theoretical measures have revealed that most real world networks including brain network had non-trivial topological features. Watts and Storogatz have shown that a variety of networks have “small-world” properties, based on empirical examples including social network of film actors, power grid, and the neural network of the worm Caenorhabditis elegans (C. elegans) (Watts and Strogatz, 1998). The “small-world” network, by analogy with the small-world phenomenon (popularly known as six degrees in separation), has topological properties somewhere between two extreme cases, i.e., regular and random networks. The small-world network can be characterized by two independent graph theoretical measures introduced above, namely the clustering coefficients and average shortest path length. Regular network is highly clustered, but has a large path length: it is robust, yet inefficient in information transfer. Random network, on the other hand, has a small path length along with a small clustering coefficient, indicating that it is efficient, but is not robust. Small-world network is the intermediate between the regular and the random network, and consists of a number of clusters or modules, interlinking with each other via hubs. Such modular architecture of the small-world network enables global efficiency of information transfer and robustness to perturbations at the same time. It is believed that the small-world architecture is a fundamental principle of a diversity of complex networks, e.g., social, economical, biological, and neurological networks.

Scale-free network, whose degree distribution follows a power law, is also an important concept in the network science (Barabási, 2013). The scale-free property of the network means that some “hub” nodes have a large number of connections while a majority of nodes have only a few connections, which is considered to enable rapid information transfer, minimal wiring costs, and balancing between local and global communications. Such scale-free property has also been found in a variety of networks in the natural world.

Brain Connectome Approach to Large-Scale Human Brain Network

A number of studies have attempted to employ graph theoretical approaches for the brain network analysis (Sporns, 2014). For large-scale human brain networks, the nodes are usually considered to be brain regions or sensors (e.g., voxels for fMRI and electrodes for EEG/magnetoencephalography (MEG)) while the edges can be derived from different, but relevant forms of connectivity, i.e., anatomical connectivity (AC), functional connectivity (FC), or effective connectivity (EC). AC, also called structural connectivity, is the axonal-fibers (white matter) pathways usually acquired by DTI or diffusion spectrum imaging (DSI). FC is defined as temporal dependency between activities of distributed and often spatially distant brain regions without explicit reference to causal effects, normally monitored via fMRI. EC represents causal interactions between brain regions, defined as an influence of one system on another. The causality can be inferred through network perturbations, or the temporal ordering of events. As estimations of EC usually require high temporal resolution, signals from EEG, electrocorticogram (ECoG) or MEG are used. The distinction between FC and EC in neuroimaging studies is important when considering several aspects of functional organization (Friston, 1994). Once the connectivity pattern is provided, regardless of which modality is employed for deriving the network, graph theoretical approaches can be applied for investigating its network architecture. The functional and EC derived from functional data can dynamically change even at rest and do not necessarily match with the AC and should not be interpreted as it is (Honey et al., 2009; Hermundstad et al., 2013).

To obtain connectivity patterns of the large-scale network from brain activity, a variety of techniques have been proposed. For FC, correlation analysis can be used regardless of the modality of signals while several techniques have been proposed for EC, depending on modality of signals. To derive EC from electrophysiological signals such as EEG and ECoG, the Granger causality analysis based on multivariate autoregressive model (MVAR) can be used to determine the directional interaction among electrophysiological signals (Astolfi et al., 2007). The directed transfer function (DTF; Kamiński and Blinowska, 1991) and the partial directed coherence (PDC; Baccalá and Sameshima, 2001) have been used to estimate such causal relationships. To derive EC from fMRI data, Granger Causality Modeling (GCM) and Dynamic Causal Modeling (DCM) have been proposed (Valdes-Sosa et al., 2011). Approximately, GCM is data-driven while DCM is hypothesis-driven. Once connectivity maps are obtained regardless of techniques used for deriving connectivity patterns, graph theoretical approaches can be employed to investigate the network properties.

Graph theoretical network metrics demonstrate topological architecture of the brain network, such as global or local efficiency of information transfer, small-worldness, and a modular structure of the network. Studies employing graph theoretical metrics on human large-scale structural brain network have exhibited robust small-world properties, i.e., high clustering coefficients with relatively small mean path length, for structural brain networks derived from diffusion MRI (Hagmann et al., 2007) as well as those from cortical thickness (He et al., 2007). Similarly, the small-world properties have also been shown for human brain functional networks based on neurophysiological data, such as a task fMRI (Eguíluz et al., 2005; Kinnison et al., 2012; Breckel et al., 2013), resting-state fMRI (Salvador et al., 2005; Achard et al., 2006; Achard and Bullmore, 2007; van den Heuvel et al., 2008), EEG (Micheloyannis et al., 2006, 2009; Stam et al., 2007; Smit et al., 2008; Boersma et al., 2011; Langer et al., 2012; Sun et al., 2014a), and MEG (Stam, 2004; Deuker et al., 2009). Also, the scale-free organization has been reported for the functional network derived from fMRI (Eguíluz et al., 2005; Achard et al., 2006; van den Heuvel et al., 2008) and EEG (Lee et al., 2010). These findings consistent among structural and functional brain network reveal that the small-world and scale-free property are fundamental principles of the brain networks, suggesting that the brain networks have evolved to achieve high efficiency of information transfer between nodes at low connection cost with robustness to perturbations.

Furthermore, several studies have shown that the human brain network has some “hub” regions that work as core regions linking between brain regions (van den Heuvel and Sporns, 2013b). The hub regions were identified for both structural brain networks (He et al., 2007; Hagmann et al., 2008; Iturria-Medina et al., 2008; Gong et al., 2009; van den Heuvel and Sporns, 2011, 2013a; Nijhuis et al., 2013) and functional brain networks (Achard et al., 2006; Cole et al., 2010b; Tomasi and Volkow, 2011a,b; Zuo et al., 2012). The identified hub areas were relatively consistent among the studies regardless of the modality used for obtaining the brain networks, and mostly included parietal and prefrontal regions, such as precuneus, anterior and posterior cingulate gyrus, and the superior frontal gyrus (Bullmore and Sporns, 2009; van den Heuvel and Sporns, 2013b). These hub regions are believed to be responsible for multimodal or integrative function. In fact, the precuneus is a part of the default mode network, and has been suggested to be involved in visuospatial imagery, episodic memory retrieval, self-processing, and consciousness (Cavanna and Trimble, 2006), while the superior frontal gyrus contributes to various cognitive functions, such as WM and attention (Petrides, 2005). The damage to these regions could result in drastic changes of stability and efficiency of the network (Sporns and Zwi, 2004). Such hub regions, in particular the fronto-parietal brain network (FPN), may work as a flexible hub, which implement cognitive control by biasing information flow across sub-networks depending on task demands (Cole et al., 2013).

As revealed by the graph theoretical approach, the brain has a modular architecture with small-world network attributes. Each module, probably corresponding to anatomically or functionally defined brain regions, has dense connections within the module for local processing of information, and is implicated in a particular function, exhibiting functional segregation of local areas. On the other hand, the modules are interconnected with each other through short- or long-range connections through hubs, implying functional integration of globally distributed brain areas. In fact, human brain structural network derived from co-variation of regional gray matter volumes measured using MRI and DSI exhibited hierarchical modular architecture with 2–3 levels (Bassett et al., 2010). It is likely that such hierarchical small-world network architecture enables the coexistence of functional segregation and functional integration within a single brain network. Also, these findings are consistent with those for the resting-state FC, which have shown the existence of a number of sub-networks consisting of functionally linked brain regions (Cole et al., 2010a). Therefore, the brain has an inhomogeneous architecture, and each brain region has different functions with different degree of importance. As such, brain regions dedicated to the relevant cognitive functions are engaged depending on cognitive demands, and work together as a network to communicate and influence one-another to produce coherent experiences and behavior. Such sub-networks could be divided into “intrinsic” and “evoked” functional network architecture, where the intrinsic network serves as a standard state of the brain and relatively small changes of the task-evoked networks support task-specific demands (Cole et al., 2014).

In summary, functional and structural connectivity patterns of the human large-scale brain network can be obtained by means of a variety of neuroimaging and mathematical techniques. A number of studies have been conducted to investigate the topological architecture of the brain network using graph theoretical network metrics, and have shown that the human brain network had small-world network characteristics, scale-free organization, and a modular structure, suggesting applicability of network analysis for elucidating neural underpinnings of human cognitive functions.

For the brain enhancement through cognitive training, elucidation of the brain network architecture is of great importance for several reasons. Firstly, cognitive training can affect sub-network consisting of spatially distributed, but functionally relevant brain regions even when improvement of activation in a single brain region is targeted. Secondly, a degree of impact of cognitive intervention can differ among brain regions, depending on its topological property of the brain network. To be specific, hub regions that link with other sub-network can have greater influence compared to other brain areas. Thirdly, the graph theoretical network metrics can simply be additional biomarkers for monitoring mental states of learners during the training, enabling the adaptive learning system depending on the learner’s mental state to facilitate the learning progress. Finally, although reduced activation in brain regions responsible for attentional control and mental efforts has been observed after the cognitive training and is considered to indicate relative automaticity of behavior induced by the training (Prakash et al., 2012), it cannot be accounted for in terms of the improved “efficiency” of neural function (Poldrack, 2015). The connectome approach can provide another perspective for the effects of the cognitive training in terms of changes in cost of information transfer within the network. Additionally, FC strength was spatially correlated with regional cerebral blood flow (rCBF), particularly in the default mode network and executive control network, and the coupling between blood supply and FC in the lateral-parietal lobe was modulated with task demands (Liang et al., 2013), suggesting that FC analysis would provide effective tools for measuring changes of energy consumption induced by cognitive training interventions. Therefore, it is getting more important to consider about modulations of the brain network architecture induced by the cognitive training in order to develop the assistance system for the cognitive training.

We have introduced graph theory as a tool for investigating the topological architecture of complex networks, and its applications to the human large-scale brain network. In the studies introduced above, the graph theoretical network metrics have been used to show prevailing attributes of the brain network, such as small-world architecture, scale-free organization, or hub brain regions. In the next section, we will discuss its applicability for demonstrating difference in the brain functional network architecture, which could discriminate cognitive states.

Difference in the Brain Functional Network

The FC patterns of the brain network can be different depending on cognitive states or states of mind, suggesting that functional brain network can be used as biomarkers for detecting mental states. For example, the functional interaction between cell assemblies revealed by the human EEG coherence, which is the correlation coefficient in the frequency domain, was higher during memory encoding phase for subsequently recalled words compared to forgotten words (Weiss and Rappelsberger, 2000). In one study, Astolfi et al. showed different cortical connectivity pattern during observations of TV commercials between subsequently remembered and forgotten ones (Astolfi et al., 2008). They also demonstrated that the parietal areas received a larger amount of the incoming flow of information during the observation of TV commercials that were remembered than that of forgotten ones. Even more precise differences in cognitive states can be predicted by connectivity patterns of the brain network. Through calculating the cross-frequency causal interactions (Canolty and Knight, 2010) between frontal and parieto-occipital sites, Dimitriadis et al. estimated effective networks derived from EEG signals during a mental arithmetic task with different cognitive workload levels (Dimitriadis et al., 2014). The tensor subspace analysis (TSA) based learning was then used to extract features that can discriminate different cognitive workload levels based on FC patterns. These features achieved a remarkable high correct-recognition-rate (96%) for classification of the task difficulties, suggesting that the FC patterns based on cross-frequency couplings between subregions can become powerful biomarkers for measuring cognitive workload levels (Figure 2). Also, multivariate pattern analysis (MVPA) on EEG FC patterns demonstrated successful classification of mental fatigue states from vigilant state at an accuracy of 81.5% (Sun et al., 2014b). These results have suggested that a combination of FC patterns and advanced mathematical tools could provide powerful biomarkers of cognitive states.
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FIGURE 2. Cross-frequency causal interactions revealed by Phase Locking Values (PLV) for multiple cognitive workload levels during a mental arithmetic task. Three different thresholds have been applied to each type of coupling (F/θ, POα2, CFC) (Adapted from Dimitriadis et al., 2014). a permission will be obtained from the publisher after acceptance, the image will be replaced with high-resolution version.



In addition to the FC pattern itself, differences in the topological architecture of the brain functional network can be quantified in terms of graph theoretical network metrics. Kitzbichler et al. have found that the brain functional network derived from human MEG data became more globally efficient, less clustered, and less modular network configuration as cognitive efforts got greater during a WM task (Kitzbichler et al., 2011). Furthermore, Sun et al. employed the graph theoretical metrics on FC patterns derived from lower α band (8–10 Hz) of EEG data to investigate small-world network properties due to a decline in vigilance caused by performing an attention demanding task (Psychomotor Vigilance Test; PVT; Sun et al., 2014a). They found a decrease in efficiency of global information transfer revealed by increased weighted characteristic path length, and an asymmetrical pattern of connectivity (right > left) in fronto-parietal regions due to mental fatigue (Figure 3). Such difference in graph theoretical network metrics was found between rest and a task performance for the functional network derived from MEG (Bassett et al., 2006) and fMRI (Cao et al., 2014; Taya et al., 2014). Also, the graph theoretical metrics on fMRI functional network could discriminate between resting-state and sensory stimulation (Moussa et al., 2011), different cognitive load during a WM task (Ginestet and Simmons, 2011), different cognitive states in an emotional and a motivational task (Kinnison et al., 2012), and between an intentional and an incidental learning of words during neuropsychological tests (Kuhnert et al., 2013). The small-worldness of EEG functional network was different between during rest and mathematical thinking (Micheloyannis et al., 2009) and some network metrics of a combined EEG and MEG functional network was different between low- and high-memory load during a visual WM retention period (Palva et al., 2010). Furthermore, graph theoretical network metrics or network modularity of fMRI functional network were different depending on sleep levels or conscious levels (Ferri et al., 2007; Spoormaker et al., 2010; Tagliazucchi et al., 2013; Uehara et al., 2014).
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FIGURE 3. Functional connectivity patterns in the low alpha (8–10 Hz) frequency band obtained for (A) 1st and (B) 4th quartile during the PVT task performance. The cortical connections are weaker at left prefrontal cortex compared to right one in the 4th quartile (Adapted from Sun et al., 2014a).



The graph theoretical network metrics can be effective in discriminating individual differences in mental or cognitive abilities as well. Van den Heuvel et al. have demonstrated a strong negative association between the normalized characteristic path length of the intrinsic brain network derived from resting-state fMRI data and intelligence quotient (IQ), suggesting that human intellectual performance is related to how efficiently the brain integrates information between brain regions (van den Heuvel et al., 2009). Moreover Langer et al. have shown that clustering coefficient and path length of the functional network derived from resting EEG were strongly related to general intelligence evaluated by Ravens advanced progressive matrices: higher small-worldness for higher general intelligence (Langer et al., 2012). Although the network metrics can also be useful biomarkers for diagnosis of mental disorders (Bassett and Bullmore, 2009), we will not discuss about this case here.

In summary, the brain functional network can show different connectivity patterns depending on cognitive states such as cognitive workloads or sleep stages, and such difference can be extracted and be classified using advanced mathematical techniques. Furthermore, the graph theoretical metrics that quantify topological architecture of complex networks can also discriminate between cognitive states and individual differences in intelligence. These results have suggested that graph theoretical network metrics on functional network can be useful biomarkers for monitoring and optimizing cognitive states of learners during cognitive training.

Modulations of the Brain Network Induced by Cognitive Training Interventions

We have introduced a number of examples showing that the brain FC patterns could be different depending on cognitive states or even individual cognitive abilities. For assisting the cognitive training, it is important to know whether the brain functional network could be changed through cognitive interventions. Although only one study has directly examined the effect of cognitive training interventions on topological architecture of the brain functional network so far (Langer et al., 2013), a number of studies have examined the effect of cognitive interventions on the brain network in different time scales, and found the modulation of the brain network induced by prior experiences including the cognitive training, as introduced below.

There are a number of studies showing modifications of the brain FC induced by cognitive or perceptual task performance. Albert et al. (2009) have shown that a motor learning could modulate subsequent neural activity during rest and the changes in resting activity were not limited to immediately after the learning, but persisted after 4 min of unrelated task. Stevens et al. (2010) have examined the effects of preceding exposure of visual stimuli from distinct categories (i.e., faces or scenes) on FC between frontal networks and category-preferential visual regions during rest. They found that increased couplings between a frontal brain region (rIFG) and category-preferential visual regions after each task, and subsequent memory performance was predicted by the degree of modulation of the couplings. These findings have indicated that resting-state FC could be modulated by perceptual or cognitive tasks at least in a short-term (minutes).

Such modulations of resting-state connectivity induced by prior experience can last for longer duration (days or weeks). Lewis et al. (2009) have investigated the effects of intense training (2–9 days) on a visual perceptual task on resting-state FC, and found that the FC between trained visual cortex and dorsal attention regions became more negatively correlated while that between untrained visual cortex and several default regions became less negatively correlated after learning. Changes of resting-state FC were found for WM training as well. Six weeks of a verbal WM training induced modifications in resting-state FC and the change of frontoparietal connectivity was positively related to performance improvement while that of default network connectivity was negatively correlated (Jolles et al., 2013). Also, 27 days of the WM training program increased FC between mPFC and precuneus and that between mPFC and right posterior parietal cortex and right lPFC (Takeuchi et al., 2013). Even some weeks of training of video games changed FC during game playing (Voss et al., 2012) and rest (Strenziok et al., 2014).

The changes in brain network induced by cognitive training interventions can be observed in structural connectivity as well. Takeuchi et al. have demonstrated that 2 months of WM training increased FA in the white matter regions, possibly attributable to increased myelination after training (Takeuchi et al., 2010). Additionally, Wolf et al. investigated the transfer capability of general fluid intelligence related cognitive training in elderly subjects (Wolf et al., 2014). They examined structural integrity measured by DTI immediately after a 4-week training and a 3-month follow-up period. Although only 22% of subjects showed successful long-term transfer effects, transfer of training gains was associated with a higher degree of structural integrity.

In addition to the individual connectivity between brain regions, the graph theoretical approaches can be employed to examine changes in global characteristics of the brain network. Bassett et al. investigated reconfiguration of modular structure of the FC induced by 3 days of a motor learning task (Bassett et al., 2011). They found that some of the brain regions showed consistent community allegiance (low-flexibility nodes) while other regions constantly shift allegiance (high-flexibility nodes). Additionally, the network flexibility first increased and then decreased during the learning process. The authors have also examined changes of modular structure over thirty-day of a motor skill training, and demonstrated that the separation between core and periphery nodes decreased over the course of training, and good learners tend to have greater separation than poor learners (Bassett et al., 2013). Even 4 days of learning of complex hand coordination pattern induced changes in topological architecture of the fMRI functional network (Heitger et al., 2012). Additionally, Breckel et al. have demonstrated prolonged changes in the global architecture of the resting-state brain network during a series of task performance (Breckel et al., 2013). They compared topological properties of the functional brain network derived from fMRI data before a sustained attentional task performance and those after the task, and showed that the post-task functional network had more clustering, less global efficiency, and less long-distance connections, suggesting a reduction in network integration due to the task performance. These changes in network architecture were still observed after 6 min of resting state. Interestingly, such changes in information transfer efficiency of the brain functional network were induced by a cognitive training intervention (Langer et al., 2013). Langer et al. investigated effects of intensive WM training on the EEG functional network. They first confirmed that WM performance was correlated with power in the θ frequency band, and the WM training increased the θ power. Then, they found the global efficiency of the functional network in the θ band was correlated with higher WM performance before training, and WM training induced increase of small-world topology revealed by an increase of the clustering coefficient and a decrease of the path length in the majority of the subjects.

Taken together, prior sensory or cognitive experience and cognitive training interventions can have even prolonged effects on the brain structural and FC. In addition, motor training and WM training induced changes in topological architecture of the brain network. Although only one study has directly examined the effect of cognitive training interventions using brain connectome approach so far (Langer et al., 2013), alterations in the brain connectivity patterns can also be captured by graph theoretical network metrics such as clustering coefficients or path length. Such changes in topological architecture and information transfer efficiency of the brain functional network can be attributed to improvements in cognitive processing related to the trained tasks, enhancements of general intelligence, changes in attentional levels, difference in cognitive workload, or reconfiguration of brain sub-networks involved. These results have suggested that the network metrics can be useful biomarkers, not only for monitoring cognitive states, but also for tracking effects of the cognitive training interventions. A summary for existing studies showing changes in functional brain connectivity induced by cognitive training interventions is given in Table 3.

TABLE 3. Neuroimaging studies showing changes in brain FC induced by cognitive interventions.
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Conclusion

In this review article, we proposed that biomarkers based on brain connectome approach could be useful for a brain enhancement system by optimizing effectiveness of cognitive training interventions on learners’ learning process. For this purpose, we first introduced studies on cognitive training interventions. A number of studies have shown that the brain cognitive functions could be improved through cognitive training interventions such as WM training or video game training, and brain activities were modulated as a result of the training (Klingberg, 2010). Although such cognitive interventions are effective, their effectiveness can be different among individuals and they may even vary depending on mental state at the moment of the training. If the task that the learner is performing is too difficult or too demanding, it would be difficult for them to keep the motivation and concentration on the facing task and some of them can be exhausted from the excess of cognitive workload, resulting in a poor or a lack of improvement in cognitive functions. An adaptive assistance system for cognitive training through monitoring the learners’ mental states such as cognitive workload using objective biomarkers is a useful approach to facilitation and optimization of the learning progress. As introduced above, a number of biomarkers have been proposed for monitoring mental states including cognitive workloads. Most of the biomarkers are based on spectral properties of EEG signals or ERPs, and the extracted features are often subjected to cutting-edge mathematical tools based on machine learning theory to discriminate mental states (Kothe and Makeig, 2011). Additionally, some biomarkers can be used to predict individuals’ intelligence or learners’ subsequent learning rate (Langer et al., 2012). If optimal mental states for ongoing training can be replicated in the brain through the adjustment of the cognitive workload, neurofeedback, or other cognitive training scheme, we could optimize the effectiveness of the training process.

Furthermore, we have introduced the functional connectome approach, which is mainly based on the graph theory (Sporns, 2014). The brain is a complex network consisting of spatially distributed regions dedicated to different functions, and it is proposed that cognitive functions emerge from dynamic interactions of several brain areas, not a result of an activation of a single brain region (Bressler and Menon, 2010). As such, the number of publications regarding brain network is drastically increasing (Friston, 2011). We have proposed here that the brain connectome can be a useful approach not only for elucidating mechanisms underlying brain cognitive functions, but also for detection of mental states. The graph theoretical network metrics can be biomarkers of cognitive states, as shown in previous studies on cognitive workload (Ginestet and Simmons, 2011; Kitzbichler et al., 2011) or mental fatigue (Breckel et al., 2013; Sun et al., 2014a). Several studies have shown that the brain functional and structural network connectivity can be altered through cognitive interventions, and the graph theoretical network metrics have shown the reorganization of topological architecture of the brain functional network over multiple temporal scales (i.e., minutes, days, weeks). These results suggest that the functional connectome approach as well as conventional biomarkers would be effective methods for boosting learning progress of learners during the course of cognitive training.
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Recently there has been a call (Reimann et al., 2013) for a re-evaluation of the genesis of local field potentials (LFPs), a measurement deeply correlated with normal and pathological excitable cell tissue operation (Einevoll et al., 2013; Friston et al., 2014). The lack of a full scientific account of LFP origins additionally means that brain augmentation hardware, a primary tool for which is the manipulation of LFPs, is in effect pulling unmarked levers. How can we knowledgeably control LFPs when LFP origin itself is a mystery? Here we investigate how the task of revisiting LFP origins might best be approached.

LFPs originate in the two deeply interconnected fundamental physical fields of the brain: the vector electric field [E(r,t), V/m] and the vector magnetic field [B(r,t), V-s/m2]. Each of these can be Helmholtz-decomposed into the gradient of a scalar potential [say Φ(r,t)] and the curl of a vector potential [say A(r,t)] (Groot and Suttorp, 1972; Landau et al., 1984; Malmivuo and Plonsey, 1995; Jackson, 1999). This means in practice that there are three “potential fields” operating in the brain1. At present it is technologically impossible to directly measure the vector electric field or magnetic field at the resolution of tissue fine structure. Therefore neuroscientists rely on a technically straightforward measurement of voltage (call it LFP(r,t)) that imperfectly accesses the “potential fields” and within which E and B are only indirectly represented.

Empirical work over many decades has converged on transmembrane ionic current as the ultimate origin of the LFP (Buzsaki et al., 2012; Destexhe and Bedard, 2013). This means we must address the finest details of the formidably complex tissue ultra-structure typified by Figure 1A (Nicholson and Sykova, 1998; Briggman and Denk, 2006; Kinney et al., 2013)2. This is because the ionic currents originate in the membrane micro-environment indicated by the generic sources d1·sd4 in Figure 1A. Fundamental field theory tells us that E and B actually mediate LFP expression. This requires us to look at how membrane-related sources first cause E and B and through them, the LFP. We must treat transmembrane currents and their supporting systems of charge as electromagnetic (EM) field sources.


[image: image]

FIGURE 1. EM field origins in nervous tissue ultra-structure. (A) Electron micrograph colored to reveal neuron/glia ultra-structure with (B) the resting state source charge density characteristic centered on the huge transmembrane electric field (106–107 V/m) across all neural and glial cell membrane and maintained by charge transporters not shown. This massive sheet-charge dipole lines the tortuous, narrow sheet/tunnel ECS (Kinney et al., 2013), which is the only tissue medium actually outside all cells. Spatially and temporally coherent ion channel activity in neuronal membranes produces fast, coherent, dynamic current sources that locally modulate (even reverse) the planar dipole field, expressing dynamic electric and magnetic field systems far into the surrounding tissue. This is the primary source that originates all other activity in the tissue. At any given point (say P1) there is a total electric and magnetic field expressed line-of-sight through the tissue at the speed of light. This total field exerts its influence on local charge populations via the Lorentz force. Secondary current systems in the ECS (blue arrows) and ICS (black arrows) resulting from this activity are hugely diluted, diffuse and randomized, traveling at speeds 10,000 times slower than through the membrane (Hille, 2001). Such a small, randomized current density cannot be argued to contribute anything more than field noise at the scale of tissue ultra-structure. However, long term persistent charge transport can support regional polarization and thereby cause the tissue as a whole to exhibit a macroscopic electric field system. In this way, an ultra-structured EM field system and a large-scale slow electric field system can operate simultaneously in the tissue. It is also a natural expectation of such a system that all EM field sources (probably minutely) influence, through the tissue at the speed of light, all other field sources. This is the probable origin of the recently revealed EM field coupling mechanism (Frohlich and Mccormick, 2010; Anastassiou et al., 2011). (A) Based on (Nicholson and Sykova, 1998; Kinney et al., 2013), neuron/astrocyte allocation notional.



LFP(r,t) measurement arose as a lab technique nearly 70 years ago (Brooks and Eccles, 1947) and still involves insertion of electrodes that are huge compared to the cyto-architectural scale of the tissue. These electrodes inevitably disrupt the structure around their insertion routes and the eventual measurement points, homogenizing the tissue to some extent and causing an inflammatory response that adds to the disruption. Thus a localized artificial medium is created around each electrode tip, which forms the actual context of the LFP(r,t) measurement. The measurement reveals a spatial average (dependent on the electrode tip geometry) and a temporal average (dependent on sample rate and filters in the measurement equipment) voltage differential relative to a reference electrode elsewhere in the tissue. LFP(r,t) cannot be automatically claimed to access the scalar electric potential Φ(r,t) in the natural tissue. Even if contributions from tissue damage can be ignored, we are not directly measuring Φ. Rather, we are measuring some spatiotemporal average of Φ, the nature of which is not obvious and gets little attention in the literature. This LFP ⇔ Φ mapping needs to be revisited as part of a campaign of elucidating LFP origins.

Another important factor affecting the ability to infer EM fields from voltage measurements is that there are an infinity of different E and B fields that can give rise to the same Φ (and therefore the same LFP). This degeneracy of Φ owes its mathematical origin to what is called, in classical electromagnetism, electromagnetic gauge (Jackson, 1999). E and B are not uniquely revealed by Φ. Scalar electric potential Φ is like a height measurement. The lack of specificity that scalar potential has as a reflection of the electric field generating it is analogous to the degeneracy that height has to the terrain. If I have a height of 20 m, am I on my balcony or up a tree? Thus LFPs cannot be properly interpreted or understood without a good theoretical foundation for the origins of E and B based on real tissue ultra-structure knowledge. The LFP is a one-way lens. E and B can “see” Φ but Φ cannot “see” E and B. A practical example of the degeneracy of Φ is in the use of lumped-element circuit models of neurons. These models accurately replicate voltages and currents even though the field (E and B) system of the model is totally unlike that of real tissue. This technique confers a degree of useful predictive utility, but loses contact with the actual underlying tissue physics. The degeneracy in potentials is the reason we can abstract-away E and B physics and is central to the success of circuit theory (Plonsey and Collin, 1961, p. 326). However, degeneracy in electric potentials means that the EM field system implicit in a tissue's circuit-element model cannot be claimed to be the EM field system of the tissue.

FROM CHARGES TO EM FIELDS TO LFPS

E and B sources are simply expressed by Maxwell's equations. An aggregate primary source “charge density (scalar) field” ρ(r,t) (C/m3) impresses an electric field system on space well beyond its bounds (notionally to infinity) by line of sight and at the speed of light. If a subset of that same set of charges happens to move and thereby create a primary “current density (vector) field,” J(r,t) (A/m2), then this charge motion (1) disturbs the charge density field, modulating the electric field commensurate with the spatial and temporal scale and detail of the changes, and (2) creates a magnetic field by virtue of the current density field. This is a universal property of Maxwell's equations.

In tissue, E and B owe their origins to the massive transmembrane sheet-charge density dipole astride all cell boundaries (Figure 1B), which dominates all other atomic/molecular sources. Neuron transmembrane disturbances in the sheet dipole charge density then dominate EM field dynamics. So at least at this level, E and B origins are easy to find. Detailing them, however, is the big challenge.

When attempting to meet this challenge, it is important to remember that in tissue, E and B are causally prior. Every kind of current and voltage elsewhere in the tissue is secondary. For example, consider the primary sources d1·s d4 shown in Figure 1A. Vector superposition creates electric field Etot at point P1 and via the Lorentz force this produces a secondary current in the tissue at P1, which has nothing directly to do with the current at the sources d1·s d4. Independent vector superposition of E and B means each field is a unified, emergent single entity with a spatiotemporal life and a causal influence of its own.

SOURCES: DENSITY, COHERENCE AND PERSISTENCE ARE MASTERS

In Maxwell's equations E and B are intrinsically connected to current density, not current. Consider a single current that is first in the form of (i) fast, highly aligned transmembrane current filaments that then become (ii) slow, randomized and diffuse in the intracellular space (Figure 1A, black arrows). At some distant point the current operating in form (i) will impress a dominant, coherent EM field system whereas form (ii) will only create relative field “noise.” The spatial (tightly co-located ion channels) and temporal (all firing at once) coherence of the transmembrane part of the ion transport means that field contribution (i) will dominate. This is how charge and current densities collocated and aligned in space, and aligned in time will result in dominant Etot and Btot vectors with functional consequences (consistent pointing, rotating, pulsing). Non-coherent source contributions result in Etot and Btot noise.

Additionally, persistent synchronous vector electric field expression by cells and cell assemblies can slowly move large populations of charge to create regional charge densities. The resultant electric field “atmosphere” superposes (feeds back) vectorially onto all endogenous EM field ultra-structure sources. Yet none of it would exist were it not for the source systems and dynamics expressed at the level of the Figure 1A tissue ultra-structure. The electric and magnetic field system therefore has an extraordinarily deep spatial and temporal structure, all of which involves itself in what is seen as the LFP. We are thereby forced to accept that cell and cell assembly signaling is deeply involved at the ultra-structure level of EM field expression. This means the EM fields have 6–8 orders of magnitude of spatiotemporal detail (neural membrane to whole tissue) and that fully understanding LFP means characterizing tissue with models incorporating that level of depth.

CONFIGURING MAXWELL'S EQUATIONS

The configuration of Maxwell's equations applicable at the level of the Figure 1A neuron transmembrane microenvironment, where E and B originate, also needs to be revised. This is necessary because the applicable charge transport equations are, technically, convection (Kirby, 2010). Convection current occurs when charge flows through an insulating medium such as liquid, rarefied gas or a vacuum (Sadiku, 2001, p. 163). ECS/ICS electrolyte currents are ions (charge) flowing in water, which is an extremely good insulator. Transmembrane ions travel through protein pores that have the same status as water at the time. Therefore convection is the applicable form of charge transport in ECS, ICS and through the membrane. How convection differs from formal conduction can be understood in terms of how charge density involves itself in charge transport dynamics. Convection involves using charge-density-dependent ion mobility properties and diffusion rather than charge-density-independent conductivity (Hille, 2001). Formal conduction involves charge motion under conditions of zero charge density maintained at the atomic scale. This happens in crystalline solid electron/hole conduction (Jackson, 1999, p. 706). In contrast, convective atomic ion transport can express a net charge density as it flows.

Yet conduction formalisms such as Ohm's Law are effective at quantifying currents and voltages in an overall sense of action potential signaling and LFP usage in the lab. This is because at spatial scales above the neuron membrane microenvironment, the regional average charge density asymptotes to zero. In the brain this is called “electro-neutrality” (Johnston and Wu, 1995; Nunez and Srinivasan, 2006). There is an overall balance in ion charge species in the brain. But that overall balance includes a radically dynamic imbalance around the membrane—otherwise there would be no resting potential, no neuronal signaling and no EM field expression.

Therefore any form of reconfigured Maxwell's equations must include a formal reconciliation between (1) the non-Ohmic nano-scale convection/diffusion charge transport proximal to/inside the membrane that originates the E and B fields, with (2) the charge-neutral conditions obviously amenable to conduction formalisms that exist at scales above the membrane/ECS microenvironment, which have no bearing on E and B origination, but are consistent with it in a voltage/current sense. A future accurate formalism is one that originates both E and B using convection/diffusion processes, which then asymptotes seamlessly to the more familiar conduction formalisms at some spatio-temporal scale to be determined. The new view and the old can thereby meet in a familiar way.

With microscopic E and B formalized and the important LFP ⇔ Φ mapping (electrode/tissue interaction) understood, years of LFP measurements become a revitalized body of evidence. Historically challenging concepts such as “open/closed field” (Nadasdy et al., 1998; Buzsaki et al., 2012), “neural field” (Coombes, 2006; Pinotsis and Friston, 2014), “power law spectra” (Buzsáki and Draguhn, 2004) and “ephaptic coupling” (Frohlich and Mccormick, 2010; Anastassiou et al., 2011) may take their mature form.

CONCLUSION

The critical path to successful hardware-based brain augmentation requires us to heed a recent call to revisit the genesis of the LFP. In the present paper, a broad-brush review reveals ways for physicists and neuroscientists to meet productively to that end. The primary need is to attend to the genesis of the electric and magnetic fields of the brain at the level of tissue ultra-structure, via spatiotemporally coherent systems of source charge density and source current density centered on the neural membrane. The configuration of Maxwell's equations also needs rework. The degeneracy in potentials inherent in Maxwell's equations has been a historical misdirection in EM field understanding. The ultra-structural basis of the EM fields, embedded in cell and cell assembly activity, is a productive route to understanding EM field effects at all the usual spatiotemporal scales examined in the lab. Only then can these fields reveal the true nature of the measurement we call the LFP.

FOOTNOTES

1The lack of a “magnetic monopole/charge” eliminates the scalar magnetic potential component of B(r,t), leaving B entirely characterized by a “vector potential,” which can be mathematically related to the electric vector potential decomposition of the electric field E (Jackson, 1999).

2Tissue ultra-structure refers to tissue details as revealed when imaged at Angstrom (10−10 m) resolution, usually with electron microscopy.
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The issue of brain augmentation has received considerable scientific attention over the last two decades. A key factor to brain augmentation that has been widely overlooked are the complex evolutionary processes which have taken place in evolving the human brain to its current state of functioning. Like other bodily organs, the human brain has been subject to the forces of biological adaptation. The structure and function of the brain, is very complex and only now we are beginning to understand some of the basic concepts of cognition. Therefore, this article proposes that brain-machine interfacing and nootropics are not going to produce “augmented” brains because we do not understand enough about how evolutionary pressures have informed the neural networks which support human cognitive faculties.
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INTRODUCTION

The issue of brain augmentation has received considerable scientific attention over the last two decades. Much of this focus has been prompted by the increase in human aging population and the concomitant rise in dementiae and neuro-degenerative disease. Moreover, brain augmentation has become a central theme for transhumanists who argue for the creation of various bio-technologies in order to transcend the limitations of the biological body (Drexler, 1992; Roco and Bainbridge, 2002; Bostrom, 2003; Ramez, 2005). Kurzweil (2000) has suggested that development of brain-machine interfaces will be necessary to cope with the informational demands of future high tech societies. He even proposes the supplanting of a “cognitively superior” nanotech brain to supplement the biological human brain (Kurzweil, 2000). Transhumanists have overlooked the complex and plural selective pressures which have led to the human brain’s current functioning. Like other bodily organs, the human brain has been subject to the forces of biological adaptation (Hawks et al., 2007; Henneberg and Saniotis, 2009), thus it is continuously changing. The challenges that humans are faced with are the continuously changing living environment and to a very much lesser extent the “technological advancement”. Being a result of the trial-and-error processes of biological adaptation the structure and function of the human brain are very complex and only now we are beginning to understand some of the basic concepts of cognition (i.e., in relation to memory, memory consolidation and retrieval). Therefore, this article proposes that brain-machine interfacing is not going to produce “augmented” brains because we do not understand enough about how evolutionary pressures have informed the neural networks which support human cognitive faculties.

EVOLUTION OF HUMAN BRAIN SIZE AND INTELLIGENCE

There is no doubt that humans display behavioral complexity greater than other mammals, and there is ample archeological evidence for the historical development of human mind that is a system of informational processes manifesting itself in symbolic communication transmissible from one individual to others (Bednarik, 1997; Butler, 2005; Bar-Yosef, 2007; Burke, 2010; Lycett and Chauhan, 2010). However, it is still difficult to pinpoint and identify what is special about a biological substrate that led to the evolution of human complex behaviors.

Human brain is a mammalian organ that in no single particular way is exceptional. Its anatomy is very similar to that of other primate brains (Radinsky, 1979). For the long time it has been widely accepted that during several million years of hominin evolution the human brain became especially large, thus indicating anatomical basis for our unusual abilities. This, however, turns out not to be true at closer scrutiny of the fossil record of hominin evolution. True enough, the volume of hominin braincase tripled in the last, approximately, 3 million years (from about 450 ml to current 1350 ml, De Miguel and Henneberg, 2001). During that time, however, hominin body size increased, too. Body size is measured either as the linear height, or weight, that in humans scales approximately to the second power of height (Henneberg et al., 1989), a fact generally recognized by the construction of the Body Mass index as a ratio of weight to height squared. When the size of human brain is expressed as a linear dimension (a cube root of volume), its increases over the last 3 million years are comparable to those of height (Henneberg and Saniotis, 2009) and weight (Figure 1). The size of the human brain is proportional to the size of musculoskeletal system mass (Rogers, 1992); scaling of human brain size to body size, in contrast to other vertebrates and mammals, where brain size increases allometrically at a fraction of body size (Jerison, 1973; Martin, 1990) is isometric, due to changes of body structure related to erect bipedalism, high quality diet and extraoral food processing together reducing body size (Henneberg, 1998). Physiological regulation of the human brain by endocrine exchanges follows the same principles as that of all other mammals, but the quantities of specific active substances may differ (Previc, 1999, 2009).
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FIGURE 1. Average brain diameters (a cubic root of endocranial capacity) and estimated body weights of hominids expressed as percentages of anatomically modern human averages. Data from De Miguel and Henneberg (2001) and Mathers and Henneberg supplemented with newer finds. Numbers in brackets are numbers of individual estimates taken into account.



The size of the human brain does not correlate meaningfully with the mental abilities (Henneberg et al., 1985; McDaniel, 2005); the size explains at best about 10% of the variation in “intelligence” and even this number is debatable. Higher intellectual functions are difficult to localize precisely to specific regions of the brain compared to processing of sensory inputs and motor outputs (Power et al., 2011), while many tasks controlled by brains are processed in complex networks widely distributed across the cortex (Bullmore and Sporns, 2009). Researchers have tried to justify human uniqueness, since the rise of modern scientism by quoting various “exceptional” human brain characteristics. These were mostly associated with anatomical character due to the slow progress in physiological research on the human brain (because of ethical constraints), especially those related to neurotransmitter and hormone regulation of the central nervous system functions (i.e., primarily, synaptic function). The most common among the indices defining the uniqueness of the human brain are variously constructed “encephalization” indices. They combine in various forms information on brain size and body size, with the assumption that mammalian brains need to have a certain number of neurons to receive sensory information and process it to control functions of the body. The prevailing hypothesis states that the larger the brain in relation to body size, the greater the ability to process information. Averages of encephalization indices calculated in various ways (Table 1) place humans clearly above other mammals and human ancestors. However, when the range of variability in human brain size and the body size is taken into account differences between individual humans may be greater than those between Australopithecines and modern Homo sapiens. South African Australopithecus robustus had 4.3 × 109 extraneurons, while modern Homo sapiens have 8.2 × 109 extraneurons (McHenry, 1976, extra-neuron numbers were calculated using Jerison, 1973 formula). The large difference of 3.9 × 109, however, is smaller than the differences between some modern humans (see range in Table 1). When normal intraspecies variation is taken into account, it follows that individual members of our species, H. sapiens, do not differ from some individuals of H. erectus since the ranges of encephalization indices of these two species overlap widely.

Table 1. Ranges of various indices of encephalization in modern humans expressed as the lower and upper limits of 99% confidence intervals and their midpoints compared with Homo erectus midpoints (data from Henneberg, 1990) supplemented by H. erectus ranges calculated in a similar way using data from Henneberg and Thackeray, 1995.
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Brains of different species have different neuronal densities and different levels of myelination in various regions (Haug, 1987; Glasser et al., 2014), which means that bigger brain does not necessarily contain more neurons. Usually neuronal density decreases with increasing brain size (Haug, 1987).

BRAIN-MACHINE INTERFACES: EVOLUTIONARY CHALLENGES

Animal research in brain-machine interfaces has led to an improved understanding of memory and sensory processes and neural firing patterns, leading to possible prosthetic therapies for the restoration of motor function (Nicolelis, 2003; Nicolelis and Srinivasan, 2003; Sanchez et al., 2003; Lebedev and Nicolelis, 2006; Moritz et al., 2008; Ethier et al., 2012). These developments have prompted some thinkers to suggest that humans are on the verge of a “technological cognitive revolution” (Nicolelis and Srinivasan, 2003). Current research is focusing on the use of computers to ascertain information on a user’s cognitive state by observing their physiology (Tan and Nijholt, 2010), thus therapeutically directed brain-machine interfaces appear to be promising (Collinger et al., 2012; Shih et al., 2012; Borton et al., 2013; Ifft et al., 2013; Thakor, 2013; Raspopovic et al., 2014). Recent developments have focussed on stimulation of ulner and median nerve fascicles using transversal multichannel intrafascicular electrodes, which enables an amputee to adapt their grasping force (Raspopovic et al., 2014). In another recent study a bimanual BMI has been developed that enables rhesus monkeys to simultaneously control two avatar arms. The bimanual BMI is based on extracellular activity of 374 to 497 neurons monitored from various parietal and cortical areas (Ifft et al., 2013). These developments should assist in the design of BMIs which enable human patients better manual control.

While neuroscience research is advancing BMI therapeutic capabilities, there is yet no existing brain-machine interface based on exchange of electrical (electromagnetic) signals that would improve human cognitive abilities above and beyond what a natural brain can do. We do not have yet a theory correctly approximating physical substrate of higher cognitive processes. Brain did not evolve by adding defined units for more complex functions, it improved its performance by physiological modulation enabled by biochemical alterations of neuroactive substances.

Therefore, the belief that brain-machine interfaces offer a viable method for augmenting cognitive processes lacks scientific credibility (Kurzweil, 2000). The mainstay of this rhetoric has come via futurists who have generally ignored evolutionary processes, which have produced the current structure and functions of the human brain. What we have to remember is that our advanced technology that is in use in society is not the product of the brain of one person, who generated it in a short time. Rather it is the combined effect of multitudinous brains over a long historical period (i.e., learning, processing of learned information, researching and planning) together or separately over a long period of time. The brain is a unique organ that “changes” with learning and processing of the learned material to generate novel ideas that could be researched or tested. In short, the brain is continuously changing to generate the complex technological advances of the modern world. Therefore, a normal brain does not need a brain-machine interface to cope with the ever increasing technology or new information; what the brain needs is continuous input of the new information (i.e., learning). Furthermore, when an individual executes an action (mental or physical), it results from the complex interactions of information inputs and outputs from many regions of the brain (e.g., a muscular action—sensory cortex, motor cortex, basal nuclei, cerebellum, etc.) and the level and type of interaction from each region vary (Blumenfeld, 2010; Michael-Titus et al., 2010). Therefore, proper understanding of all these process is critical, before manufacturing “brain-machine” interfaces to augment brain functions. If this path is not taken, brain-machine interfaces could cause more harm than benefits.

We may infer from this that any attempts to augment human intelligence via brain-machine interfaces will be problematic due to evolutionary dynamics underpinning the human brain. Furthermore, the incredibly complex nature of neural networks, chemical complexity of nerve signals conduction and individual anatomical and physiological variation pose enormous challenges for interaction of engineered devices with association networks in the human brain. However, in the current environment, brain-machine interfaces may have some therapeutic benefits in individuals developing dementiae, neuro-degenerative diseases and sensory input inadequacies (blindness, deafness). For example, neuromodulation using deep brain stimulation (DBS) is currently being used to reduce Parkinsonian symptoms in selected patients. A goal of DBS is not merely to slow down cognitive decline, but also to lead to a restoration of function, thereby increasing life quality (Zibly et al., 2014). Advantages of DBS surgery are its low complication rates and comparatively higher safety levels when performed by expert neurosurgeons (Zibly et al., 2014).

Since complex cognitive tasks rely on widely dispersed intersecting neural networks involving various parts of the brain, it is thought to be difficult to connect to the brain an engineered device that would assist or augment complex thoughts. Since transmission of signal from one neuron to other neurons is mediated chemically, it may be more feasible to introduce into brains substances that alter the efficiency of neurotransmission. Chemical engineering may be more efficient than electronic engineering.

NOOTROPIC AGENTS AND EVOLUTION

There are a number of chemically based methods of augmenting the human brain, forming an important element of cosmetic neurology (Dees, 2004). The field of cosmetic neurology is increasingly dependent on the development and application of nootropic agents (Cakic, 2009). A nootropic agent is a substance that may alter, nourish or augment cognitive performance, predominantly through the stimulation or inhibition of certain neurotransmitters (Nishizaki et al., 1999). These agents may occur in nature or be synthetically derived (Dielenberg, 2013). These substances have been proven to increase concentration, harness memory potential and expedite cognitive functioning (Turner et al., 2003, 2004). Many of these agents act under the premise of manipulating neurochemistry in a targeted fashion and are predominantly stimulatory in nature (Copani et al., 1992). Most traditional and modern nootropics activate an excitatory neurotransmitter or suppress the action of its inhibitory counterpart (Ito et al., 1990; Nicoletti et al., 1991; Staubli et al., 1994; Lynch and Gall, 2006; Huff, 2012).

Many authors support the co-evolution of early hominins with the use of nootropic substances and the attainment of altered states of consciousness (Winkelman, 2000, 2001; Sullivan and Hagen, 2002; Saniotis, 2010). Indeed, the desire to augment cognitive performance through the consumption of particular substances predates antiquity.

There is evidence to support the long-standing and widespread use of nootropic agents on every inhabited continent. For example Aboriginal Australians have used the stimulatory effects of Nicotiani gossei for millennia (Watson, 1983; Sullivan and Hagen, 2002). The use of tobacco throughout North and Central America has been well established and coca, the pre-cursor of cocaine, was cultivated along the western coast of South America as long as 7,000 years ago (Balick and Cox, 1996; Sullivan and Hagen, 2002). This cultivation ran contemporaneously with the use of cannabis in Europe (Schultes and Hofmann, 1979). The modest potency of organically derived substances and the long-standing, stable use of the aforementioned products in these ancient cultures proved to be beneficial (Saniotis and Henneberg, 2011). The strongest evidence to support this development is the presence of encoding DNA specific for the metabolization of these substances, such as the cytochrome P450 2D6 (CYP2D6) gene (Saniotis and Henneberg, 2011). These examples illustrate the inextricable involvement of environmental substances in altering or augmenting cognitive performance.

The affiliation with biological neuro-stimulants has continued through to recent history. The industrial revolution permitted the production of mind-altering substances on an unprecedented scale. Throughout the 20th century, there was a proliferation of synthetically derived substances applicable to cosmetic neurology. Today, nootropic agents are used to intentionally augment cognitive performance. University students appear to be amongst major perpetrators as they complete assignments and prepare for examinations (Greely et al., 2008). Prescription medications such as methylphenidate (Ritalin) and dextroamphetamine (Adderall) are being increasingly used and modafinil, an analeptic prescription medication has been used as a study aid by one-fifth of UK university students (Ghahremani et al., 2011; Fitzsimons and McDonald, 2014). Modafinil is believed to increase concentrations of glutamate and decrease GABA within the posterior hypothalamus, producing an overall neuro-excitatory effect (Ferraro et al., 1999). The drug has been shown to improve attention and working memory in medical practitioners and aviators and may be used in other challenging professions (Turner et al., 2003; Chatterjee, 2004; Müller et al., 2004; Walsh et al., 2004; Czeisler et al., 2005; Warren et al., 2009; Garcia et al., 2013).

However, the over-application of modern cosmetic neurology is fraught with danger and has been proven deleterious in many instances. In the short term, modafinil is known to produce nausea, vomiting, diarrhea, dyspepsia, headache, insomnia and anxiety with its long-term complications remaining largely unknown (Ballon and Feifel, 2006; Sahakian and Morein-Zamir, 2007). More alarmingly, the consumption of commonly used psycho-stimulants, including Ritalin and Adderall, has been linked to the precipitation or exacerbation of underlying mental illness, sleep disturbances and cerebrovascular disease (Cakic, 2009). This is likely due to the modern human brain being maladaptive to the exaggerated pharmacological alteration of neurochemistry (Sullivan and Hagen, 2002). Increased drug potency associated with synthetic production has outpaced the brain’s capacity to metabolize and clear toxic substances, leading to prolonged exposure to these potentially harmful products (Sullivan and Hagen, 2002). This may be an example of evolutionary mismatch (Sullivan and Hagen, 2002). Whatever the mechanism, it appears these ill-adapted responses to modern nootropic agents may account for the bulk of the observed negative outcomes.

The potential scope of application for nootropic agents is vast. Mind-altering substances have the capacity to optimize cognitive performance and maximize human achievement. However, the limits of pharmacologically aided human cognition should not exceed the capacities of the brain. The human brain is a complex organ, thus pushing its performance beyond its adaptive capacity using pharmacological products could lead to failure. Therefore, caution must be taken when approaching the inherent risks of exacerbating the existing evolutionary mismatch in order to avoid deleterious outcomes. The majority of these outcomes are likely to relate to unbalancing salubrious and delicate neurochemical concentrations. Many psychiatric conditions, including schizophrenia, bipolar disorder and major depression, have illustrated neurochemical etiologies (Knable and Weinberger, 1997; Hirschfeld, 2000; López-Figueroa et al., 2004; Berk et al., 2007). Evolutionary challenges aside, there are also unresolved ethical and practical issues related to the intentional consumption of nootropic agents, not the least of which being whether it is fair, ethical and sensible to do so.

CONCLUSION

Many believe it to be evident that the human brain has a tremendous propensity for technologically driven augmentation. Several authors have discussed the potential for anatomical and physiological enhancement via brain-machine interfaces and cosmetic neurology. Despite the hypothetical applications of cognitive improvement, this article has argued that human brain augmentation possesses a number of inherent challenges, many of which are informed during prehistory. The daunting complexity of neurological processes which inform cognitive abilities, combined with a current lack of understanding will likely confound any attempts in creating “smarter” minds. In fact, any attempt to circumvent the archaic substructures of the human brain may only serve to exacerbate the already existing maladaptive responses. For this reason, great caution must be adopted in approaching further attempts to go “messing with the mind”.
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Sleep is essential for effective cognitive functioning. Loosing even a few hours of sleep can have detrimental effects on a wide variety of cognitive processes such as attention, language, reasoning, decision making, learning and memory. While sleep is necessary to ensure normal healthy cognitive functioning, it can also enhance performance beyond the boundaries of the normal condition. This article discusses the enhancing potential of sleep, mainly focusing on the domain of learning and memory. Sleep is known to facilitate the consolidation of memories learned before sleep as well as the acquisition of new memories to be learned after sleep. According to a widely held model this beneficial effect of sleep relies on the neuronal reactivation of memories during sleep that is associated with sleep-specific brain oscillations (slow oscillations, spindles, ripples) as well as a characteristic neurotransmitter milieu. Recent research indicates that memory processing during sleep can be boosted by (i) cueing memory reactivation during sleep; (ii) stimulating sleep-specific brain oscillations; and (iii) targeting specific neurotransmitter systems pharmacologically. Olfactory and auditory cues can be used, for example, to increase reactivation of associated memories during post-learning sleep. Intensifying neocortical slow oscillations (the hallmark of slow wave sleep (SWS)) by electrical or auditory stimulation and modulating specific neurotransmitters such as noradrenaline and glutamate likewise facilitates memory processing during sleep. With this evidence in mind, this article concludes by discussing different methodological caveats and ethical issues that should be considered when thinking about using sleep for cognitive enhancement in everyday applications.
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INTRODUCTION

Sleep is vital to ensure normal human cognitive performance. Not obtaining enough sleep diminishes a wide variety of cognitive functions such as attention, language, reasoning, decision making, learning and memory (for reviews see Durmer and Dinges, 2005; Killgore, 2010; Jackson et al., 2013). Acute sleep deprivation of one or more nights without sleep can slow down reaction times (Van Dongen et al., 2003), increase perseveration (Retey et al., 2006), reduce focused attention (Thomas et al., 2000), impair risk assessment (Killgore et al., 2006) and strategic planning (Harrison and Horne, 1999), and deteriorate divergent thinking (Harrison and Horne, 2000) as well as language and communication skills (Harrison and Horne, 1998). Yet, does an impairment of cognition due to the loss of sleep in turn indicate that sleep enhances cognition? The answer is no. Evidence for deleterious effects of sleep loss demonstrates that sleep is necessary to enable normal healthy cognitive functioning. Cognitive enhancement, however, is defined as “the amplification or extension of core capacities of the mind” that go beyond the normal healthy condition (Sandberg, 2011). In this way, enhancement contrasts with therapy, which is understood as the treatment and prevention of diseases with the goal to restore or maintain the normal healthy condition (Bostrom and Roache, 2008). A number of methods have proven effective to enhance cognition in the state of wakefulness, such as pharmaceutical drugs, brain stimulation and meditation practices. Sleep is a state of the organism that differs fundamentally from the wake state with regard to the neurochemical milieu, brain activity patterns and mental states. This article reviews evidence for methods of cognitive enhancement during sleep. Sleep-specific manipulations have been found to effectively boost cognitive functions beyond the boundaries of the normal condition.

Cognition is not a unitary process but involves different functions and components. Sleep is effective in facilitating several of these functions such as language processing (Dumay and Gaskell, 2007), working memory (Kuriyama et al., 2008), creativity (Ritter et al., 2012) and decision making (Pace-Schott et al., 2012a). The largest amount of research on enhancing cognition during sleep, however, has focused on the domain of learning and memory (Rasch and Born, 2013). Memory is one of the most essential cognitive functions involved in almost all other cognitive processes. The ability to remember past experiences is not only critical for appropriate behavior in the present but it also allows us to anticipate and predict future events and situations. Our individual memories and our ability to learn new things are an integral part of our identity and influence our prospects of a successful and happy life. Considering that memory is of critical importance for individuals as well as for societies (e.g., in education, professional occupation, economic productivity, personal relationships), the possibility of enhancing memory has received increasing attention (Alberini and Chen, 2012; Collingridge et al., 2013; Stern and Alberini, 2013). Although sleep is widely neglected in the discussion of memory enhancement, the sleep state might be particularly well suited as a target for the enhancement of memory capacities.

Sleep is well known to facilitate memory consolidation, that is, the strengthening and stabilization of new memories acquired before sleep (Maquet, 2001; Walker and Stickgold, 2006; Rasch and Born, 2013). Subjects who are allowed to sleep after learning typically perform better on a subsequent retrieval test than subjects who spend a comparable amount of time awake following learning. Sleep actively promotes the reprocessing of fresh memories as well as their integration into the pre-existing network of long-term memories (Diekelmann and Born, 2010; Lewis and Durrant, 2011; Stickgold and Walker, 2013). Apart from its beneficial effect on the consolidation of previously learned memories, sleep also benefits the subsequent acquisition of new learning material (Van Der Werf et al., 2009). Even a short period of sleep prior to learning can enhance the capacity to encode new information (Mander et al., 2011).

Two main theories have been proposed to explain the beneficial effect of sleep for learning and memory. According to the active system consolidation theory, new memories become reactivated and reorganized on the system-level during sleep, with selected neuronal representations being potentiated and thereby strengthened (Lewis and Durrant, 2011; Inostroza et al., 2013; Rasch and Born, 2013). The synaptic homeostasis hypothesis, on the other hand, assumes that synaptic connections become widely depotentiated during sleep, whereby selected memory representations are depotentiated less or are spared from depotentiation so that these memories come out relatively stronger (Tononi and Cirelli, 2006, 2014). Both theories are well supported by experimental evidence and, importantly, are not mutually exclusive. Although this article is principally biased towards the active system consolidation theory, the reviewed evidence for cognitive enhancement during sleep is largely independent of mechanistic considerations and is also consistent with the synaptic homeostasis hypothesis in its most recent version (Tononi and Cirelli, 2014).

There are two ways in which sleep can be used to facilitate memory. First, sleep can be timed in relation to learning in such a way as to optimally support encoding and memory consolidation processes. In this way, the normal healthy function of sleep for memory can be optimized. For example, introducing short naps before learning of new information fosters the initial acquisition and encoding of new memory traces (Mander et al., 2011). Likewise, sleep episodes that follow shortly after the encoding session benefit the consolidation of fresh memories to preserve these memories for the long-term and protect them from subsequent interfering inputs (Gais et al., 2006b; Ellenbogen et al., 2009; Payne et al., 2012a,b). The second and more intriguing way to actually enhance memory during sleep (in the sense of augmenting memory beyond the normal condition) is to manipulate memory and/or sleep directly. Such manipulations target either the processing of specific memory representations during sleep or particular sleep features that are known to be implicated in memory processing. Additionally, pharmacological interventions can be applied to modulate the processing of memories during sleep.

The following sections Manipulation of Memory Reactivation During Sleep, Manipulation of Sleep-Specific Brain Oscillations and Manipulation of Neurotransmitter Systems outline examples of how memory representations and sleep processes can be directly or indirectly manipulated to enhance memory. Section Considerations and Caveats discusses possible considerations and caveats relating to methodological and ethical issues in the potential use of sleep for cognitive enhancement. Finally, section Conclusions presents general conclusions and an outlook on possible future research directions and practical applications.

MANIPULATION OF MEMORY REACTIVATION DURING SLEEP

The beneficial effect of sleep on memory is believed to rely on the neuronal reactivation of activity patterns that were present during the initial learning experience (Diekelmann and Born, 2010; Lewis and Durrant, 2011; Rasch and Born, 2013). In rats, firing sequences of hippocampal place cells that are observed during training, spontaneously re-express (“replay”) in a coordinated fashion during subsequent sleep periods (Wilson and McNaughton, 1994; Skaggs and McNaughton, 1996). Such replay mainly occurs during slow wave sleep (SWS; Lee and Wilson, 2002), sometimes at a faster firing rate than that of the original pattern (Nádasdy et al., 1999), and happens also in other brain regions such as the ventral striatum, visual cortex and prefrontal cortex (Euston et al., 2007; Ji and Wilson, 2007; Lansink et al., 2008). Reactivation of learning-associated brain activation patterns during sleep is also observed in humans, for example following training on a spatial navigation task (Peigneux et al., 2004) as well as a procedural serial reaction time task (Maquet et al., 2000). It is believed that these sleep reactivations strengthen the underlying memory traces and integrate them into long-term associative memory networks.

Intriguingly, memory reactivation does not only occur spontaneously during sleep but can be induced and/or intensified using externally applied reminder cues, a procedure that has been termed “targeted memory reactivation” (Oudiette and Paller, 2013). A ground-breaking study by Rasch et al. showed that memories for object locations can be reactivated during sleep by re-exposing subjects to odor cues that were previously associated with the learned object locations (Rasch et al., 2007). In this study, subjects learned to associate everyday objects and their locations in a 2D object location task, a task also commonly known as the game “concentration”. Throughout learning, subjects were presented with puffs of the scent of roses. Subjects went to bed after learning and during ensuing SWS the odor was presented again. When tested on their memory for the object locations in the next morning, subjects showed superior memory for the object locations when they had slept with the odor compared to another night in which they did not receive the odor during sleep (Figure 1). Odor re-exposure during rapid eye movement (REM) sleep as well as during wakefulness was not effective in enhancing memory performance. Also, presenting odor cues during SWS without prior odor exposure during learning had no effect on memory. Subsequent studies showed that odor-induced reactivation during SWS does not only strengthen memories but also transforms them into a more stable form making them resistant to subsequent interfering inputs (Diekelmann et al., 2011). Furthermore, memory reactivation triggered by external odor cues accelerates memory consolidation processes leading to stable memory representations after a short sleep interval of only 40 min—a process that takes roughly double that time without odor cueing (Diekelmann et al., 2012).


[image: image]

FIGURE 1. Cueing reactivation during sleep by odors enhances memory. (A) Subjects learned card pair locations in the presence of an odor. The same odor or an odor-less vehicle was then presented during subsequent slow wave sleep (SWS). (B) Recall of card pair locations in the next morning was significantly better when subjects had received the odor during SWS. Odor presentation during REM sleep and during wakefulness remained ineffective. Memory was also not enhanced when the odor was omitted during learning. (C) Presentation of the learning-associated odor during SWS activated hippocampal regions (activation in the left anterior hippocampus shown here). From Rasch et al. (2007). Reprinted with permission from the American Association for the Advancement of Science.



Triggering reactivation during sleep to enhance memory performance not only works with odor cues; auditory stimuli seem to be comparably effective. Although auditory memory cues have the disadvantage that they can potentially disrupt sleep patterns, they also provide an important advantage: while odors represent rather broad context cues that presumably reactivate the entire learning experience, tones and sounds are more specific and can be used to reactivate individual memory contents. Rudoy et al. presented pictures at specific locations that were paired with corresponding sounds (Rudoy et al., 2009). Subjects learned the location for each picture (e.g., cat) and listened to the associated sound (e.g., meow) during training. Half of the sounds were then presented again during a nap following the training session. After sleep, subjects were asked to place each picture in its original position. Subjects performed significantly better for those pictures whose associated sounds they had heard during sleep compared to the pictures for which sounds were not presented during sleep. Recent evidence suggests that similar memory enhancing effects can be obtained by cueing vocabulary during sleep. Schreiner et al. presented half of a previously learned set of Dutch-German vocabulary to their participants during post-learning SWS. In the next morning participants correctly remembered more of the words that had been cued during sleep compared to the vocabulary that had not been cued (Schreiner et al., submitted manuscript).

External reactivation during sleep can also enhance procedural memories of sequential finger tapping skills. In a study by Antony et al. subjects were trained to tap two different sequences repeatedly on a keyboard. The tapped sequences corresponded to a melody of specific tones presented simultaneously during sequence tapping training. During a post-training nap of about 90 min the melody of one of the sequences was presented again in SWS. When tested on both sequences after the nap participants showed better tapping performance in the sequence for which the corresponding melody had been played during sleep (Antony et al., 2012). Interestingly, this cueing effect is strongly specific for the individual tones presented during sleep. Cueing only parts of the trained melody sequence results in very specific enhancements of performance in the respective cued sequence finger transitions (Schönauer et al., 2014).

Triggering memory reactivation during sleep cannot only improve subsequent retrieval performance for desired memories but can also help to forget undesired memories. In a study by Hauner et al. human subjects underwent a contextual fear conditioning procedure in which pictures of faces were paired with mild electric shocks while specific odors were presented as contextual background. Presenting one of the contextual odor cues again during subsequent sleep reduced fear responses to the face images in the next morning (Hauner et al., 2013). A similar study in mice used an odor as conditioned stimulus that was systematically paired with foot shocks (Rolls et al., 2013). However, when mice were re-exposed to the odor during post-training sleep, subsequent fear responses to the odor were increased rather than decreased. Injection of a protein synthesis inhibitor in the amygdala before presentation of the odor during sleep resulted in fear extinction, i.e., reduced fear responses to the conditioned odor stimulus. These results demonstrate that subtle methodological differences in the experimental procedure can produce very different outcomes. For example, whether the reminder that is presented during sleep represents a context cue (as in Hauner et al.) or the conditioned stimulus itself (as in Rolls et al.) might determine whether fear memories are reduced or strengthened by reactivation during sleep (Oudiette et al., 2014).

Although the exact neurophysiological mechanisms underlying the effects of targeted memory reactivation during sleep are largely unknown, a seminal study by Bendor and Wilson indicates that external memory cueing during sleep can bias neuronal replay towards the firing patterns that were observed during prior learning (Bendor and Wilson, 2012). In this study, rats were trained on a linear track to run to the left side in response to sound L or to the right side in response to sound R. During subsequent sleep the sounds were presented again and sound L was found to elicit hippocampal firing patterns similar to those observed previously when the rats had been running to the left side during training, while sound R induced firing patterns similar to those observed when the rats had been running to the right side. Similarly, in humans the presentation of learning-associated cues during sleep activated task-specific brain regions in functional magnetic resonance imaging (fMRI). Re-exposure of a memory-associated odor during SWS activated hippocampal and neocortical brain regions (Rasch et al., 2007; Diekelmann et al., 2011), and presenting memory-related sounds during SWS increased activation in the parahippocampal cortex which predicted subsequent recall performance (van Dongen et al., 2012). Furthermore, epileptic patients who suffer from sclerosis in both hippocampi did not show a memory cueing effect with sounds during sleep, while in healthy controls as well as in patients with one functional hippocampus sound cueing enhanced memory consolidation (Fuentemilla et al., 2013). Thus, external memory reactivation biases neuronal replay and essentially depends on the integrity of the hippocampus. A recent study found that external memory cues (odors in this case) also alter sleep-specific brain oscillations presumably associated with memory replay. Odor cues presented during SWS increased slow wave activity (1–4 Hz) and fast spindle activity (13–15 Hz) and induced steeper slopes of slow oscillations, the latter being associated with memory improvement (Rihm et al., 2014).

MANIPULATION OF SLEEP-SPECIFIC BRAIN OSCILLATIONS

Considering that specific field potential oscillations in the sleeping brain have been associated with memory consolidation during sleep, targeting these phenomena directly is another promising road to enhance memory. Several lines of research have implicated SWS as the sleep stage that is most prominently involved in memory consolidation (since the role of REM sleep and stage 2 sleep for memory is less clear, these sleep stages will not be considered here, but see for example Genzel et al., 2013; Ackermann and Rasch, 2014). Neocortical slow oscillations, thalamo-cortical spindles and hippocampal ripples are the hallmark oscillations of SWS that are associated with memory processing. Slow oscillations (<1 Hz) are characterized by global up-states (neuronal firing) and down-states (neuronal silence) and are believed to orchestrate the dialogue between hippocampus and neocortex for long-term memory storage (Sirota and Buzsaki, 2005). Specifically, spindles and ripples occur preferentially during the slow oscillation up-state (Steriade, 2006), which is a state of widespread neuronal activity. Spindles are characteristic waxing and waning oscillations (∼10–15 Hz) that seem to prime cortical networks for neuronal plasticity. Hippocampal ripples, on the other hand, are high-frequency oscillations of ∼100–300 Hz that accompany memory replay in the hippocampal networks and are believed to carry the actual “memory information”. The fine-tuned temporal interplay between slow oscillations, spindles and ripples presumably mediates the redistribution of new memories from the hippocampus, serving as a temporary store, to neocortical regions for longer-term storage (Diekelmann and Born, 2010).

A seminal study by Marshall et al. found that intensifying slow oscillations by electrical transcranial direct current stimulation (tDCS) enhances memory consolidation (Marshall et al., 2006). Subjects studied a list of word pairs in the evening and during subsequent sleep an electrical current that oscillated at the peak frequency of the endogenous slow oscillations (i.e., ∼0.75 Hz) was applied to the subjects’ forehead. This electrical stimulation boosted endogenous slow oscillation activity and produced superior word recall in the next morning compared to a sleep condition without electrical stimulation (Figure 2). Importantly, the stimulation-induced memory improvement is specific for stimulation with the slow oscillation frequency: tDCS oscillating at 5 Hz (i.e., within the theta range) applied during SWS decreases slow oscillations and impairs memory consolidation (Marshall et al., 2011). Inducing slow oscillations can also be achieved with short auditory stimuli presented at the same frequency as endogenous slow oscillations (Ngo et al., 2013a). Presenting such an auditory stimulation closed-loop with endogenous slow oscillation up-states enhances memory consolidation of previously learned word pairs (Ngo et al., 2013b).
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FIGURE 2. Stimulating slow oscillations during sleep enhances memory. (A) Following learning of word pairs and finger sequence tapping, subjects received electrical stimulation of slow oscillations (tDCS at 0.75 Hz) during ensuing sleep. (B) Compared to a sham condition, subjects remembered more word pairs after slow oscillation stimulation. Speed in finger sequence tapping was not affected by the stimulation. (C) The stimulation increased activity in the slow oscillation (0.5–1 Hz) and the slow spindle frequency band (8–12 Hz) at frontal sites. Reprinted by permission from Macmillan Publishers Ltd.: Marshall et al. (2006).



The stimulation of slow oscillations during sleep does not only enhance the consolidation of previously learned memories but can also augment the subsequent acquisition of new information. Antonenko et al. applied the previously described electrical slow oscillation stimulation during a midday nap in humans and tested their capacity to learn new word pairs, word lists and pictures thereafter (Antonenko et al., 2013). When subjects had slept with the slow oscillation stimulation, they were able to learn more new words and pictures after the nap compared to a nap without stimulation. Similar findings were observed in rats: electrical stimulation of slow oscillations via tDCS over several days improved the acquisition of task-inherent rules in a radial arm maze task (Binder et al., 2014). Intensifying slow oscillations might speed up processes that enable new learning in the hippocampus, possibly by down-scaling saturated neuronal networks or by shifting old memories from hippocampal to neocortical sites for long-term storage thereby freeing space for new memories.

Although spindles have frequently been associated with memory consolidation during sleep, it is unclear whether sleep spindles can be externally manipulated. There are numerous studies showing that spindle activity as well as spindle density increase following learning (e.g., Gais et al., 2002; Schabus et al., 2004; Schmidt et al., 2006) and the number and activity of sleep spindles correlates with subsequent memory performance (e.g., Clemens et al., 2005; Nishida and Walker, 2007). Furthermore, reactivating memories with learning-associated odors enhances spindle activity during odor cue presentation in SWS (Rihm et al., 2014). Increasing slow oscillations by electrical and auditory stimulation likewise induces a concurrent increase in spindle activity (Marshall et al., 2006; Ngo et al., 2013b). Yet, whether the relationship between spindles and memory is a causal one is unclear. It remains to be elucidated whether spindles can be externally triggered and whether such triggered spindles prove effective in enhancing memory.

Like sleep spindles, hippocampal ripple events are commonly associated with memory consolidation during sleep. During SWS in rats, ripples are observed during the replay of hippocampal neuron ensembles (Wilson and McNaughton, 1994; Peyrache et al., 2009) and their occurrence increases following learning (Eschenko et al., 2008). Moreover, during a nap in humans the number of ripples correlated with the consolidation of previously learned picture memories (Axmacher et al., 2008). Suppressing hippocampal ripples by electrical stimulation during post-learning sleep impairs memory for previously learned tasks in rats (Girardeau et al., 2009; Ego-Stengel and Wilson, 2010). However, it is hitherto unknown whether ripples can be induced or increased by external stimulation and whether this would enhance memory consolidation and/or acquisition.

MANIPULATION OF NEUROTRANSMITTER SYSTEMS

A number of different neurotransmitters and hormones modulates and influences the formation of memories. Most of these neurotransmitters and hormones are differentially regulated during sleep and wakefulness. SWS in particular is characterized by a decrease in levels of acetylcholine, noradrenaline and cortisol as well as by a distinct increase in growth hormone concentrations compared to periods of wakefulness (Marrosu et al., 1995; Born and Fehm, 2000). Other neurotransmitters such as glutamate, dopamine and GABA exhibit changes in concentrations across the sleep-wake cycle as well (Sowers and Vlachakis, 1984; Dash et al., 2009; Vanini et al., 2012). The exact mechanisms underlying the specific role of neurotransmitters in memory processing during sleep are not well understood. It is believed that the different levels of the respective neurotransmitters allow for and mediate the replay of firing patterns in neuronal circuits as well as the associated electrophysiological brain oscillations during sleep.

Several neurotransmitters have been found suitable for memory enhancement during sleep. For example, increasing the availability of noradrenaline during sleep with the noradrenaline reuptake inhibitor reboxetine enhances performance in an odor recognition task (Gais et al., 2011). In this study, subjects learned a set of odors and received reboxetine or placebo before a night of sleep. Two days later subjects recognized more of the previously learned odors when they had received reboxetine as compared to the night with placebo administration. In another study, reboxetine enhanced the consolidation of procedural memories in a finger sequence tapping task, which was associated with an increase in the number of sleep spindles (Rasch et al., 2009). The role of noradrenaline in sleep-dependent memory consolidation is further supported by findings showing that reducing the availability of noradrenaline by administering the α2-autoreceptor agonist clonidine blocks the improvement of memory for odors (Gais et al., 2011) as well as the enhancement of emotional over neutral memories that is typically observed after sleep (Groch et al., 2011).

Enhancing glutamatergic neurotransmission during sleep likewise boosts the consolidation of previously acquired memories. Feld et al. performed a study in which subjects learned a set of word pairs in the evening and received the NMDA receptor coagonist D-cycloserine during subsequent sleep (Feld et al., 2013a). At retrieval testing 1 day later subjects remembered significantly more of the learned words when they had received D-cycloserine during sleep compared to a night of sleep without substance administration. D-cycloserine is assumed to facilitate synaptic plastic changes resulting from reactivation of glutamatergic neuronal ensembles (Feld et al., 2013a).

Other substances that target different neurotransmitter systems can enhance the consolidation of particular memories during sleep. For instance, the dopamine D2-like receptor agonist pramipexole enhances the consolidation of memories that had been associated with low reward during learning before sleep but does not affect memories associated with a high reward (Feld et al., in press). The cytokine interleukin-6, administered intranasally shortly before sleep, increases slow wave activity and enhances the consolidation of emotional but not neutral memories (Benedict et al., 2009). And while reboxetine increases the consolidation of finger sequence tapping skills it does not affect mirror tracing performance (Rasch et al., 2009).

Studies on the effect of GABA for memory enhancement during sleep revealed mixed results (Hall-Porter et al., 2014). Increasing spindle density with the GABAA positive modulator zolpidem enhances memory for word pairs and emotionally negative pictures but impairs perceptual learning and has no effect on finger sequence tapping and memory for emotionally neutral pictures (Kaestner et al., 2013; Mednick et al., 2013). Intensifying SWS and slow wave activity with the GABA reuptake inhibitor tiagabine did not have an enhancing effect on memory consolidation (Feld et al., 2013b), which was possibly due to a non-functional increase of slow oscillations that was accompanied by a decrease in spindle activity phase-locked to slow oscillations. Growth hormone, another important neuromodulator, had long been suspected to play a role in sleep-dependent memory consolidation as it is mainly secreted during SWS and is involved in hippocampal memory formation (Nyberg and Hallberg, 2013). Yet, effectively blocking growth hormone release during SWS by infusion of somatostatin left memory consolidation unaffected (Gais et al., 2006a). Whether it is possible to enhance memory by increasing the availability of growth hormone during sleep is unclear.

Low levels of the neurotransmitter acetylcholine are known to be critical for SWS-dependent memory consolidation (Buzsáki, 1986; Hasselmo, 1999). Increasing cholinergic activity during SWS by administering the choline esterase inhibitor physostigmine impairs memory consolidation (Gais and Born, 2004). It is unclear, however, whether a reduction of cholinergic activity during SWS can further boost memory. Findings of studies that manipulated the stress hormone cortisol during SWS suggest otherwise. Cortisol shows secretion patterns very similar to those of acetylcholine, with very low concentration levels during SWS. Similar to acetylcholine, increasing cortisol during SWS by infusion of hydrocortisone or dexamethasone blocks the beneficial effect of sleep for memory consolidation (Plihal and Born, 1999; Plihal et al., 1999; Wilhelm et al., 2011). Yet, further decreasing cortisol levels during SWS with the cortisol synthesis inhibitor metyrapone did not enhance but paradoxically reduced the consolidation of hippocampus-dependent memories (Wagner et al., 2005). Thus, the neurochemical milieu of neurotransmitters and hormones during sleep, particularly during SWS, might be intricately optimized to support memory consolidation such that pharmacological manipulations of this finely tuned balance often do not have the expected results.

Overall, manipulating neurotransmitter systems to enhance memory during sleep has revealed inconsistent results. Future research will have to replicate and specify the key findings in this field. At present, these findings should therefore be interpreted with caution.

CONSIDERATIONS AND CAVEATS

Several different manipulations of sleep and memory have been proven effective to enhance learning and memory consolidation. Yet, there are a number of central questions that are still unknown, both in the experimental study of sleep to enhance memory as well as for possible applications of these new methods in everyday life. Among these questions are important issues relating to methodological intricacies, such as possible boundary conditions, potential unintended effects, the actual effect size of the improvement, as well as the practicability for everyday use. Besides these methodological problems, the possibility of enhancing cognitive functions during sleep raises certain ethical questions. Apart from the ethical questions that are discussed in relation to cognitive enhancement in general, applying cognition-altering manipulations during sleep—a state of unconsciousness, reduced voluntary control, and heightened vulnerability of the individual—might pose additional ethical concerns.

METHODOLOGY

Although we know that normal sleep facilitates learning and memory and that specific manipulations of memory during sleep can further boost this effect, we still don’t understand the exact conditions under which the memory enhancement occurs (Diekelmann et al., 2009; Diekelmann, 2013). Memory cueing, stimulation of sleep oscillations as well as pharmacological interventions enhance some memories but not others depending on the particular methods used. For example, using odors as context cues to reactivate associated memories during sleep enhances declarative memories for object locations but not procedural memories in the finger sequence tapping task (Rasch et al., 2007). Stimulating slow oscillations via tDCS likewise enhances declarative word pair memories but not procedural finger sequence tapping (Marshall et al., 2006). Yet, cueing memories for finger sequence tapping directly by tones associated with specific finger movements does in fact enhance finger tapping performance (Antony et al., 2012; Schönauer et al., 2014).

Furthermore, increasing the availability of noradrenaline during sleep by reboxetine enhances odor memory (Gais et al., 2011) and finger sequence tapping (Rasch et al., 2009) but does not enhance memory for word pairs and performance in a mirror tracing task (Rasch et al., 2009). Intranasal interleukin-6 improves memory for emotional stories but not for neutral stories, object locations and finger sequence tapping (Benedict et al., 2009). And while the modulation of GABA transmission with zolpidem enhances emotional picture memory and verbal memory, it does not affect neutral picture memory and motor memory, and it even impairs perceptual learning.

Considering that some memories can be enhanced during sleep under some conditions but not under others suggests that there are certain boundary conditions for the enhancing effect of sleep. For cueing memory reactivation with odors, for example, it was found that the same odor needs to be presented during learning and subsequent sleep to enhance memory; presenting a different odor during sleep than during learning remains ineffective (Rihm et al., 2014). Generally, it is unclear how many different odors can be associated with different memories and how many times a single odor can be associated with new learning material before it produces interference rather than enhancement. Olfactory cues presumably represent general context cues that reactivate the entire learning context when presented during sleep, increasing the risk of interference when different memories are learned in the same context. In order to target individual memories, auditory cues might be better suited; yet these cues have the disadvantage to change the natural sleep cycle by inducing arousals and awakenings if the sound level is not optimally adjusted. The effectiveness of memory cueing during sleep might generally depend on whether or not the learning information is relevant for the individual, which can be signaled for example by associated low or high rewards (Oudiette et al., 2013). Furthermore, when trying to reduce undesired memories by cueing during sleep, different methods can produce fundamentally different results. Whether fear memories are weakened or even strengthened during sleep, for instance, depends on methodological subtleties such as contingencies in the conditioning procedure and the nature of the reactivation cue (Oudiette et al., 2014).

Similar boundary conditions are presumably relevant in the stimulation of sleep-specific brain oscillations as well as in pharmacological manipulations of neurotransmitters and hormones. Importantly, sleep oscillations, neurotransmitter concentrations and memory replay during sleep are intricately interlinked. Targeting one or the other component of this interwoven net of factors might produce unexpected adverse effects and can even be harmful to memory. For example, the GABA agonist tiagabine increases slow wave activity but does not enhance memory consolidation, possibly due to a concurrent decrease in functionally coupled spindle activity (Feld et al., 2013b). Likewise, low levels of cortisol during SWS are known to be essential for memory consolidation processes, yet further decreasing cortisol concentrations paradoxically impairs memory rather than further enhancing it (Wagner et al., 2005). These examples show that it is essential to consider the functional role of single components and processes in sleep-dependent memory consolidation as well as their inter-dependencies when trying to manipulate particular aspects of this complex system. However, the way in which the different processes and components interact is not well understood.

Apart from its enhancing effect on memory, manipulations of memory processing during sleep can have side effects and unintended effects. It has been shown, for instance, that the reprocessing and integration of information during sleep can qualitatively change memories. Although in many cases this a positive effect, for example generating insight (Wagner et al., 2004), drawing relational inferences (Ellenbogen et al., 2007) and abstracting schemas (Lewis and Durrant, 2011), it can also lead to the generation of memory distortions and false memories (Payne et al., 2009; Diekelmann et al., 2010). Up to now it is unclear whether and how external manipulations of memory during sleep affect the veridicality of memories. Furthermore, there might be a trade-off between different memories: enhancing one memory could come at the cost of impairing others. For example, sleep increases memory for emotional components of a scene but concurrently decreases memory for the neutral background (Payne et al., 2008, 2012a; Payne and Kensinger, 2010, 2011). Although trade-off effects in sleep-dependent memory consolidation have not been studied directly, indirect evidence suggests that there might be a limited capacity for memory replay during sleep such that increasing reactivation of one memory decreases reactivation of other memories (Antony et al., 2012; Bendor and Wilson, 2012; Kelemen and Born, 2012). It is generally unknown how targeted manipulations of memory during sleep are. The discussed manipulations might not only affect other memories but also other cognitive functions and even other bodily functions. Slow oscillation stimulation with tDCS, for example, was found to improve mood, though the mechanisms for this effect are unclear (Marshall et al., 2006; Göder et al., 2013). Also pharmacological treatments for memory enhancement during sleep are typically “dirty” interventions that affect numerous other functions and can also produce unwanted side effects.

Although the effects of memory enhancement during sleep are reproducible and statistically significant, the practical significance of these effects is unclear. In humans, the estimated performance improvement in studies manipulating memory during sleep (either by cueing memory replay, stimulating sleep oscillations or applying pharmacological substances) is usually in the margins of 5–15% compared to sleep conditions without treatment. Considering that natural sleep without any manipulations produces a memory improvement of about 10–20% compared to wakefulness, the combined improvement of sleep with external manipulations adds up to an enhancement of 15–35% as compared to wake intervals without manipulations. Even taking into account that this number might eventually turn out to be smaller, considering that effect sizes are typically overestimated in the first studies of a new field of research, the true effect size might still be high enough to warrant practical applications. Experimental studies on sleep and memory usually test for enhancing effects of sleep manipulations during one night of sleep only. The long-term effects of using sleep applications for cognitive enhancement on a regular basis are presently unclear. Generally, the effect of sleep and the need for sleep is rather variable between individuals. Considering that current activity schedules, in schools and at work, do not provide an ideal environment for adequate sleep, the most straight forward method to optimize normal cognitive function by sleep in a first step may be a policy change towards more flexible timing of activity and rest.

The practicability of memory enhancing methods during sleep for applications in everyday life depends on the type of method. Odors are relatively easy to apply during learning and subsequent sleep in the home environment. For auditory cues, home applications are likewise relatively easy to conceive. Stimulation of sleep-specific brain oscillations and pharmacological substance administration, however, is more difficult to do in everyday life. Although apparatuses for home use of tDCS in the wake state are already available on the market, their potential for the stimulation of specific sleep oscillations is unclear. Also safety and potential side effects of long-term tDCS treatment is completely unknown. The optimal stimulation of sleep-specific brain oscillations as well as the application of odors and sounds to reactivate memories during specific sleep stages is further complicated by the lack of easy-to-use sleep recording systems for the home environment. Finally, the pharmacological substances that (so far) have been shown to enhance memory during sleep are not available for use outside their medical indication at the moment.

ETHICAL ISSUES

On the one hand, ethical questions regarding the use of sleep for cognitive enhancement relate to the general ethical issues that are discussed in the context of cognitive enhancement and biomedical enhancement at large (for overview see for example Farah et al., 2004; Buchanan, 2011). The enhancement of cognitive capacities can potentially have substantial positive effects for individuals as well as for societies by increasing productivity and overall quality of life through more personally and financially rewarding occupations, more fulfilling personal relationships, and less suffering from cognitively impairing diseases (Buchanan, 2008, 2011; Bostrom and Roache, 2011). Yet, cognitive enhancement might also have direct or indirect negative consequences. Just to name a few, through the enhancement of our cognitive capabilities we could lose our sense of giftedness (Sandel, 2007), we might no longer appreciate the effort to achieve something, we could become inauthentic by changing central features of our identity such as our memories, we might be coerced to use cognitive enhancers if others do it, the use of cognitive enhancers might be seen as cheating, and an unfair access to cognitive enhancers could potentially increase social injustice.

Ethical issues that are specific to manipulations of cognitive capacities by targeting sleep relate to the specific nature of sleep as an exceptional state of the organism. Sleep is characterized by immobility and muscle relaxation, greatly diminished processing and perception of external stimuli as well as greatly limited or even absent voluntary control. These characteristics make the sleeping individual particularly vulnerable for all kinds of external influences. Manipulations of cognitive processes during sleep are designed in such a way that the individual does not notice the treatment. In studies using memory cueing during sleep, subjects typically report not to have noticed any presentation of the cues. Likewise, following stimulation of brain oscillations during sleep as well as after the administration of pharmacological substances, participants usually cannot tell whether they received the treatment or not. Thus, subjects not only have no control over such manipulations but they don’t even know whether they have been manipulated at all. This constellation can give rise to a certain misuse potential. In Aldous Huxley’s science fiction novel “Brave new world”, indoctrination of infants and children during sleep is used to shape how these children will think, feel and behave as members of their respective caste. Huxley calls this procedure “hypnopaedia” and describes it as “the greatest moralizing and socializing force of all time”. Although it is unclear whether sleep goes along with an enhanced suggestibility, Huxley’s fictitious idea illustrates that sleep is a highly sensitive state in which we are relatively unprotected against external influences.

Such worries and premonitions are legitimate and important to discuss in the context of cognitive enhancement during sleep. However, they do not provide conclusive reasons against the use of sleep for cognitive enhancement. What is needed is a balanced account to weigh possible risks against the benefits to allow for a well-informed and all-things-considered judgment about the responsible use of sleep for cognitive enhancement (Buchanan, 2011). Even if negative consequences were to be expected, the numerous positive effects could be so desirable as to outweigh possible negative effects. The question is not whether or not to use sleep for cognitive enhancement—cognitive enhancers of all sorts are already there and their use will increase even more in the near future—the question is rather how to enhance cognitive capacities responsibly, how to deal with issues of distributive justice and how to prevent misuse and malpractice.

CONCLUSION

This article has focused on the function of sleep to augment cognitive capacities, a function that will arguably receive more and more attention in the next few years, both in research as well as in practical applications. The reviewed evidence shows that targeted manipulations of memory processing during sleep can be used to enhance learning and memory. Sleep can thereby be considered a cognitive enhancer as this state provides optimal conditions to augment memory capacities above and beyond the normal level. It is important to note that the discussed effects of manipulations to enhance memory during sleep are specific for the sleep state. Identical methods applied during wakefulness have no enhancing effect on memory or can even impair memory processing. For instance, reactivating memories by odors during wakefulness does not affect memory for object locations (Rasch et al., 2007) or even renders these memory representations unstable making them more vulnerable for disruptive interfering inputs (Diekelmann et al., 2011). Manipulating sleep-specific brain oscillations is naturally confined to the sleep state. Except for ripples, which also occur during wakefulness (O’Neill et al., 2010), slow oscillations and sleep spindles selectively occur during sleep. Interestingly, stimulating the brain during wakefulness with frequencies oscillating in the slow oscillation range has no effect on memory consolidation but increases theta activity resulting in better encoding of new information (Kirov et al., 2009). Furthermore, the neurochemical milieu of neurotransmitters and hormones is very different during sleep and wakefulness such that administration of certain substances can have fundamentally different effects on memory. For example, while an infusion of cortisol impairs memory consolidation during sleep it facilitates consolidation processes when administered in the wake state (Wilhelm et al., 2011).

Importantly, memory enhancement in the context of cognitive enhancement should not be confused with the term “enhancement” that has sometimes been used in the sleep and memory literature to describe actual sleep-dependent gains in performance. Initial research on memory consolidation during sleep, particularly with respect to procedural memory, showed that performance levels after sleep can exceed performance levels observed before sleep (Walker, 2005). We know now that this is not true (see for example Rickard et al., 2008). Even external manipulations of memory during sleep cannot produce anything that was not previously encoded; rather sleep as well as memory manipulations during sleep enhance memory in the sense of less forgetting (to the point of no forgetting) and higher memory stability (i.e., resistance to subsequent interference). Related to this, only a very few reports show that conditioned responses can be acquired during sleep (Arzi et al., 2012), but new learning of declarative and procedural memories during sleep seems to be impossible. Nevertheless, sleep can produce new knowledge from previously encoded memories through processes of generalization, integration, schema abstraction, and conversion of implicit into explicit knowledge (Wagner et al., 2004; Gomez et al., 2006; Ellenbogen et al., 2007; Durrant et al., 2011; Wilhelm et al., 2013).

It is of note that sleep is not only effective as a cognitive enhancer to boost memory performance, but it can also be applied in clinical settings to restore normal cognitive functioning. A number of disorders and diseases are accompanied by changes in sleep patterns and dysfunctions of memory, such as depression (Steiger et al., 2013), post-traumatic stress disorder (Germain, 2013), Alzheimer’s disease (Wang et al., 2011) and schizophrenia (Lu and Goder, 2012). In patients with schizophrenia, stimulation of slow oscillations with tDCS during sleep was found to improve memory for words (Göder et al., 2013). Furthermore, administration of the atypical antipsychotic olanzapine increased SWS, and the GABA agonist eszopiclone enhanced the number of sleep spindles in schizophrenia; yet both treatments failed to normalize memory consolidation in these patients (Göder et al., 2008; Wamsley et al., 2013). Future studies will have to test new methods for the treatment of memory dysfunctions during sleep in different clinical settings, which could also potentially improve the outcome of standard therapeutic treatments. For the treatment of spider phobia, for example, sleep after exposure therapy was found to increase therapeutic effectiveness (Pace-Schott et al., 2012b; Kleim et al., 2013). It remains to be elucidated whether manipulations of memory processing during sleep, such as memory reactivation or sleep oscillation stimulation, can boost this effect further.

Manipulating memory during sleep is a very new field of research and we are only beginning to understand which methods are best suited to use sleep for memory enhancement. Much more research is needed to determine the optimal procedures to unravel this effect and to understand its underlying mechanisms and principles. Future research will have to extend the knowledge obtained from findings in the domain of learning and memory to other cognitive functions such as creativity, executive functions and decision making. This research could not only provide us with new means to augment our cognitive capabilities in different domains but could also help to change the image of sleep as a useless waste of time to being a beneficial state that supports our wake performance.
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Inability to solve complex problems or errors in decision making is often attributed to poor brain processing, and raises the issue of brain augmentation. Investigation of neuronal activity in the cerebral cortex in the sleep-wake cycle offers insights into the mechanisms underlying the reduction in mental abilities for complex problem solving. Some cortical areas may transit into a sleep state while an organism is still awake. Such local sleep would reduce behavioral ability in the tasks for which the sleeping areas are crucial. The studies of this phenomenon have indicated that local sleep develops in high order cortical areas. This is why complex problem solving is mostly affected by local sleep, and prevention of local sleep might be a potential way of augmentation of brain function. For this approach to brain augmentation not to entail negative consequences for the organism, it is necessary to understand the functional role of sleep. Our studies have given an unexpected answer to this question. It was shown that cortical areas that process signals from extero- and proprioreceptors during wakefulness, switch to the processing of interoceptive information during sleep. It became clear that during sleep all “computational power” of the brain is directed to the restoration of the vital functions of internal organs. These results explain the logic behind the initiation of total and local sleep. Indeed, a mismatch between the current parameters of any visceral system and the genetically determined normal range would provide the feeling of tiredness, or sleep pressure. If an environmental situation allows falling asleep, the organism would transit to a normal total sleep in all cortical areas. However, if it is impossible to go to sleep immediately, partial sleep may develop in some cortical areas in the still behaviorally awake organism. This local sleep may reduce both the “intellectual power” and the restorative function of sleep for visceral organs.
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SLEEP AND “HUMAN FACTOR”

The modern industrial style of life and necessity to live in non-natural environments often leads to dramatic errors in human behavior. Usually these errors are included in the general term “human factor” and are attributed to reduced attention, inability to predict consequences of an action in complex conditions and, finally, to reduced brain ability. Thus, the intention to augment the brain function can be considered a challenging goal for Neuroscience.

It was noticed that industrial anthropogenic disasters, traffic accidents, and medical errors often occur during the night, suggesting a probable link between sleepiness and reduced quality of brain functioning (Mitler et al., 1988; Dinges, 1995; Dinges et al., 1997; Cajochen et al., 1999; Barger et al., 2006; Akerstedt et al., 2011). Given the importance of this issue, many special studies devoted to investigation of the possible link between sleep disturbances and mental abilities were undertaken.

It was demonstrated that short-term total sleep deprivation results in cognitive impairments, especially in learning, and memory tasks (Maquet, 2001; Stickgold, 2005; Born et al., 2006; Walker, 2008, 2009; Diekelmann and Born, 2010; McCoyand and Strecker, 2011; Diekelmann et al., 2012, 2013).

In some studies, authors concluded that periods of slow wave sleep (SWS) played a particular role in these processes (Fowler et al., 1973; Plihal and Born, 1997; Diekelmann et al., 2011). Others maintained a rapid eye movement (REM) sleep dependency (Empson and Clarke, 1970), although in some studies REM sleep deprivation had no effect on different aspects of memory function (Hornung et al., 2007; Saxvig et al., 2008).

In addition to the function of memory consolidation, sleep has been proposed to benefit the encoding of new information during succeeding periods of wakefulness (McDermott et al., 2003; Yoo et al., 2007; Mander et al., 2011).

PECULIARITIES OF SLEEP DEPRIVATION EFFECTS

The impact of sleep deprivation on memory formation did not appear to be universal, but instead, differed on the basis of many factors such as the types of tasks used for learning, and personal characteristics of subjects, including their emotionality. It has been shown that sleep-dependent motor skill memory improvement was dependent on the nature of the skill to be learned (Cohen et al., 2005; Cohen and Robertson, 2007; Siengsukon and Boyd, 2008). In another study, perception, attention and memory were impaired by sleep deprivation, but visual search and logical reasoning tasks were not (Williamson et al., 2001). A deficit in perceptual classification ability in an information-integration task was observed for some, but not all, sleep-deprived individuals (Maddox et al., 2009).

In their review of the sleep deprivation literature, Harrison and Horne (2000) concluded that sleep deprivation has little effect on simple rule-following tasks, but it obstructs decision making in complex integration tasks requiring flexibility, innovation or plan revision. However, other researchers observed performance decrements in relatively simple tasks such as identification and vigilance tasks (Chee et al., 2008; Ratcliff and Van Dongen, 2009). Sleep deprived subjects exhibited decreased performance in the taking advantage task (Glass et al., 2011).

Genzel et al. (2009) used different deprivation conditions throughout the experiment and did not find that an intense decrease in the total amount of REM sleep or SWS of their volunteers led to the inhibition of learning. They even proposed that sleep-dependent memory consolidation did not rely only on intact amounts of SWS or REM sleep across a night, but required different EEG microstructures, e.g., sleep spindles, δ-waves, and PGO waves.

It was proposed that reduced visual short-term memory after sleep deprivation may be connected, not with impairment of memory consolidation mechanisms but, rather, with a decline in visual attention and/or visual processing (Chuah and Chee, 2008).

An important factor was the length of time between training and test or amount of skill practice, independent of whether there was sleep or not (Shadmehr and Brashers-Krug, 1997; Robertson et al., 2004; Keisler et al., 2007; Song et al., 2007; Criscimagna-Hemminger and Shadmehr, 2008; Doyon et al., 2009; Debas et al., 2010; Borich et al., 2011; Borich and Kimberley, 2011; Voderholzer et al., 2011; Reis et al., 2013). In a nap study (Mander et al., 2011) no differences were observed between the sleep and no sleep groups in a specific alertness control task.

Results of sleep deprivation experiments were often rather contradictory. According to Lo et al. (2012), influence of sleep deprivation depends on the task domain, prior sleep debt, circadian phase at which performance is assessed, and genetically determined subject characteristics. Degree of task difficulty and the subject’s emotionality influence the outcome of experiments concerning the connection between sleep and memory (Smith, 2001; Walker and Stickgold, 2006). Small differences in test design can cause large discrepancies in the studies of sleep dependency of memory processes. This may explain why some results are regularly found only by the same groups of scientists (Genzel et al., 2009).

Even in those experiments where positive effects of sleep on memory consolidation were demonstrated, these effects were very small. It seemed unlikely to us that the only function of sleep was simply to provide such a modest improvement in memory. On the other hand, the probable connection of sleepiness with the rare but dramatic consequences of anthropogenic disasters, as well as the fantastic pictures of dreams, support the general belief that the first function of sleep is for efficient functioning of the brain.

MODERN THEORIES OF SLEEP

Several modern theories concerning the function of sleep offer hypothetical mechanisms, which could be used by the brain for this purpose, e.g., the theory of neuronal groups (Krueger and Obál, 1993; Krueger et al., 2008) or the theory of synaptic homeostasis (Tononi and Cirelli, 2003, 2006). All theories, which were based on the assumption that sleep first of all is important for efficient brain function referred to numerous studies which demonstrated, both in humans and animals, “local use dependent processes”. It was shown that δ-power during the first hours of sleep is higher in those cortical areas, which were more active immediately before sleep (Kattler et al., 1994; Rector et al., 2005; Huber et al., 2006). δ-power was considered therefore as an indicator and measure of recuperative processes in the brain.

However, if to accept an idea that function of sleep is to keep the efficient brain function it would be logical to expect that the brain would be the organ most vulnerable to sleep deprivation. However, the results of fundamental studies of A. Rechtshaffen and his colleagues (Everson et al., 1989; Cirelli et al., 1999; Rechtshaffen and Bergmann, 2002) do not confirm this suggestion. Their experiments demonstrated that total sleep deprivation led first of all to multiple visceral disorders (hair loss, skin and gastro-intestinal ulcerations and so on) and, finally, to unavoidable death of animals. A striking finding was that in rats that died after several days of total sleep deprivation, the only organ, which did not have any obvious degenerative changes, was the brain (Cirelli et al., 1999). This observation is surprising, since the negative effects of sleep deprivation on mental ability are well known. However, investigation of neuronal activity in the cerebral cortex in the sleep-wake cycle offers insights into the other sleep dependent mechanisms which can explain the reduction of mental abilities for complex problem solving, even in the normally working brain.

PHENOMENON OF LOCAL (PARTIAL) SLEEP

It was generally assumed for a long time that sleep develops synchronously in all areas of the mammalian cortex. The only exception has been reported for dolphins, whose EEG show periods of deep SWS in either the right or left hemisphere alone. Such periods of unilateral sleep may last for more than 2 h. Even in dolphins, however, EEG activity in different areas of one hemisphere was always found to be synchronized, or desynchronized simultaneously (Mukhametov et al., 1977; Mukhametov, 1984).

However, later it was shown that in terrestrial animals, in particular conditions, sleep developed only in some cortical areas during behavioral wakefulness. Thus, such partial sleep might be especially dangerous, because neither the person himself nor other individuals could notice its appearance and development. At the same time, dangerous consequences of temporal disengagement of some cortical areas from the control of behavior potentially can be rather dramatic. That is why understanding the physiological mechanisms involved in initiation of sleep, and particularly of local sleep, can be considered an important element in attempts to augment brain functionality.

The phenomenon, which later was called “local sleep” was described in a study of the cat’s frontal eye field (Pigarev, 1984). Neurons in this frontal cortical area strongly responded to visual stimulation only during periods of high behavioral alertness, and often became visually unresponsive during subsequent periods of quiet wakefulness. However, any sensory stimulation raising alertness (visual, auditory or olfactory), restored visual responses in this cortical area.

More detailed description of such unusual neuronal behavior in the cerebral cortex, and the term “local or partial sleep” appeared in the investigation of cortical visual area V4 in experiments with behaviorally awake monkeys (Pigarev et al., 1996, 1997; Pigarev, 1997). It was demonstrated in long-running experiments, that when a monkey had to perform a monotonic visual discrimination task, neurons became less responsive to the same visual stimuli and finally stopped responding at all, while the monkey continued to work in the task. If the task was interrupted, the monkey fell asleep for 10–20 min. After the nap, neuronal responses to visual stimuli often recovered. Neuronal background firing during such periods of temporal inactivity resembled that which these neurons demonstrated during periods of natural sleep of the animal. The monkey’s performance in the visual task during periods of local sleep in the area V4 was rather high, although it was slightly reduced in comparison with that at the beginning of the experiment. Thus, one could conclude that at least visual area V1 still was working. In the same study it was noticed that, even within the area V4, local sleep developed not simultaneously but started from the periphery of the visual field. The last neurons, which were recruited in sleep, were neurons in the region of the foveal representation.

It was obvious that spread of sleep started from the “higher order” sensory areas most likely crucial for the most complicated behavioral situations. Taking all those considerations into account, one could expect to observe local sleep more often in organisms with better expressed multiple sensory representations, and most of all in primates. Indeed, the fronto-occipital trend in δ-power most pronounced during beginning of sleep was discovered in human subjects by the group of A. Borbély (Werth et al., 1996, 1997). Extensive studies of sleep spread dynamics are presented and discussed in the review of Ferrara and De Gennaro (2011).

We would like to remind here that since 1993 (Krueger and Obál, 1993; Kattler et al., 1994) the mentioned above idea concerning local use dependent sleep was widely discussed in sleep literature. Although experiments demonstrated local use dependent sleep, and observations of local sleep in behaviorally awake animals were mutually supportive, they were not absolutely identical. In the first case it was shown that in sleeping brain the depth of sleep can locally vary from region to region dependent on the previous history of activation. In the second case sleep in some cortical areas appeared during behavioral wakefulness. Namely this second case we will have in mind using the term “local sleep” in future.

Unexpected results obtained by Drummond et al. (2001, 2004) most likely were also connected with dynamics of local sleep spread over the human cerebral cortex. Investigating the effects of 35 h total sleep deprivation on memory impairments in verbal learning tasks using fMRI, these researchers demonstrated increased activity in frontal and parietal cortical regions, absent in the control non-deprived group. This can reflect partial sleep development in these high order associative cortical areas caused by sleep deprivation.

It seemed less likely that local sleep would be found in animals with more simple cortical organization and a limited number of sensory areas. However, recently, local sleep was described in behaviorally active rats, and again in the frontal cortical area (Vyazovskiy et al., 2011).

LOCAL SLEEP AND COGNITIVE IMPAIRMENTS AFTER SLEEP DEPRIVATION

Taking into account the phenomenon of local sleep, the cognitive impairments after sleep deprivation can be explained not by the general deterioration of brain efficiency, but by switching of several cortical areas from those functions, which they have to perform in wakefulness.

At first sight, the hypothesis that local sleep is responsible for a reduction of brain functionality looks similar to the proposal that after a long period of wakefulness, the brain needs recuperation during sleep. The difference is only in the temporal sequence of events. After prolonged wakefulness, all regions of the brain may fall asleep for recovery simultaneously, or certain areas may do so at first, while others remain awake for some time.

However, it is possible to consider another, fundamentally different, scenario. What if the brain, as all other visceral organs of an organism, does not need any special recuperative rest connected with total interruption of functionality? What if the brain, like a computer, can work efficiently for long periods of time, and observed “sensory isolation” of the brain during sleep just reflects switching over for processing of another flow of incoming information?

We should not forget that sleep-deprived animals die not because they become blind, deaf, have forgotten the ways to a food tray or because of serious problems with decision making. They die mainly because of multiple visceral disorders in virtually all life supporting systems, including the immune system (Rechtshaffen and Bergmann, 2002). At the same time, the brain appears to be the most resistant organ.

Our observations of the neuronal activity in the sleep-wake cycle also did not convince us that during long periods of wakefulness there were crucial pathological changes of the neuronal state, which forced a brain to switch into a sleeping “restorative” mode. Nevertheless, one can argue that it is generally recognized that the pattern of SWS EEG is very specific for this state, and differs from the pattern of EEG in wakefulness. However, interpretation of this observation also is equivocal. The EEG pattern of active SWS was usually compared with the EEG pattern in a state of very passive wakefulness, when human subjects or animals were immobile and without intensive sensory stimulation.

WHETHER CORTICAL EEG REFLECTS PECULIARITY OF BRAIN ACTIVITY IN WAKEFULNESS AND SLEEP, OR JUST PATTERN OF THE CORTICAL AFFERENT FLOW?

We proposed that difference of cortical afferentation in wakefulness and sleep might define the observed difference of neuronal activity in SWS and wakefulness. To check this proposal, general EEG and eye movements were recorded in behaviorally awake cats during SWS and active wakefulness between electrodes located over temporal and frontal cortical areas. In addition, we recorded neuronal activity and local field potentials (local EEG) from visual (Figure 1) and somatosensory (Figure 2) cortical areas using bipolar tungsten microelectrodes with distances of about 300 μm between the tips of the electrodes. During SWS the animal eyes were always deviated upward, and this allowed us to easily distinguish periods of sleep from active wakefulness in the obtained recordings. For every group of recorded neurons we applied the optimal parameters of stimulation (either visual or somatosensory), and delivered these stimuli in a rhythmic manner. We called this procedure “sleep EEG imitation in wakefulness”. Using this procedure (right column), in actively awake cats, we got burst neuronal firing (not shown) and EEG slow waves, which were indistinguishable from, or even higher than, those which we had observed during the periods of natural SWS (left column). These sleep-like waves were especially well visible in the channel of the local field potentials (Figures 1C and 2C, right columns) because the local EEG reflected activity of the neurons for which we used the optimal stimulation. The general EEG reflected averaged activity collected from the large cortical territory, including those neurons for which applied stimuli were not optimal. Nevertheless, some sleep-like waves were seen even in the general EEG (Figures 1B and 2B, right columns). In row D in Figures 1 and 2 we present power spectrums calculated for the 10 s fragments of the local EEG shown in row C of the corresponding column. It is seen that spectral compositions of the local EEG for SWS (left column) and imitation of sleep EEG in wakefulness (right column) were rather similar, and both differed from the usual spectrum of quiet wakefulness (central column).
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FIGURE 1. Rhythmic stimulation by the optimal visual stimulus during wakefulness evokes sleep like slow wave activity in the cat visual cortex. The rows: (A) vertical component of eye movements which helps to distinguish sleep (upward deviation) from wakefulness (downward deviation); (B) general EEG recorded between electrodes over temporal and frontal cortical areas of the cat; (C) local field potentials (local EEG) recorded between two tungsten microelectrodes located 300 μm one from another within the cortical visual area V1; (D) power spectrum of the local EEG presented above in panel C. All parameters were collected during SWS (left column), during passive wakefulness (middle column), and during the procedure of “sleep EEG imitation” by visual stimulation in wakefulness, which produced strong excitation of the cortical neurons recorded by the microelectrodes (right column). Technical details of the study in Pigarev et al. (2013).
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FIGURE 2. Periodic optimal somatic stimulation during wakefulness evokes sleep like slow wave activity in the cat somatosensory cortex. The rows: (A) vertical component of eye movements which helps to distinguish sleep (upward deviation) from wakefulness (downward deviation); (B) general EEG recorded between electrodes over temporal and frontal cortical areas of the cat; (C) local field potentials (local EEG) recorded between two tungsten microelectrodes located 300 mm one from another within the cortical somatosensory area 5; (D) power spectrum of the local EEG presented above in panel C. All parameters were collected during SWS (left column), during passive wakefulness (middle column), and during the procedure of “sleep EEG imitation” by visual stimulation in wakefulness, which produced strong excitation of the cortical neurons recorded by the microelectrodes (right column). Technical details of the study in Pigarev et al. (2013).



The presented observations supported an idea that patterns of the cortical afferentation, rather than the state of vigilance, determine the pattern of cortical activity. All above-mentioned considerations inclined us to conclude that switching to analysis of another flow of incoming information would be able to better explain the phenomenology of transition from wakefulness to sleep. The temporal organization of these incoming signals, specific for the state of sleep, will define the pattern of cortical activity during sleep.

WHICH SIGNALS COULD PROVIDE PERIODIC AND SYNCHRONOUS AFFERENTATION DURING SLEEP?

Animal physiology offered the answer on this question; that it can be periodic activity of various visceral systems, e.g., gastro-intestinal peristalsis, heart and respiratory activities. We proposed that during sleep the same brain neurons that in wakefulness process exteroceptive information of various modalities switch over to the analysis of interoceptive information coming from visceral systems. Rhythmic activities of different visceral systems define this periodic afferent flow towards the cortical areas, which is reflected in cortical SWS activity. Thus, the central nervous system during sleep might be involved in the process of visceral regulation (Pigarev, 2014).

According to this proposal, periods of local sleep are not the periods when “tired” brain areas stop processing of exteroceptive information in favor of self-recuperation. During periods of local sleep, normally working brain areas respond to warning messages from the internal organs and switch to the processing of the alarming visceral afferentation. Within the frame of this hypothesis, we should “think differently” about the nature of sleep and local sleep.

This suggestion may be too fantastic for the brain paradigm generally accepted at present. This paradigm was established mainly on the basis of data collected for the state of wakefulness. On the other hand, our “fantastic” proposal opened the way for its experimental validation in simple experiments, which could not be conducted without this theoretical background. Below, we offer a short review of the experiments performed to investigate such nontrivial predictions of the visceral hypothesis of sleep.

EXPERIMENTAL VALIDATION OF THE VISCERAL HYPOTHESIS OF SLEEP

First of all, to check this hypothesis responses of different cortical regions to extero- and interoceptive stimulation during sleep and wakefulness were compared. These experiments were started from the visual cortical areas. Visual areas were selected for these experiments because they were well studied, and it was generally recognized that in behaviorally awake animals neurons of these areas were responding exclusively to visual stimulation. In addition, one of us (Ivan N. Pigarev) had considerable experience in investigation of various visual areas in behaviorally awake animals. Later, similar experiments were conducted with neurons not only in occipital, but also in frontal and parietal cortical areas.

In Figure 3 (adopted from Pigarev, 1994; Pigarev and Pigareva, 2012) we show responses of complex neurons in visual cortical area V1 (panel A) and somatosensory area 5 (panel B) of cats to electrical intraperitoneal stimulation delivered in SWS and in wakefulness. These neurons in the state of wakefulness responded to visual and somatosensory stimuli respectively. During SWS both neurons responded to electrical stimulation of the area of the small intestine, and these apparent responses immediately disappeared in REM sleep and after awakening.
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FIGURE 3. Responses of neurons in the cat cortical visual area V1 (A) and somatosensory area 5 (B) to intraperitoneal electrical stimulation delivered in sleep and in wakefulness. Responses presented as rasters where every line corresponds to single stimulation trial. Dots represent single spikes. Below are averaged histograms. Vertical red line–moment of intraperitoneal stimulation. n—number of averaged trials. Technical details of the study in Pigarev (1994).



Similar experiments were conducted with monkeys, where evoked responses to intraperitoneal electrical stimulation were recorded above the cortical visual area V1 (Pigarev et al., 2006). Evoked responses were again obtained only during SWS, and disappeared during REM sleep and in the state of wakefulness.

In experiments with one monkey we used magnetic stimulation, with the coil located close to the surface of the monkey’s stomach. In response to magnetic pulses, which did not wake the animal, we obtained cortical evoked responses, recorded by the electrodes above the occipital pole of the skull. These responses were observed again only during SWS (Pigarev et al., 2008). Simultaneous recording of the neuronal activity in the visual area V4 revealed a strong short latency inhibition in response to these magnetic pulses, which was obviously visible even in the population response of 61 neurons (Figure 4). After this short latency inhibition, the delayed (5–15 s) activation of the background firing took place. This result deserves attention because receptive fields in area V4 had small excitatory areas and huge inhibitory surrounds. The applied magnetic pulses could activate those parts of visceral organs, which projected to this huge inhibitory periphery of the studied receptive fields. On the other hand, after some delay, peristaltic waves provoked by the stimulation could reach regions, which projected to the central excitatory part of the receptive fields, causing the observed delayed activation. All these responses to magnetic stimulation again disappeared in wakefulness.
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FIGURE 4. Population response of 61 neurons (615 trials) in monkey’s cortical visual area V4 to magnetic stimulation of stomach during SWS. Vertical red line–moment of stimulation. Horizontal green line indicate mean background firing rate before stimulation taken as 100%. Technical details of the study in Pigarev et al. (2008).



In experiments with rabbits (Pigarev et al., 2004), we also recorded evoked responses to electrical intraperitoneal stimulation in visual and somatosensory cortical areas, which appeared again exclusively during SWS.

It has been argued that electrical and magnetic stimuli are not natural, and that observed effects could have a non-specific origin. Although the main information concerning organization of the nervous system was obtained using electrical stimulation, it would be much more important to demonstrate a functional link between visceral organs and cortical areas during sleep in natural conditions, without any artificial stimulation.

Such experiments were conducted with the help of our colleagues from the Pavlov Institute of Physiology (St. Petersburg), prof. V. A. Bagaev and I. I. Busigina. Recording electrodes were implanted in the walls of the small intestine and stomach of cats, together with stomach fistula. With this approach, in addition to cortical neuronal activity, EEG, and ocular movements we could record myoelectrical activity of small intestine and stomach, and to change intragastric contents.

In Figure 5 we present a spectrogram of cat cortical EEG (A) recorded simultaneously with myoelectrical activity of the stomach (B) during an episode of SWS. In the spectrogram, yellow colors indicate higher power, and periodic vertical blue fragments indicate moments of short desynchronizations connected with lack of low frequency components. These desynchronized intervals are well known to anybody who has recorded EEG during SWS. It was previously demonstrated (Oniani et al., 1974) that, behaviorally, sleep was not interrupted during these periods, and thresholds for awakening during such short desynchronizations still were very high. What was new in the presented figure was a surprising coincidence of these EEG desynchronizations with the appearance of periodic migrating myoelectrical complexes in the stomach (short vertical inclinations in B). There was no need for any special analysis in order to notice such coincidence. Simultaneous appearance of the migrating myoelectrical complexes in stomach activity and short desynchronizations in the cortical EEG usually happened during intervals of 10–20 min of SWS. The observed coincidence of these effects can disappear for a while and appear again later. This was a very robust effect, observed in most of our sleep recordings, which included the periods of corresponding stomach activity.
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FIGURE 5. Episode of SWS. (A) Spectrogram of the cat cortical EEG. Yellow color indicates higher power. (B) Myoelectrical activity of stomach. Technical details of the study in Pigarev et al. (2013).



More impressive were results of those experiments where we have studied interaction of the neuronal activity in various cortical visual areas and myoelectrical activity from the wall of the duodenum (Pigarev et al., 2013). It was demonstrated that about one third of more than 200 of the studied cortical neurons during SWS established a causal relationship with the activity of the duodenum during SWS. Even more, these neurons demonstrated selectivity to particular types of duodenal rhythmicity. Some neurons preferred simple duodenal waves, and others responded only to waves with spike potentials. Such a relationship was never observed in wakefulness.

Finally it was found that changes of the intragastric medium (water infusion via fistula into the stomach) performed in the period of SWS lead to changes in the EEG pattern and temporal reorganization of the background neuronal spiking, revealed by Fano factor analysis (Pigarev et al., 2010).

We do not imply that only the structures of the digestive system are represented in the cerebral cortex during sleep. In other experiments we recorded evoked responses to heartbeats during sleep (Pigarev and Feodorov, 2012). An example of neuronal firing and local field potentials in the visual area V1, which synchronized with respiration during SWS, is shown in Figure 6. Dr. M. Lebedev, during experiments with monkeys under anesthesia, also observed unexpected neuronal activity synchronized with respiration in somatosensory cortical areas within the representation of the hind paw (personal communication).
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FIGURE 6. Neuronal activity in the cat primary visual cortex synchronized with respiration during SWS. (A) Multiunit activity; (B) local field potentials (local EEG); (C) nasal air flow in relative units. Technical details of the study in Pigarev et al. (2013).



THE VISCERAL SLEEP THEORY AND OBSERVATIONS OF “SLOW WAVE” ACTIVITY IN THE CORTICAL SLABS AND SLICES

According to the visceral sleep theory, patterns of periodic activation coming from the visceral organs determine the oscillating picture of cortical activity during SWS. The desynchronized pattern of cortical EEG during REM sleep can be connected with afferentation coming to the cerebral cortex from visceral systems lacking obvious rhythmic activity, e.g., liver, kidneys, reproductive organs and, finally, the brain itself. The brain’s status within this theory is obviously dual. On the one hand, the brain is the central processor which controls behavior in the environment during wakefulness and defines recovery of all visceral organs during sleep. However, on the other hand, the brain itself is an enormously complicated visceral organ, which certainly should be in need of service. How and when such brain self-service is realized is a challenging question. It may happen, for example, during particular phases of REM or SWS, or it may be organized as a permanent service, e.g., by glial cells. The recently discovered “glymphatic” mechanism may reflect elements of such brain self-servicing (Nedergaard, 2013; Xie et al., 2013). Various other options can be offered, but that is a topic for future studies.

Our approach to sleep function supposes that cortical activity during sleep is defined by the afferent flow coming to the cerebral cortex from various visceral organs. On the other hand, there is substantial evidence that sleep-like activity can be generated in cortical slabs (Timofeev et al., 2000) and isolated cortical slices (Sanchez-Vives and McCormick, 2000) without any interoceptive inputs. However, we do not think that these observations are inconsistent with our theoretical proposal. Of relevance is the important discovery of Steriade et al. (2001), who performed the first intracellular recordings of neuronal cortical activity in naturally sleeping cats. They found that waves of hyperpolarization reflected as periodic silent pauses in neuronal firing during SWS were connected not with active inhibition, but with disfacilitation caused by the lack of excitatory inputs to these cortical neurons. At the time of their study it was generally recognized that, during sleep, the cerebral cortex was disconnected from any afferent inputs, and they had to conclude that, “during SWS, neocortical neurons may be engaged in information processing of internally generated signals‥.”, which provided such excitatory inputs. As a source of such “internally generated signals” they considered intracortical excitation (Steriade et al., 2001).

The studies performed on the isolated cortical slices demonstrated that, in certain conditions, it was possible to evoke periodic neuronal discharges, which had some features of similarity with real SWS oscillations. Later it was shown in experiments on thalamo-cortical slices that activation of the thalamo-cortical neurons dominates in triggering such cortical oscillations (Contreras and Steriade, 1995; Rigas and Castro-Alamancos, 2007). In a review (Crunelli and Hughes, 2010) it was recognized that most likely several mechanisms might elicit the cortical slow waves. We propose that “internally generated signals”, which define cortical waves during SWS, are actually coming from various visceral systems using the same thalamo-cortical pathways, which activate cortical neurons during wakefulness.

THE PATHWAYS FOR THE VISCERAL AFFERENTATION TO THE CEREBRAL CORTEX DURING SLEEP

One may inquire about the ways by which the information from various visceral systems may reach “the same thalamo-cortical pathways”. For the somatosensory system it is well investigated. It is known since early anatomical studies in the 19th century (Head, 1896), that visceral and somatosensory afferents terminate at the same neurons in the spinal cord, and thus visceral information may travel to the cerebral cortex through the fibers of the somatosensory columns. The fact of such combined projections was confirmed in many studies (e.g., Kuo et al., 1981; Cervero, 1983; Cervero et al., 1984; Akeyson and Schramm, 1994; Perry and Lawson, 1998) and this overlap is regarded as the most probable mechanism of the referred pains (Head, 1896; Arendt-Nielsen and Svensson, 2001; Peles et al., 2004; Hobson et al., 2010).

However, this overlap created a yet unresolved problem–how the central nervous system manages to distinguish spikes coming by a single fiber from so different sources. Our hypothesis offers a solution to this problem. The transmission of the somatosensory information happens during wakefulness, while visceral information is transmitted to the central nervous system during sleep, when muscles are relaxed and movements are excluded.

To our knowledge, pathways of the visceral information to the visual cortical areas have never been investigated. Here we offer only some considerations. It is well known that, in the main thalamic visual relay (lateral geniculate nucleus), retinal synaptic terminals form only one third of all synaptic terminals. Another third of terminals belong to backward cortico-thalamic projections. The remaining one third of terminals is of non-visual origin, and come from the pontine and the brain stem regions (Hughes and Mullikin, 1984). Activation from pontine nuclei reaches the lateral geniculate nucleus during sleep, especially during REM sleep, and reflects in the visual cortical areas as well known ponto-geniculo-occipital waves (Brooks and Bizzi, 1963). The origin of this pontine activity has not yet been investigated. On the other hand, pontine and brain stem projections to the lateral geniculate nucleus come from the regions of entering and passage of various visceral nerves. Therefore, their link with visceral information is very probable.

K-COMPLEXES AND VISCERAL AFFERENTATION, USE DEPENDENCY AND SLEEP HOMEOSTASIS

In discussions of cortical visceral activation during sleep, one often argues that these visceral responses can be of nonspecific origin, resembling sensory-triggered K-complexes. This topic was investigated in detail in our special study (Pigarev et al., 2011). It was shown that visually induced K-complexes had absolutely specific origin. Even more, K-complexes could be induced by sensory stimuli only during short intervals of developing sleep. In contrast, cortical visceral responses could be recorded during periods of deep SWS, when K-complexes could not be induced by any sensory stimulation. In addition, we presented arguments indicating that visually induced K-complexes were also of visceral origin.

The attempts to link various visceral events with the elements of EEG recorded during sleep, e.g., K-complexes, has been undertaken in many studies (Pampiglione and Ackner, 1958; Johnson and Karpan, 1968; Halász et al., 1985; Heald et al., 1989; Hornyak et al., 1991; Okada et al., 1991; Niiyama et al., 1996; Monstad and Guilleminault, 1999; Tank et al., 2003). The same idea was expressed in a study of Cash et al. (2009), where it was suggested that spontaneous K-complexes appearing in the EEG during transition from wakefulness to sleep could be induced by a “sensory stimulus occult to the investigator (e.g., gastric)”.

In the middle of the previous century, cortical responses to the stimulation of various visceral nerves were described and intensively investigated in several laboratories (e.g., Bailey and Bremer, 1938; Amassian, 1951; Patton and Amassian, 1952; Gardner et al., 1955; Chernigovskiy, 1960). These studies were performed in acute experiments under anesthesia. However, in later experiments without anesthesia, these results could not be reproduced. In wakefulness, neurons in these areas responded only to visual or somatosensory stimulation. Thus, cortical responses to visceral stimulation were regarded as probable artifacts of anesthesia.

In our studies we have demonstrated that without any anesthesia, in natural conditions, cortical areas do establish connections with visceral organs, but this link is functionally active only during sleep. Involvement of the highest levels of the central nervous system, up to the cerebral cortex in mammals, in the processing of visceral information during periods of sleep may be the main, if not the exclusive, function of sleep.

Here we should come back to the above-mentioned effect of “use dependency”, which is widely explored now as an experimental argument in favor of the concepts that sleep is necessary for brain recovery (Kattler et al., 1994; Rector et al., 2005; Huber et al., 2006). This effect can also be explained by the visceral sleep theory. High activation of some cortical areas by intensive exteroceptive stimulation during wakefulness will lower the neuronal thresholds of the neurons in these areas (e.g., due to the LTP mechanism). As a result, during sleep, these neurons will respond more strongly to visceral stimulation, coming to the same neurons through the same synaptic connections. Consequently the δ-power of the EEG will grow.

Discussing the visceral sleep theory we would like to draw attention to the distinguished theory of A. Borbély—the two-process model of sleep regulation (Borbély, 1982; Borbély and Achermann, 1999). This model proposes that sleep is regulated by the interaction of two processes—homeostatic and circadian. The homeostatic process allows for a constant amount of sleep during 24 h. Visceral sleep theory offers the physiological framework of this homeostatic mechanism. Homeostasis of all visceral systems is supported during sleep due to the involvement of all the cerebral cortex in the processing of information from internal organs. These informational processes define the total length of sleep.

MECHANISM OF SLEEP INITIATION AND FEATURES OF LOCAL SLEEP

The visceral sleep theory explains the logic behind the initiation of sleep. Indeed, a mismatch between the current parameters of any visceral system and the genetically determined range for these parameters would provide the feeling of tiredness, or sleep pressure. If an environmental situation allows sleep, an organism would transit to normal total sleep in all cortical areas. Actually the chain of events for sleep initiation is more complicated. Evaluation of the visceral problems may need engagement of the mechanisms of emotions and such structures as hippocampus, amygdala and prefrontal cortex. All those questions were discussed in our recent article (Pigarev and Pigareva, 2013), and we will not continue this topic here. Now we would like to go back to the phenomenon of local sleep and to discuss it within the frame of the presented visceral sleep theory.

In the cases when, because of visceral problems, the need for sleep is dramatically increased, but environmental conditions do not allow sleep to occur, sleep may progress only in some cortical areas in still behaviorally active organisms. According to the information cited above, the development of sleep starts from the most recent, “high order” cortical areas. The proportion of such areas is highest in the frontal pole of the brain. This might underlie the reported fronto-occipital trend in the development of sleep.

It is logical to propose that those behavioral tasks, which do not need engagement of the highest cortical resources would be normally realized even in conditions when part of the brain is sleeping. However, in the situation when all cortical computational ability is required for decision making in a complicated problem, local sleep may lead to severe and often dramatic behavioral errors.

Conditions of local sleep development indicate that local sleep is very probable when it is necessary to remain awake during periods of high (natural) sleep pressure. For humans this might happen during work at the time of the maximal sleepiness. For rats, local sleep can accompany experiments during the light phase of the day, if the rats are caged in animal houses with non-inverted conditions of illumination.

People with habitual or forced short length of night sleep are at permanent risk of partial sleep development. For some professions partial sleep provoked by such chronic sleep deprivation may not cause any troubles. However, for professions connected with responsible and complex decision making, especially during night shifts, the dangerous consequences of local sleep are very high. For these professions, any visceral disorders, especially in the gastro-intestinal system, may dramatically increase the risk of wrong decisions.

Besides the negative effects of partial sleep for mental ability due to the disengagement of some cortical areas from the intellectual work, one should also not neglect the possible negative consequences of this phenomenon for the visceral health of an organism. As participation of all cortical areas in information processing is essential for the efficient solution of complex problems in wakefulness, for efficient management of visceral systems, all cortical areas should be involved into the processing of visceral information. Appearance of local sleep during wakefulness means that the length of total sleep during the nighttime was not sufficient, and may indicate hidden problems in some visceral systems.

CONCLUSION

The detailed investigation of brain involvement in the regulation of the various visceral systems during sleep is a goal for further studies. At present, following the visceral theory of sleep, we can state that efficient and sufficient sleep, together with visceral health, might be the cheapest, safest and most pleasant way to augment brain function.
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All actions, even the simplest like moving an arm to grasp a pen, are associated with energy costs. Thus all mobile organisms possess the ability to evaluate resources and select those behaviors that are most likely to lead to the greatest accrual of valuable items (reward) in the near or, especially in the case of humans, distant future. The evaluation process is performed at all possible stages of the series of decisions that lead to the building of a goal-directed action or to its suppression. This is because all animals have a limited amount of energy and resources; to survive and be able to reproduce they have to minimize the costs and maximize the outcomes of their actions. These computations are at the root of behavioral flexibility. Two executive functions play a major role in generating flexible behaviors: (i) the ability to predict future outcomes of goal-directed actions; and (ii) the ability to cancel them when they are unlikely to accomplish valuable results. These two processes operate continuously during the entire course of a movement: during its genesis, its planning and even its execution, so that the motor output can be modulated or suppressed at any time before its execution. In this review, functional interactions of the extended neural network subserving generation and inhibition of goal-directed movements will be outlined, leading to the intriguing hypothesis that the performance of actions and their suppression are not specified by independent sets of brain regions. Rather, it will be proposed that acting and stopping are functions emerging from specific interactions between largely overlapping brain regions, whose activity is intimately linked (directly or indirectly) to the evaluations of pros and cons of an action. Such mechanism would allow the brain to perform as a highly efficient and flexible system, as different functions could be computed exploiting the same components operating in different configurations.

Keywords: decision-making, reward, voluntary motor control, behavioral flexibility, countermanding task, reaching arm movements

INTRODUCTION

Our survival depends on the ability to gather, parse and evaluate the stream of constantly changing environmental stimuli and to flexibly adapt our behavioral responses according to the context in which we are embedded. This is because all animals operate with limited resources, and thus the way they value their internal states, sensory experience, and behavioral output influences directly how they will invest their time and energy (Rangel et al., 2008). The bottom line is that the opportunity of executing any action needs to be continuously evaluated in order to minimize its costs and to maximize its payoffs. In fact, the value associated with a certain stimulus is not an intrinsic property of the stimulus, but can change as a function of the internal states of the agent at the time the stimulus is encountered and as a function of agent’s previous experience with that stimulus. For instance, for a thirsty gazelle the water of a pond might represent a highly valuable stimulus, unless it perceives the presence of hungry lions.

Central to this process are two executive functions: (i) the ability to predict the future outcomes of a given action; and (ii) the ability to suppress inappropriate, i.e., not sufficiently valuable, actions. Importantly, these two executive functions operate not only during the genesis of an action, but also during the planning of an already selected action. In fact, during the temporal gap between the time when an action has been chosen and the moment when the motor output is going to be generated, the context might have changed, altering the computed value of the action and thus requiring a radical change of the planned motor strategy. For instance, the sight of a tasty cake is likely to drive a child to plunge his fingers into the cream, but if, when he is about to act, he suddenly feels he is observed by his parents, he will refrain from executing the planned movement. In this instance, the fear of being punished has overcome the potential reward of a sweet food, causing the suppression of the pending action.

Conceptually, a goal-directed action can be modeled as multi-step decision process to which several brain regions contribute (see Figure 1; Table 1). The different stages leading up to the execution or the inhibition of an action are described in the next sections. The model I propose has been inspired by that suggested by Haggard (2008). However, there are two key differences between the former and the latter. First of all, the new model does not necessarily subserve human volition (see paragraph ‘Concluding Thoughts’). Secondly, in this new model, each stage of the process can be influenced by a component named monitoring system, according to the results of the outcomes of previous decisions (see paragraph ‘The Monitoring System’). As a consequence the model I propose does not work strictly in a serial fashion, but both serially and in parallel.

TABLE 1. Summary of the main brain regions involved in each stage of the model describing the genesis of an arm goal oriented action, together with the most relevant references.
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FIGURE 1. Model of goal-directed actions. The model consists of a set of a multi-step decision processes leading either to the execution or to the inhibition of an action, according to the evaluation of its pros and cons. This model does not have a strictly serial or parallel architecture. Some processes must occur before others (e.g., the early “should-I-stay-or-should-I-go” decision aimed at evaluating whether acting is worthwhile must occur before goal or action selection), but other processes occur in parallel (e.g., the monitoring system, whose role is to compute predictions about future reward and to measure discrepancies between expected and actual outcomes, is active during all the steps). See text for further details.



Before proceeding, I want to remark that I will mostly deal with upper limb action control, leaving aside saccadic eye movement control. This is because the saccadic system has a different functional organization from that controlling arm and hand movements (e.g., see Churchland and Shenoy, 2007; Schall and Godlove, 2012). For instance, a number of studies have provided evidence that the inhibitory controls of eye and hand movements are independent (e.g., Logan and Irwin, 2000; Boucher et al., 2007; Sumner et al., 2007; Mirabella et al., 2011). Interestingly, Mirabella et al. (2009) and Stevenson et al. (2009) studied the effect of introducing a temporal gap between the end of the fixation and target presentation on the reaction times (RTs) and on the speed of inhibition of reaching movements and saccades, respectively. They found contrasting results: in the former study the gap produced a decrease in the inhibitory speed and in the latter an increase. This is not odd, as saccades have a different ecological relevance from hand and arm movements in primates. In fact, outside neurophysiology laboratories, they allow physical interactions with the environment, thus leading to material outcomes such as acquisition of food or tools. Nevertheless, it is likely that the very general principles, not the fine details, of the genesis of eye and limb movements are rather similar.

THE MOTIVATION TO ACT (EARLY “SHOULD-I-STAY-OR-SHOULD-I-GO” DECISION)

The first step is represented by the motivation to act (early “should-I-stay-or-should-I-go” decision). This is determined by an evaluation process which is aimed at determining whether or not the individual’s current needs are satisfied. The evaluative process can be primed because of a change in either the external environment (e.g., the sight of a cake) or the internal states (e.g., a sudden hungry feeling), or both (e.g., the sight of a cake prompts a hungry feeling). Thus, these first computations would evaluate whether or not the current state has to be changed to pursue a desire (e.g., eating) against several possible constraints (e.g., eating too much might cause weight gain). If the motivation is considered worthwhile then movement preparation will jump to the next stage, otherwise it will be canceled.

This is an essential process and one which is continuously performed by our motor system. In fact, in most places where we live, if not all, we are surrounded by tools whose sight automatically activates motor schemas that would normally be employed to interact with those objects. These actions are prompted by the features of the objects, the so-called affordances (Gibson, 1979). It has been shown that even the simple observation of pictures depicting affordable objects (such as graspable objects) activates a sub-region of the medial frontal cortex, the supplementary motor area (SMA; see Figure 2), even when there is no requirement to actually act on those stimuli (Grezes and Decety, 2002). These stimulus-driven activations are rapid, involuntary, and unconscious.
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FIGURE 2. Medial frontal cortex (details of the medial portion of Brodmann areas 6 and 8). Midsagittal view of the medial wall (left) and lateral prefrontal cortex (LPFC) surface (right), delineating the supplementary motor area (SMA), supplementary eye field (SEF) and pre-supplementary motor area (pre-SMA). Reproduced with permission from Ridderinkhof et al. (2011).



Sumner et al. (2007), using subliminal stimuli to prime movements in a direction opposite to the requested one, showed that while control subjects were able to withhold unwanted actions, patients with microlesions of the SMA or the supplementary eye fields (SEFs) were impaired during the execution of hand or eye movements, respectively. They concluded that the SMA and SEF mediate automatic effector-specific suppression of motor plans. However, there is another way to look at those automatic activations: they might represent the activity of the network subserving the evaluative process which is at the base of the early “should-I-stay-or-should-I-go” decision. In other words, affordances might increase the motivation to act, but to execute an action they have to be coupled with an internal state congruent with the primed action (e.g., the sight of a glass of water will prime the action if and only if an individual is thirsty; see Figure 1).

From this perspective the suppression of a triggered action might be seen not as an active process, but rather as an automatic consequence of the evaluative procedure. Using this framework, is possible to put forward a functional hypothesis underling two rare neuropsychological disorders, the alien limb syndrome and the utilization behavior. Both diseases are characterized by the fact that patients cannot resist objects’ affordance, and they are automatically forced to perform stimulus-driven motor responses even when they do not need those objects (Humphreys and Riddoch, 2000). Patients with the alien hand syndrome perform involuntary actions with the limb contralateral to a focal brain lesion most frequently located in the medial frontal cortex, usually involving the SMA (Della Sala et al., 1991; Biran and Chatterjee, 2004). Patients suffering from utilization behavior compulsively grasp and use objects placed within their reach. This syndrome has been linked to bilateral damage to the medial frontal region involving the SMA, pre-SMA, and cingulate motor areas (Boccardi et al., 2002). Therefore, at least to some extent, the sites of the lesions causing those syndromes are largely overlapping, with the difference that in the former case it is located just in one hemisphere whereas in the latter case it affects both hemispheres. Possibly what is affected in both syndromes is the circuitry underlying the early “should-I-stay-or-should-I-go” evaluation, so that most stimulus-driven activations are no longer matched with our internal needs and thus they cannot be filtered out.

The discovery of the so-called canonical neurons in monkeys’ lateral premotor area F5 may represent the neural mechanisms underlying responsiveness to object affordances (Murata et al., 1997). These neurons become active both when grasping an object and when seeing the same object without moving (Murata et al., 1997), and they are likely to feed the neural network of the medial frontal region which presides over the evaluation of whether to act. In fact, the lateral premotor area F5 receives projections from several regions of the posterior parietal cortex (PPC; Rizzolatti and Luppino, 2001), which is the end point of a crucial pathway for the visual guidance of actions toward objects, named the dorsal stream (Milner and Goodale, 1995). As such, PPC and F5 are likely to play a key role in visuomotor transformations, providing a neurophysiological correlate of stimulus-driven action affordance.

Several lines of evidence indicate that the fate of these activations might be decided in pre-SMA, which would act as a gate through which the available action affordances might be translated into actual actions (Ridderinkhof et al., 2011). First of all, a functional magnetic imaging (fMRI) study has shown that the strength of activation in pre-SMA covaries with the extent of inappropriate responses driven by stimulus-action association, i.e., the selection of appropriate action engages stronger activation of the pre-SMA in the face of many competing alternatives (Forstmann et al., 2008). Second, a strong negative correlation has been demonstrated between pre-SMA gray-matter volume and the inability to efficiently deal with competing response tendencies (van Gaal et al., 2011).

It would be very reductive to limit this first stage to the filtering of stimulus-driven action affordances and to the medial frontal regions. In fact, a role is surely also played by those brain regions that underlie arousal regulation (in particular the dopaminergic system), increasing or decreasing the readiness of animals to react. There are a wide variety of stimuli that can trigger arousal, from relatively simple sensory stimuli (e.g., the smell of blood or the sound of a mating call) to much more complex situations (e.g., the feeling of social exclusion or the feeling of being idolized). These signals prompt some basic instincts or learned memories which, according to the current contextual situation, might change the internal state of the animals, triggering an alert state. In these instances, animals do not yet have a goal, but they are more ready to act. The dopaminergic system is likely to play an important role in this stage of action genesis as witnessed by one of the symptoms of the most severe form Parkinson’s disease (PD), the akinesia, i.e., the inability to initiate any goal-directed movement. Akinesia is not a pure motor disturbance, because it has been shown that in situations of great emergency (e.g., a missile attack, an earthquake) otherwise akinetic PD patients can show a sudden transient ability to move (paradoxical kinesia; Glickstein and Stein, 1991; Schlesinger et al., 2007; Bonanni et al., 2010). Evidently, when dopamine neurons are remarkably reduced in number, all behavioral options or internal mental states would appear to have the same value as the current state. In the face of this flat value function, the best choice for PD patients is to freeze. In extreme situations, salient stimuli may elicit stronger discharge of dopaminergic cells than normal, driving the patient to act. Recently, Mazzoni et al. (2007) suggested that even in less dramatic situations the slowness of movements (bradikinesia) in PD patients may be attributable to an improper evaluation of movement energy costs. In these experiments, PD patients and healthy controls were asked to move their arm to a previously specified target at different speeds a given number of times. Both were able to make required movements with the same accuracy, but PD patients needed significantly more trials before reaching the required number of repetitions. As the accuracy of patients was the same as that of controls, authors concluded that the loss of dopamine did not cause bradykinesia through a speed-accuracy trade-off. Rather, it affected decision-making through a faulty evaluation of the costs of movements, i.e., allocation of the correct amount of energy to meet the demands of the task. In other words, PD weakened the key link between motivation and movement gain. In fact, the dopaminergic system has been shown to play a major role in reward-dependent learning (e.g., Schultz et al., 1997; Montague et al., 2004).

Other evidence indicates that the regulation of action motivation based on previous experiences is one of the main functions of the basal ganglia, not just of the dopaminergic system (Turner and Desmurget, 2010). This hypothesis is supported by one symptom which often accompanies focal damage of the basal ganglia, the so-called auto-activation deficit or abulia (Habib, 2004), in which patients suffer from a marked deficit in motivation to perform spontaneous acts despite an absence of overt motor impairment. In particular, Schmidt et al. (2008) asked patients suffering from auto-activation deficit, due to bilateral lesions of the putamen or pallidum, to control grip forces in response either to explicit sensory instructions or to monetary incentives. Although they fully understood the instructions, patients were capable of modulating their movement only in the former, not in the latter, condition.

All in all, it is clear that there are several brain regions that regulate the willingness to act. This early “should-I-stay-or-should-I-go” decision should play a key role because it would activate (or stop) the chain of other decisions that will potentially lead to action execution. While many other subsequent stages might be performed in parallel, this first one is likely to be a stand-alone process during which no actions are planned and thus there is no need for any neural signal to inhibit them.

GOAL SELECTION

Once performance of an action is considered worthwhile, because a need has to be satisfied, the next set of decisions will be devoted to the selection of the most opportune goal among the several different alternatives usually available (e.g., to satisfy the feeling of hunger we might decide to eat the cake in front of us or to leave the room and go to a restaurant). This process possibly entails two stages: first, values are assigned to each available option and subsequently a decision is taken weighting these values according to the behavioral context (e.g., Glimcher et al., 2005). Even though this schema is conceptually logical, it is very unlikely that neural processing would be strictly organized in distinct serial stages. As depicted in Figure 1, it is very likely that multiple potential goals are simultaneously represented. To each goal a given value would be assigned and weighted according to the situation. As multiple goals cannot be pursued at the same time, these representations probably start to compete with each other, perhaps through mutual inhibition (Figure 1). This competition can be biased by several factors which ultimately influence the expected outcome of the action1. In this review I will argue that these biasing signals might come from the brain regions of the “monitoring system,” i.e., the system that evaluates and stores the outcome of past actions (see Figure 1 and see The Monitoring System). Value assignment and the competition might occur at the same time, probably in different sectors of the prefrontal cortex (PFC). PFC is not a homogeneous structure but is composed of multiple areas that differ in terms of cytoarchitecture and anatomical connections with other areas (Petrides and Pandya, 1999, 2002; Figure 3). Thus, it is likely that each area might perform its own function; however, their exact roles are not yet clear. Part of the reason is that the PFC contributes to a bewildering array of functions (Wise, 2008).


[image: image]

FIGURE 3. Areas composing the prefrontal cortex (PFC) according to the parcellation of Petrides and Pandya (1999, 2002). (A) Areas of the lateral PFC. The inferior frontal gyrus (IFG) corresponds to Brodmann area (BA) 44, or pars opercolaris, to BA45, or pars triangularis, and to BA47/12, or pars orbitalis. The dorsolateral prefrontal cortex (DLPFC) corresponds to BA9/46 and BA46. (B) Areas of the medial wall of the PFC. The anterior cingulate cortex (ACC) corresponds to BA32, BA24, and BA25 (dorsocaudal portions are indicated with a hyphen). BA10 corresponds to the frontopolar cortex. The orbitofrontal cortex (OFC) corresponds to BA11 and BA14. (C) Areas of ventral orbital surface of the PFC. BA10 corresponds to the frontopolar cortex. Area BA47/12 corresponds to the pars orbitalis of the IFG. The OFC corresponds to BA11, BA13, and BA14. Reproduced with permission from Ridderinkhof et al. (2004).



Nevertheless, converging evidence argues that orbitofrontal cortex (OFC) plays a key role in linking stimuli to their values (for a review see Wallis, 2007). Indeed, lesions to the OFC impair choice behavior, leading to unreliable choices (e.g., Damasio, 1994; Fellows and Farah, 2007) or abnormal gambling (e.g., Camille et al., 2004; Koenigs and Tranel, 2007). Padoa-Schioppa and Assad (2006), recording single-units in monkeys, demonstrated that a particular class of neurons of the OFC (“chosen neurons”) encode the subjective value of two different drinks (juice and water) irrespective of their taste, volume or the action that needs to be taken to obtain them. Thus these cells encoded value per se, allowing a comparison for qualitatively different goods. Later on, Padoa-Schioppa and Assad (2008) also showed that the discharge of these neurons was independent of the presence of other goods. These findings indicate that the OFC produces stable value representations, i.e., a key trait of choices, because it allows abstract comparisons such as transitivity between different goods which are not available at the same time.

On the other hand, to select properly the more appropriate goal, the values of the options must be evaluated in light of the situation which an animal has to face (e.g., if an animal is starving even a non-preferred food represents a good choice). Therefore, to represent value efficiently in different situations, a neuronal representation should flexibly adapt to the current context. These computations are probably carried on in lateral prefrontal cortex (LPFC). Several studies have shown that neural activities of those areas specify the so-called task sets. A task set is a configuration of perceptual, attentional, mnemonic, and motor processes that is actively maintained to perform a given task. It specifies the rules needed to solve the specific task, but it is independent of the stimuli as long as they have to be processed in the same way. Therefore it is not surprising that the PFC contributes to an enormous array of functions ranging from selective attention (Lebedev et al., 2004) to working memory (Funahashi et al., 1989), problem-solving strategies (Genovesio et al., 2005) and categorization of sensory stimuli (Freedman et al., 2002). This list is by no means exhaustive, but it is intended to give an idea of the several kinds of knowledge that are processed in the LPFC. Recently, a series of studies has provided evidence about the way in which this array of cognitive processes can be combined to produce sophisticated behavior (Genovesio et al., 2005, 2006, 2012). The logic underlying all these experiments was that of setting tasks which require several kinds of long-term and short-term knowledge, while recording single-unit activity in the LPFC. For instance, Genovesio et al. (2005) trained monkeys to make a saccade to the left, right, or upward direction in response to a visual object, depending on the cue and on the goal that had occurred on the previous trial (Figure 4). This way the monkeys could not learn a fixed stimulus-response association. Instead, they had to adopt repeat-stay and change-shift strategies, i.e., if the cue was the same as in the previous successful trial the monkeys repeated the response, while if the cue was different they had to change their response. Genovesio et al. (2005) found that the activity of some single-neurons in the dorsolateral prefrontal cortex (DLPFC) represent different strategies, that is, special kinds of abstract rules acquired on the basis of task performance history. Similarly, Barraclough et al. (2004) found that DLPFC neurons encoded monkeys’ past decisions and payoffs, providing crucial signals to update estimates of expected reward. Thus, according to the authors the activity of these cells subserves the optimization of decision-making strategies. Other neurons in the same area represented fixed stimulus–response mappings learned previously (Hoshi et al., 2000).
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FIGURE 4. Role of dorsolateral prefrontal cortex during a “strategy task.” (A) Temporal sequence of the visual displays during the task and behavioral responses required of the monkeys. Each trial began when monkeys fixated on a spot at the center of the display (gaze direction is indicated by the dashed lines). After a delay, a cue appeared. When it disappeared, the monkeys had to make a saccadic eye movement to one of three positions (unfilled squares). Monkeys were required to remember both the cue and the goal of the trial just performed because the response on the next trial (current trial) depended on the previous choice, i.e., if the cue was the same as in the previous successful trial, the monkeys repeated the response (repeat trial), while if the cue was different they had to change their response (change trial). Thus, monkeys were forced to change strategy according to the past trial history, adopting either a repeat-stay strategy or a change-shift strategy (B) Neural activity reflecting the previous goal (red), the future goal (blue), the correct strategy (solid green line), and the wrong strategy (dashed green line). Previous-goal signal decreased after cue onset as the signals for the correct strategy and future goal increased. In contrast, when monkeys chose the wrong strategy, a weak or absent strategy signal occurred during the time of goal selection. Reproduced with permission from Wise (2008).



All in all it seems that the different subregions of the LPFC process several types of knowledge and, taking into account the context in which the animals operate and the outcome of the action performed, allow the performance of non-routine, i.e., flexible, behaviors (Wise, 2008). Clearly such complex elaborations cannot be done in isolation. In fact, it has been recently proposed that information about several different metrics of available resources in the surrounding environment (e.g., numerosity, duration, distance) are provided to the LPFC by the PPC (Genovesio et al., 2014). Certainly, along the fronto-parietal network attentive signals flow bidirectionally, allowing the selection of salient stimuli during visually guided movements (e.g., Lebedev and Wise, 2001; for reviews see Corbetta and Shulman, 2002; Reynolds and Chelazzi, 2004). Two other relevant sources of information are the OFC, which, as described at the beginning of this paragraph, delivers knowledge about the value of the stimuli, and the anterior cingulate cortex (ACC) and/or the pre-SMA, which deliver signals dealing with prediction of expected outcome (see The Monitoring System). In addition, sensory areas could also contribute to this process. For instance, it has been found that activity of neurons in macaque area V4 can underlie the selection of elemental object features and their translation into a response-related format that can directly contribute to the control of the animal’s actions (Mirabella et al., 2007).

These are just a few examples; many cortical and subcortical structures are connected with the PFC, which is optimally situated to gather and synthesize information to select the more appropriate goal, and the best task set to achieve it in a given context.

ACTION SELECTION

Even though goal and strategies are selected in the PFC, there are several lines of evidence indicating that choosing between alternative actions to achieve an identified goal and the generation of specific motor commands (i.e., motor plans) are accomplished by neural populations in the dorsal premotor cortex (PMd; Cisek and Kalaska, 2005; Klaes et al., 2011), in the primary motor cortex (Tanji and Evarts, 1976) and in the so-called parietal reach region (PRR), a subregion of the PPC (Cui and Andersen, 2007; Scherberger and Andersen, 2007). Therefore goal selection and the selection of movements to reach them are two separate processes that, to some extent, are likely to occur one after the other.

As most goals can be achieved in any of several ways, multiple potential actions are possibly represented at the same time and start to compete for implementation2. That this was the case was demonstrated by Cisek and Kalaska (2005) in a seminal experiment. While recording from PMd, they set a task in which two spatial cues indicated two opposite potential reaching actions. After a delay, a non-spatial cue specified the correct choice (Figure 5). Soon after the presentation of the two cues, the neural activity of PMd specified both directions of potential reach targets simultaneously. When information for selecting the correct action became available, its neural representation was strengthened while the other was suppressed.
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FIGURE 5. Time course of population activity in the dorsal premotor cortex during a reach-selection task. The diagrams on the left replicate the temporal sequence of the visual displays during the task. Each trial began with the monkeys moving the cursor (+) into a central green circle. Next, a red and a blue cue circle appeared at two of eight possible target positions, in opposite directions from the center for about a second (first display, “Spatial cues”). Then the cues disappeared (second display, “Memory period”) and after a variable period the central circle changed color to red or blue (third display, “Color cue”). Finally, the go signal was delivered (fourth display). The central circle disappeared and green circles appeared at all eight positions. To perform correctly the monkeys had to move the cursor from the central circle to the target indicated by the color cue. The 3-D colored surface on the right depicts changes of neural activity along time with respect to baseline, with cells sorted by their preferred direction along the bottom edge. Note that during the entire period of ambiguity until the presentation of the color cue, the population encoded both potential directions. When the color cue provided the information for selecting the correct action, its neural representation was strengthened while the other was suppressed. Reproduced with permission from Cisek and Kalaska (2010).



On these grounds, the authors hypothesized that PMd prepares multiple actions in parallel and selects between them through a process of biased competition taking place within the same neural substrate that guides the execution of those actions (Cisek, 2006; Cisek and Kalaska, 2010). Thus, the mechanism of action selection is likely to occur in a similar way to that underlying goal selection (Figure 1).

Dorsal premotor cortex is not the only site where multiple potential actions can be represented. In fact, it has been shown that if a monkey is presented with a spatial target, but not instructed about whether an arm or a saccadic eye movement is required, neurons begin to discharge simultaneously in different regions of the PPC, the lateral and the medial intraparietal sulcus (LIP and MIP, respectively; Calton et al., 2002; Cui and Andersen, 2007). These discharges represent the simultaneous coding of saccade and reach plans. Later, if an arm movement is cued (Calton et al., 2002) or freely chosen (Cui and Andersen, 2007), the activity of MIP becomes stronger than that of LIP, and vice versa if a saccade is instructed or chosen.

Recently, Klaes et al. (2011) confirm and extended these findings by demonstrating that in situations of uncertain choice, the frontoparietal reach areas (PRR and PMd) construct all potential motor alternatives. However, Klaes et al. (2011) made a further step showing that that potential actions were also biased by the monkeys’ subjective desirability, confirming the model proposed by Cisek (2006).

All in all, these findings seem to indicate that in the frontoparietal reach areas there is a continuous and simultaneous processing of multiple movement options. Possibly, as some computational models predict (e.g., Smith and Ratcliff, 2004), neural activity related to response choices, i.e., the motor plans, builds up in separate accumulators as a function of the evidence for or against them until one reaches a threshold, winning the competition.

What a motor plan is or what it represents is a very debated issue. It is generally accepted that the motor plan is formed in the premotor cortex and in M1 (Tanji and Evarts, 1976; Weinrich et al., 1984), but what is encoded by the neural activity of the motor cortices and how it relates to movement activity are matters of some controversy. It has been proposed that the discharge of single-unit might represent a subthreshold version of movement (Tanji and Evarts, 1976) or that population activity represents some movement parameters (e.g., reach direction and distance Georgopoulos et al., 1982; Riehle and Requin, 1989) or even the combination between information about the target and about the effector used (Hoshi and Tanji, 2000, 2002). However, all these approaches have been proven to be inconsistent or equivocal in fully explaining the activity in the motor system (for a review see Shenoy et al., 2013).

An alternative proposal is that this activity reflects a mix of signals: “some will be outputs to drive the spinal cord and muscles, but many will be internal processes that help to compose the outputs, but are themselves only poorly described in terms of the movement” (Shenoy et al., 2013, p. 339). In other words, the activity that precedes a movement would represent the initial state of a dynamic system which will determine the temporal patterns needed to drive actions. Under this hypothesis the motor plan does not explicitly represent movement parameters; it is still closely related to movement activity, but the reciprocal relationship is not transparent at the level of the individual cells. This framework seems to reconcile several past, apparently contradictory, findings and to provide a wider comprehension of the functioning of the cortical motor system (Shenoy et al., 2013). One possible limit of the dynamic system hypothesis, that future studies will have to overcome, is that most of the data come from experiments in which there is a delay between the appearance of the target and the go signal (delayed-reach task, e.g., Churchland et al., 2006). Clearly, to be fully validated the hypothesis should be tested in tasks featuring performance or inhibition of reaching movements in different contexts (but see Mattia et al., 2013).

In conclusion, the same substrates where the action selections occur are also those that are used to prepare and guide the execution of the movement that is ultimately selected.

THE FINAL EVALUATION (LATE “SHOULD-I-STAY-OR-SHOULD-I-GO” DECISION)

By the end of the previous stages, what had been evaluated as the best action to achieve the desired goal is planned, but before the corresponding motor plan can be executed it has to pass a further final check (late “should-I-stay-or-should-I-go” decision). This is a fundamental step, because from the moment at which the decision to act has been taken to the time when the motor output is about to be generated, the continuous flow of information might signal that something has changed in the external environment, in the internal states or in both. These changes might impact on the previous evaluations as the selected action might turn out to be no longer appropriate (Haggard, 2008). A common experience might be that of a person about to cross a road but, just before stepping onto the road, he hears the sound of an ambulance siren clearly approaching. In the most common instance, the person would halt his step to avoid being hit. However, the evaluation might be radically different if his/her child is already in the middle of the road. In the former case suppressing the action is clearly the most valuable decision but, in the latter, the risk of losing the parental investment might trigger the person to act even faster in order to secure the child. The evaluation could be also influenced by endogenous signals, for instance the same person in the above example could take the risk of crossing the road because he suddenly remembers that his plane is leaving.

Computationally this last check could be realized by comparing the output of a predictive forward model with a goal description (e.g., see Wolpert and Miall, 1996). When the mismatch between the predicted result and the goal becomes too large, i.e., the action is unlikely to allow the achievement of the desired result, the pending action is canceled. There are several tasks that are currently exploited to study the inhibitory function and each has some advantages over the others (for a review see Ridderinkhof et al., 2011); however, in order to design a potential neural network capable of augmenting inhibition of pending actions, I will focus on the stop-signal paradigm (Logan and Cowan, 1984). There are two reasons to choose this as a paradigmatic task. Firstly it is the only one which allows study of the suppression of ongoing movements, and secondly it has been widely used exploiting several effectors (the eyes, e.g., see Hanes and Schall, 1996; the finger, e.g., see Logan and Cowan, 1984; the arm, e.g., see Mirabella et al., 2006); thus a wealth of data are available. The stop-signal (or countermanding) paradigm probes a subject’s ability to withhold a planned movement triggered by a go signal when an infrequent stop-signal is presented after a variable delay (see Figure 6A).
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FIGURE 6. Causal role of neurons of the dorsal premotor cortex (PMd) in reactive inhibition. (A) Temporal sequence of the visual displays for no-stop and stop trials in the reaching version of the countermanding task. All trials began with the presentation of a central stimulus. After a variable holding delay (500–800 ms) it disappeared and simultaneously a target appeared to the right, acting as a go-signal. In the no-stop trials subjects had to start a speeded reaching movement toward the peripheral target. Randomly, on a fraction of interleaved trials (33%), the central stimulus reappeared after variable delays (SSDs), instructing subjects to inhibit movement initiation. In these stop trials, if subjects countermanded the planned movement keeping the arm on the central stimulus the trial was scored as a stop-success trial. Otherwise, if subjects executed the reaching movement the trial was scored as a stop-failure trial (not shown). Reproduced with permission from Mattia et al. (2012). (B) Changes of activity driven by the stop-signal onset in PMd neurons modulated during the preparation of the movement. In each panel the upper graph represents the average spike density function while the lower graph shows the raster plots of neural activity in no-stop trials (green tick-marks) and stop-success trials (red tick-marks). Neural activity was always aligned to the go-signal onset (first vertical line). The gray band represents the estimated duration of the stop-signal reaction time (SSRT) in that session. The gray line represents the differential spike density function, while the dashed gray line represents the threshold value for significant divergence. The green and the orange vertical dotted lines in the top panels indicate the average RT and the average end of MT, respectively. The green dots in the rasters represent the end of the RTs. On the right, the activity of a representative “type A” countermanding neuron is shown. In this cell, neural activity during stop-success trials (red line) initially resembles that of no-stop trials (green line) but, with a delay after the stop-signal presentation, it suddenly starts to decrease and the differential spike density function crosses the threshold 34.4 ms before the end of the SSRT. On the left, the activity of a representative “type B” countermanding neuron is shown. In this instance, the activity in stop-success trials increases after stop-signal presentation with respect to that recorded during no-stop trials 39.9 ms before the end of the SSRT. Therefore both these two types of neurons exhibit a modulation of activity sufficient to control the suppression of an ongoing arm movement.



Starting from the behavioral performance during the countermanding task it is possible to yield an estimate of the duration of the suppression process [stop-signal reaction time (SSRT); Logan and Cowan, 1984; Band et al., 2003; Boucher et al., 2007]. The SSRT is a key behavioral parameter for uncovering the neural substrates of inhibition. In fact, those brain regions showing a change in activity when a movement is produced with respect to when it is suppressed, and where the onset of this shift precedes the end of the SSRT, can be assumed to be causally related to the suppression process.

Thus the stop-signal task allows to study of the way subjects react to an unexpected imperative stop instruction. This is referred to as “reactive inhibition.” At the same time, this approach also allows assessment of changes in the response strategies of individuals embedded in such an experimental context. In fact, the rules of the countermanding task create a conflict on all no-stop trials because subjects are instructed to move as fast as possible, but, at the same time, they tend to delay movement initiation to wait for the occurrence of a possible stop-signal. As a consequence, healthy subjects had longer RTs when executing go-trials intermixed with stop-trials than when executing go-trials alone (e.g., Mirabella et al., 2006; Verbruggen and Logan, 2009). In addition, the occurrence of stop trials induces a lengthening of the RTs of responses produced in the immediately subsequent no-stop trials (Mirabella et al., 2006, 2012; Verbruggen and Logan, 2009; Zandbelt and Vink, 2010). This form of control over response execution in anticipation of known task demands, driven by endogenous signals, i.e., the awareness of the possible presentation of stop-signals, has been called “proactive control/inhibition.” In the following, I will describe results mainly related to reactive inhibition, while I will mainly focus on proactive inhibition in the next paragraph where I will deal with the monitoring system (but see also Action Execution). Clearly, all proactive strategies necessarily derive from these computations. This does not mean the neural substrates of reactive and proactive inhibition have to be different. In fact, it has been shown that there is an overlap between them (e.g., Jahfari et al., 2012; Zandbelt et al., 2013; for a review see Aron, 2011); however, reactive and proactive inhibition might derive from two conceptually different modules (the late “should-I-stay-or-should-I-go” decision module and the monitoring system; see Figure 1).

Variants of the stop-signal task have been used several times in association with different techniques [e.g., single-unit recordings, fMRI, electroencephalographic scalp recordings (EEG), intracranial electroencephalographic recordings (iEEF), lesions, transcranial magnetic stimulation (TMS), deep brain stimulation (DBS)], different effectors (the eyes, the arm, and the fingers), and different pathologies (e.g., PD, attention deficit and hyperactivity disorder, Tourette syndrome, obsessive–compulsive disorder). From this large number of studies, a network of brain regions that seem to be involved in implementing inhibition has been identified. To this network belong both cortical and subcortical structures, that largely overlap with those involved in movement generation, planning, and even movement execution.

One of the prefrontal regions that more frequently has been reported to have an inhibitory role is the inferior frontal gyrus (IFG), especially in the right hemisphere (see Aron et al., 2014 for a recent review). For instance, Aron et al. (2003) have shown that humans with a lesion to the right, but not to the left IFG exhibit longer SSRTs than healthy subjects. Furthermore they showed that the lengthening of the SSRT was proportional to the extent of damage in the right IFG. Less frequently, the DLPFC has also been claimed to participate in this executive function (e.g., Zheng et al., 2008). However, its role is controversial. In fact, while Zheng et al. (2008) showed that individuals who were more proficient at inhibition had a greater activation in DLPF, Chambers et al. (2006) found that temporary deactivation of the same region, with repetitive TMS, did not significantly alter the speed of inhibition.

Imagining studies revealed the involvement in this form of inhibition of the pre-SMA (e.g., Aron et al., 2007; Li et al., 2008; Zandbelt and Vink, 2010; Jahfari et al., 2012) as well as of the striatum (Li et al., 2008; Zandbelt and Vink, 2010). Even in this instance the exact role of these structures is unclear and debated. Li et al. (2008) compared the fMRI brain activation of individuals with short versus long SSRTs who were identical in all other aspects of stop-signal performance. Their aim was to isolate the neural correlates of response inhibition from those of response monitoring and/or attentional control. Under these experimental conditions, Li et al. (2008) found that the caudate head had greater activation in individuals with short than with long SSRT, and the extent of its activation was positively correlated with activity in the pre-SMA. In contrast, Scangos and Stuphorn (2010), by recording single-neuron activity of SMA and pre-SMA of monkeys during an arm countermanding task, found that these cells could not contribute directly to response inhibition as most of them modulate after the SSRT. Instead, the majority of neurons signaled expectation of reward, as they were modulated by the amount of expected reward.

Another basal ganglion implicated in stopping ongoing actions is the subthalamic nucleus (STN; see Aron and Poldrack, 2006). Mirabella et al. (2012) demonstrated that bilateral STN DBS selectively improves inhibitory functions as its electrical stimulation significantly shortened the SSRT, but did not influence the RTs of no-stop trials. These results agree with those of Van den Wildenberg et al. (2006) and Swann et al. (2011), but not with those of Li et al. (2008). In the above-described study, they found that neither the STN nor the IFG were active during reactive stop and thus concluded that both structures had a role in attentional monitoring of the stop-signal. Similarly, Zandbelt and Vink (2010) did not find evidence of STN activation during movement cancelation.

Finally, two other areas have been found to be involved in inhibitory function, i.e., the PMd (Mirabella et al., 2011; Mattia et al., 2012, 2013) and the primary motor cortex (M1; Coxon et al., 2006; Swann et al., 2009; Mattia et al., 2012). Mirabella et al. (2011) showed that about 30% of PMd cells changed their discharge before the end of the SSRT when the monkey had to stop a reaching movement. Thus these neurons seem to be causally involved in reactive inhibition (see Figure 6B). These findings were confirmed and extended by a subsequent study (Mattia et al., 2012), in which epicortical event-related potentials (ERPs) were recorded from the lateral surface of the fronto-temporal lobes of epileptic patients performing the countermanding task. It was found that an ERP complex was selectively expressed before the end of the SSRT in M1, and in the premotor cortex (Figure 7). Thus, Mattia et al. (2012) deduced that motor cortices are causally involved in inhibitory control. In conclusion, even though the exact role of each of the brain regions involved in the stop task remains controversial, it clearly emerges a considerable overlap between brain region subserving the preparation of an action and its suppression (see Table 1).
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FIGURE 7. Spatiotemporal distribution of stop-event related potentials (ERPs) in successful-stop (SS) trials. (A) Average stop-ERPs (solid red curves) of SS trials centered on stop-signal appearance corresponding to the selected channels for one pharmacoresistant epileptic patient. Gray areas, time intervals at which the stop-ERP was significantly different from 0 (Wilcoxon signed-rank test, P < 0.01). Subplot labels: Brodmann areas (BAs) over which electrodes were positioned. Colored areas: electrodes placed over the primary motor cortex (red, BA4), the premotor cortex (yellow, BA6) and the DLPFC (green, BA9). (B) Histogram of the stop-ERP sizes of panel (A). Stop-ERP sizes were computed as the integral of absolute values of stop-ERP voltage deflections in the interval periods marked by gray areas within SSRT. Dashed line: threshold value for selecting the subset of channels with large enough stop-ERPs used for population analyses (see Mattia et al., 2012 for details). (C) Number of channels showing large enough average stop-ERPs across five patients (n = 39) grouped by BA. Blue bar (others) represents those areas where channels were not selected more than twice across all patients. (D) Box plot of stop-ERP onsets measured with respect to the end of SSRT across all selected channels in all patients. Stop-ERP onset was defined as the first time that an electrode voltage was significantly different from 0. Diamonds indicate average onset times. Tick bars indicate the first and the third quartile. Vertical lines indicate the extreme time lags in the channel group. Freely adapted from Mattia et al. (2012), with permission.



To summarize, the late “should-I-stay-or-should-I-go” decision represents a hinge of our goal-directed behavior because it allows crucial, last-minute changes of strategies when the cost of an action overcomes the benefits. Unlike the early “should-I-stay-or-should-I-go” decision, which does not require active suppression, in this instance some neural signals aiming to halt the activity linked to the ongoing action have to be produced by the nervous system (Figure 1). Given this, it should not come as a surprise that such a large network of brain regions has to be involved.

ACTION EXECUTION

Once the last check is passed, the motor commands are sent to the spinal cord, activate the muscles, and produce the movement. It must be remarked that it is very unlikely that even the spinal cord would be a passive relay of “higher directives.” In fact, Prut and Fetz (1999) have shown that spinal interneurons show pre-movement activity during a delayed task, similarly to PMd (Wise et al., 1983). This indicates that, at least under some experimental conditions, movement preparation may occur simultaneously over widely distributed regions, including spinal levels.

Additionally, it must be taken into account that arm movements, unlike saccades, are not ballistic movements as they can be stopped at any point along their path (De Jong et al., 1990; Scangos and Stuphorn, 2010). As a consequence, their planning can be modified even during the execution phase. This is in line with the findings of Mirabella et al. (2008), who compared RTs and movement times (MTs) of reaching movements toward visual targets executed either during an RT task (go-only task) or during a countermanding task. In both tasks subjects executed the same movements, but in the countermanding task subjects were aware that a stop-signal could randomly appear during movement preparation, indicating that the pending action should be suppressed. The awareness of the possible appearance of the stop-signal creates a conflict on all no-stop trials because, despite the instructions to always move as fast as possible, subjects spontaneously tend to delay movement initiation to wait for the possible occurrence of a stop-signal (e.g., Mirabella et al., 2006, 2012). This is a common proactive strategy that subjects implicitly adopt to have a greater chance of stopping their movements. However, the proactive strategy was also found to affect the MTs, which were shorter during the no-stop trials and longer during the go-only trials. Probably the increased length of RTs during the no-stop trials allowed subjects to fully process movement parameters and thus to move faster. In contrast, in go-only trials the absence of a proactive brake allows a shortening of RTs, at the cost of leaving some details of the motor program uncompleted, so that the planning must be completed during the movement. This strategy represents an optimization of costs versus benefits because shorter RTs are compensated by longer MTs and vice versa.

Interestingly, Mirabella et al. (2013) demonstrated that STN takes part in this process. In fact PD patients in which both DBS were turned on behaved similarly to healthy subjects, whereas when both DBS were off the same patients had both RTs and MTs longer in no-stop trials than in go-only trials (Figure 8). Therefore this study demonstrated the existence of a causal link between the DBS of STN and the motor strategy exploited. Once again this evidence favors the hypothesis that STN is not involved in a single function (e.g., reactive inhibition); instead, more generally, it can compute the payoff of an ongoing action.
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FIGURE 8. Deep brain stimulation (DBS) of subthalamic nucleus (STN) partially restores the appropriate motor strategy according to the contexts. (A) Cumulative distribution of RTs (solid lines) and MTs (dotted lines) of healthy subjects (n = 13) for go-only (red lines) and no-stop (black lines) trials. (B) Cumulative distributions of RTs (solid lines) and MTs (dotted lines) of DBS patients (n = 12) in DBS-ON and DBF-OFF conditions for both go-only (red lines) and no-stop (black lines) trials. For each condition the P-value of Kolmogorov–Smirnov test is given, both for RTs and for MTs. (C) Histograms of average RTs of no-stop and go-only trials in DBS-ON and DBF-OFF conditions. Bars represent the standard error of the mean. (D) Histograms of average MTs of no-stop and go-only trials in each DBS-ON and DBF-OFF condition. Bars represent the standard error of the mean. Reproduced from Mirabella et al. (2013), with permission from PLOS.



THE MONITORING SYSTEM

In order to learn how to make good decisions, the brain needs to compute, learn, and store the results of the outcomes that were generated by its previous decisions. To this end the ability of computing predictions about future reward and the ability of measuring discrepancies between attended and actual outcomes are fundamental. These functions are performed by a set of brain regions that collectively I will call the “monitoring system” (Figure 1). This system is composed of a set of cortical and subcortical structures that allow coding of reward expectations, detection of errors and implementation of behavioral adjustments, aiming to cope with more or less demanding context in order to optimize future choices. Therefore signals produced by the monitoring system can influence any stage of action implementation.

A key role in this set of processes is played by the ACC, located in the frontal medial wall (Figure 3). It has been known for a long time that this area is involved in cognitive control over behavior (e.g., Bernstein et al., 1995; Botvinick et al., 1999); however, its precise role remains considerably debated. One influential hypothesis is that the activity of ACC might represent the likelihood of obtaining or losing reward in response to particular actions. Evidence in support of this idea comes from the results of Brown and Braver (2005). They administered to human volunteers a stop-change task while recording the fMRI BOLD signal. The task, (Figure 9), required participants to make rapid left- or right-hand button-press responses according to the direction of an arrow. In 33% of cases, during the RTs, a second arrow pointing in the opposite direction was presented and the responses had to be reversed. Using a staircase algorithm, authors adjusted the time of presentation of the second arrow, hence controlling the likelihood of making mistakes (either 10 or 50%). At the beginning of each trial, participants were informed of the error likelihood by a color cue: a blue bar indicated 50% error probability, while a white bar indicated 10% error probability. The activity of ACC was greater during the high error than during the low error conditions. This held true not only during change trials, but also during trials in which participants did not have to change the responses (Figure 9). Therefore ACC does not simply indicate response conflict (occurring when the two arrows are presented) or error occurrence; instead more generally it signals the perceived likelihood of potential errors. Crucially, Brown and Braver (2005) exploiting a neural-network model, showed that this pattern of response gradually emerged over the course of the experimental session, i.e., after individuals learned the associations between color cue and error likelihood.


[image: image]

FIGURE 9. Role of ACC in predicting error likelihood. (A) Temporal sequence of the visual displays for the change-signal task. Initially a probability cue (plain line) was displayed. The cue could be either white or blue, predicting low or high error likelihood respectively. After a delay, a go signal was presented (left or right pointing arrow) indicating the required button-press response (left or right index press for left or right pointing arrow, respectively). Randomly on 33% of the trials a change signal was displayed (a larger arrow pointing in the opposite direction with respect to that presented as go signal). To this signal, subjects had to reverse the response from that indicated by the go signal. Error rates were controlled by a staircase procedure so that in the low error condition the delay between the go signal and the change signal was kept shorter and subjects made around 90% of correct responses. In the high error condition the delay was kept longer and subjects made around 50% correct responses. (B) Brain regions highlighted indicate the activation of ACC during the stop-change before and after learning (the greater the activation, the deeper the red color) for correct, wrong change-direction trials and for no-change trials (for the top to the bottom row) in the low and high error conditions. Interestingly, during no-change trials ACC activity increased with practice, especially in response to blue color cues, reflecting an improved ability to predict the likelihood of making an error. Freely adapted from Ridderinkhof and van den Wildenberg (2005), with permission.



Other studies point to a slightly different role for the ACC. According to these accounts, ACC would provide a continuously updated prediction of expected cognitive demand which will be used to optimize future behavior. For instance, Sheth et al. (2012) showed that ACC activity speeds up behavioral responses when cognitive demand remain stable, but, in more challenging situations, it slows down responses to allow a greater accuracy. Kennerley et al. (2006), studying the behavioral responses of monkeys before and after ACC lesions, confirmed that this region adaptively guides future behaviors, but exploiting a different mechanism. In a key experiment, monkeys were rewarded when performing a certain action (e.g., lifting a lever) until the rewarded action was changed (e.g., to get the reward it had to turn the lever). Non-lesioned monkeys had no difficult in this task, while ACC-lesioned monkeys following an unrewarded lift response switched to turning, but could not sustain this response on subsequent trials. Thus, the lesion compromised the ability to associate payoffs with the outcome of past actions to adaptively guide future behavior.

Whatever the exact role of ACC in monitoring behavioral performance, it appears that this capability develops through experience. It is very probable that the knowledge of past experiences is built through reinforcement-learning processes, mediated by the discharge of midbrain dopamine neurons. The discharge of these neurons measures deviations from individuals’ previous reward expectations, i.e., they compute the so-called prediction errors (Schultz et al., 1997; O’Doherty et al., 2003; Bayer and Glimcher, 2005). Every time an event is better than expected, dopaminergic neurons phasically increase their discharge. In contrast, they do not change firing rate when an event occurs as predicted, while they decrease their discharge if something worse than expected takes place. Prediction errors are thought to play a key role in guiding decision-making by signaling the need to adjust future behavior, i.e., they are fundamental to learning processes (Schultz et al., 1997; Montague et al., 2004).

Dopaminergic neurons project widely to the striatum and to several regions of PFC including the ACC (Freund et al., 1984; Smith et al., 1994). The activity of ventral striatum seems to correlate with prediction error computation (Bray and O’Doherty, 2007; Hare et al., 2008) and thus it is likely to contribute to some further elaboration of action-outcome predictions. However, ACC plays a different role from ventral striatum, exploiting prediction errors as training signals to build extended action-outcome histories, that later could be exploited to adapt goal-directed behaviors (Holroyd and Coles, 2002; Brown and Braver, 2005; Kennerley et al., 2006). Given such a complex function, it is unlikely that ACC would rely solely on signals coming from dopaminergic neurons. In fact, other brain regions have been shown to produce signals promoting learning. For instance, it has been shown that neurons of the frontal pole cortex code the outcome of actions (Tsujimoto et al., 2010; for a review see Tsujimoto et al., 2011). Also, neurons in SMA and pre-SMA of monkeys have been shown to be modulated by the amount of expected reward and thus these regions might, among other things, be signaling expectation of reward too (Scangos and Stuphorn, 2010). Not all studies point to this conclusion, e.g., recently Bonini et al. (2014), by recording evoked field potentials in pharmacoresistant epileptic patients, claimed that SMA continuously assesses ongoing actions and, when an error occurs, it signals to ACC.

Whatever the exact role of each of these components, they form a system that is capable of monitoring actions, evaluating their behavioral outcomes, and learning the association between a certain environmental context and the likelihood that a certain action or strategy will lead to the desired goal. Thus, the monitoring system is the ideal candidate for implementing proactive preparation of action plans in anticipation of known task demands. Such advance preparation has been studied in the context of response inhibition, in particular when the countermanding task is employed. This is because the rules of this paradigm produce a conflict every time subjects have to execute no-stop trials (see Figure 6A). As described above, this context induces a lengthening of the RTs and at the same time a shortening of MTs with respect to situations in which the same movements have to be performed, but stop-signals are never presented (e.g., Mirabella et al., 2008, 2013).

The study of the neural underpinnings of proactive control revealed that the network of brain regions that subserve this function largely overlaps with those subserving reactive inhibition. This conclusion stems from several fMRI studies which employed a probabilistic stop task with cues indicating the likelihood of stop trial occurrence (e.g., Chikazoe et al., 2009; Zandbelt and Vink, 2010; Jahfari et al., 2012; Zandbelt et al., 2013). Some cues indicate that go-signals are never followed by a stop-signal (certain go-signals), whereas others indicate that go-signals have a certain likelihood of being followed by a stop-signal (uncertain go-signals). By comparing brain activity between these conditions, it has been possible to uncover the neural substrate of advanced action preparation. Overall it emerged that when subjects expect the occurrence of a stop-signal, they proactively engage the network subserving reactive inhibition in a progressively increasing fashion according to the likelihood of stop presentation. A lower stop probability would correspond to a weaker activation of the network and to less marked slowing of responses, while when the stop is presented the activation is much stronger and the motor output is completely blocked (Aron, 2011).

These studies did not show clear activations of either of ACC or midbrain dopaminergic neurons in the ventral tegmental area and in the substantia near pars compacta (but see Zandbelt et al., 2013). However, these might be due either to the fact that commonly a region-of-interest approach had been chosen or because of limitations of the fMRI technique. Nevertheless, the activation of other components of the monitoring system, i.e., striatum, SMA and pre-SMA, has been shown several times (Chikazoe et al., 2009; Zandbelt and Vink, 2010; Jahfari et al., 2012; Zandbelt et al., 2013). This activity might reflect the computations which underlie learning of the association between the experimental context and the likelihood of performing (or stopping) an action. Thus, these signals should drive the proactive network so as to maximize the probability of moving without missing stop trials. Further studies are needed to test this hypothesis.

CONCLUDING THOUGHTS

On the whole, it seems clear that the neural network subserving goal-directed actions is very extensive, encompassing both frontal and parietal area as well as subcortical brain structures. This does not come as a surprise, as we live in a complex and ever-changing environment, which continuously offers an enormous variety of opportunities for potential actions. Thus, our motor system is called on to perform a continuous evaluation of alternative actions that may become available, in order to decide whether to persist in a given activity or to stop it and switch to a different one. This is the hinge of our behavioral flexibility. Central to this feature are the abilities of predicting the likelihood of achieving the desired goal with a certain action or strategy, and of canceling pending actions when they are no longer valuable. These two processes operate continuously during the entire course of a movement, during its genesis, its planning, and even its execution, so that the motor output can be modulated or suppressed at any time before its execution.

These considerations are clearly at odds with the old-fashioned serial framework according to which “we sense the world, think about it, and then act upon it” (Cisek and Kalaska, 2010, p. 271). Instead, they are compatible with the idea of parallel processing. Thus, one or more goals or actions can be coded at the same time, so that alternatives can be ready for release at short notice. Importantly, the evaluation of an action can also lead to its suppression when it has already been selected. Very probably the neural machinery underling action preparation and the neural substrates underling action inhibition are simultaneously active. From what is stated above, it is not too surprising that many of the regions mediating the decisions to act appear to be involved also in decisions to refrain from acting (Coxon et al., 2006; Mirabella et al., 2011; Mattia et al., 2012; see Table 1). This leads to the main point of the present review. Many, if not all, brain regions belonging to the network which controls goal-oriented movements are involved in more stages of this process. For instance, the SMA and the pre-SMA are involved in the early “should-I-stay-or-should-I-go” decision as they are involved in gating action affordances (e.g., Sumner et al., 2007; Ridderinkhof et al., 2011). However, they are also part of the monitoring system (see The Monitoring System) and they contribute to the late “should-I-stay-or-should-I-go” decision (Aron and Poldrack, 2006; Aron et al., 2007). In addition it has been shown that stimulation of SMA generates a feeling of an urge to move a particular body part, without necessarily causing any actual movement (Fried et al., 1991). The involvement of SMA in the feeling of volition has recently been confirmed by Fried et al. (2011) who recorded single-neuron activity in epileptic pharmacoresistant patients. Both PMd and M1 are involved both in the genesis of motor plans (Tanji and Evarts, 1976; Weinrich et al., 1984; Hoshi and Tanji, 2000, 2002; Churchland et al., 2006; Mattia et al., 2013; Shenoy et al., 2013) and also in their inhibition (Coxon et al., 2006; Mirabella et al., 2011; Mattia et al., 2012). Most of the network subserving reactive inhibition is also involved in proactive inhibition (see Action Execution).

Some other brain regions are involved not solely in motor controls, but also in very different tasks. The ACC has been shown to be involved in monitoring behavioral performance (see The Monitoring System), but also in pain processing (Singer et al., 2004). The role of the IFG is even more controversial as it seems to perform several different functions, some of which are lateralized (see Liakakis et al., 2011 for a review). The left IFG is implicated in both perceptive and productive aspects of language (see Uddén and Bahlmann, 2012 for a review). Some studies indicate that the right IFG plays a key role in redirecting selective attention toward unexpected stimuli (Corbetta and Shulman, 2002); others suggest that it has a specific role in motor inhibition (Aron et al., 2014) or in suppression of unwanted memories (Benoit and Anderson, 2012). In addition, the IFG of both hemispheres are involved in processing of symbolic gestures used for social non-verbal communication (Lindenberg et al., 2012), and they are regions belonging to the core of the human mirror-neuron system, i.e., of the system that is thought to allow the ability of understanding the intentions of others (for a review see Rizzolatti and Craighero, 2004). Finally, the PFC contribute to an enormous array of functions (for a review see Wise, 2008).

Given this picture, I believe that is rather hard to assign a very specific role to most of those regions when performing complex cognitive functions, such as the augmentation of adaptive behaviors. Possibly, complex cognitive functions are not performed by a unique structure. Rather, they might emerge from the coordinated activity of large-scale neuronal networks that are dynamically configured on fixed anatomical connections (von der Malsburg et al., 2010). The mechanisms underlying the dynamic coordination of neural populations are poorly understood. Nevertheless, it has been suggested that the formation of functional networks is achieved by modulating the degree of coherence among temporally structured responses of widely distributed neurons. In its turn, coherence might be modulated by rhythmic modulation of activity and synchronization among these populations (see Fries, 2005 for a review). According to this framework a given brain region can perform specific operations, e.g., the right IFG might subserve the reorienting of selective attention (Corbetta and Shulman, 2002) or the ACC might compute the likelihood of a successful action, but its functional features can be exploited in a variety of tasks. Thus the outcome of complex processes would depend not upon the activation of one or a few brain regions, but on the specific interactions of the network activated during the ongoing task. This hypothesis would explain why the same regions are active under many different contexts, and it might also help to understand the limited success achieved by brain–machine interfaces (BMIs; for reviews see Baranauskas, 2014; Bensmaia and Miller, 2014).

The large majority of BMI interfaces are aimed at restoring body mobility in patients suffering from motor deficits caused by brain injury, neurologic diseases and limb loss (Bensmaia and Miller, 2014). BMIs record brain signals, decode movement-related information and use these to control external devices (e.g., prosthetic limbs, wheelchairs). Although at present the BMI approach had been fruitful (e.g., Hatsopoulos and Donoghue, 2009) it has also shown several limitations. Patients have to undergo a long period of training before learning how to use the BMIs, and signals extracted from the brain are noisy and difficult to interpret so the error rate is rather high and the response speed is slow. All in all, the guidance of external devices is still far from approximating natural behaviors. This applies to both non-invasive and invasive BMIs. Non-invasive BMIs are mainly based on EEG signals recorded from the scalp. Activity recorded at the scalp level lacks selectivity; it is made up of a mix of signals coming from different cortical regions and thus the amount of useable information conveyed is likely to be too low (Baranauskas, 2014). On the other hand, invasive BMIs employ multiple electrodes surgically inserted into the brain (usually in M1 and/or the somatosensory cortex). Even though the quality of the recorded signals is definitely better, information transfer rate is still not dramatically improved (Baranauskas, 2014). The BMI approach has been shown to reproduce relatively simple behaviors such as two-dimensional center-out reaching tasks (e.g., Wolpaw and McFarland, 2004). Other much more complex tasks, e.g., those entailing suppression of pending actions (Mirabella, 2012), have almost never been tested (but see Ifft et al., 2012). The relatively low degree of success of invasive BMI might be due to the fact that, due to ethical reasons, it has been possible to capture only a very limited amount of the activity of the neural network underling goal-directed actions. However, as stated above, flexible control of behavior can be achieved only through the functional interactions of several brain regions, so it is possible that signals recorded from a limited cortical area fail to provide enough information to reproduce natural movements. To overcome these limitations, it would be necessary to find a way to record simultaneously from several key regions underlying goal-directed actions. Clearly, this is currently not feasible on humans beings, though it could be tested on non-human primates.

Before concluding, I would like to make an important remark: all processes described in the present review, i.e., genesis and suppression of goal-directed actions, do not require either intention, volition, or awareness. These computations can be performed by most animals, and surely by all primates. Not by chance, many of the data described here come from studies on non-human primates. What exactly volition or free will is and how and when it is generated from brain activity is, at best, unclear. There is a consensus around the idea originally proposed by Libet et al. (1983) that the awareness of intention precedes movements by some 100s of milliseconds. Thus, it is possible that the brain generates a action and, only subsequently, some pre-motor processes produce the subjective experience of willing to execute that action, which is perceived as being freely chosen (Hallett, 2007). To overcome the impasse of these findings, Libet (1985) proposed that because awareness of intention precedes movements, our free will should rely on the ability to withhold upcoming actions (see Mirabella, 2007; Haggard, 2008 for reviews). However, it has been shown that action suppression can be implemented unintentionally and unconsciously (see van Gaal et al., 2008). Furthermore, both monkeys (e.g., Mirabella et al., 2011) and rats (e.g., Eagle et al., 2008) can cancel pending movements. It has to be recognized that most studies on action inhibition in humans rely on externally and not on internally triggered stops (see Brass and Haggard, 2007 for an original approach), so further evidence has to be collected before venturing conclusions around the relationship between the veto power and willingness. As Roskies (2010) stated: “For now, […], the most significant contribution neuroscience has made has been in allowing us to formulate novel questions about the nature of voluntary behavior, and in providing new ways of addressing them.” I hope that the present review will also help to circumscribe what free will is not.
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Footnotes

1An exception to this model might occur when the number of potential goals exceeds the capacity of working memory. In these instances goals might be processed differently.

2As previously stated for the representation of multiple goals, even in this instance the representation of multiple potential movements may be limited by the capacity of working memory.
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This study investigated how the activity of neostriatal neurons is related to the kinematics of movement when monkeys performed visually and vibratory cued wrist extensions and flexions. Single-unit recordings of 142/236 neostriatal neurons showed pre-movement activity (PMA) in a reaction time task with unpredictable reward. Monkeys were pseudo-randomly (75%) rewarded for correct performance. A regression model was used to determine whether the correlation between neostriatal neuronal activity and the kinematic variables (position, velocity, and acceleration) of wrist movement changes as a function of reward contingency, sensory cues, and movement direction. The coefficients of determination (CoD) representing the proportion of the variance in neuronal activity explained by the regression model on a trial by trial basis, together with their temporal occurrences (time of best regression/correlation, ToC) were compared across sensory modality, movement direction, and reward contingency. The best relationship (correlation) between neuronal activity and movement kinematic variables, given by the average coefficient of determination (CoD), was: (a) greater during trials in which rewards were certain, called “A” trials, as compared with those in which reward was uncertain called (“R”) trials, (b) greater during flexion (Flex) trials as compared with extension (Ext) trials, and (c) greater during visual (VIS) cued trials than during vibratory (VIB) cued trials, for the same type of trial and the same movement direction. These results are consistent with the hypothesis that predictability of reward for correct performance is accompanied by faster linkage between neostriatal PMA and the vigor of wrist movement kinematics. Furthermore, the results provide valuable insights for building an upper-limb neuroprosthesis.

Keywords: basal ganglia, neostriatum, neuronal activity, movement preparation, hand movement, multilinear regression, reward uncertainty, motivation

INTRODUCTION

A significant proportion of neurons from neostriatum (NS) modulate their firing rate in response to environmental stimuli and/or fire before movement initiation and/or execution (Aldridge et al., 1980; Liles, 1985; Schultz and Romo, 1988; Alexander and Crutcher, 1990; Kimura, 1990; Romo and Schultz, 1990; Gardiner and Nelson, 1992; Lebedev and Nelson, 1999; Opris et al., 2011a). Several studies indicate that NS neurons may also participate in associating task stimuli with rewards (Schultz and Romo, 1990; Apicella et al., 1991; Robbins and Everitt, 1996; Opris et al., 2009; Schultz, 2010) or in modulating movement vigor (Opris et al., 2011a). This connection between reinforcement and behavior may be mediated by the dopaminergic system at either sub-cortical or cortical levels (Robbins and Everitt, 1996; Schultz et al., 1997). After behaviors are learned, a state of expectation about the time of occurrence of reward delivery relative to requested behaviors is created (Apicella et al., 1991, 1992; Schultz et al., 1992, 1993).

It has also been suggested that during goal-oriented behavior NS neurons exhibit context-dependent behavioral responses that may vary depending on changes in the predictability of the linkage between stimuli and rewards (Schultz and Romo, 1990; Apicella et al., 1992; Schultz et al., 1992; Mirenowicz and Schultz, 1994). Moreover, several lines of evidence indicate that the NS neuronal activity may become better related to movements and sensory cues when behavioral conditions are novel (Mirenowicz and Schultz, 1994; Nelson et al., 1996; Berns et al., 1997). Sensitivity to novelty seems to be a property of neurons in the substantia nigra, the ventral striatum, and the prefrontal cortex (Apicella et al., 1991; Schultz et al., 1992, 1993; Watanabe, 1996; Berns et al., 1997; Schultz, 2010). Surmeier and Kitai (1997) indicated that the dopaminergic inputs to neostriatum may “shape” the activity of NS neurons involved in motor behavior. Therefore, the substantia nigra, ventral striatum and prefrontal cortex may influence segments of the so-called “motor loop” (which includes the dorsal striatum) where pre-movement activity (PMA) often occurs (Alexander et al., 1986; Hoover and Strick, 1993; Graybiel et al., 1994; Watanabe, 1996; Berns et al., 1997).

We hypothesize that primate dorsal striatum (Putamen and Caudate Nucleus) is part of a system that modulates the behavioral parameters (i.e., movement kinematics: position, speed, and acceleration), depending on the probability of the expected reward (Fu et al., 1995; Fiorillo et al., 2003; Lee and Assad, 2003; Stark et al., 2007; Pekny et al., 2015; Reppert et al., 2015). Dorsal striatum may be responsible for enhancing movement vigor when rewards are certain and decreasing the vigor when rewards become uncertain (Turner and Desmurget, 2010; Opris et al., 2011a). This hypothesis is supported by the finding that changes in dorsal striatal activity occur shortly after go cues and clearly earlier than the movements (100–200 ms before movements). Therefore, certain rewards may mediate a stronger correlation (Opris et al., 2011a) between neostriatal PMA and the kinematics of wrist movements.

Below, we describe the changes in NS neuronal activity in relation to movement kinematics by using a multilinear regression analysis (Ashe and Georgopoulos, 1994). Furthermore, we believe that striatal modulations can provide a good motor signal for neuroprosthetics (Lebedev and Nicolelis, 2006; Nicolelis and Lebedev, 2009). The goals of this study was to: (a) determine if the correlation between NS firing rates and the movement kinematics varies as a function of go-cue modality, movement directions, behavioral contexts; and (b) quantify the occurrence and timing of best relationship/correlation between NS neuronal activity and hand movement kinematics. Moreover, since changes in movement related NS activity often occur 100–200 ms before movements, it is possible that unpredictable behavioral conditions modify NS activity that is involved in movement preparation and initiation. The results are relevant for the decoding of wrist kinematics for building an upper-limb neuroprosthesis (Lebedev et al., 2005; Aggarwal et al., 2009).

MATERIALS AND METHODS

Experimental Apparatus and Behavioral Paradigm

Two adult male rhesus monkeys (Macaca mulatta: E, N) were trained to make wrist flexion and extension movements in response to vibratory or visual stimuli (Lebedev and Nelson, 1995; Liu et al., 2005; Opris et al., 2011a). The monkeys were cared for in accordance with the National Research Council Guide for the Care and Use of Laboratory Animals. Experimental protocols were approved by the Animal Care and Use Committee of The University of Tennessee Health Science Center, Memphis. Detailed descriptions of the experimental apparatus have been provided elsewhere (Gardiner and Nelson, 1992; Lebedev and Nelson, 1995; Liu et al., 2005, 2008). A brief description is provided below.

Each monkey sat in an acrylic monkey chair, with its right palm on a movable plate (Figure 1A). One end of the plate was attached to the axle of a brushless D.C. torque motor (Colburn and Evarts, 1978). A load of 0.07 Nm was applied to the plate. The load assisted wrist extensions and opposed wrist flexions. Feedback of current wrist position was provided by a visual display consisting of 31 light-emitting diodes (LEDs), located 35 cm in front of the animal. The middle, red LED corresponded to a centered wrist position. Yellow LEDs (above and below the middle LED) indicated successive angular deviations of 1°. Two instructional LEDs were located in the upper left corner of the visual display. When the first red LED was illuminated at the start of a trial, it indicated that extension movements should be made; otherwise flexions were required. When the second, green LED was illuminated, it informed the monkey that the go-cue for that trial would be a palmar vibration; otherwise, the go-cue was the illumination of one of two LEDs which were each 5° from the center. Vibratory go-cues of 27, 57, and 127 Hz were routinely used. In this paper we consider only records of neuronal activity triggered by vibratory cues at 57 Hz and/or visual go-cues.
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FIGURE 1. Behavioral paradigm. (A) The experimental setup showing monkey's hand on the handle together with the instruction LEDs. (B) Schematic diagram of the unpredictable task. The direction cue was given by a red LED that was illuminated during extension trials, but not during flexion trials. The modality cue was a green LED that was illuminated during vibratory cued trials but not during visually cued trials. The onset of these instructional cues was coincident with the onset of the hold period. They remained lit until the end of the trial, coincident with reward delivery. Go-cues that signaled the monkeys could initiate wrist movements were presented after a variable time delay of 0.5, 1.0, 1.5, or 2.0 s (pseudo-randomized). (C) Divisions of the Reaction Time (RT) interval. RT has been split into two intervals: R1, the latency from cue onset (COS) to premovement activity onset (AOS), and R2, the time from AOS until movement onset (MOS). ToC represents the time of best correlation (time at best CoD).



The behavioral paradigm is illustrated schematically in Figure 1B and the partition of reaction time (RT) interval in Figure 1C. Each trial began when the monkey centered the plate. At this time a movement direction request was given by the instructional LED as described above. The monkey was required to hold the plate in the centered position for 0.5, 1.0, 1.5, 2.0 s (pseudo-randomized) without moving, until a go cue (visual or vibrotactile) was presented. If the animal moved prior to the completion of the hold period, the trial was canceled. If the monkey made the requested movement of 5° or greater, he received a fruit juice reward. The reward delivery for blocks of 10 trials per direction was pseudorandom with correct performance being rewarded on average 75% of the time. Two unrewarded trials were never imposed sequentially. The type of trials under this pseudorandom reward schedule included: (i) rewarded trials, for which the current and the immediately preceding trial were rewarded, called regular (“R”) trials, (ii) unrewarded trials, and (iii) trials immediately following withheld rewards, called after (“A”) trials or certain reward trials (while reward in all other trials was uncertain). In some instances there were trials in which the animal failed to perform properly (i.e., made a movement in the wrong direction). For analyses we required that each neuron must have at least 4 valid trials per condition. If any single group of records had fewer than 4 trials, the data from that group were not included in the analyses.

Electrophysiological Recordings and Histology

Once an animal reached a stable daily performance level (~2000 rewarded trials per experimental session), it was prepared for recording. A stainless steel recording chamber was surgically implanted over the skull to allow for extracellular recordings of the activity of basal ganglia neurons by using platinum-iridium microelectrodes with impedances of 1–2 MOhms (see Nelson et al., 1991; Gardiner and Nelson, 1992). Transdural penetrations began no sooner than 1 week after the chamber implantation. In each recording session, a microelectrode was lowered into the striatum and the activity of single units was amplified, discriminated, and stored in a computer by conventional means (Lebedev and Nelson, 1995; Liu et al., 2005). Neuronal receptive fields (RFs) were examined by lightly touching punctuate skin surfaces, manipulating joints, and palpating muscles. On occasion, the electromyographic (EMG) activity patterns of forearm muscles acting across the wrist were recorded using intramuscular EMG wires (see Nelson, 1987). EMG activity was converted into pulse data (Nelson, 1987; Vaadia et al., 1988). On the last recording day, electrolytic lesions were made to mark some recording locations by passing 10 μA of current for 10–20 s. These lesions provided references for the histological reconstruction of the recording sites. The animal was then deeply anesthetized with sodium pentobarbital and transcardially perfused with 10% buffered formol-saline. The brain was removed from the skull, and cut on a freezing microtome into 50 μm thick coronal sections. Histological sections of the basal ganglia (Figure 2) were stained for Nissl substance. Recording sites were reconstructed based on the depth of each electrode penetration and its location with respect to the marking lesions (Nelson, 1988; Nelson et al., 1991).
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FIGURE 2. Reconstructed locations of recorded neurons. Location of recorded neurons from monkeys E (panels in the upper row) and N (panels in the lower row) are shown. Small open circles indicate the locations in the basal ganglia at which records were taken. The recording locations of cells whose records have been illustrated are indicated by the arrows. A drawing of the dorsolateral surface of monkey E is shown in the lower right panel.



Data Analysis

Neuronal activity data, recorded on-line (Lebedev and Nelson, 1995, 1996; Liu et al., 2005; Opris et al., 2011a), were processed by off-line analysis programs and displayed as rasters, peri-event time histogram (PETH), fractional interspike interval (ISI) histogram (FISIH; Ashe and Georgopoulos, 1994), and traces of position, velocity, and acceleration, aligned on important events in the animal's behavior. A multilinear regression analysis (Ashe and Georgopoulos, 1994) has been used to regress low-pass filtered single trial spike functions coming from a FISIH, against position, velocity, and acceleration traces.

Multilinear Regression Analysis

An important step in our implementation of the regression analysis is the formulation of a FISIH from single trial neuronal activity records. We followed almost precisely the published methods (Ashe and Georgopoulos, 1994; Taira et al., 1996). This type of histogram is a filtered version of a binned PETH, in which the fraction of each ISI that is distributed across a given bin is calculated. The whole ISI is equal to unity, whereas each bin receives fractional contributions relative to the interval of that bin. We have employed single trial FISIHs, as well as, composite FISIH representing up to 40 trials. Each spike train was binned in 5 ms bins and the time-varying frequency of cell discharge, d(t), was computed from FISIHs. The resulting spike function, f(t), was smoothed using a 5-point low-pass filter, then the squared root of each point comprising the function was taken (Cox and Lewis, 1966; Ashe and Georgopoulos, 1994) and the resultant was divided by the binwidth (bw; in seconds), to convert this function to units proportional to the instantaneous firing rate:
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The position trace was smoothed using a single 5-point low-pass filter while the velocity and acceleration were obtained from the smoothed position trace as single or double discrete time derivatives.

A multilinear regression algorithm (Sokal and Rohlf, 1981) was applied to epochs of single trials so that portion of the single trial FISIH was expressed as a function of the animal's hand position, velocity, and acceleration during the initial phase of the movement. The regression analysis compares, on a trial-by-trial basis (Figure 3A), the frequency of cell discharge, f, at time t0+τ, where τ is the variable time shift of a “sliding window” (Figure 3B), relative to movement onset, and the duration of t0 is equal to the movement time. The window was advanced in time steps of 5 ms over the behaviorally important epoch T (the number of steps being T/bw). The variable T is defined as the interval that begins 50 ms after the cue onset, and ends at the time at which the movement reached amplitude of 5° from center. The square root of the discharge frequency, f, at time t0+τ, was expressed as a function of the position (°), velocity (°/sec), and acceleration (°/sec2) of monkey's hand at time t1, where t1 always began at movement onset (MOS). The regression equation is:
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where c1, c2, and c3 are the regression coefficients of position, velocity, and acceleration. The terms φ1(t1), φ2(t1) and φ3(t1) are the time-dependent variables of position, velocity, and acceleration, and ε is an error term. The coefficient of determination (CoD) is defined as the proportion of variance accounted for by the neuronal activity-to-movement correlation. Average CoDs were calculated only for valid trials having significant activity changes within the period of consideration.
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FIGURE 3. Illustration of the application of multilinear regression analysis. (A) A single trial histogram of the neuronal activity expressed as mean firing rate (in spikes/s), together with the kinematic variables of position, velocity, and accelaration. (B) Illustration of the sliding window regression analysis. RT, reaction time; MT, movement time; ToC is the time of best correlation (at best CoD). (C) A typical putamen neuron with increased premovement activity during vibratory cued trials is shown. The display of the average kinematics for uncertain reward flexion trials R, are centered on MOS, on both panels. (D) The scatter diagram of the predicted discharge rate plotted against the observed rate. Regression equation of predicted vs. observed mean firing rates and the regression coefficient in the upper part of the panel.



The output of the regression analysis program provided averaged values of the CoD together with the time shift representing the time of best correlation (ToC) at which the best CoD occurred, as well as the partial regression coefficients at that point. The values of CoD ranged from 0 (the absence of correlation) to 1, where a full correlation of spike function and movement variables occurs. The analysis has been performed on single trial basis, but the results are displayed in normalized composite histograms for convenience and clarity (Figures 3A,C).

The changes in neuronal activity and their relationship to movement initiation and/or execution can be easily appreciated by visually estimating the outline of the composite histogram. FISIH patterns depict the activity of a cell, as indicated by the shape of the composite histogram and the site ToC relative to the shape of the composite histogram.

Analysis of Changes in Neuronal Activity

The changes of neuronal activity associated with wrist movement were analyzed using multilinear regression in single trial (Figure 3A). Data from a putamen neuron, recorded during vibratory cued “R” trials, is presented in Figure 3C. The baseline activity (Bkg) of each recorded neuron was calculated as its mean firing rate during the 250 ms prior to the presentation of go-cues, while the animal held his wrist in a centered position. The first change in the cumulative sum of more than three standard deviations (SDs), lasting for at least 40 ms, was designated as the activity onset (Onset or AOS). The total number of spikes occurring from AOS until movement onset (Figure 3C the yellow segment) divided by the interval divided by the number of trials was designated as the cell's pre-movement firing response (Resp). Mean firing rates of Bkg and Resp (4.9 and 24.7 spikes/s) together with the AOS (−147 ms) are further compared across cells and conditions (see Figure 6B). The period between AOS and MOS (R2) is defined in Figure 1C.

The regression analysis describes the covariant relationship between changes in NS activity and movement variables. The best covariance between activity and kinematics (cT) occurred ~90 ms before MOS. The average CoD of this cell was 0.926 and indicates that the neuronal activity has 92.6% of the variance explained by the multilinear regression analysis. This implies that the correlation between neuronal activity and the subsequent movement occurred at a time that proceeds the average onset time of electromyographic activity in this task (Gardiner and Nelson, 1992; Lebedev and Nelson, 1995). The time course of position, velocity, and acceleration are displayed beneath the FISIH; the regression analysis is described by Equation (2). To compare the actual firing properties with those predicted by the regression model, Figure 3D shows a scatter-gram of the predicted discharge rate plotted against the observed rate. Each column of dots is a trial, and each window shift is a dot. The plot indicates a consistent linear relationship between the predicted firing rate as calculated by the regression model and the rate recorded during experiments. This relationship suggests that the methods are reliable and compatible with those used by other investigators (Ashe and Georgopoulos, 1994; Taira et al., 1996).

Quantitative Criteria for PMA Directionality

To determine the directionality of PMA, we calculated the difference between the Resp and the Bkg, and dubbed this difference the activity change (Act). In the cases in which Act was <1 spike/s, Act was recorded as 0 spike/s. If the sign of Act for a neuron differed as a function of movement direction, then that neuron was classified as “reciprocal” (encoding both flexions and extensions). In addition, we compared Act for flexion and extension movements and calculated their difference and sum. The ratio between difference and sum yields a scalar that should theoretically range between −1 and +1. Cases in which the ratio was −1 or +1, corresponded to those in which there was no change in activity for one direction of movement. These were coded as “directional.” Cases in which the scalar was > +1 or < −1 were instances in which PMA had the opposite sign as a function of movement direction, and were thus “reciprocal.” For those cases with scalars between −1 and +1, we took the standard score of the mean value, (about zero) and then defined cases that were between ±2 SDs from the mean and the extremes as being “directional.” Cases with values falling within the ±2 SD limits were classified as non-directional. The distribution of PMA directionality of NS neurons by location is shown in Table 1.

Table 1. The distribution of recorded neurons by location.
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Statistical Analysis

Analyses of the characteristics of activity-to-movement relationships for different NS neurons were examined for statistical significance using repeated measures ANOVA, including Scheffe's post hoc test and t-test. The observations were also checked using the nonparametric Mann Whitney U-test and Kruskal–Wallis tests to determine the significance levels of the differences in CoDs and ToCs, for groups separated by trial type (regular or after), go-cue (visual or vibratory), and movement direction (flexion or extension).

RESULTS

Database

A total of 236 recorded neurons, 142 (~60%) were selected, because each neuron: (i) had activity changes (PMA) following the vibratory or visual go-cue onset and prior to MOS, (ii) had a PMA firing rate that was at least 3 SDs different from the Bkg activity firing rate, and (iii) was held long enough to record at least 25 trials for each movement direction. Of these, 102/142 (~72%) also had a complete set of recordings during visually cued trials. Of the selected NS neurons, 104/142 (~73%) neurons were located in putamen, 20/142 (~14%) in the caudate nucleus, and 18/142 (~13%) in the cellular bridges in between these structures. We eliminated 3/142 neurons from consideration because their activity was completely suppressed during the PMA interval. Also, the activity of 3/142 neurons during flexion movements and of 7/142 neurons during extension movements had CoDs outside the range that included ±4 SDs from the distribution of the main population and were thus excluded as outliers. This left for statistical consideration the records of 136/142 (96%) cells for flexion movements and 130/142 (92%) cells for extensions. Receptive fields (RF) were found for 44/142 (~31%) NS neurons; 69/136 (~49%) had no clear RFs and 29/142 (~20%) were not tested. Of the cells exhibiting RFs, 10/44 had cutaneous RFs and 34/44 had deep RFs. Table 1 shows the distribution of NS neurons by location and RF type.

The activity patterns of the striatal neurons could not be defined as a homogeneous group. Separation was required because these neurons had significant differences in their activity-to-movement relationship as a function of trial type, cue, movement direction, and location revealed by factorial ANOVA and Scheffe's post hoc comparisons. Therefore, our data were grouped by these variables.

PMA and Movement Initiation

Significant changes in neuronal activity, defined as a deviation of at least ±3 SDs from the baseline that lasted more than 40 ms (see Nelson and Douglas, 1989; Gardiner and Nelson, 1992) were commonly related either to the go-cue or to the movement. Neuronal firing changes were considered to be cue-related if they occurred in a consistent temporal relationship with the cue and followed its presentation after a relatively short latency (<100 ms). Of the total number, 14/142 (~10%) had cue-related activity, while 9/142 (~6%) had very early PMA which we termed “intermediate” responses. Each of these also had movement related activity as did the 119/142 (~84%) which show activity changes only in relationship to movement onset (see Table 1 for their distribution by location). Significant changes in firing rate that were time locked with MOS, but that preceded MOS, were considered to be PMA (Gardiner and Nelson, 1992; Lebedev et al., 1994; Lebedev and Nelson, 1995; Opris et al., 2011a). Changes in neuronal firing rates that occurred during the execution of wrist movement (i.e., from MOS until potential reward delivery) were classified as “movement-associated activity.” Movement related cells exhibiting PMA may be involved in either movement initiation or execution, depending on the time of occurrence of their activity changes.

Neural Activity to Movement Kinematics Relationship

Consistent with the motor role of dorsal striatum, the firing rate of a subpopulation of neurons in putamen reflect the encoding of hand kinematics (position, velocity, and acceleration).

Examples of Differential Firing during Encoding of Hand Position

Figure 4A shows the PMA of a putamen neuron classified as “reciprocal” that exhibits a strong suppression during flexion trials while during extension trials this cell's firing is substantially increased. This differential mean firing rate during flexion and extension movements likely reflects the encoding of hand position in the two opposite movement directions (flexions and extensions). At the population level, the encoding of position occurred in 47/142 (33%) VIB cued neurons during uncertain reward “R” trials and 43/142 (30%) during certain reward “A” trials, and in 32/102 VIS cued neurons during uncertain reward “R” trials and of 38/102 NS neurons during certain reward “A” trials. Only 4 NS neurons were “directional” during “R” trials and three cells were “directional” during “A” trials. A minority of the population changed the type of direction-related activity between “R” and “A” trials.
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FIGURE 4. Examples of encoding the variables of movement kinematics. Putamen neurons show encoding of hand position (Aa, flexions and b, for extensions) movement velocity (B) and acceleration (C). Peri-event histograms (PEHs), rasters, and movement trajectories were plotted for R flexions and extensions (Aa,b), velocity (B), and acceleration (C). The PEHs of the neuronal activity expressed as mean firing rate (in spikes/s), with a bin size equal to 5 ms and a raster display. In the raster display, rows represent individual trials, dots represent single spikes, while the left and right bold dots represent vibratory cue onset and reward delivery, respectively.



The non-directional NS cell subpopulation which included the vast majority of the studied neurons (vibration cues: 91/142 neurons during “R” trials and 96/142 neurons during “A” trials; visual cues: 66/102 neurons during “R” trials and 60/102 neurons during “A” trials) had characteristics consistent with the encoding of the magnitude of the position (distance from the center) shown for the population, as a whole, in Tables 1, 2. This type of non-directional modulation was noticed in most of the cells, regardless of go-cue modality. That is, the sign of the activity changes of these neurons was the same regardless of the direction of the movements that followed the onset of this activity (Gardiner and Nelson, 1992).

Table 2. The means and standard deviations for Bkg and Resp neural activity, premovement onset R2s, time of best regression/correlation ToC, and the coefficients of determination CoD for flexions and extensions trials, under certain vs. uncertain rewards.

[image: image]

Examples of Differential Firing with Hand Velocity and Acceleration Encoding

In Figure 4B is shown the PMA of a putamen neuron, cued by vibratory stimuli (“A” trials) with firing rate mimicking the velocity profile (on the left). On the other hand, Figure 4C shows a sharper PMA modulation of a putamen neuron, cued by visual stimuli (“A” trials) with firing rate mimicking the acceleration profile (on the right). It is noticeable a sharper firing peak encoding acceleration that is accompanied by a deeper inhibition trough than in the case of cell encoding velocity. Bkg and Resp firing rates (Figures 4B,C) were again slightly higher during “A” trials (not shown) than in “R” trials.

Neural Activity-to-Movement Kinematics Analysis

The regression analysis described above was used to investigate changes in NS activity associated with movement initiation under two conditions. Comparisons were made between trials with uncertain rewards (“R” trials) and trials with certain rewards (“A” trials). We illustrate the activity patterns of a representative putamen neuron recorded during vibratory go-cue trials, in Figure 5A, and the pattern of the same neuron recorded during visual go-cue trials, in Figure 5B. The records of “R” trials (left panel, Figure 5A) and “A” trials (right panel, Figure 5A) are illustrated for flexion movements. This cell exhibited an increased discharge, before MOS (Figure 5A), and thus PMA preceding wrist flexion (position traces displayed for both “R” and “A” conditions). The neuron was more active in the blocks of vibratory cued “A” trials than during R trials (left panel, Figure 5A). Bkg and Resp were also higher when rewards were certain. In addition to PMA changes associated with unpredictable reward conditions, this putamen neuron's activity became better correlated with animal's movement. This is accompanied by changes in the average CoDs, which were greater during “A” trials than during “R” trials (0.941 vs. 0.920). The time occurrence of the best correlation (ToC) was ~117 ms before MOS during “A” trials and ~99 ms, during regular reward.
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FIGURE 5. Premovement firing and timing. (A,B) Example of putaminal cell that exhibited PMA under vibratory (A) and visual (B) stimuli. Each histogram illustrates neuronal activity expressed as mean firing rate together with raster displays aligned on MOS. The left panels display the NS activity during “A” flexion trials and the right panels represent the activity during “R” flexion trials. Wrist position traces for each trial are presented at the bottom of each panel. Coefficients of Determination (CoDs) which quantify the best relationship, are: 0.920 ± 0.044 during R trials and 0.941 ± 0.024 during “A” trials (Figure 4A). CoDs for R and A trials are: 0.942 ± 0.021 and 0.954 ± 0.021, (Figure 4B) respectively. This cell exhibited increased discharge during flexion movements that occurred well before MOS. Baseline firing BKG and RESP are higher during trials following withheld rewards than during R trials. PMA onsets together with ToCs suggest that the cell may have been involved in movement initiation. (C) Comparison of premovement mean firing rates of NS cells during baseline BKG and response RESP for flexions and extensions under vibratory and visual cues. (D) Comparison of the premovement activity timing for response onsets and of best correlation time ToC for flexions and extensions under vibratory and visual cues. Statistical significance was determined using repeated measures. **p < 0.001 ANOVA, including Scheffe's post hoc test and t-test.



This same putamen neuron, whose visually cued trial records are shown in Figure 5B exhibited a higher firing rate during the “A” trials for flexion movement under this cueing condition, as well. The Bkg and Resp are higher during “A” trials (26.8 and 52.2 spks/s) than during regularly “R” rewarded ones (21.3 and 49.3 spks/s). The PMA changes occur quite early, before MOS. The increase in CoDs in “A” trials, as compared with “R” trials, indicates that PMA becomes better correlated with the movement after withheld rewards (0.954 vs. 0.942). Comparing the neuronal activity during visual go-cue trials with vibratory go-cue trials, one can note an average increase (of 10 spks/s) in the mean firing rate of PMA that occurred during the former. However, average CoDs during visually cued A trials were greater than during cued trials (0.954 vs. 0.941).

At the population level, NS firing was significantly higher in the Resp vs. Bkg conditions for the majority of cells (p < 0001, post hoc). However, when comparing mean firing rate across trial type, go-cue type or movement direction the effects varied (see Table 2). Bkg and Resp firing rates were slightly higher during “A” vs. “R” trials (Figure 5C) and during VIS vs. VIB trials (P < 0.001, post hoc; n = 91 vs. 66).

Additional information about the timing of this relationship can be derived from the examination of the time of occurrence of best CoDs i.e., (ToCs), which indicate the time of best CoDs at either MOS or AOS, respectively (see Table 2). A comparison of PMA onsets and ToCs for vibratory cued trials is shown in Figure 5D. The ToCs during visually cued trials occur much earlier than during vibratory cue trials. The ToCs in “A” vs. “R” trials for flexion movements were significantly different only with visual go-cues (see Table 2). There was also a statistical significance in the ToCs for flexions and extensions triggered by visual cues (not shown). Although we were unable to distinguish between direction and load effects (since monkeys always performed the movements against a load which assisted wrist extensions and opposed flexions), the effects of direction and load were evident through the fact that interfered with each other.

PMA onsets for single trials were measured relative to two events: go-cue onsets (COS) and movement onsets (MOS; see Figure 1). R1s, measured from COS, during vibrotactile stimulation, for both flexion and extension movements were significantly shorter in the A trials (see Table 2). R2s, measured from MOS, were calculated by subtracting the R1 from the RT (Figure 1). Flexion movements had R2s that were significantly shorter during “A” trials regardless of go-cue modality. Thus, PMA during vibratory cued trials started ~27 ms closer to MOS in the “A” trials when compared with “R” trials. During visually cued flexion trials, it started closer to MOS by ~13 ms. R2s were significantly different during visually cued flexion and extension movements, but not different during vibratory cued trials.

Statistical analyses of the activity-movement kinematics relation under unpredictable reward conditions are presented in Table 2. We have considered the trial type as a repeated measure and split each of the PMA-related variables by the go cue type and movement direction. Significant differences in the variables between conditions (“R” and “A” trials) were obtained by repeated measures ANOVA.

Coefficients of Determination

A measure of the correlation's strength in “R” and “A” trials is provided by the average CoDs. In general, the average CoDs showed a tight relationship between NS neuronal activity and monkey's kinematics (see Table 2). Flexion movement CoDs were significantly greater during “A” trials than during “R” trials (p < 0.01; ANOVA) regardless of the modality of go cues (see Table 2). The occurrence of enhanced activity-to-movement correlation in trials following withheld rewards is illustrated in Figure 6. Cumulative sum plots of CoDs for “R” and “A” trials show a consistent shift to the right for the “A” trials (p < 0.001 for vibratory flexions; p < 0.01 for vibratory extensions; p < 0.01 for visual flexions; p ~ ns for visual extensions; ANOVA), independent of go-cue modality.
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FIGURE 6. The comparison of regression coefficients. Paired coefficients of determination, CoDs, for both vibratory and visually cued trials: (A,B) Certain “A” and uncertain “R” rewarded trials for vibratory cued trials and (C,D) for visually cued trials. In both instances, CoDs of the uncertain R trials (black dots) were arranged in ascending order from left to right. The certain trial CoDs corresponding to each uncertain trial CoDs were plotted at the appropriate height. Open dots to the right of the black dots indicate instances where the neuronal activity was better related (CoDs were greater) for movements made in the certain reward A trials.



There was also a directional effect, in that CoDs after withheld rewards were significantly greater during flexion trials than during extension trials (p < 0.001 for flexions; p < 0.01, for extensions, ANOVA), for both vibratory cued trials and visually cued trials (Table 2). In general, there was a better correlation of NS neuronal activity with kinematics in visual go-cue trials compared with that in vibratory go-cue trials (p < 0.001 for flexions). The average CoDs for visually cued flexions during “A” trials were greater during vibratory go-cued flexion “A” trials.

Given the existence of the activity-to-movement relationship (measured by the CoD) during trials following withheld rewards, we noticed three distinct effects: first, an effect of unpredictable reward which results in a better activity-to-movement correlation for certain rewarded “A” trials than for “R” trials; second, a directional effect which results in a better correlation for flexion than for extension movements for both cues, and third, a modality effect as indicated by better relationship for visually cued as compared with vibratory cued movements.

Electromyographic Activity

We compared average onsets of electromyographic (EMG) activity between flexion (Figure 7A) and extension (Figure 7B) movements for both “Regular” and “After” trials. With few exceptions, for most muscles the EMG activity starts earlier in the “After” trials than in “Regular” trials. Brachioradialis has the opposite trend in the “After” vs. “Regular” trials for both flexions and extensions. All together the EMG and behavioral measures seem to have a consistent agreement with NS pre-movement neural activity supporting the hypothesis that under certain rewards NS neuronal activity becomes better correlated to movement kinematics.
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FIGURE 7. Average onsets of electromyographic (EMG) activity. EMG activity between flexion (A) and extension (B) movements for both certain and uncertain reward trials. Each triangle (red for certain and blue for uncertain reward trials) represents the average EMG onset for at least 40 trials recorded consecutively. Biceps B, biceps brachii; BR, brachioradialis; ECR, extensor carpi radialis; ECU, extensor carpi ulnaris; EDS, extensor digitorum superficialis; FCR, flexorcarpi radialis; FDS, flexor digitorum superficialis; FCU, flexor carpi ulnaris; FDS, flexor digitorium superficialis; Triceps B, triceps brachii.



DISCUSSION

In the present study we recorded the activity of neostriatal neurons in two rhesus monkeys performing wrist movements in a pseudo-random reward task. We examined the relationship between PMA and kinematic variables (position, velocity, and acceleration) under three conditions: (a) reward contingency, (b) vibratory vs. visual go-cues, and (c) flexions vs. extensions movements (Opris et al., 2011a).

The results of this study indicate that NS neurons have PMA which is functionally correlated with movement kinematics. This correlation varies as a function of reward contingency (unpredictable vs. predictable delivery of reward for correct performance). Our goal was to determine whether there is a relationship between NS PMA and movement kinematics and to quantify this relationship in terms of coefficients of determination (CoDs) and relationship occurrence times (ToCs). These parameters varied significantly not only as a function of rewarding conditions, but also with variations in the modality of sensory triggering stimuli and with the direction of movement. In addition, we found that reaction times RTs and PMA onsets are also significantly different as a function of reward schedule and go-cue modality. These results suggest that it is likely that the NS is involved in sensorimotor-related activity that is combined with attentional, decision, and motivational influences (Schultz, 1997, 2010; Schultz et al., 1997; Opris and Bruce, 2005; Samejima et al., 2005).

Neural Firing to Movement Correlation Under Unpredictable Task

The statistically significant differences in CoDs for “R” and “A” trials may be related to attention and motivational factors associated with reward (Watanabe, 1996; Ueda and Kimura, 2003). Changes in the predictability of reward delivery, assumed to occur after withheld rewards, are accompanied by increases in CoDs and decreases in reaction times. Furthermore, changes in the predictability of reward delivery are accompanied by increases in CoDs, suggesting that the changes in CoDs are related to an animal's increased attention.

Differences in CoDs as a function of go-cue modality may be related to the gating of somatosensory inputs that often accompanies sensory-triggered movements. Our results indicate that the CoDs associated with NS neural activity during vibratory cued trials have significantly lower values as compared with those occurring during visual go-cued trials. Vibratory stimuli are one type of peripheral input to SI neurons that may be gated before active movements (Lebedev and Nelson, 1995). Because somatosensory cortex projects extensively to the neostriatum (see Parent and Hazrati, 1995 for review), it seems reasonable to suggest that gating in the cortex could ultimately result in modulation of NS activity. Changes in CoDs as a function of go-cue modality may be a reflection of alterations in cortical inputs to NS, as well as modulatory effects by dopaminergic systems (Lebedev and Nelson, 1995; Kiyatkin and Rebec, 1996). It has been suggested that changes in behavioral motivation may be mediated by dopaminergic neurons (Apicella et al., 1991; Schultz et al., 1992, 1993). Therefore, the dopaminergic pathways arising from the pars compacta of substantia nigra (SNc) and projecting to dorsal striatum (Lynd-Balta and Haber, 1994; Parent and Hazrati, 1995) may be involved in the motivational process underlying the learning and maintenance of goal driven behavior (Mirenowicz and Schultz, 1994; Schultz et al., 1997).

Statistically significant differences in CoDs between trials involving flexion and extension movements may be due to the fact that the movements were performed against a load which assisted wrist extensions and opposed flexions. Flexion trials had CoDs that were significantly higher than those during extension movements. The presence of the load may add a small contribution to the relationship during flexion movements or subtract that contribution when moving with the load (Liles, 1985; Alexander and Crutcher, 1990; Gardiner and Nelson, 1992). Sensorimotor territories of NS may also show differential firing as a result of cortical load effects, since it has been suggested that there are several parallel pathways of somatotopic input to NS (Alexander et al., 1986; Graybiel et al., 1994). Therefore, the difference in CoDs as a function of movement direction may be influenced by load, the movement direction itself, or both.

Pre-movement Activity and Regression Times as a Function of Reward Schedule

In general, PMA activity was well correlated with wrist movement variables. The average CoD of the whole NS neuronal population was >0.85 for each modality, movement direction, recording location, and rewarding schedule. During vibratory cued trials which follow withheld rewards, there is a shift in PMA onset toward MOS despite the fact that reaction times become shorter. Schultz and co-workers have demonstrated that leftward shifts in the onset of activity occur in the firing patterns of dopaminergic neurons when tasks become more predictable (Schultz et al., 1992, 1993). The corollary of this would be that if the process was reversed and task requirements become more unpredictable, rightward shifts in activity onsets might be observed as was indeed observed in this study. Similar shifts in PMA were seen by Kimura (1990) when the amount of prior task information about behavioral requirements was varied. In our task, shifts in reaction times and PMA onsets, as shown in Figure 6A, occur after withheld rewards (Kimura et al., 2003; Churchland et al., 2006; Hori et al., 2009). Despite these shifts, the onsets of PMA and ToCs are early enough to suggest that the activity of NS neurons may be associated with the initiation of wrist movements, as well as its execution (Graybiel, 1990; Romo et al., 1992; Nelson et al., 1996). The onset of PMA in NS occurred earlier than did PMA onset for somatosensory cortical neurons when monkeys performed the same task (unpublished observations).

Functional Consequences of Unpredictable Reward

The mechanisms contributing to sensorimotor integration in the NS, as perhaps indicated by PMA, are not completely understood. However, part of a mechanism necessary for the shaping of NS activity during the initiation and execution of motor behavior has been suggested to involve the dopaminergic (DA) modulation (Surmeier and Kitai, 1997). There are several relevant features of DA modulation. DA modulation is a dynamic process that, depending on the level of membrane depolarization, causes an increase in the NS neuron firing rate if the membrane is in an “up” state or a decrease in firing rate if the membrane is in the “down” state (Hernández-López et al., 1997).

According to Berns et al. (1997) the withholding of rewards may be considered to be a context violation which may be thought of as a breach in expectation. These authors suggest that ventral striatum becomes activated when contexts are violated by stimuli that appear unexpectedly. It is reasonable to assume that the absence of reward, when it is expected, is itself, an unexpected stimulus. Dopamine neurons become activated during unpredictable behavioral conditions, thereby providing contrast to previously fully predicted stimuli (Mirenowicz and Schultz, 1994). As a working hypothesis, we suggest that the dopamine system, through its projections to NS, may influence neuronal activity (Schultz and Romo, 1988; Pasquereau et al., 2007), resulting in an increase of covariant relationship between PMA neuronal activity and movement variables (Nelson et al., 1996). Moreover, learning theories suggest that the learning process is driven by the unpredictability of reward, and that little or no further learning takes place when reward is entirely predicted (see Schultz et al., 1997 for review). Dealing with unpredictable aspects of behavior seems to involve a higher order processing of information in basal ganglia and require multiple processing channels (Hoover and Strick, 1993).

The results presented in this work are consistent with the view that NS may provide an “interface” between sensorimotor, limbic and association subcortical territories and cortical areas involved in higher brain functions such as motivation, attention, and memory (Evarts and Wise, 1984; Schultz et al., 1997; Opris et al., 2011a,b, 2013; Santos et al., 2014). The complete understanding of these functions requires more experimental and theoretical work. However, it is likely that cerebral cortex and basal ganglia structures utilize different modular subsets at any given time during highly dynamic processing involved in sensorimotor integration (Evarts et al., 1984).

SUMMARY

When monkeys are rewarded pseudo-randomly (75% of the correct trials) in a task requiring either vibratory or visually-cued wrist movements, neostriatal PMA is tightly correlated with movement kinematics. There are two different modes of this activity-to-movement correlation. The correlation between neuronal activity and movement, during flexion trials but not extension trials, was higher in trials with certain rewards as compared to the trials with uncertain rewards. The improvement in the activity-to-movement correlation was accompanied by shifts in PMA onsets so that they occurred closer to movement onset and by shorter reaction times (Opris et al., 2011a). Thus, the changes in the predictability of behavioral requirements are reflected in the correlation between neostriatal PMA and the kinematics of wrist movements. These observations are consistent with the hypothesized modulation of neostriatal activity by the dopaminergic systems during certain vs. uncertain behavioral situations.
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Aiming at a better specification of the concept of “control” in brain-computer-interfaces (BCIs) and neurofeedback (NF) research, we propose to distinguish “self-control of brain activity” from the broader concept of “BCI control”, since the first describes a neurocognitive phenomenon and is only one of the many components of “BCI control”. Based on this distinction, we developed a framework based on dual-processes theory that describes the cognitive determinants of self-control of brain activity as the interplay of automatic vs. controlled information processing. Further, we distinguish between cognitive processes that are necessary and sufficient to achieve a given level of self-control of brain activity and those which are not. We discuss that those cognitive processes which are not necessary for the learning process can hamper self-control because they cannot be completely turned-off at any time. This framework aims at a comprehensive description of the cognitive determinants of the acquisition of self-control of brain activity underlying those classes of BCI which require the user to achieve regulation of brain activity as well as NF learning.
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INTRODUCTION

Brain computer interfaces (BCIs) make possible the direct communication pathway between the brain and an external device. BCIs are often directed at assisting, augmenting, or repairing human cognitive or sensory-motor functions. Individuals learn how to induce certain patterns of brain activity, which can be detected and transcoded into some form of action or feedback in the external device. One special case of BCI is neurofeedback (NF), in which the aim is not to control an external device but rather to use external feedback to modulate specific aspects of physiological signal intrinsic to the brain. Both human and nonhuman animals are able to learn to use BCI/NF with a short amount of training (Sterman, 1977; Nicolelis and Lebedev, 2009; Phillippens and Vanwersch, 2010).

Generally, the term “BCI control” has been used interchangeably to refer to two different processes. On the one side, “BCI control” refers to the ability to control an external device and can be seen mainly as a complex problem of neuroengineering (Donoghue, 2008). This definition simultaneously involves neuro-bio-psychological, data analytical and ergonomical aspects (see Kübler et al., 2011). On the other side, “BCI control” may refer to the much more specific ability of an individual to control some aspects of his/her own brain activity (Hinterberger et al., 2003; Halder et al., 2011), which is clearly a neurocognitive topic that is central but not restricted to BCI/NF. Broadly speaking, not only BCI/NF but many other processes such as meditation techniques (Tang et al., 2014), emotion regulation (Thayer and Lane, 2000) and even psychotherapy (Beauregard, 2007) also induce some form of self-control of brain activity. Since the definition of “BCI control” from either a neuroengineering perspective or from a neurocognitive perspective fundamentally differs, it is necessary to disentangle both views. The topic of the present article is “BCI control” as self-regulation of neuronal activity and, for the sake of transparency, it will be called hereafter “self-control of brain activity”.

With the aim of better understanding BCI/NF learning, the first step to characterize “self-control of brain activity” is to specify the cognitive mechanisms responsible for learning control. The more popular models of BCI/NF discuss “operant conditioning” and a “motor skill learning” as these mechanisms (Hammer et al., 2012). However, many studies indicate that other cognitive mechanisms such as locus of control towards technology (Burde and Blankertz, 2006; Ninaus et al., 2013; Witte et al., 2013), aptitude towards BCI (Hammer et al., 2012; Halder et al., 2013), motivation (Kleih et al., 2010) and spontaneous strategies (Kober et al., 2013) also influence BCI or NF learning. As a consequence, these predictors may either constitute a secondary correlate of self-control of brain activity or may represent key cognitive processes in addition to conditioning and skill learning. Given the high variety of cognitive and emotional processes apparently associated with self-control of brain activity and BCI learning, it is particularly useful to define a simple but comprehensible framework to evaluate the common and unique contributions of each one of these processes.

A dual-processes theory has been related to BCI/NF learning (Lacroix, 1986; Hammer et al., 2012). In the following, we shortly point out how this theory can be employed to better understand how the processes mentioned above might determine self-control of brain activity.

TWO TYPES OF MENTAL ACTIVITY

The dual-processes theory categorizes the whole mental activity into two main types of processing: more automatic and capacity-free processes (i.e., type I processes) vs. more controlled and capacity-limited processes (i.e., type II processes). Type I processes reflect the automatic, capacity-free, effortless and context-specific information processing such as for instance trying to open the office door with the home key because one has been thinking about dinner. Moreover, type I processes are usually unconscious and difficult to control by self-instruction. Type II processes reflect the activity of a supervisory attention system, specialized in monitoring and regulating the activity in other cognitive systems (Shallice and Cooper, 2011). Type II processes are usually in the center of our focus of attention (but see Horga and Maia, 2012 for an exception), are regulated mainly by self-instruction and are fundamental for executive functions and metacognitive abilities (Bewick et al., 1995). Accordingly, control beliefs are much more related to the function of the type II processes while the heuristics regulating most of our cognitive activity and behavior are type I processes.

A central aspect of the dual-processes theory is that both automatic and controlled processes have control of behavior as well as of different aspects of cognition (Alos Ferrer, 2013) but both learn from and react to different aspects of the task at hand. Automatic systems learn only through cumulative reward while controlled systems are more flexible, context-oriented and learn fast from instructions. It is beyond the scope of this perspective article to review every single manifestation of automatic vs. controlled processing to each one of the predictors of self-control of brain activity. Instead, we present one example regarding motivation, which may suffice to make our point: motivation consists of a more controlled component called intrinsic motivation, which is highly sensitive to self-instruction and self-efficacy beliefs, and a more automatic component called extrinsic motivation, which is more sensitive to the current amount of reward received (Ryan and Deci, 2000). Accordingly, as long as some reward can be obtained during BCI/NF learning, automatic processing will predominate. Controlled processing will be engaged when negative feedback predominates over longer periods of time and will have a larger impact, if the participant shows high levels of intrinsic motivation. In summary, dual-process models such as Lacroix (1986) make clear that self-regulation is not a unitary process but rather the result of the conjoint action of type I and type II processes.

A FRAMEWORK OF SELF-CONTROL OF BRAIN ACTIVITY

Automatic and controlled processes determine self-control of brain activity in very different ways. Even more, not every cognitive process is necessary and sufficient to perform a specific BCI/NF task, but instead a small subset may play a key role. The remaining mental activity -that is neither necessary nor sufficient for a specific BCI/NF task -will act on BCI/NF learning in one of two ways: firstly, this activity can interfere with the learning process, if it hampers self-control of the specific aspect of brain activity being targeted in a specific BCI/NF task. Secondly, activations can promote the learning process indirectly, if they do not interfere with the activity in that small subset of both automatic and controlled processes necessary and sufficient to perform the BCI/NF task at hand. Although in some BCI classes such as those employing electrocorticogram or other kinds of stable and specific brain signals such as SSVEP the influence of unspecific processes signal is barely important, cognitive BCIs (Astrand et al., 2014) or BCI classes based on cognitive tasks such as mental calculation and motor imagery (Halder et al., 2011; Hammer et al., 2012) should be more subjected to the effects of different forms of self-control over brain activity. Based on the differentiation between automatic vs. controlled processing as well as necessary vs. unnecessary processes, we define a framework of self-control of brain activity.

We start with the automatic and controlled processes both necessary and sufficient to perform BCI/NF tasks: both are subsumed under local control network. The more the feedback provided by BCI/NF reflects the activity in these networks, the more efficient is the learning process. The role of automatic and controlled processes in the local control network is complementary: automatic processes are driven directly by the amount and quality of feedback obtained whereas controlled processes are driven by the verbalizations and self-instruction (Lacroix, 1986), that are largely under conscious control of the individual and subjected to beliefs and expectations. While automatic learning is very insensitive to verbal instructions and only takes place when some pattern of reaction is systematically rewarded, controlled processes are mainly driven by direct verbal instructions. Efficient BCI/NF learning reflects the timely combination of both processes depending on the present learning rates: when a steep learning curve is forming, automatic processes take the lead, when the learning curve temporarily flattens, controlled processes correct the course by means of self-instruction (Lacroix, 1986). The optimal level of self-control of brain activity in the local control network is achieved under two main conditions: (i) avoidance of irrelevant associations between internal states and external reward; and (ii) staying engaged and focused on the task at hand without distractions. As we will discuss below, condition (i) can be achieved when activity in the organismic control network is reduced to a minimum and condition (ii), when the central control network frees the most of its limited resources for the local control network.

We define a framework of three concentric circles (Figure 1) representing three sources of self-control. First, the outmost and thus most unspecific level of response to feedback reflects basically automatic processes. Second, the middle circle depicts central control networks performing controlled processing. Finally, in the innermost level, we describe networks responding specifically to the BCI/NF learning protocol. This local control relies on both automatic and controlled processes.


[image: image]

FIGURE 1. A schema of different types of self-control of the brain activity. Specific cognitive processes such as for instance motivation, mood, attention and executive functions are represented by black dots. Black arrows connecting the dots represent the interactions between the different cognitive functions. Two dots are depicted over the domain of organismic control network to illustrate that these processes are largely independent from one another. The contribution of the three types of self-control to physiological signals is represented by the dashed lines linking the specific cognitive processes to the physiological signals being recorded for BCI/NF learning.



We define those automatic processes unnecessary to perform a given BCI/NF task as the organismic control network. We call them organismic control because it reflects the activity of the thousands of automatic and unconscious mental processes regulating the largest part of cognitive activity (Dijksterhuis and Nordgren, 2006). The interference of these processes is high when unnecessary automatic reactions to feedback are triggered, which compete with the learning process taking place in the local control network. Rumination, for instance, describes the intrusion of negative feelings about past experiences in the stream of thoughts and emerges primarily during relaxation (Nolen-Hoeksema et al., 2008). The intrusion of ruminative thoughts is an example of the negative impact of the organismic control network on self-control of brain activity during BCI/NF learning. Cognitive processes subsumed under organismic control network are not easily influenced by direct instructions and mostly not even conscious to the participant. Therefore, it may be very important to monitor any signs of negative influences originating in organismic control networks. This unwanted activity should be fed back in a timely manner during training. As a consequence, processes like increased anxiety or intrusive thoughts are accessible to BCI/NF users and can trigger appropriate learning mechanisms capable to control or suppress these processes.

Finally, we define the central control network as those controlled processes not strictly necessary to perform a given BCI/NF task. Controlled processes have limited capacity, so that every bit of irrelevant information being employed in the central control network will be missed by the local control network. The negative impact of central control network is high when improper strategies, self-instruction, over-instruction or excessive attention to the self (Leary et al., 2006) withdraw resources from the local control network and hamper the regulation of the learning process in a similar way as a dual-task (Logan and Gordon, 2001) drains resources. In contrast to the organismic control network, controlled processing is largely under conscious control and can be modulated directly by instructions (Dijksterhuis and Nordgren, 2006).

In summary, the aim of any BCI/NF learning is to magnify the signal produced by local control networks and suppress as much as possible the activity elsewhere. To do that, it is in our view necessary to take into consideration the specificities of two types of cognitive activity subsumed under organismic control networks and central control networks, since they imply very different learning mechanisms sensitive to different types of cues and reward. On the one side, participants should learn to decouple irrelevant from those relevant automatic processes. One way to achieve this is to monitor the automatic processes regulating for instance negative emotional reactions and anxiety as well as with a more selective schedule of reward and punishment. On the other side, participants should learn to use the central control networks to suppress irrelevant cognitive activity operating under conscious control such as excessive attention to the self (Leary et al., 2006). This can be achieved by direct instruction or self-instruction. Once this balance is achieved, the outcome of BCI/NF learning should be improved. Among many other possibilities, one simple experiment to investigate how the suppression of irrelevant cognitive activity could improve BCI/NF learning would involve the monitoring of inner speech (Perrone-Bertolotti et al., 2014). Extra feedback requiring focus on the concrete task is presented when an increase in the levels of inner speech is detected in combination with a local flattening of the learning curve. As suggested by Leary et al. (2006), this extra feedback should help to reduce excessive attention to the self and improve learning.

FINAL REMARKS

We propose that self-regulation of brain activity should be distinguished from the more general process of “BCI learning”, since the latter one is more of a neuroengineering problem whereas the former is mainly a neurocognitive problem. To better understand how self-regulation of brain activity works, we propose to look at the cognitive predictors of BCI/NF performance from the point of view of a framework which organizes them according to the main type of cognitive processing required: more automatic or more controlled processing. Further on, we distinguish between cognitive resources necessary and sufficient for BCI/NF learning and other cognitive processes, which should be suppressed or down-regulated to improve learning. Finally, we argue that our framework can be very useful to optimize BCI learning, since it predicts the most suitable tools to modulate the activation generated by automatic and controlled cognitive processes.
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Recent neuroimaging studies state that meditation increases regional cerebral blood flow (rCBF) in the prefrontal cortex (PFC). The present study employed functional near infrared spectroscopy (fNIRS) to evaluate the relative hemodynamic changes in PFC during a cognitive task. Twenty-two healthy male volunteers with ages between 18 and 30 years (group mean age ± SD; 22.9 ± 4.6 years) performed a color-word stroop task before and after 20 min of meditation and random thinking. Repeated measures ANOVA was performed followed by a post hoc analysis with Bonferroni adjustment for multiple comparisons between the mean values of “During” and “Post” with “Pre” state. During meditation there was an increased in oxy-hemoglobin (ΔHbO) and total hemoglobin (ΔTHC) concentration with reduced deoxy-hemoglobin (ΔHbR) concentration over the right prefrontal cortex (rPFC), whereas in random thinking there was increased ΔHbR with reduced total hemoglobin concentration on the rPFC. The mean reaction time (RT) was shorter during stroop color word task with concomitant reduction in ΔTHC after meditation, suggestive of improved performance and efficiency in task related to attention. Our findings demonstrated that meditation increased cerebral oxygenation and enhanced performance, which was associated with activation of the PFC.

Keywords: meditation, attention task, Stroop task, fNIRS, cerebral blood flow

INTRODUCTION

Meditation is a complex mental process that aims to calm the fluctuations of the mind and improve cognitive functions. Several meditation techniques from diverse traditions (e.g., Transcendental meditation, Buddhists, Zen, Yoga, Vipassana, Brahmakumari, Mindfulness-based stress reduction (MBSR) etc.,) demonstrated that regular practice of meditation develops awareness to the contents of subjective experience, including thoughts, sensations, intentions, and emotions (Saggar et al., 2012). It is considered as a voluntary means of mental training to achieve greater control of higher mental functions. Traditional yoga texts like Patanjali’s Yoga Sutras (the Sage Patanjali’, Circa 900 B.C.) and Bhagavad Gita (Circa 400–600 B.C.) very well describe the connection between meditation and mental modifications. Traditionally, two states of meditation have been described, viz., (i) focused meditation (dharana in Sanskrit, Patanjali’s Yoga Sutras, Chapter III, Verse 1), and this state is supposed to lead to the next stage of effortless mental expansion i.e., (iii) meditation (dhyana in Sanskrit; Patanjali’s Yoga Sutras, Chapter III, Verse 2). When not in meditation, it is said that the mind may be in two other states (Telles et al., 2012). These are (i) random thinking (cancalata in Sanskrit; Bhagavad Gita, chapter VI, verse 34); and (ii) non-meditative focused thinking (ekagrata in Sanskrit; Bhagavad Gita, chapter VI, verse 12) (Telles et al., 2014).

In recent years, there have been a number of neuroimaging studies showing that meditation improves cognitive performance as signified by behavioral and neurophysiological measures (Tang et al., 2007; Lutz et al., 2009). Previous studies have shown that the practice of meditation enhances behavioral performance viz., perceptual discrimination and sustained attention during visual discrimination task (MacLean et al., 2010). Meditation practice develops the ability to engage the attention onto an object for extended periods of time (Carter et al., 2005; Jha et al., 2007; Lutz et al., 2008). It improves the control over the distribution of limited brain resources in the temporal domain, as measured by the attentional blink task (van Leeuwen et al., 2009; Slagter et al., 2011). Long term meditation practice has been found to enhance cognitive performance (Cahn and Polich, 2006), attentional focus, alerting (Jha et al., 2007), processing speed (Lutz et al., 2009; Slagter et al., 2009), and overall information processing (van Vugt and Jha, 2011). In a study, Buddhist meditation practitioners showed mindfulness meditation was positively correlated with sustained attention, when compared to non-meditation practitioners (Moore and Malinowski, 2009). Improvements in sustained attention and attentional error monitoring demonstrated a positive correlation with increased activation in executive attention networks in meditators (Short et al., 2010). Other studies have shown that meditation is associated with improved conflict scores on the attention network test (Tang et al., 2007), reduced interference (Chan and Woollacott, 2007) and enhanced attentional performance during the stroop task compared to meditation-naïve control group (Moore and Malinowski, 2009). These studies provide significant evidence of meditation promoting the higher-order cognitive processing (Zeidan et al., 2010), particularly, the features of conflict monitoring and cognitive control processes.

The stroop task is one of the most frequently used models of the conflict processing (Szűcs et al., 2012) in cognitive neuroscience. Stroop color word task performance evaluates flexibility in the purview of cognitive processes and behavior which requires both attention and impulse control. The simultaneous presentation of the prime color and a written word stimulus will either facilitate (when the color and word stimuli are congruent, e.g., “b-l-u-e” written in the color blue) or interfere (the incongruent stroop trial, e.g., “blue” written in red) with color naming (MacLeod, 1991; Peterson et al., 1999). Previous studies on stroop test have consistently shown that responses in naming the ink color of incongruent color word are much slower than in naming the ink color of neutral (Zysset et al., 2007), and responses are often, but not always, faster when color and word are congruent than in the neutral condition. It supports the hypothesis that, both the task relevant and task irrelevant dimensions of stroop task activate the same response in the congruent condition, in contrast, these dimensions stimulate opposing response tendencies in the incongruent condition (Morton and Chambers, 1973; Posner and Snyder, 1975; Szűcs et al., 2012).

Recent studies reported that regular practice of meditation may alter brain structure and function related to attention (Lazar et al., 2005; Holzel et al., 2011; Kozasa et al., 2012). A study on 20 experienced participants of extensive Insight meditation, that involves focused attention to internal experiences, reported increased cortical thickness in prefrontal cortex (PFC) and right anterior insula associated with attention, interoception and sensory processing in meditation participants compared with matched controls (Lazar et al., 2005).

In order to examine neuronal activity and hemodynamic changes in the brain regions during meditation, the application of different neuroimaging techniques (viz., fMRI and MEG) would be beneficial. The neuronal activity during meditation has been reported in several electroencephalography (EEG) and magnetoencephalography (MEG) studies. Experienced meditators showed an increased EEG power in lower frequency bands (theta, delta and alpha) (Kubota et al., 2001; Takahashi et al., 2005) compared to controls. An EEG study on Transcendental Meditation, showed intermittent prominent bursts of frontally dominant theta activity at an average maximal amplitude of 135 µV in 21 practitioners (Hebert and Lehmann, 1977). Zen meditators showed fast theta and slow alpha power during meditation (Takahashi et al., 2005) demonstrating enhanced automatic memory and reduction in conceptual thinking following meditation (Faber et al., 2014). In a single MEG study on twelve long term Buddhist meditators were assessed in two distinct types of self-awareness, i.e., “narrative” and “minimal” in mindfulness-induced selflessness awareness (Dor-Ziderman et al., 2013). It was found that there was a reduction in gamma band (60–80 Hz) power in frontal, and medial prefrontal areas, and reduced beta band (13–25 Hz) power in ventral medial prefrontal, medial posterior and lateral parietal regions (Dor-Ziderman et al., 2013) and right inferior parietal lobules. These studies are consistent with fMRI and NIRS findings. Functional magnetic resonance imaging (fMRI) poses several challenges such as high sensitivity to participant’s motion, a loud, restrictive environment, low temporal resolution, and relatively high cost (Cui et al., 2011). Some of these challenges are overcome with new optical imaging technique: NIRS measure’s changes in oxy-hemoglobin and deoxy-hemoglobin (ΔHbO and ΔHbR) concentration changes from the cortical surface and less invasive and expensive than fMRI (Bunce et al., 2006). Functional near infrared spectroscopy (fNIRS) is a compact and portable optical technique to monitor hemodynamics of the brain in real time (Son and Yazici, 2006; Lin et al., 2009).

Brain hemodynamic responses during meditation, i.e., ΔHbO, ΔHbR and total hemoglobin changes (ΔTHC) are in its infancy. In fact, there is only one study that assessed deoxyhemoglobin changes with a single wavelength probe placed over the left PFC during Qigong meditation (Cheng et al., 2010). Practitioners showed decrease in deoxy-hemoglobin and increase in oxy-hemoglobin concentration that suggest, meditation lead to left prefrontal activation during meditation.

With this background, the present study was designed to assess the bilateral prefrontal hemodynamic responses in meditation and random thinking. Additionally, we investigated the hemodynamic changes and performance during a stroop color word task before and after meditation and random thinking. Since, stroop color word task is known to measure attention, interference, processing speed, and executive attention, we expected that this task to be the most sensitive to the effects of meditation.

MATERIALS AND METHODS

PARTICIPANTS

A total of 25 right handed healthy male participants with ages ranging from 19 and 30 years (Mean, SD; 23.4 ± 3.7 years) were recruited from S-VYASA (a Yoga University), South India. All participants had a minimum of 12-month experience in meditation (group average experience ± S.D., 15.6 ± 14.2 months) on the Sanskrit syllable “OM”. Three participants were excluded from the study because of large motion artifacts in the signals due to head movements or because of failure in probe placement due to obstruction by hair (Taga et al., 2003; Minagawa-Kawai et al., 2011). Thus, only data from 22 participants (mean age 22.9 ± 4.6 years) were included in the final analysis. Participants fulfilling the following criteria were included in the study: (i) the participants with at least 12 months of meditation experience; (ii) male participants alone were studied as cognitive abilities and cerebral blood flow (Brackley et al., 1999) have been shown to fluctuate which the phases of menstrual cycle (Yadav et al., 2002); and (iii) no history of smoking; and (iv) normal health on a routine clinical examination. Participants with following criteria were excluded from the study: (i) persons on any medication or herbal remedy; (ii) participants having clinical evidence of medical, neuropsychological, or drug abuse that would potentially alter cerebral blood flow (Liddle et al., 1992; Newberg et al., 2010a,b; Goldstein and Volkow, 2011); and (iii) any visual deficit; and (iv) any cognitive impairment. None of the potential participants were involved in any other ongoing research activity. The characteristics of participants are given in Table 1.

Table 1. Characteristics of 22 participants.

[image: image]

The study was approved by the Institutional Ethics Committee of S-VYASA, a Yoga University (No.-RES/IEC-S-VYASA/11/2011). The study protocol, nature of the experiments and the operating mode of the instrument was explained to the subjects before obtaining signed informed consent.

DESIGN

The protocol utilized in the present study consisted of two sessions i.e., random thinking (cancalata) and meditation (dhyana), and eight States (Pre, Stroop_Pre, During (D1-D4 each of 5 min), Stroop_Post, and Post). Each participant was assessed for both the meditation and control session on two separate consecutive days. The sessions were randomized online with randomization software.1 During the acquisition and analysis of data, researcher was blinded to the session of the individual. The total duration of the each session was 60 min: Pre (5 min), Stroop_Pre (15 min), During (20 min), Stroop_Post (15 min), and Post (5 min). The schematic presentation of the design has been given in Figure 1.
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FIGURE 1. Schematic representation of the study design. Note: Sessions were modified for each participant D1: During 1; D2: During 2; D3: During 3; D4: During 4.



Apart from their prior experience of meditation on “OM”, all participants were given a 3 month orientation, 5 days a week under the guidance of an experienced meditation teacher. The purpose of this orientation was for to ensure uniformity among all practitioners based on specific instructions.

INTERVENTIONS

Each participant sat cross-legged with eyes closed and followed pre-recorded instructions throughout meditation and random thinking sessions. An emphasis was placed on slowly, practice with awareness of physical and mental sensations, and relaxation. The duration of each session was 20 min between 06:00 to 06:30 h conducted 5 days a week. The theoretical aspects of the meditation were detailed by the meditation teacher on the first day. Following this, the practice of each session began with pre-recorded instructions. The practice of meditation was evaluated based on their self-reporting and by consultations with the meditation teacher. The two phases—random thinking (Rand) and meditative defocusing were as follows:


1.   Random thinking:

       Participants were asked to listen a compiled audio CD consisting of brief periods of random conversation, announcements, various advertisements and non-connected talks recorded from a local radio station transmission and allow their thoughts to wander freely. All these non-connected conversations could induce the state of random thinking.

2.   Meditative de-focusing or effortless meditation:

       In effortless meditation session, each participant was instructed to dwell effortlessly on thoughts of “OM”, particularly on the subtle (rather than physical) attributes and connotations of the syllable with closed eyes. This involved combined mental chanting with effortless defocusing on syllable “OM”. This gradually allowed the participants to experience brief periods of silence, which they reported after the session.



ASSESSMENTS PROCEDURE

Laboratory environment

All Participants were assessed in a sound and light dampening Faraday cage. Participants’ were monitored using a closed circuit television outside the cabin to detect if they moved or fell asleep during a session. During the session, instructions were passed through a two-way intercom, so that participants could remain uninterrupted. The recording room temperature was maintained at 24.0 ± 1.0°C with 56 percent average humidity during the conduct of experiments. The background noise level was 26 dB of the acoustically shielded chamber. For each participant, the data acquisition session lasted 60 min.

Functional near infrared spectroscopy (fNIRS)

A 16-channel continuous wave fNIRS imager system (FNIR1000-ACK-W, BIOPAC Systems, Inc., U.S.A) was employed to map changes in ΔHbO, ΔHbR and ΔTHC over bilateral PFC. The system consisted of a flexible probe to match contour of the human forehead (see Figure 2). The probe embedded with four LED diodes as light sources (at λ1 = 730 nm, λ2 = 830 nm, λ3 = 850 nm) and ten photodiodes as detectors that were symmetrically arranged in an area of 3.5 × 14 cm2, conducing to 16 nearest source—detector (i.e., channels) at 2.5 cm separation displayed in Figure 3. A source-detector distance provides a penetration depth of 1.25 cm (León-Carrion et al., 2008; Kim et al., 2010; Leon-Dominguez et al., 2014). The description of the probe setting is detailed in earlier studies (Krawczyk, 2002; Izzetoglu et al., 2005; Leon-Dominguez et al., 2014). During the experiment, the probe was firmly held with a velcro band on the forehead, and stretched from hairline to eyebrow in a sagittal direction and from ear to ear in axial direction (Tian et al., 2009). The probes were positioned bilaterally on forehead, over the left and right frontal poles, a part of dorsolateral PFC, and a portion of the ventrolateral PFC. Regional cerebral blood flow (rCBF), ΔHbO, ΔHbR, and ΔTHC for each hemisphere were updated every 0.5 s. The four LEDs flashed in sequence; the reflected light from the brain as detected with the nearest photodiodes of each LED and converted into digital signals using an analog-digital converter (ADC) card in the control box. The digital data were sent to the laptop though a serial port. The sampling rate was 3 Hz across all 16 channels. The principles of measurement were based on the modified Beer-Lambert law for highly scattering media (Plichta et al., 2006) that agrees assessing changes in ΔHbO and ΔHbR at a certain measured point (Hoshi and Tamura, 1993). Increases in ΔHbO and corresponding decrease in ΔHbR can be interpreted as a sign of functional brain activation.
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FIGURE 2. The complete setup employed is herein presented. The fNIRS sensor is displayed with 4 light sources and 10 detectors (top) and 16 optode (channel) measurement locations registered on the sensor.




[image: image]

FIGURE 3. The 16 fNIRS optode (channel) measurement locations registered on the brain surface image are presented.



Stroop color word task

Subjects were seated comfortably on a reclining chair in a Faraday cage, facing a 21 inch LCD monitor placed at a distance of 70 cm from their eyes. Participants were required to focus on the center of the screen which was guided by a fixation object “+” followed by stimuli. Participants did a modified multiple-trial stroop task and were confronted with neutral, congruent, and incongruent stimuli on a black background using E-Prime 2.0.8.90 (Psychological Software Tools, Inc., Pittsburgh, PA, USA). The stroop color word task consisted of red, green and blue colored boxes and the corresponding written words “RED”, “BLUE” and “GREEN”. The color was presented as color square (4.5 × 4.5 cm) boxes on a black background. The duration of the presented square boxes and words was 500 ms each. Congruent trials comprised of square color boxes followed by words describing the color of the box written in the same color (e.g., the BLUE square box and the printed word “BLUE” in blue ink); incongruent trials comprised of words describing the color of the box written in a color other than that of the box (e.g., the RED square box and word RED written in blue ink); neutral trials comprised words written in white (e.g., the BLUE square box and word BLUE printed in white ink). Participants were instructed to reply as speedily and accurately as possible to the name of the color word (while ignoring the color itself) consistent to the color of the Box with a button press of the response key using the thumb of their right hand. To increase the potency of the conflict stimulus, 20% of trials were congruent (approximately 45 trials), 20% were incongruent (approximately 45 trials) and 50% were neutral (90 trials). The duration of the stimulus was 500 ms, with a variable interstimulus interval (ISI) of 1000–2500 ms the experimental steps are illustrated in Figure 4.
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FIGURE 4. Experimental steps of Color word Stroop Task.



Data acquisition

The participants were assessed in two separate sessions i.e., random thinking and meditation while recording hemodynamic activity on the PFC using 16-channel continuous wave fNIRS system. On the preceding day and on the day of the recording, participants were asked to avoid tea and coffee which are known to influence cognitive performance (Nehlig, 2010) and cerebral blood flow (Addicott et al., 2009). Where this was unavoidable the session was engaged on another day. The participants wore a flexible sensor pad over prefrontal region and covered with a black cloth. The probable artifacts such as heart rate pulsation, respiration and high frequency noise in raw data, which may possibly be induced by autonomic arousal caused during stroop task, was eliminated with pre designed finite impulse response (FIR) filters based on type, order, window function and cut-off frequency. For the present study, raw data were acquired from the probe, which is pre-filtered by two filters and processed in the data processing unit using COBI filter module. The first filter is a 10th order low-pass filter with cutoff frequency of 0.1 Hz with Blackman window. The second filter is a 20th order low-pass, with the normalized cut-off frequency of 0.1 Hz which uses a Hamming window. The filtered data were averaged according to the tasks and conditions for further statistical analysis.

Data analysis

The hemodynamic responses of bilateral PFC were recorded and data were averaged according to the task condition (pre, stroop_pre, during, stroop_post and post). Statistical analysis has been carried out on these differential values. Filtered data were tested with Kolmogorov-Smirnov test for normality. Repeated measures analysis of variance (RM-ANOVA) was used because the same individuals were assessed in repeated sessions on two separate days (i.e., random thinking and meditation). RM-ANOVA was performed with three “within subjects” factors, i.e., Factor 1: Sessions (random thinking and meditation); Factor 2: PFC (right and left). Factor 3: States (“Pre”, “Stroop_Pre”, “During” (D1 to D4), “Stroop_Post” and “Post”). The repeated measures ANOVAs were carried out for concentration changes of oxygenated and deoxygenated hemoglobin and total hemoglobin change (ΔHbO, ΔHbR and ΔTHbC) across the right and left PFC. This was followed by a post hoc analysis with Bonferroni adjustment for multiple comparisons between the mean values of different states (“During” and “Post”) and all comparisons were made with the respective “Pre” state.

Moreover, for analysis of stroop task we compared the mean reaction time (ms) of neutral, congruent and incongruent conditions and hemodynamic responses of stroop color word task before and after the sessions (random thinking and meditation). The results were averaged for each side of PFC (right and left), parameter and subject separately to compare between different conditions and sessions. A repeated measures ANOVA was carried for multiple comparisons following Bonferroni adjustment. Statistical analyses were carried out using the Statistical software SPSS version 20.0 (SPSS Inc., Chicago, USA). The alpha level was set at p < 0.05. The effect size (d) defined by Cohen (1988), as the mean change score divided by the standard deviation of change, calculated for further statistical analysis.

RESULTS

BEHAVIORAL RESULTS

Reaction times (RTs) were computed solely from the correctly answered trials. With respect to RT, a repeated—measures 3 way ANOVA with Sessions (random thinking and meditation) × States (“Stroop_Pre”, “Stroop_Post”) × Conditions (neutral vs. congruent vs. incongruent). Repeated measures ANOVA demonstrated a significant main effect for Sessions (F(1,21) = 4.862, p = 0.039, η2p = 0.188); Conditions (F(2,42) = 24.12, p < 0.001, η2p = 0.535); States (F(1,21) = 6.696, p < 0.023, η2p = 0.242), and the significant interaction between Sessions × States (F(1,21) = 45.36, p < 0.001, η2p = 0.684).

Post hoc analysis revealed that there was a significant improvement in cognitive performance after meditation in all three conditions (neutral, congruent and incongruent) compared to random thinking session given in Table 1. The RTs differed in all the conditions (neutral vs. congruent vs. incongruent) in both the sessions. These findings verify that our attentional manipulation was indeed effective.

The RTs were compared using two-tailed paired sample t-test, revealed significant differences among all three conditions (neutral, congruent and incongruent) in two different sessions (meditation and random thinking). In random thinking session, there were significant differences in neutral vs. congruent: t(21) = −3.86, p = 0.001; congruent vs. incongruent: t(21) = −2.31, p = 0.031; neutral vs. incongruent: t(21)= −5.92, p < 0.001 whereas in meditation session, there was a significant difference in neutral—congruent: t(21) = −4.47, p < 0.001; congruent—incongruent: t(21) = −1.85, p > 0.05 (NS); neutral—incongruent: t(21) = −6.148, p < 0.001. The mean RTs were significantly shorter in the neutral (p = 0.002), congruent (p < 001) and incongruent (p < 0.003) conditions after meditation session whereas after the random thinking session, mean RTs were delayed in the neutral (p = 0.034) and incongruent (p = 0.008) conditions. The average RTs for neutral, congruent, and incongruent trials of the stroop color word task are given in Table 2. Subjects made negligible errors during the color word matching stroop task. For error rates, we did not make any statistical test, since their distributions are clearly not Gaussian. However, it can be supposed that interference effect also reveals itself in error rates. In summary, behavioral results of the stroop color word task are in accordance with the literature, as demonstrated by a clear interference effect in the participants for meditation and random thinking sessions.

Table 2. Group mean values ± S.D. of the reaction time scores (ms) of Stroop color word Task.
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HEMODYNAMIC RESPONSES IN STROOP COLOR WORD TASK

In the present study, the 16 channel fNIRS device provided a set of time series recorded over the PFC. The locations of the probed regions are shown in Figure 2. The order of the channels is from left to right, i.e., “1” is on the left and “16” is on the right as depicted in Figure 3. Analysis of hemoglobin signals i.e., ΔHbO or ΔHbR is still a controversial issue, specifically which hemoglobin signal is more reliably associated with brain activity still remain unclear (Schroeter et al., 2002). In this study, we have utilized three wavelengths (i.e.,750, 803 and 850 nm). This combination is suitable only for detecting ΔHbO signal. Therefore we used ΔHbO, ΔHbR and ΔTHC signals for statistical analysis. The groups mean values ± S.D. for the ΔHbO, ΔHbR and ΔTHC in stroop task and the two sessions (random thinking and meditation) in “Pre”, “During” and “Post” states are given in Table 3.

Table 3. Group mean values ± S.D. of the oxyhemoglobin (ΔHbO), deoxyhemoglobin (ΔHbR) and total hemoglobin change (ΔTHC) of Stroop color word task before, during and after random thinking (rand) and meditation (Med).
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For ΔHbO, the repeated—measures ANOVA for Sessions (Random thinking and Meditation) × PFC (Left and Right) × States (“Stroop_Pre”, “Stroop_Post”) revealed no significant main effect for Sessions, States and PFC. There was a significant interaction between PFC × States (F(1,175) = 9.87, p < 0.01, η2p = 0.053); Sessions × PFC × States (F(1,175) = 3.17, p < 0.01, η2p = 0.040).

For ΔHbR, the repeated—measures ANOVA demonstrated significant main effect for Sessions (F(1,175) = 9.99, p < 0.01, η2p = 0.054); PFC (F(1,175) = 4.57, p < 0.05, η2p = 0.025). Also, there was a significant interaction between Sessions × PFC (F = 5.11, p < 0.05, η2p = 0.028); Sessions × States (F(1,175) = 22.13, p < 0.001, η2p = 0.112); Sessions × PFC × States (F(1,175) = 9.81, p < 0.01, η2p = 0.053).

For total hemoglobin (ΔTHC), the repeated—measures ANOVA revealed that there was a significant main effect for PFC (F(1,175) = 9.71, p < 0.01, η2p = 0.053), and the significant interaction between Sessions × PFC (F(1,175) = 5.33, p < 0.01, η2p = 0.03); Sessions × States (F(1,175) = 19.87, p < 0.001, η2p = 0.102); PFC × States (F(1,175) = 5.96, p < 0.05, η2p = 0.033); Sessions × PFC × States (F(1,175) = 14.20, p < 0.001, 0.075).

The post hoc analysis with Bonferroni corrections demonstrated forehead hemodynamic responses during stroop task related to random thinking and meditation sessions are given in Table 3. The results demonstrated a significant decrease in the concentration of ΔHbO in left PFC (p = 0.016) and in the right PFC (p = 0.032) after random thinking session during stroop color word task, whereas, there was a significant improvement in ΔHbO in left PFC (p = 0.006) and right PFC (p = 0.046) following the meditation session.

From the above observations, it can be concluded that meditation enhances bilaterally activation of the anterior PFC and consequently, a stronger increase of oxygenation and cerebral blood flow during stroop task at the right PFC due to interference reduction.

HEMODYNAMICS RESPONSES IN MEDITATION AND RANDOM THINKING

For ΔHbO, the repeated—measures ANOVA for Sessions (Random thinking and Meditation) × PFC (Left and Right) × States (Pre Stroop_Pre, D1-D4, Stroop_Post, Post) demonstrated a significant main effects for States (F(7,1225) = 5.23, p < 0.001, η2p = 0.029). There was a significant interaction between the PFC × States (F(7,1225) = 2.42, p < 0.001, η2p = 0.014); Sessions × Hemispheres × States (F(7,1225) = 7.32, p < 0.05, η2p = 0.040).

For ΔHbO, the repeated—measures ANOVA showed there was a significant main effect for Sessions (F(1,175) = 12.20, p < 0.001, η2p = 0.065); PFC (F(1,175) = 7.89, p < 0.01, η2p = 0.043) and States (F(7,1225) = 3.55, p < 0.001, η2p = 0.019). There was a significant interaction between the Sessions × PFC (F(1,175) = 4.13, p < 0.001, η2p = 0.023); Sessions × States (F(7,1225) = 9.99, p < 0.001, η2p = 0.054); Sessions × PFC × States (F(7,1225) = 10.37, p < 0.001, η2p = 0.056).

For total hemoglobin change (ΔTHC), there was a significant main effect for Sessions (F(1,175) = 5.07, p < 0.05, η2p = 0.028); PFC (F(1,175) = 12.20, p < 0.001, η2p = 0.065); and States (F(1,175) = 2.79, p < 0.01, η2p = 0.016) and a significant interaction between the Sessions × PFC (F(1,175) = 6.45, p < 0.05, η2p = 0.036); Sessions × States (F(7,1225) = 9.06, p < 0.001, η2p = 0.049); PFC × States (F(7,1225) = 2.34, p < 0.05, η2p = 0.036]; Session × PFC × State (F(7,1225) = 14.51, p < 0.001).

Post hoc analyses with Bonferroni corrections were performed on ΔHbO, ΔHbR and ΔTHC and all comparisons were made with respective “Pre” state. These have been summarized in Table 3. There was a significant increase in ΔHbR at the right PFC (p = 0.005) after random thinking session whereas there was a significant increase in the left PFC (p = 0.02) and in right PFC (p < 0.001) after meditation session. Similarly, in ΔTHC, there was a significant decrease in blood flow change in the right PFC (p < 0.001) after the random thinking session whereas there was a significant increase in blood flow change in the left (p = 0.03) and in right PFC (p < 0.001) after meditation session.

In summary, as described in Table 3 and in Line diagrams (Figures 5–7), there was a positive trend to show a significant increase in the concentration of oxyhemoglobin change (ΔHbO) during meditation session at right PFC (as shown in Figure 5). There was a significant decrease in deoxyhemoglobin change (ΔHbR) (as shown in Figure 6) during meditation session whereas there was a significant increase in the concentration of deoxyhemoglobin change during random thinking session at the right PFC. Additionally, there was also a significant increase in the total hemoglobin change (ΔTHC) during and after meditation sessions (Figure 7) and decrease in the total hemoglobin change (ΔTHC) during and after random thinking session.
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FIGURE 5. Line graph represents averaged Oxy-hemoglobin change at right prefrontal cortex (rPFC) in two sessions i.e., random thinking and meditation and Stroop task. Note: Line graph represents comparisons between baseline, stroop_pre, during sessions (random thinking and meditation), stroop_post, and post. Stroop Pre showed higher Oxy-hemoglobin change compared to baseline. During and after meditation, the cerebral oxygenation was higher in rPFC compared to random thinking.
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FIGURE 6. Line graph represents averaged Deoxy-hemoglobin change at right PFC in two sessions i.e., random thinking and meditation and Stroop task. Note: Line graph represents de-oxyhemoglobin changes was higher in right PFC during random thinking (D2, D3, and D4), stroop task and after random thinking. In other hand, during meditation, there was a decrease in de-oxyhemoglobin in D3 level in rPFC.
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FIGURE 7. Line graph represents averaged total hemoglobin change at rPFC in two sessions i.e., random thinking and meditation and Stroop task. Note: Line graph represents total hemoglobin change was higher in rPFC during meditation (D2, D3, and D4), in stroop task, and in post session. In other hand, there was a decrease in rPFC during random thinking (D2, D3, and D4), in stroop task and in post session.



DISCUSSION

The primary goal of the present study was to ascertain whether meditation increases rCBF at bilateral PFC, measured with fNIRS, compared to random thinking. Our secondary goal was to observe the RT scores and relative changes in cerebral blood flow, and to determine if there are persistent effects following meditation session compared to random thinking session. Results as confirmed with recent studies on meditation with spectroscopy (Cheng et al., 2010), SPECT imaging (Newberg et al., 2001, 2010a,b; Cohen et al., 2009) and fMRI (Short et al., 2010; Guleria et al., 2013; Zeidan et al., 2014) have revealed that meditation program resulted in significant increases in baseline CBF ratios in the prefrontal, superior, inferior and orbital frontal cortex, dorsolateral prefrontal cortex (DLPFC), right dorsal medial frontal lobe, cingulate gyrus and right sensorimotor cortex. In present study, we found that brain activation, measured by changes in ΔHbO and ΔTHC concentration in the right prefrontal area was followed by a strong decrease in ΔHbR concentration during meditation. Additionally, the rCBF significantly increased in the right frontal lobe during stroop task after meditation, which suggest the improvement in the participant’s performance (reaction time) during the task. The total blood oxygenation (ΔTHC) level in the PFC could rise with increasing task load from neutral to congruent, and then incongruent; this would demonstrate a positive correlation with performance measures. The changes in regional blood flow is mediated by changes in neural activity in a single region or in several selective regions of the brain (Lauritzen, 2001).

Earlier studies have demonstrated that the PFC is activated particularly on the right PFC and anterior cingulate cortex (ACC) in willful act and tasks that require intense focused and sustained attention (Frith et al., 1991; Pardo et al., 1991; Vogt et al., 1992; Petersen and Posner, 2012). A study on eight Tibetan Buddhist meditators demonstrated improved activity in the PFC bilaterally (though greater on the right hemisphere) and the cingulate gyrus during meditation (Newberg and Iversen, 2003). This suggests that meditation begins with activation of the PFC and anterior cingulate gyrus associated with the will or intent to clear the mind of thoughts or to focus on an object (Edwards et al., 2012).

Meditation increases CBF and decreases cerebrovascular resistance (CVR) suggesting a contributing vascular mechanism (Jevning et al., 1996) which reflect cerebral activation. The CVR reduction being associated with cognitive improvement which suggests a vascular contribution to cognitive enhancement (Nation et al., 2013). During meditation, the activation of right PFC is theoretically associated with the activity in the reticular nucleus of the thalamus. This activation may be accomplished by the PFC’s production and distribution of glutamate, a known excitatory neurotransmission (Cheramy et al., 1987; Finkbeiner, 1987), which communicate with other brain structures such as lateral geniculate and lateral posterior nuclei of the thalamus (Portas et al., 1998). An early study on meditation with single photon emission computed tomography (SPECT) demonstrated a general increase in thalamic activity that was proportional to the activity levels in the PFC (Newberg et al., 2001; Edwards et al., 2012). The activation on the right PFC causes increased activity in the reticular nucleus during meditation, the results may be decreased sensory input entering into the posterior superior parietal lobule which is involved in the analysis and integration of higher order visual, auditory, and somesthetic information (Adair et al., 1995).

A major strength of the present study was to examine the states of meditation and random thinking related hemodynamic responses in cerebral oxygenation during performance of the stroop color word task. It is a well established phenomenon that executive processes are facilitated by the frontal lobe and due to stroop interference brain activity may depend on increased ability to recruit frontal neural resources (Schroeter et al., 2004b). This allowed us to examine whether there is an increase in oxygenation with meditation corresponding to an ability to recruit appropriate resources for task performance or a decrease in activation corresponding to better optimization and possible reduction in task difficulty with meditation. In a study, fNIRS showed stroop interference is consistently associated with the ACC and the lateral prefrontal cortex (LPFC), especially the DLPFC, where the ACC is considered to be susceptible to conflict, and the DLPFC is purported to implement cognitive control (Carter et al., 2000; Leung et al., 2000). DLPFC may involve attentional maintenance while ACC monitors performance (MacDonald et al., 2000). Another similar study suggested meditation may enhance specific subcomponents of attention such as conflict monitoring or performance (Jha et al., 2007). Although fNIRS cannot monitor the cortical activation in the ACC because its measurement is limited to lateral cortical surfaces, it has successfully monitored the activation of the LPFC associated with stroop interference (Schroeter et al., 2002, 2003, 2004a,b; Ehlis et al., 2005).

There have been several neuroimaging studies evaluating the cerebral blood flow and performance of different meditation practices using behavioral, EEG and (Carter et al., 2005) fMRI imaging. Previous studies on meditation and EEG reported, greater midline theta power and slow alpha power in the frontal area during meditation (Takahashi et al., 2005; Chan et al., 2008). Zazen meditation showed increased alpha-1 and alpha-2 frequency activity of EEG in right prefrontal areas including insula, parts of the somatosensory, motor cortices and temporal areas (Faber et al., 2014). A subsequent study, on Satyananda Yoga meditation practice, showed greater source activity in low frequencies (particularly theta and alpha 1) during mental calculation, body-steadiness and mantra meditation (Thomas et al., 2014). Additionally, body-steadiness and mantra meditation showed greatest activity in right side of superior frontal and precentral gyri, parietal and occipital lobes. Similarly, neuroimaging studies on meditation practice, when compared to the control session showed significantly increased oxy-hemoglobin and CBF in the medial PFC which was associated with the intense focus-based component of the practice (Wang et al., 2011). Meditation involves attentional regulation and leads to increased activity in brain regions associated with attention such as DLPFC and ACC. The long-term practitioners had significantly more consistent and sustained activation in the DLPFC and the ACC during meditation vs. control in comparison to short-term practitioners (Baron Short et al., 2010). These studies suggest that willful acts and tasks that require sustained attention are initiated via activity in the PFC, particularly in the right hemisphere (Posner and Petersen, 1990; Frith et al., 1991; Pardo et al., 1991; Ingvar, 1994). Meditation requires focus of attention on objects which thereby activates PFC, particularly in the right hemisphere (Cohen et al., 2009), as well as the cingulate gyrus (Herzog et al., 1990; Lazar et al., 2000; Newberg et al., 2001). This demonstrated that during meditation there was an increased activity in the PFC bilaterally (greater on the right) and the cingulate gyrus (Newberg and Iversen, 2003). Therefore, the process of meditation seems to happen by activation of the prefrontal and cingulate cortex which are associated with the will or intent to clear one’s mind of thoughts or to focus on an object.

In other imaging studies on meditation, there have been inconsistent results regarding the frontal cortex. A recent study showed decreased frontal activity during externally guided word generation compared to internal or volitional word generation (Cross et al., 2012). Thus, prefrontal and cingulate activation may be associated with the volitional aspects of meditation. Meditation with fluorodeoxyglucose (FDG) PET in eight subjects undergoing Yoga meditative relaxation (Herzog et al., 1990) reported increased rCBF in the frontal: occipital ratio of cerebral metabolism. Specifically, there was a mild increase in the frontal lobe, but marked decreases in metabolism in the occipital and superior parietal lobes. In addition to these studies, the PFC is reported to have a crucial role in social cognitive skills and along with the cingulate gyrus governs social behavior tasks related to Theory of Mind, empathy, moral reasoning, and evaluation of emotional states (Declerck et al., 2006). The PFC is essential for flexible behavior because it inhibits the habitual responses that have become inappropriate (Mesulam, 1998). But, an increase in the activity of PFC (determined by fNIRS) is not necessarily beneficial always. For example, animal experimentation has shown that the electrical activation of the medial PFC prevent the proper sequence of pressing the lever and collecting the reward (a pellet of food) in an operant condition task (Cross et al., 2012; Jurado-Parras et al., 2012) and also prevent the expression of an already acquired classically conditioned eyelid response (Leal-Campanario et al., 2007, 2013). However, in our study we infer that activation of prefrontal cortices after meditation had beneficial effects on cognition as manifested by improved performance in stroop color word task.

The present study reported increased oxy-hemoglobin concentration because of enhanced neural activity and cerebral blood flow in the prefrontal area during meditation compared to random thinking. In such studies, it is very important to understand the influences of systemic artifacts such as those from the heart, breathing, superficial perfusion, etc., which may be induced by the cognitive tasks related stress and autonomic responses. For example, a recent study performed on peripheral physiological measurements with temporal correlations of fNIRS and fMRI signals concluded that the physiological basis of the systemic artifact is a task-evoked sympathetic arterial vasoconstriction monitored by a decrease in venous volume and these artifacts are fairly common (Kirilina et al., 2012). They also suggested that the separation of fNIRS signals originating from activated brain and from scalp is a necessary precondition for unbiased fNIRS brain activation maps and pre-processing of the raw data using high definition filters is necessary.

In summary, the results of the present study provided first evidence that the oxygenation levels are increased in the PFC during meditation compared with random thinking in the same practitioners. Further event-related NIRS studies may apply well-tested fMRI paradigms in studies with children and patients, utilizing the advantages of the method.

ACKNOWLEDGMENTS

This research work was supported by the Center for Advanced Research in Yoga and Neurophysiology, Swami Vivekananda Yoga Research Foundation, Bangalore, India. We are gateful to Dr. Shirley Telles, Dr. Manjunath N.K. and Dr. Hemant Bhargav for their support and guidelines with regards to data acquisition and analysis.

FOOTNOTES

1^http://www.randomizer.org

REFERENCES

Adair, J. C., Gilmore, R. L., Fennell, E. B., Gold, M., and Heilman, K. M. (1995). Anosognosia during intracarotid barbiturate anesthesia: unawareness or amnesia for weakness. Neurology 45, 241–243. doi: 10.1212/wnl.45.2.241

Addicott, M. A., Yang, L. L., Peiffer, A. M., Burnett, L. R., Burdette, J. H., Chen, M. Y., et al. (2009). The effect of daily caffeine use on cerebral blood flow: how much caffeine can we tolerate? Hum. Brain Mapp. 30, 3102–3114. doi: 10.1002/hbm.20732

Baron Short, E., Kose, S., Mu, Q., Borckardt, J., Newberg, A., George, M. S., et al. (2010). Regional brain activation during meditation shows time and practice effects: an exploratory FMRI study. Evid. Based Complement. Alternat. Med. 7, 121–127. doi: 10.1093/ecam/nem163

Brackley, K. J., Ramsay, M. M., Broughton Pipkin, F., and Rubin, P. C. (1999). The effect of the menstrual cycle on human cerebral blood flow: studies using Doppler ultrasound. Ultrasound Obstet. Gynecol. 14, 52–57. doi: 10.1046/j.1469-0705.1999.14010052.x

Bunce, S., Izzetoglu, M., Izzetoglu, K., Onaral, B., and Pourrezaei, K. (2006). Functional near infrared spectroscopy: an emerging neuroimaging modality. IEEE Eng. Med. Biol. Mag. Spec. Issue Clin. Neuroengineering 25, 54–62. doi: 10.1109/MEMB.2006.1657788

Cahn, B. R., and Polich, J. (2006). Meditation states and traits: EEG, ERP and neuroimaging studies. Psychol. Bull. 132, 180–211. doi: 10.1037/0033-2909.132.2.180

Carter, C. S., Macdonald, A. M., Botvinick, M., Ross, L. L., Stenger, V. A., Noll, D., et al. (2000). Parsing executive processes: strategic vs. evaluative functions of the anterior cingulate cortex. Proc. Natl. Acad. Sci. U S A 97, 1944–1948. doi: 10.1073/pnas.97.4.1944

Carter, O. L., Presti, D. E., Callistemon, C., Ungerer, Y., Liu, G. B., and Pettigrew, J. D. (2005). Meditation alters perceptual rivalry in Tibetan Buddhist monks. Curr. Biol. 15, R412–R413. doi: 10.1016/j.cub.2005.05.043

Chan, A. S., Han, Y. M. Y., and Cheung, M.-C. (2008). Electroencephalographic (EEG) measurements of mindfulness-based Triarchic body-pathway relaxation technique: a pilot study. Appl. Psychophysiol. Biofeedback 33, 39–47. doi: 10.1007/s10484-008-9050-5

Chan, D., and Woollacott, M. (2007). Effects of level of meditation experience on attentional focus: is the efficiency of executive or orientation networks improved? J. Altern. Complement. Med. 13, 651–657. doi: 10.1089/acm.2007.7022

Cheng, R. W. F., Borrett, D. S., Cheng, W., Kwan, H. C., and Cheng, R. S. S. (2010). Human prefrontal cortical response to the meditative state: a spectroscopy study. Int. J. Neurosci. 120, 483–488. doi: 10.3109/00207454.2010.483650


Cheramy, A., Romo, R., and Glowinski, J. (1987). “Role of corticostriatal glutamatergic neurons in the presynaptic control of dopamine release,” in Neurotransmitter Interactions in the Basal Ganglia, eds M. Sandler, C. Feuerstein and B. Scatton (New York: Raven), 131–133.



Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences. 2nd Edn. Hillsdale, NJ: Erlbaum.


Cohen, D. L., Wintering, N., Tolles, V., Townsend, R. R., Farrar, J. T., Galantino, M. L., et al. (2009). Cerebral blood flow effects of yoga training: preliminary evaluation of 4 cases. J. Altern. Complement. Med. 15, 9–14. doi: 10.1089/acm.2008.0008

Cross, L., Brown, M. W., Aggleton, J. P., and Warburton, E. C. (2012). The medial dorsal thalamic nucleus and the medial prefrontal cortex of the rat function together to support associative recognition and recency but not item recognition. Learn. Mem. 20, 41–50. doi: 10.1101/lm.028266.112

Cui, X., Bray, S., Bryant, D. M., Glover, G. H., and Reiss, A. L. (2011). A quantitative comparison of NIRS and fMRI across multiple cognitive tasks. Neuroimage 54, 2808–2821. doi: 10.1016/j.neuroimage.2010.10.069

Declerck, C. H., Boone, C., and De Brabander, B. (2006). On feeling in control: a biological theory for individual differences in control perception. Brain Cogn. 62, 143–176. doi: 10.1016/j.bandc.2006.04.004

Dor-Ziderman, Y., Berkovich-Ohana, A., Glicksohn, J., and Goldstein, A. (2013). Mindfulness-induced selflessness: a MEG neurophenomenological study. Front. Hum. Neurosci. 7:582. doi: 10.3389/fnhum.2013.00582


Edwards, J., Peres, J., Monti, D., and Newberg, A. (2012). “The neurobiological correlates of meditation and mindfulness,” in Exploring Frontiers of the Mind-Brain Relationship SE - 6 Mindfulness in Behavioral Health, eds A. Moreira-Almeida and F. Santana Santos (New York: Springer), 97–112.


Ehlis, A.-C., Herrmann, M. J., Wagener, A., and Fallgatter, A. J. (2005). Multi-channel near-infrared spectroscopy detects specific inferior-frontal activation during incongruent Stroop trials. Biol. Psychol. 69, 315–331. doi: 10.1016/j.biopsycho.2004.09.003

Faber, P. L., Lehmann, D., Gianotti, L. R. R., Milz, P., Pascual-Marqui, R. D., Held, M., et al. (2014). Zazen meditation and no-task resting EEG compared with LORETA intracortical source localization. Cogn. Process. doi: 10.1007/s10339-014-0637-x. [Epub ahead of print].


Finkbeiner, S. M. (1987). Neurotransmitter interactions in the basal ganglia. Yale J. Biol. Med. 60:483.


Frith, C. D., Friston, K. J., Liddle, P. F., and Frackowiak, R. S. (1991). Willed action and the prefrontal cortex in man: a study with PET. Proc. Biol. Sci. 244, 241–246. doi: 10.1098/rspb.1991.0077

Goldstein, R. Z., and Volkow, N. D. (2011). Dysfunction of the prefrontal cortex in addiction: neuroimaging findings and clinical implications. Nat. Rev. Neurosci. 12, 652–669. doi: 10.1038/nrn3119

Guleria, A., Kumar, U., Kishan, S. S. K., and Khetrapal, C. L. (2013). Effect of “SOHAM” meditation on the human brain: an fMRI study. Psychiatry Res. 214, 462–465. doi: 10.1016/j.pscychresns.2013.06.012

Hebert, R., and Lehmann, D. (1977). Theta bursts: an EEG pattern in normal subjects practising the transcendental meditation technique. Electroencephalogr. Clin. Neurophysiol. 42, 397–405. doi: 10.1016/0013-4694(77)90176-6

Herzog, H., Lele, V. R., Kuwert, T., Langen, K. J., Rota Kops, E., and Feinendegen, L. E. (1990). Changed pattern of regional glucose metabolism during yoga meditative relaxation. Neuropsychobiology 23, 182–187. doi: 10.1159/000119450

Holzel, B. K., Lazar, S. W., Gard, T., Schuman-Olivier, Z., Vago, D. R., and Ott, U. (2011). How does mindfulness meditation work? Proposing mechanisms of action from a conceptual and neural perspective. Perspect. Psychol. Sci. 6, 537–559. doi: 10.1177/1745691611419671


Hoshi, Y., and Tamura, M. (1993). Dynamic multichannel near-infrared optical imaging of human brain activity. J. Appl. Physiol. (1985) 75, 1842–1846.


Ingvar, D. H. (1994). The will of the brain: cerebral correlates of willful acts. J. Theor. Biol. 171, 7–12. doi: 10.1006/jtbi.1994.1206

Izzetoglu, M., Izzetoglu, K., Bunce, S., Ayaz, H., Devaraj, A., Onaral, B., et al. (2005). Functional near-infrared neuroimaging. IEEE Trans. Neural Syst. Rehabil. Eng. 13, 153–159. doi: 10.1109/TNSRE.2005.847377

Jevning, R., Anand, R., Biedebach, M., and Fernando, G. (1996). Effects on regional cerebral blood flow of transcendental meditation. Physiol. Behav. 59, 399–402. doi: 10.1016/0031-9384(95)02006-3

Jha, A. P., Krompinger, J., and Baime, M. J. (2007). Mindfulness training modifies subsystems of attention. Cogn. Affect. Behav. Neurosci. 7, 109–119. doi: 10.3758/cabn.7.2.109

Jurado-Parras, M. T., Gruart, A., and Delgado-García, J. M. (2012). Observational learning in mice can be prevented by medial prefrontal cortex stimulation and enhanced by nucleus accumbens stimulation. Learn. Mem. 19, 99–106. doi: 10.1101/lm.024760.111

Kim, M. N., Durduran, T., Frangos, S., Edlow, B. L., Buckley, E. M., Moss, H. E., et al. (2010). Noninvasive measurement of cerebral blood flow and blood oxygenation using near-infrared and diffuse correlation spectroscopies in critically brain-injured adults. Neurocrit. Care 12, 173–180. doi: 10.1007/s12028-009-9305-x

Kirilina, E., Jelzow, A., Heine, A., Niessing, M., Wabnitz, H., Brühl, R., et al. (2012). The physiological origin of task-evoked systemic artefacts in functional near infrared spectroscopy. Neuroimage 61, 70–81. doi: 10.1016/j.neuroimage.2012.02.074

Kozasa, E. H., Sato, J. R., Lacerda, S. S., Barreiros, M. A. M., Radvany, J., Russell, T. A., et al. (2012). Meditation training increases brain efficiency in an attention task. Neuroimage 59, 745–749. doi: 10.1016/j.neuroimage.2011.06.088

Krawczyk, D. C. (2002). Contributions of the prefrontal cortex to the neural basis of human decision making. Neurosci. Biobehav. Rev. 26, 631–664. doi: 10.1016/s0149-7634(02)00021-0

Kubota, Y., Sato, W., Toichi, M., Murai, T., Okada, T., Hayashi, A., et al. (2001). Frontal midline theta rhythm is correlated with cardiac autonomic activities during the performance of an attention demanding meditation procedure. Brain Res. Cogn. Brain Res. 11, 281–287. doi: 10.1016/s0926-6410(00)00086-0

Lauritzen, M. (2001). Relationship of spikes, synaptic activity and local changes of cerebral blood flow. J. Cereb. Blood Flow Metab. 21, 1367–1383. doi: 10.1097/00004647-200112000-00001

Lazar, S. W., Bush, G., Gollub, R. L., Fricchione, G. L., Khalsa, G., and Benson, H. (2000). Functional brain mapping of the relaxation response and meditation. Neuroreport 11, 1581–1585. doi: 10.1097/00001756-200005150-00041

Lazar, S. W., Kerr, C. E., Wasserman, R. H., Gray, J. R., Greve, D. N., Treadway, M. T., et al. (2005). Meditation experience is associated with increased cortical thickness. Neuroreport 28, 1893–1897. doi: 10.1097/01.wnr.0000186598.66243.19

Leal-Campanario, R., Delgado-García, J. M., and Gruart, A. (2013). The rostral medial prefrontal cortex regulates the expression of conditioned eyelid responses in behaving rabbits. J. Neurosci. 33, 4378–4386. doi: 10.1523/jneurosci.5560-12.2013

Leal-Campanario, R., Fairén, A., Delgado-García, J. M., and Gruart, A. (2007). Electrical stimulation of the rostral medial prefrontal cortex in rabbits inhibits the expression of conditioned eyelid responses but not their acquisition. Proc. Natl. Acad. Sci. U S A 104, 11459–11464. doi: 10.1073/pnas.0704548104

León-Carrion, J., Damas-López, J., Martín-Rodríguez, J. F., Domínguez-Roldán, J. M., Murillo-Cabezas, F., Barroso Y Martin, J. M., et al. (2008). The hemodynamics of cognitive control: the level of concentration of oxygenated hemoglobin in the superior prefrontal cortex varies as a function of performance in a modified Stroop task . Behav. Brain Res. 193, 248–256. doi: 10.1016/j.bbr.2008.06.013

Leon-Dominguez, U., Izzetoglu, M., Leon-Carrion, J., Solís-Marcos, I., Garcia-Torrado, F. J., Forastero-Rodríguez, A., et al. (2014). Molecular concentration of deoxyHb in human prefrontal cortex predicts the emergence and suppression of consciousness. Neuroimage 85(Pt. 1), 616–625. doi: 10.1016/j.neuroimage.2013.07.023

Leung, H. C., Skudlarski, P., Gatenby, J. C., Peterson, B. S., and Gore, J. C. (2000). An event-related functional MRI study of the stroop color word interference task. Cereb. Cortex 10, 552–560. doi: 10.1093/cercor/10.6.552

Liddle, P. F., Friston, K. J., Frith, C. D., Hirsch, S. R., Jones, T., and Frackowiak, R. S. (1992). Patterns of cerebral blood flow in schizophrenia. Br. J. Psychiatry 160, 179–186. doi: 10.1192/bjp.160.2.179


Lin, P. Y., Lin, S. I., Penney, T., and Chen, J. J. J. (2009). Review: applications of near infrared spectroscopy and imaging for motor rehabilitation in stroke patients. Time 29, 210–221.


Lutz, A., Slagter, H. A., Dunne, J. D., and Davidson, R. J. (2008). Attention regulation and monitoring in meditation. Trends Cogn. Sci. 12, 163–169. doi: 10.1016/j.tics.2008.01.005

Lutz, A., Slagter, H. A., Rawlings, N. B., Francis, A. D., Greischar, L. L., and Davidson, R. J. (2009). Mental training enhances attentional stability: neural and behavioral evidence. J. Neurosci. 29, 13418–13427. doi: 10.1523/jneurosci.1614-09.2009

MacDonald, A. W., Cohen, J. D., Stenger, V. A., and Carter, C. S. (2000). Dissociating the role of the dorsolateral prefrontal and anterior cingulate cortex in cognitive control. Science 288, 1835–1838. doi: 10.1126/science.288.5472.1835

MacLean, K. A., Ferrer, E., Aichele, S. R., Bridwell, D. A., Zanesco, A. P., Jacobs, T. L., et al. (2010). Intensive meditation training improves perceptual discrimination and sustained attention. Psychol. Sci. 21, 829–839. doi: 10.1177/0956797610371339

MacLeod, C. M. (1991). Half a century of research on the Stroop effect: an integrative review. Psychol. Bull. 109, 163–203. doi: 10.1037//0033-2909.109.2.163

Mesulam, M. (1998). From sensation to cognition. Brain 121, 1013–1052. doi: 10.1093/brain/121.6.1013

Minagawa-Kawai, Y., van der Lely, H., Ramus, F., Sato, Y., Mazuka, R., and Dupoux, E. (2011). Optical brain imaging reveals general auditory and language-specific processing in early infant development. Cereb. Cortex 21, 254–261. doi: 10.1093/cercor/bhq082

Moore, A., and Malinowski, P. (2009). Meditation, mindfulness and cognitive flexibility. Conscious. Cogn. 18, 176–186. doi: 10.1016/j.concog.2008.12.008

Morton, J., and Chambers, S. M. (1973). Selective attention to words and colours. Q. J. Exp. Psychol. 25, 387–397. doi: 10.1080/14640747308400360


Nation, D., Clark, L., Wierenga, C., Delano-Wood, L., Dev, S., Bangen, K., et al. (2013). Cerebrovascular resistance and cognitive decline: modulating effects of age. Neurology 80, P07.135.


Nehlig, A. (2010). Is caffeine a cognitive enhancer? J. Alzheimers Dis. 20(Suppl. 1), S85–S94. doi: 10.3233/JAD-2010-091315

Newberg, A., Alavi, A., Baime, M., Pourdehnad, M., Santanna, J., and d’Aquili, E. (2001). The measurement of regional cerebral blood flow during the complex cognitive task of meditation: a preliminary SPECT study. Psychiatry Res. 106, 113–122. doi: 10.1016/s0925-4927(01)00074-9

Newberg, A. B., and Iversen, J. (2003). The neural basis of the complex mental task of meditation: neurotransmitter and neurochemical considerations. Med. Hypotheses 61, 282–291. doi: 10.1016/s0306-9877(03)00175-0

Newberg, A. B., Wintering, N., Khalsa, D. S., Roggenkamp, H., and Waldman, M. R. (2010a). Meditation effects on cognitive function and cerebral blood flow in subjects with memory loss: a preliminary study. J. Alzheimers Dis. 20, 517–526. doi: 10.3233/JAD-2010-1391

Newberg, A. B., Wintering, N., Waldman, M. R., Amen, D., Khalsa, D. S., and Alavi, A. (2010b). Cerebral blood flow differences between long-term meditators and non-meditators. Conscious. Cogn. 19, 899–905. doi: 10.1016/j.concog.2010.05.003

Pardo, J. V., Fox, P. T., and Raichle, M. E. (1991). Localization of a human system for sustained attention by positron emission tomography. Nature 349, 61–64. doi: 10.1038/349061a0

Petersen, S. E., and Posner, M. I. (2012). The attention system of the human brain: 20 years after. Annu. Rev. Neurosci. 35, 73–89. doi: 10.1146/annurev-neuro-062111-150525

Peterson, B. S., Skudlarski, P., Gatenby, J. C., Zhang, H., Anderson, A. W., and Gore, J. C. (1999). An fMRI study of Stroop word-color interference: evidence for cingulate subregions subserving multiple distributed attentional systems. Biol. Psychiatry 45, 1237–1258. doi: 10.1016/s0006-3223(99)00056-6

Plichta, M. M., Herrmann, M. J., Baehne, C. G., Ehlis, A.-C., Richter, M. M., Pauli, P., et al. (2006). Event-related functional near-infrared spectroscopy (fNIRS): are the measurements reliable? Neuroimage 31, 116–124. doi: 10.1016/j.neuroimage.2005.12.008


Portas, C. M., Rees, G., Howseman, A. M., Josephs, O., Turner, R., and Frith, C. D. (1998). A specific role for the thalamus in mediating the interaction of attention and arousal in humans. J. Neurosci. 18, 8979–8989.


Posner, M. I., and Petersen, S. E. (1990). The attention system of the human brain. Annu. Rev. Neurosci. 13, 25–42. doi: 10.1146/annurev.ne.13.030190.000325


Posner, M. I., and Snyder, C. R. R. (1975). “Attention and cognitive control,” in Information Processing and Cognition: The Loyola Symposium, ed R. L. SolSo (Hillsdale, NJ: Erlbaum, Lawrence Associates, Inc), 55–85.


Saggar, M., King, B. G., Zanesco, A. P., Maclean, K. A., Aichele, S. R., Jacobs, T. L., et al. (2012). Intensive training induces longitudinal changes in meditation state-related EEG oscillatory activity. Front Hum Neurosci 6:256. doi: 10.3389/fnhum.2012.00256

Schroeter, M. L., Zysset, S., Kruggel, F., and von Cramon, D. Y. (2003). Age dependency of the hemodynamic response as measured by functional near-infrared spectroscopy. Neuroimage 19, 555–564. doi: 10.1016/s1053-8119(03)00155-1

Schroeter, M. L., Zysset, S., Kupka, T., Kruggel, F., and Yves von Cramon, D. (2002). Near-infrared spectroscopy can detect brain activity during a color-word matching Stroop task in an event-related design. Hum. Brain Mapp. 17, 61–71. doi: 10.1002/hbm.10052

Schroeter, M. L., Zysset, S., and Von Cramon, D. Y. (2004a). Shortening intertrial intervals in event-related cognitive studies with near-infrared spectroscopy. Neuroimage 22, 341–346. doi: 10.1016/j.neuroimage.2003.12.041

Schroeter, M. L., Zysset, S., Wahl, M., and von Cramon, D. Y. (2004b). Prefrontal activation due to Stroop interference increases during development—an event-related fNIRS study. Neuroimage 23, 1317–1325. doi: 10.1016/j.neuroimage.2004.08.001

Short, E. B., Kose, S., Mu, Q., Borckardt, J., Newberg, A., George, M. S., et al. (2010). Regional brain activation during meditation shows time and practice effects: an exploratory FMRI study. Evid. Based Complement. Altern. Med. 7, 121–127. doi: 10.1093/ecam/nem163

Slagter, H. A., Davidson, R. J., and Lutz, A. (2011). Mental training as a tool in the neuroscientific study of brain and cognitive plasticity. Front. Hum. Neurosci. 5:17. doi: 10.3389/fnhum.2011.00017

Slagter, H. A., Lutz, A., Greischar, L. L., Nieuwenhuis, S., and Davidson, R. J. (2009). Theta phase synchrony and conscious target perception: impact of intensive mental training. J. Cogn. Neurosci. 21, 1536–1549. doi: 10.1162/jocn.2009.21125

Son, I.-Y., and Yazici, B. (2006). Near infrared imaging and spectroscopy for brain activity monitoring. Adv. Sens. with Secur. Appl. 2, 341–372. doi: 10.1007/1-4020-4295-7_15

Szűcs, D., Killikelly, C., and Cutini, S. (2012). Event-related near-infrared spectroscopy detects conflict in the motor cortex in a Stroop task. Brain Res. 1477, 27–36. doi: 10.1016/j.brainres.2012.08.023

Taga, G., Asakawa, K., Maki, A., Konishi, Y., and Koizumi, H. (2003). Brain imaging in awake infants by near-infrared optical topography. Proc. Natl. Acad. Sci. U S A 100, 10722–10727. doi: 10.1073/pnas.1932552100

Takahashi, T., Murata, T., Hamada, T., Omori, M., Kosaka, H., Kikuchi, M., et al. (2005). Changes in EEG and autonomic nervous activity during meditation and their association with personality traits. Int. J. Psychophysiol. 55, 199–207. doi: 10.1016/j.ijpsycho.2004.07.004

Tang, Y.-Y., Ma, Y., Wang, J., Fan, Y., Feng, S., Lu, Q., et al. (2007). Short-term meditation training improves attention and self-regulation. Proc. Natl. Acad. Sci. U S A 104, 17152–17156. doi: 10.1073/pnas.0707678104

Telles, S., Deepeshwar, S., Naveen, K. V., and Pailoor, S. (2014). Long latency auditory evoked potentials during meditation. Clin. EEG Neurosci. doi: 10.1177/1550059414544737. [Epub ahead of print].

Telles, S., Raghavendra, B. R., Naveen, K. V., Manjunath, N. K., and Subramanya, P. (2012). Mid-latency auditory evoked potentials in 2 meditative states. Clin. EEG Neurosci. 43, 154–160. doi: 10.1177/1550059412439963

Thomas, J., Jamieson, G., and Cohen, M. (2014). Low and then high frequency oscillations of distinct right cortical networks are progressively enhanced by medium and long term Satyananda Yoga meditation practice. Front. Hum. Neurosci. 8:197. doi: 10.3389/fnhum.2014.00197

Tian, F., Chance, B., and Liu, H. (2009). Investigation of the prefrontal cortex in response to duration-variable anagram tasks using functional near-infrared spectroscopy. J. Biomed. Opt. 14:054016. doi: 10.1117/1.3241984

van Leeuwen, S., Müller, N. G., and Melloni, L. (2009). Age effects on attentional blink performance in meditation. Conscious. Cogn. 18, 593–599. doi: 10.1016/j.concog.2009.05.001

van Vugt, M. K., and Jha, A. P. (2011). Investigating the impact of mindfulness meditation training on working memory: a mathematical modeling approach. Cogn. Affect. Behav. Neurosci. 11, 344–353. doi: 10.3758/s13415-011-0048-8

Vogt, B. A., Finch, D. M., and Olson, C. R. (1992). Functional heterogeneity in cingulate cortex: the anterior executive and posterior evaluative regions. Cereb. Cortex 2, 435–443. doi: 10.1093/cercor/2.6.435-a

Wang, D. J. J., Rao, H., Korczykowski, M., Wintering, N., Pluta, J., Khalsa, D. S., et al. (2011). Cerebral blood flow changes associated with different meditation practices and perceived depth of meditation. Psychiatry Res. 191, 60–67. doi: 10.1016/j.pscychresns.2010.09.011


Yadav, A., Tandon, O. P., and Vaney, N. (2002). Auditory evoked responses during different phases of menstrual cycle. Indian J. Physiol. Pharmacol. 46, 449–456.


Zeidan, F., Johnson, S. K., Diamond, B. J., David, Z., and Goolkasian, P. (2010). Mindfulness meditation improves cognition: evidence of brief mental training. Conscious. Cogn. 19, 597–605. doi: 10.1016/j.concog.2010.03.014

Zeidan, F., Martucci, K. T., Kraft, R. A., McHaffie, J. G., and Coghill, R. C. (2014). Neural correlates of mindfulness meditation-related anxiety relief. Soc. Cogn. Affect. Neurosci. 9, 751–759. doi: 10.1093/scan/nst041

Zysset, S., Schroeter, M. L., Neumann, J., and von Cramon, D. Y. (2007). Stroop interference, hemodynamic response and aging: an event-related fMRI study. Neurobiol. Aging 28, 937–946. doi: 10.1016/j.neurobiolaging.2006.05.008

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 01 November 2014; Accepted: 22 December 2014; Published online: 17 February 2015.

Citation: Deepeshwar S, Vinchurkar SA, Visweswaraiah NK and Nagendra HR (2015) Hemodynamic responses on prefrontal cortex related to meditation and attentional task. Front. Syst. Neurosci. 8:252. doi: 10.3389/fnsys.2014.00252

This article was submitted to the journal Frontiers in Systems Neuroscience.

Copyright © 2015 Deepeshwar, Vinchurkar, Visweswaraiah and Nagendra. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution and reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







	
	OPINION
published: 08 October 2015
doi: 10.3389/fnsys.2015.00141





[image: image2]

Augmenting brain function with meditation: can detachment coincide with empathy?


Shirley Telles*, Nilkamal Singh and Acharya Balkrishna


Patanjali Research Foundation, Haridwar, India

Edited by:
Mikhail Lebedev, Duke University, USA

Reviewed by:
Maria V. Sanchez-Vives, ICREA-Institut d'Investigacions Biomèdiques August Pi i Sunyer, Spain
 Mikhail Lebedev, Duke University, USA
 Jooseph John Loizzo, Weill Cornell Medical College, USA
 Michael Stephen Ball, Northumbria University, UK

* Correspondence: Shirley Telles, shirleytelles@gmail.com

Received: 31 October 2014
 Accepted: 22 September 2015
 Published: 08 October 2015

Citation: Telles S, Singh N and Balkrishna A (2015) Augmenting brain function with meditation: can detachment coincide with empathy? Front. Syst. Neurosci. 9:141. doi: 10.3389/fnsys.2015.00141



Keywords: meditation, detachment, empathy, dmPFC, vmPFC

Background and Aim

Meditation practices aim at modifying the emotions by reducing reactivity to both pleasant and unpleasant emotions (Sperduti et al., 2012; Reva et al., 2014). Meditation also regulates the attention by reducing distractibility and directing focused attention to the object of meditation (Sperduti et al., 2012). In many meditation techniques attention is directed to ongoing experiences without the intention to analyze, judge, get involved, or expect anything which can lead to detachment (Tei et al., 2009). Detachment here was taken to mean reducing or removing the need to control, possess, and be influenced by the actions of people or circumstances. Detachment or remaining dispassionate is ideally combined with empathy. The aim of the present article is to discuss the neurophysiological basis by which detachment and empathy may co-exist in meditation.

Review of Relevant Articles

Tei et al. (2009) found differences between Qigong meditators and controls in the resting state using standardized low resolution electromagnetic tomography (sLORETA; t-tests for unpaired data, Tei et al., 2009). The Qigong meditation includes practices for self-regulation of the body and mind (Pan et al., 1994). In the study by Tei et al. (2009) differences between groups were seen in the delta EEG band. In meditators brain areas involved in detecting and integrating internal and external sensory information were activated, whereas appraisal systems were inhibited. In non-meditators film generated emotion which is emotion in response to external stimuli was associated with activity in the occipitotemporoparietal cortex, lateral cerebellum, hypothalamus, and regions involving the anterior temporal cortex, amygdala, and hippocampal formation; whereas recall generated emotion, associated with the response to interoceptive sensory stimuli was associated with activation in the anterior insular cortex (Reiman et al., 1997).

A quantitative meta-analysis of 10 neuroimaging studies with 91 meditators, tested the hypothesis that a common neural network exists for different meditations since all meditations aim at inducing relaxation, regulating attention, and developing detachment from one's thoughts (Sperduti et al., 2012). An activation likelihood estimation (ALE) of the 10 fMRI studies showed activation during meditation in the left caudate nucleus (body of the caudate), entorhinal cortex and medial prefrontal cortex. This suggests that a common neural network may exist for meditation techniques which have comparable regulation of attention and goals. Changes in activity in the medial prefrontal cortex (MPFC) can be associated with mental activity during introspection (Gusnard et al., 2001). The ventral MPFC shows task-induced decreases in activity even when the task consists, for example, of lying quietly (Shulman et al., 1997). Hence, the ventral MPFC is believed to be engaged in actively maintaining a default state, which gets attenuated even by passive activities (e.g., lying quietly with eyes closed or passively viewing a stimulus; Raichle et al., 2001). In addition as detailed below the ventral MPFC, along with the temporo-parietal junction and medial temporal lobe are involved in cognitive aspects of empathy (Shamay-Tsoory, 2011). In contrast to the ventral MPFC, changes in the dorsal MPFC include both increases and decreases in activity (Pardo et al., 1993; Shulman et al., 1997). Increased activity was found in BA 8, 9, and 10 and the adjacent paracingulate sulcus of the dorsal MPFC (Castelli et al., 2000). Gusnard and others showed increased activity in the dorsal MPFC during mental activity associated with introspection (Gusnard et al., 2001).

Mental activity associated with introspection is possibly part of a continuum in the mental state induced by meditation which could lead to detachment (Atchley, 1997).

This is supported by a sLORETA study of experienced meditators practicing five types of techniques, viz., Tibetan-Buddhist, Qigong, Sahaja-Yoga, Ananda Marga Yoga, and Zen (Lehmann et al., 2012). Eight EEG frequency bands (delta through gamma) were computed for 171 functional connectivities between regions (t-tests for unpaired data), and showed “lagged coherence.” All significant differences between meditation and before/after states showed lower coherence during meditation for the five meditations and eight EEG bands. This suggested that functional interdependence between brain regions was globally reduced. The reduced functional interdependence was considered to be related to minimized interaction and constraints on the self process (which includes self-awareness and embodiment), leading to non-involvement and detachment (Lehmann et al., 2012). Detachment can help an individual to get mental peace (Sonnetag et al., 2010). However, in order to contribute usefully to society empathy and compassion are essential. Empathy and compassion are seemingly similar social emotions, however they alter brain activation in distinct, non-overlapping neural networks, and change affective responses with opposite valence (Klimecki et al., 2014).

Empathy is the ability to understand other's feelings (Bird et al., 2010). However, when faced with the suffering of others, intense sharing of the pain experiences by others can cause empathic distress, and reduce helping behavior (Batson et al., 1987; Eisenberg et al., 1989). It was speculated by Klimecki et al. (2014) that compassion could be a potential remedy. Compassion has been defined as a feeling of concern for the suffering of others, associated with the motivation to help (Keltner and Goetz, 2007). Klimecki et al. (2014) demonstrated that after empathy training viewing videos depicting suffering resulted in negative affect and brain activation in regions previously associated with empathy for pain. The areas were the anterior insula, and anterior mid cingulate cortex (Fan et al., 2011; Lamm et al., 2011). When the same individuals (Klimecki et al., 2014) were subsequently given training in compassion and asked to view videos depicting comparable suffering, the negative affect was reversed and brain activations occurred in non-overlapping areas including the ventral striatum, pregenual anterior cingulate cortex, and medial orbito frontal cortex. Klimecki et al. (2014) concluded that compassion training could actually reduce empathic distress and increase emotional resilience. Compassion is an inherent part of a meditation technique called compassion-meditation (CM), which is closely related to two other widely studied meditation techniques, that is, mindfulness-based meditation (MM) and Loving-Kindness meditation (LKM; Hofmann et al., 2011).

There is evidence which supports two separate systems for cognitive and for emotional aspects of empathy apart from the areas involved in empathy training described earlier (Klimecki et al., 2014). The areas involved in cognitive empathy, are particularly relevant to this article. They are the ventral MPFC, temporo-parietal junction, and medial temporal lobe (Shamay-Tsoory, 2011). As discussed above the dorsal MPFC is associated with detachment (Gusnard et al., 2001). Hence, the MPFC in addition to other functions, is concerned with both empathy (the ventral MPFC) and with detachment (the dorsal MPFC).

Brain activity using fMRI was assessed while novice and experienced meditators practiced loving-kindness-compassion meditation (LKCM; Lutz et al., 2008). Affective reactivity was probed by presenting emotional and neutral sounds during meditation and control periods. When emotional sounds were presented there was activation in the insula and cingulate cortices during meditation compared to rest (ANOVA; paired t-tests). Also, during meditation (compared to rest), in response to emotional and neutral sounds, there was increased activation in the amygdala, right temporo-parietal junction, and right posterior superior temporal sulcus. The results support the speculation that LKCM activates brain circuits related to empathy in response to emotional stimuli.

The studies cited above suggest that LKM causes functional changes in specific areas and in inter-connections between areas, to generate social consciousness and empathy. However, as the names suggest, LKM and CM emphasize loving kindness and compassion, respectively, in addition to empathy.

A study was designed to examine the effects of focused-attention meditation (FAM) and loving-kindness meditation (LKM) during the performance of cognitive and affective tasks (Lee et al., 2012). There were 22 practitioners of FAM (11 experts and 11 novices) and similarly for LKM, 11 experts and 11 novices. Comparisons were between states (meditation vs. baseline) and expertise (experts vs. novices; paired and unpaired t-tests). A conjunction approach was used to reveal regions common to the expert meditation state. Both FAM and LKM appeared to influence the neural responses to affective pictures.

The difference between FAM and LKM was apparent when participants were given emotion-processing tasks, involving viewing affective pictures. When viewing sad faces the FAM practitioners showed activation in areas related to attention whereas in the LKM practitioners changes occurred in areas associated with compassion and emotional regulation.

Summary

These findings showed that different meditations are associated with distinct neural activity during sustained attention and processing emotions. Hence, meditation causes changes in parts of the brain and modifies brain activity, in distinct ways based on the meditation technique.

To our knowledge no study has checked whether detachment and empathy can co-exist as a result of meditation; and the pathway has not been determined. The dorsal MPFC showed increased activation associated with mental activity during introspection (Gusnard et al., 2001), which is believed to lead to detachment (Raichle et al., 2001). The ventral MPFC has been associated with cognitive empathy (Shamay-Tsoory, 2011). The ventral and dorsal MPFC are functionally connected via the amygdala (Kim et al., 2011). It is speculated that this neural circuit, involving the dorsal and ventral MPFC and the amygdala, a circuit which could be the basis for simultaneous detachment and empathy. It hence appears that detachment and empathy are associated with activation in closely connected areas of the brain.

Recommendations for Future Studies

The above discussion suggests that detachment and empathy can be experienced simultaneously through meditation. A study of the effects of meditation would be interesting to test whether detachment and empathy can indeed co-exist. It would also be of interest to understand whether following the necessary training empathy could lead to compassion. The present speculation suggests that through meditation an individual can reach a mental state which is disengaged and detached, but retains the choice to engage with specific situations based on empathy.
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Today, the anthropomorphism of the tools and the development of neural interfaces require reconsidering the concept of human-tools interaction in the framework of human augmentation. This review analyses the plastic process that the brain undergoes when it comes into contact with augmenting artificial sensors and effectors and, on the other hand, the changes that the use of external augmenting devices produces in the brain. Hitherto, few studies investigated the neural correlates of augmentation, but clues on it can be borrowed from logically-related paradigms: sensorimotor training, cognitive enhancement, cross-modal plasticity, sensorimotor functional substitution, use and embodiment of tools. Augmentation modifies function and structure of a number of areas, i.e., primary sensory cortices shape their receptive fields to become sensitive to novel inputs. Motor areas adapt the neuroprosthesis representation firing-rate to refine kinematics. As for normal motor outputs, the learning process recruits motor and premotor cortices and the acquisition of proficiency decreases attentional recruitment, focuses the activity on sensorimotor areas and increases the basal ganglia drive on the cortex. Augmentation deeply relies on the frontoparietal network. In particular, premotor cortex is involved in learning the control of an external effector and owns the tool motor representation, while the intraparietal sulcus extracts its visual features. In these areas, multisensory integration neurons enlarge their receptive fields to embody supernumerary limbs. For operating an anthropomorphic neuroprosthesis, the mirror system is required to understand the meaning of the action, the cerebellum for the formation of its internal model and the insula for its interoception. In conclusion, anthropomorphic sensorized devices can provide the critical sensory afferences to evolve the exploitation of tools through their embodiment, reshaping the body representation and the sense of the self.

Keywords: supernumerary limbs, sensory substitution, cognitive enhancement, embodiment, brain machine interface (BMI), cross-modal plasticity, hand prostheses, sensorimotor abilities

INTRODUCTION

Humans have always tried to augment their able-body abilities with the help of tools; lenses have been exploited to see further afield or to look at tiny objects, vehicles to travel long distances quicker and pincers and tongs to tightly manipulate objects. Tools use is a unique feature that humans and primates share, whit a loud influence in evolutionary processes, allowing them to push their abilities beyond the boundaries set by evolution and better interact with the environment (Ambrose, 2001).

Today’s achievements in biological sciences and engineering might need to reconsider the concept of human-tools interaction in the framework of human augmentation. Human augmentation is a newborn domain of investigation that aims to exploit methodologies proper of medical therapeutic intervention and rehabilitative medicine, such as strategies, drugs and external artificial devices originally designed to compensate for the loss of functions, to increase physical and cognitive ability of able-bodied individuals, beyond the level characteristic of the normal physiological health status. Hence, the health status of the population targeted by the intervention critically sets the difference between rehabilitative functional restoration and human augmentation.

Actually, the idea of augmenting human abilities is not brand new, since, for instance, almost half a century ago, Von Gierke stated that it was among the goals of bionics “to extend man’s physical and intellectual capabilities by prosthetic devices in the most general sense” (Von Gierke, 1970). However, more recently, the field of human augmentation started to capture the attention of scientists worldwide and to raise the level of awareness on its ethical and societal implications (for a deep analysis of ethical and societal implications of human augmentation see Clark, 2007; Blanke and Aspell, 2009). Indeed, several features of modern functional prostheses signed a sharp discontinuity with any device previously aimed at enhancing the ability of able-bodied: (i) the achieved high level of anthropomorphism of the tool; (ii) the intimate contact that the tool establishes with the user; and (iii) the absence of bottlenecks in the flow of information from the brain to the environment on which the tool operates. In summary, in recent years we are assisting to the first true attempts to create Hybrid Bionic Systems (HBSs), containing both technical and biological components arranged in a tight complex, where the robotic artifact is directly interfaced with the brain of a human being (Dario et al., 1993). This scenario encompasses, for example, modern cybernetic hand prostheses that exploit neural signals taken by electrodes implanted invasively into the cortex or into peripheral nerves to decode the user’s intention of movement (Hochberg et al., 2006; Rossini et al., 2010). This modern approach could eventually lead to an unprecedented degree of man-machine integration.

The development of invasive (Lebedev and Nicolelis, 2006) and non-invasive (Birbaumer and Cohen, 2007) Brain-Machine Interfaces (BMI) and neural interfaces with peripheral nerves (Navarro et al., 2005) allowed to bypass the activity of the muscles and the physical transduction of cutaneous/proprioceptive sensory organs, while directly picking up motor signals from, or delivery sensory inputs to the nervous system. Hitherto, this has been the main determinant of the functional continuity between man and machines and represents the biggest milestone in the enquiry of the human augmentation. Prostheses that the user operates through neural interfaces are often named neuroprostheses. Although this term literally means a prosthesis for replacing a function of the nervous system, as it was originally conceived in the domain of cochlear implant (Terr et al., 1987) and in the stimulation of the sacral roots for bladder control (Brindley, 1974), it was lately used for motor functional electrical stimulation (Popovic et al., 2002) and more recently started to be used also for prostheses interfaced with the nervous system (Lebedev and Nicolelis, 2006). This extended meaning seems to be sufficiently accurate in operational terms and will be use from now on.

The recent advancements in robotics and BMIs are key enabling technologies for the creation of an augmented bionic man. However, can humans adapt themselves to effectively control external additional limbs and other body parts by learning and integrating them into a new sensorimotor representation? In the attempt to answer the question, it might be helpful to make a simple parallelism with the operation of adding a printer or an external hard-drive to our personal computer. The compatibility of the hardware is conditio sine qua non, moreover printer and laptop must share, for instance, the same I/O port. However, for a new device to be proficiently controlled the presence of its “representation” in the software that manages external devices is mandatory. In the case the software was not originally designed to allocate that device, it needs to be reprogrammed, often by means of supplemental drivers that plastically adapt it to the new condition. Analogously, human brain can be trained to expand its motor control to a supernumerary, artificial limb or else to receive sensory information from an external accessory sensor and plastically embed them into its representation of the body.

Most of the advancements in the field of human-machine interface have been achieved by pursuing two strategies in parallel: on one hand, the development of devices for restoring sensorimotor functions in disabled and, on the other hand, the development of devices for augmenting sensorimotor capabilities of able-bodied, allowing for instance to operate in impervious environments. However, it is worth considering that a further possible field of application of such technology, located in between rehabilitative functional restoration and human augmentation, is aging. The augmenting technology can be aimed indeed at supporting sensorimotor and cognitive abilities that are lost day-by-day with normal aging. The existence of a net border between therapeutic and augmenting applications seems to be overestimated, since the continuous distribution of individual human performance and its extreme variability could make exploitable for augmentation what has been developed for restoration and vice versa. Along this line, as we will see in the following paragraphs, most brain processes subtending functional restoration match the ones subtending augmentation and can be exploited to understand this phenomenon.

This review is aimed to analyze the neural correlates of human augmentation and, in particular, the plastic process that the brain undergoes when it comes into contact with artificial sensors and effectors meant as external aids and, on the other hand, the changes that the use of external augmenting devices produces in the brain.

BRAIN PLASTICITY: GENERAL CONSIDERATIONS

Brain plasticity is the ability of the brain to adapt its structural and functional connectivity in response to an external condition promoting a novel function, or a new way to perform an old function, or else the suppression of a sensorimotor ability. Plasticity has widely been considered the neural substrate of early development (Hensch, 2005), of the acquisition of new skills (Pascual-Leone et al., 1995) and of the recovery from brain injuries (Chen et al., 2002). It may be intended as an inner property of neural networks that results from the exposure of the system to physiological or pathological conditions (Pascual-Leone et al., 2005).

The Hebb and Paillard’s theoretical hypothesis of brain plasticity (Hebb, 1949; Paillard, 1976), postulating that a long lasting strengthening of the connection between two neurons is induced by the simultaneous activation of those cells, has found its neural correlate in the phenomenon of associative learning mediated by long-term potentiation/depression (Bliss and Lomo, 1973; Bailey and Kandel, 2008).

Most of the findings regarding brain plasticity first came from lesion study in animals and, later on, from non-invasive functional imaging in humans. Plastic changes have been widely described in sensorimotor cortices that undergo deep remodeling with an extension of cortical representation of the still functionally active projections (Kaas, 1991). An initial unmasking of already present, but inactive, connections is the effect of increased cortical excitability due to a reduction of GABA-mediated inhibition (Jones, 1993) and an increase of NMDA-mediated activation (Buonomano and Merzenich, 1998). More stable changes often underlie structural modifications, characterized by axonal regeneration and sprouting (Kaas, 1991).

Hitherto, the amount of studies on ability augmentation, nearly all in animals, which investigating the recruited neural networks and/or on the plastic processes involved, are not enough to build a comprehensive body of knowledge on this topic. However, clues about augmentation-related plasticity can be obtained by borrowing insights gained from similar logically-related paradigms, i.e., sensorimotor training, cognitive enhancement, cross-modal plasticity, sensory and motor output functional substitution, use of tools and embodiment.

For instance, sensorimotor abilities can be enhanced by specific training and are boosted in athletes, while cognitive training enhances memory and attentive functions in healthy and brain-damaged, or aged, individuals. Artificial devices for etero-modal sensory substitution are exploited in the deaf and blind and rely on cross-modal plasticity, but the same devices can be exploited for sensory augmentation in sighted and normal hearing people. Motor augmentation, as well as motor functional substitution, involves the use of external effectors, including prostheses. Their optimal functionality relays on their integration in the user body schema, like any other kind of hand-held tool. Starting from those considerations, we will briefly describe the aforementioned paradigms and revise their implications for augmentation-related plasticity.

SENSORIMOTOR TRAINING-INDUCED PLASTICITY

Several effects of sensory motor training have been demonstrated in both the sensory and the motor domains, as well as at cellular level and at the level of whole brain areas or brain networks. Within the sensory domain, the acquisition or improvement of sensory functions is accompanied by plastic changes in the brain. Sensory discrimination training is able to induce changes in primary sensory cortices. Frequency discrimination training in adult owl monkeys results in increased performance and an enlargement of the stimulated skin representation in the primary somatosensory cortex, where the receptive fields of sensory neurons were significantly expanded (Recanzone et al., 1992). For example, monkeys trained in a visual orientation task showed a refined tuning of V1 neurons towards the trained orientation (Schoups et al., 2001).

Within the motor domain, a huge body of literature is devoted to the motor system plasticity induced by training. In rats, practicing a reaching task produced an enlarged representation of the wrist and digit movements in the primary motor cortex (M1) with an increase of the number of synapses per neurons (Kleim et al., 2002). The improvement seen in a reaction task can be well inferred from the activity of the motor neuronal ensemble in charge of the task (Laubach et al., 2000). In awake monkeys, skills acquisition modulates the activity of M1 neurons as assessed through cortical invasive recordings (Germain and Lamarre, 1993). Furthermore, the enlargement of M1 depends more on motor skill acquisition (Nudo et al., 1996) than on the simple repetitive use (Plautz et al., 2000). Long-term training-induced plastic changes in neuronal properties seem to be the substrate for the internal storage of motor skills (Matsuzaka et al., 2007). M1 changes during motor sequence learning, as evidenced by functional magnetic resonance imaging (fMRI), present an initial reduced area of M1 activation, following short-term repetition, but a progressive increased of the extension of M1 activation following motor training. Such a pattern of activation may be the neural substrate underpinning a three-phase motor skill acquisition: initial habituation, consolidation and long-lasting plasticity (Karni et al., 1998). A model that has been largely used to assess sensorimotor plasticity is that of studying the brain of people that hold (or else acquire) peculiar sensorimotor skills, such as sport or music expertise. For example, learning a one-hand piano exercise produces an enlargement of the motor representation of the hand and a facilitation of the corticospinal tract devoted to the muscles of the trained fingers (Pascual-Leone et al., 1995). Expert tennis players have an asymmetry of hand motor cortex with an enlarged representations and increased motor cortex excitability as evaluated by measuring the threshold for motor-evoked potential (MEP) after transcranial brain stimulation, in the cortex controlateral to the hand using the racket (Pearce et al., 2000). Plastic changes take place in the somatosensory system as well. In violin players, the somatosensory cortical representation of the fingers used to play the strings are enlarged and the amount of enlargement correlates with the years of practice (Elbert et al., 1995).

As far as the neurobiological mechanisms of sensorimotor plasticity, evidence from both animal (Rioult-Pedotti et al., 1998, 2000) and human (Ziemann et al., 2004) studies attributes training-induced motor plasticity to long-term potentiation (LTP)-like mechanisms involving the synaptic strength of cortical horizontal connections. However, structural plasticity, in parallel with the modulation of synaptic strength, plays a crucial role even after a few days of training. In humans, learning to juggle induced a bilateral increase in the gray matter of the occipito-temporal cortex, especially in the middle temporal motion-sensitive area (Draganski et al., 2004), after only a week of practice. Such plastic changes were no more present after the training ceased, although the performance did not decrease (Driemeyer et al., 2008). Structural modifications have been reported also for the white matter underlying the intraparietal sulcus (Scholz et al., 2009). Moreover, exercise showed to stimulate neurogenesis in the dentate gyrus of the hippocampus in mice and humans (Pereira et al., 2007).

Sensorimotor plasticity also manifests as a change in the pattern of activation of different brain areas and circuits. Motor skill acquisition recruits brain regions that are not recruited during simple motor task execution (Grafton et al., 1992). Several factors influence which network is recruited by practice, such as the specific task domain and the behavioral and cognitive load required. In general, practice of sensorimotor tasks determines an increased reliance on sensorimotor areas and a decreased recruitment of attentional control exerted by prefrontal, anterior cingulate and posterior parietal cortex (Kelly and Garavan, 2005). Motor practice not only affects the pattern of brain activation involved in the execution of the movement, but also its preparation. It has been shown that during stroke preparation expert golf players, compared to novices, show higher levels of activity in areas involved in visuomotor integration (superior parietal lobule, the dorsal lateral premotor cortex and the occipital area), and decreased activation in attentional/emotional basal ganglia and limbic structures (Milton et al., 2007). In the same paradigm, electroencephalographic (EEG) recordings demonstrated higher frontal theta and parietal alpha power, probably due to attention focusing for sensory processing (Baumeister et al., 2008). Skilled motor performance refines also the activity of the mirror system and goes in parallel with enhanced ability to anticipate the outcome of actions executed by others by resonant motor activation (Aglioti et al., 2008).

In summary, augmentation of sensorimotor skills, and sensorimotor training produce, an enhancement of performance, which is paralleled by specific neurobiological changes in the brain tissue and a change in the pattern of cortical activity, mainly by the focalization of brain activity on sensorimotor cortex both during movement execution and preparation (Yarrow et al., 2009).

COGNITIVE ENHANCEMENT

Cognitive enhancement is the attempt to improve cognitive functions (memory, working memory, attention, fluid intelligence) through training, psychological strategies, drugs or other medical interventions and last, but not least, external technological supports. Today’s human augmentation targets cognitive enhancement per se, or can affect it as a consequence of sensorimotor augmentation. However, pursuing cognitive enhancement can be considered a foundational goal of humans. For instance, the aim of education always went beyond the mere learning of specific information; even pencil and paper can be regarded as primitive forms of external memory enhancement, while the use of nicotine and caffeine to focus attention, increase alertness and reduce the sense of fatigue can be dated far back in time (Bostrom and Sandberg, 2009).

The amount and quality of the stimuli offered by the environment are main determinants of cognitive development (Taffoni et al., 2014) and can be used to burst cognition. Indeed, in rats, an enriched environment produces an improvement of spatial memory and increases neurogenesis in the dentate gyrus (Nilsson et al., 1999) in a comparable way to chronic cholinergic treatment (Murphy et al., 2006). Also sensorimotor exercise, further than in sensorimotor processes, has a deep impact on cognition and promotes brain plasticity by modulating regional bloody flow and neurotrophic support, especially by releasing brain derived neurotrophic factor (BDNF; Vaynman and Gomez-Pinilla, 2005).

Cognitive enhancement by can be achieved with drugs. These molecules mostly target neurotransmitters of ascending systems from the brainstem nuclei, and have been directed to treat cognitive impairments of attention deficit hyperactivity disorder (ADHD), Parkinson’s disease, schizophrenia, while acetylcholinesterase inhibitors are currently used as a the therapy in Alzheimer’s disease (Husain and Mehta, 2011). Memory enhancing drugs are of two main classes: (i) LTP inducing drugs, mostly modulating AMPA (α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptors); and (ii) molecules increasing the cAMP response element-binding protein that enhances synapses, stabilizing proteins to allow memory consolidation (Farah et al., 2004). Effects of those drugs can go beyond the cognitive domains and influence non-cognitive symptoms of those clinical conditions. In this line, the acetylcholinesterase inhibitor rivastigmine reversed the abnormality of sensorimotor integration, as evaluated by testing short-latency afferent inhibition, in patients affected by Alzheimer’s disease (Di Lazzaro et al., 2005).

It is worth noting that memory enhancement techniques have been developed to counteract memory decline of Alzheimer’s and other neurodegenerative disorders, but they are currently extended to the healthy elder population in order to counteract age-related involution. Here again the borders between therapy and augmentation are weak. Similarly, methylphenidate (Ritalin), a catecolamine-like drug that represents the treatment of choice for ADHD and is known to improve cognitive performance also in healthy volunteers, is largely assumed even by children without diagnosed AHDH (Farah et al., 2004). The use of drugs for cognitive enhancement produces structural and functional changes in the brain. In healthy volunteers, the cognitive improvement seen after a single dose of modafinil, a monoamminergic stimulator, goes in parallel with an increased functional connectivity at rest in the anterior cingulate cortex, part of the left fronto-parietal control network and in the bilateral occipito-parietal node of the dorsal attention network (Esposito et al., 2013). Structural changes have been also described following drug treatment. In a rat model of stroke the administration of D-amphetamine induced an amelioration of motor and working memory performance and a significant increase of neurites growth and synaptogenesis in the neocortex (Stroemer et al., 1998).

Does superior memory ability rely on higher Q.I. or particularly developed brain structures or alternatively does it mostly rely on a specific functional engaging strategy? Evidence is in favor of the latter. During memory tasks, people with exceptional memory activate different neural networks involved in spatial learning and navigation, especially the hippocampus. This luckily reflects a “method of loci” memorizing strategy based on the association of each object to memorize with a location in an imagined physical pathway (Maguire et al., 2002). In healthy subjects, spatial memory can be dramatically increased by training, as happens for London taxi drivers that aim to acquire the license. A voxel-based morphometry study documented an increased gray-matter volume of the posterior hippocampus, which correlates with years of works and that can represent the plastic substrate for the allocation of spatial representations (Maguire et al., 2000).

Several attempts to achieve cognitive enhancement target the working memory. Working memory is the ability of retaining information over a brief time. It plays a pivotal role in most cognitive functions and is strictly linked with inhibitory functions, reasoning and intentional allocation of self-attention (Klingberg, 2010). In particular, spatial working memory improvement exerted by methylphenidate has been associated to a task-related activity refinement in the posterior parietal cortex and dorsolateral prefrontal cortex, especially on the left hemisphere, (Mehta et al., 2000); the former locus seems to relate to online organization and storage of information and the latter to their active manipulation and monitoring. Working memory can be enhanced by training. Several training programs have been developed, for instance computerized training devoted to ADHD children (Klingberg et al., 2005), that showed long-term efficacy (Holmes et al., 2009). Training working memory shapes the brain (Klingberg, 2010) by increasing the activity in the middle frontal gyrus, in the superior and inferior parietal cortices (Olesen et al., 2004) and in the caudate nucleus (Dahlin et al., 2008) and decreasing the number of cortical D1 dopamine receptors (McNab et al., 2009). Training affecting the intraparietal-prefrontal network yields effects that are not modality specific and that can be transferred to any different task requiring working memory (Thorell et al., 2009). Indeed, the positive effect in the retention of instrumental activities of daily-living in older adults produced by cognitive training have been documented even after 5 years from the initial intervention (Willis et al., 2006). The extension of performance improvement to untrained domains has a deep impact in the translation to human cognitive augmentation.

Being brain plasticity the base of cognitive enhancement, training programs specifically designed to target its mechanisms gave very promising results. It has been shown in healthy adults over 60, in whom a training program comprising stimulus recognition, discrimination, sequencing, and memory tasks under strict attentional control, high reward, and novelty has been used to target age-related degraded sensory processing and the down-regulation of neuromodulatory control nuclei. The training produced a memory improvement, which generalized to untrained tasks and was maintained over 3 months (Mahncke et al., 2006). Similar findings were demonstrated in children affected by dyslexia. A program composed by auditory and oral language training produced an increased activity during language processing in the right fronto-temporal regions and anterior cingulate cortex and, similarly to unaffected children, in the left inferior frontal gyrus and left temporo-parietal cortex. Activity in the latter area positively correlated with language recovery (Temple et al., 2003).

Currently, the wide diffusion of computer and videogames-based technology for cognitive training gives the opportunity to proficiently self-train cognitive abilities (Jak et al., 2013). Recently, a multitasking performance training videogame has proved effective in restoring, in elder adults, the same brain activity pattern found in younger controls, with an increase in the midline EEG theta band power over the frontal regions and a higher coherence with the posterior regions. EEG changes predicted the improvement of sustained attention and working memory and their maintenance after 6 months (Anguera et al., 2013).

Meditation, in its various forms, is a kind of mental training with a diverse and long-lasting history, that can be exploited as a strategy for cognitive enhancement (So and Orme-Johnson, 2001). It is able to enhance pre-attentive processes, as evidenced by an increase of the amplitude of auditory mismatch negativity waves (Srinivasan and Baijal, 2007) and of the functional activity of anterior cingulate cortex, prefrontal cortex, hippocampus and insula (Lazar et al., 2000; Farb et al., 2007; Hölzel et al., 2008; Lutz et al., 2008). Indeed, meditation induces short and long-term plasticity. High amplitude gamma-band activity has been described during meditation, especially over the lateral fronto-parietal electrodes, and long-distance phase-synchrony, while resting state EEG shows higher gamma/theta+alpha ratio which burst during meditation and persists after it (Lutz et al., 2004). Several studies demonstrated that meditation is able to induce structural changes especially in the prefrontal cortex, hippocampus and the right anterior insula (Lazar et al., 2005; Pagnoni and Cekic, 2007; Hölzel et al., 2008; Luders et al., 2009). Those areas are involved in the regulation of emotions and in their integration with cognition. Changes have been also evidenced in the brainstem (Vestergaard-Poulsen et al., 2009). Recently, a longitudinal follow-up after 8 weeks of meditation documented an increase of gray matter in the left hippocampus, in the posterior cingulate cortex, the temporo-parietal junction, and in the cerebellum (Hölzel et al., 2011).

Brain activity can be voluntarily modulated to pursue cognitive enhancement with the help of neurofeedback, an operant conditioning paradigm, in which participants exploit a feedback of their brain electrical activity to learn to influence it. Several neurofeedback protocols have been attempted so far. For instance, increase of beta/theta+alpha ratio (Rasey et al., 1995) and increase of sensorimotor (12–15 Hz) rhythm to achieve improvement of working memory and attention (Vernon et al., 2003) or perceptual sensitivity and reduced omission errors (Egner and Gruzelier, 2004), beta rhythm to improve reaction time (Egner and Gruzelier, 2004), increase peak of alpha to improve speed of processing and executive function (Angelakis et al., 2007) and frontal-midline theta activity to improve attention and working memory (Wang and Hsieh, 2013). However, changes of EEG rhythm and improvement of cognitive performance have to be taken with caution: in subject exposed to sham neurofeedback the sole attempt to control a bar, that they believed to be driven by EEG rhythm, produced a wide engagement of fronto-parietal and cingulo-opercular network, which are known to be involved in cognitive control (Ninaus et al., 2013).

Further than with the above mentioned drugs, trainings and strategies, cognitive enhancement can be achieved through external technological support and invasive brain stimulation. For instance, computer based memory aids are interactive diaries that can be embedded in portable or wearable devices and that help patients to remind everyday tasks such as calling a relative or taking a medication (Schulze, 2004). As regard as the stimulation, deep brain stimulation of the septal nucleus (Jiang et al., 1997) and high frequency stimulation of caudate and striatum (Williams and Eskandar, 2006) ameliorate learning and memory in humans and rodents, similarly to vagal nerve stimulation (Clark et al., 1999). Coupled cortical stimulating/recordings arrays can be exploited to trigger and support cortical plasticity (Jackson et al., 2006) and to burst inter-regional functional connectivity at the base of cognitive enhancement, or to substitute lost white matter in demyelinating lesions and subcortical atrophies (Serruya and Kahana, 2008). In theory, cognitive enhancement could, one day, completely rely on external modules. Indeed, artificially interfacing a cortical area with a different one is not very dissimilar from interfacing it with external ectopic (namely located in an abnormal position or environment respecting to the one for which they were originally developed) neural modules. Technology could provide surrogates of cortical or basal ganglia circuitries externally grown in vitro (Pfister et al., 2007) or hybrid neuron-chips where neurons grow in a silico support (Zeck and Fromherz, 2001; Serruya and Kahana, 2008).

In conclusion, cognitive enhancement can be achieved through appropriate training strategies and drugs and it mostly relies on plastic processes modulating neurotrasmitters ascending systems and involving the frontoparietal network and, in the case of working memory enhancement, the hippocampus.

CROSS-MODAL PLASTICITY AND SENSORY SUBSTITUTION

Literature on plasticity across the systems has been focused on the investigation of the changes that a disrupted sensory modality evokes on different sensorial networks, as occurring in sensory-deprived animals and humans. However, cross-modal plasticity can be considered as an example of the propensity of some brain areas to manage functions that they have not been originally aimed at.

Reading Braille produces an expansion of the S1 representation of the reading fingers in the blind (Pascual-Leone and Torres, 1993), but in parallel, a task-specific activation of V1 (Sadato et al., 1996), which is critically not present if the hand is used for motor tasks others than Braille reading (Gizewski et al., 2003).

Although basic parameters of spared sensory functions, such as visual contrast sensitivity (Finney and Dobkins, 2001), absolute auditory or tactile threshold (Niemeyer and Starlinger, 1981) may not be affected, cross-modal plasticity results in more complex behavioral advantages, as in the case of blind that process sounds faster and better and have enhanced tactile accuracy (Roder and Neville, 2003). This sustains the localization of this plasticity to be primarily in associative cortices. In this line, functional neuroimaging studies documented an increased recruitment of posterior superior temporal sulcus and inferior parietal lobe in the processing of stimuli processed by spared senses in the blind (Büchel et al., 1998) and deaf (Bavelier et al., 2001). However, even primary sensory areas are targets of cross-modal plasticity and in animals the artificial transposition of fibers from the retina to S1 makes S1 responding to light stimulation (Métin and Frost, 1989), while disruptive transcranial magnetic stimulation (TMS) targeting V1 cortex impairs a tactile discrimination task in blind humans (Cohen et al., 1997).

To understand the impact of cross-modal plasticity in augmentation, a first question is whether cross-modal plasticity is active only in response to brain damage or sensory deprivation. Intracortical invasive recordings in animals documented activity in V1 evoked by non-visual stimuli also in non-deprived animals (Murata et al., 1965) and tactile stimulation enhance V1 activity of healthy subjects (Macaluso et al., 2000), thus raising the intriguing possibility that even primary sensory cortices, in physiological conditions, are not completely unimodal. Indeed data support the idea of the existence of heteromodal connection between primary sensory cortices, as found between primary visual and somatosensory cortices in the monkey. Furthermore, connections between primary sensory areas through multisensory cortices may provide feedback projections that may enhance the response to a stimulus presented in one sensory modality when a spatially-temporally congruent stimulus is delivered in a different sensory modality (Macaluso and Maravita, 2010).

The mechanisms at play during cross-modal plasticity are likely the same of intra-modal plasticity and involve changes in local connectivity that warrant for the rearrangements of sensory maps, stabilization of transient long-range connections during development and changes in cortico-cortical feedback (Bavelier and Neville, 2002) and are mostly driven by activity-dependent inputs competition. Those changes are easier during childhood, but still possible along the adult life and may be the consequences of plasticity of subcortical structures, as in the thalamus and/or brainstem nuclei (Jones and Pons, 1998). Cortical feedback exerts also an important role in determining cross-modal changes, involving direct long range connections between primary sensory areas or connections through associative cortices, in line with the finding of enhanced fMRI connectivity between visual and parietal areas in deaf individuals (Bavelier et al., 2000).

Taking together the premises that sensory brain areas that are classically considered unimodal may be not strictly unimodal and that the mechanisms behind cross-modal plasticity are mostly the same at the base of intra-modal plasticity, would raise the hypothesis that the main determinants of plasticity are the features of the experienced stimulus, its timing along the development of the nervous system and the neurobiological features of the targeted system (Bavelier and Neville, 2002). This would happen mostly independently from any a priori restriction related to the modality of the stimulus, allowing therefore to easily conceive, and practically achieve, an artificial heteromodal sensory substitution.

It deserves to be mentioned that cross-modal plasticity could, in some circumstances, be detrimental for sensory-replacement implants, because it sustains a rewiring of the target orphan cortex from areas controlling other modalities, that could compete with inputs coming from the implant (Lee et al., 2001).

Little evidence sustains so far that also the motor system can undergo changes prompted by the incorporation of functions of different modalities: for instance motor cortex representation of the reading fingers is enhanced in Braille-readers far more than the extent only ascribable to its mere increased use (Pascual-Leone et al., 1993). As far as the effect of multi-modal plasticity induced by the introduction of devices offering new motor efferences, it would be extremely interesting to look at widespread brain plastic modifications in primates experiencing the control of a third arm.

Prostheses designed for sensory substitution, rely on crossmodal plasticity where afferences from a sensory modality are employed to guide the accomplishment of tasks that in able-bodied are primarily executed by means of a diverse sense (Bach-y-Rita and W Kercel, 2003). For instance, an electrotactile array laying on the tongue, has been exploited to deliver information coming from two head-mounted accelerometers, in order to stabilize the posture of subjects with bilateral vestibular deficiency (Tyler et al., 2003) or to transfer visual information taken by a camera in blind people (Sampaio et al., 2001).

Direct demonstrations of cross-modal plasticity after training with non-invasive sensory substitution prostheses have been provided. Blind experiencing auditory-to-vision sensory substitution via an ultrasonic echolocation device showed increased occipital cortex activity compared to trained blindfolded sighted control (De Volder et al., 1999), while replacing vision with somesthesis increased the activation of occipital cortex, which correlated with that of posterior parietal cortex (Ptito et al., 2005). Hence, tactile-dependent activation of occipital cortex may occur through feedback projections from multisensory parietal areas.

Heteromodal sensory substitution, relying on cross-modal plasticity, forces the brain towards changes to fulfill the gap between old and new sensory modality. This may involve to fell the replacement as not enough direct and intuitive. An interface able to feedback sensitive information respecting the site and the modality of the cutaneous hand touching and proprioceptive sensations will overcome this issue. We recently demonstrated that the translation of the output of sensors embedded in the prosthesis into patterns of intraneural stimulation allows recognizing shape and stiffness of different objects and consequently choose the appropriate grasp and strength (Raspopovic et al., 2014).

To summarize, cross-modal plasticity has been found to significantly occur in associative areas, such as the parietal cortex, as well as primary sensory areas. Moreover, its occurrence does not only follow compensative mechanisms following brain damage, but may also act as at the basis of sensory substitution.

TOOLS USE INDUCED PLASTICITY

When we think of human augmentation the image that more probably arises is the one of a man, with additional arm-like devices endowed with tools, who operates in hostile or complex environments. Thus, understanding how brain interacts with tools is mandatory to the present paper.

In the late Seventies Gibson defined the concept of affordance of an object or an environment as “a specific combination of the properties of its substance and its surfaces taken with reference to an animal” in Gibson (1977). “It implies the complementarity of the animal and the environment” (Gibson, 1986). The very external appearance of the tool suggest its unique role in enhancing man-environment relationship: one end of the tool is typically, devoted to the interaction with humans and defines their affordance (i.e., the handle of the hammer) and the other is designed for the interaction with the environment (i.e., the weighted head of the hammer).

Critically, the brain encodes different aspects of the tool, from its more perceptual features to its conceptual meaning and its motor feature. Early knowledge on the cognitive representation of the use of tools in the human brain, and on the putative underlying brain areas, comes from reports of patients affected by brain lesions and suffering from apraxia (Goldenberg, 2003), while only more recently functional imaging studies allowed to infer those processes in healthy subjects (Moll et al., 2000). Moreover, much has been inferred capitalizing on findings from non-human primates. However, humans and monkeys exhibit interspecific differences in the way that their brain deals with tools. In monkey, the mirror neuron system, activated when the animal observes an action performed with the hand, is activated very weakly if the same action is performed through a pincer (Gallese et al., 1996). Visuomotor neurons of premotor area F5 are activated by the visual presentation of a specific tool, or by a subclass of objects, and probably code the motor features of the object (Murata et al., 1997). Visual features of the objects are instead coded by the inferior parietal lobe (Shikata et al., 1996) and in the anterior intraparietal area (Murata et al., 2000). Peculiarly in humans, but not in monkey, the inferior parietal lobule, and in particular the anterior supramarginal gyrus, seems to take part in this network by associating the function of the tool with the required action of the hand (Peeters et al., 2009). Human premotor cortex seems instead to host category-specific representation of tools (Perani et al., 1995), probably as a consequence of the precocious exposition to tools during human motor development.

Either observing, performing or only imagining a task recruits different regions when this is done by means of a tool. A task performed with a tool activates the ipsilateral intraparietal sulcus to a greater extent than the same task performed with the hands (Inoue et al., 2001). Furthermore, the imagination of grasping with tools is accompanied by specific activation of premotor and parietal cortices as well as middle temporal and fusiform gyri (Creem-Regehr and Lee, 2005). In humans, observation of tool use produces a suppression of 20 Hz magnetoencephalographic activity, an hallmark of bilateral primary motor cortex function, which is stronger if the tool is involved in goal-directed actions and if the subject is familiar with the use of that specific tool (Järveläinen et al., 2004).

The neural substrates for the representation of the conceptual knowledge of tools, the ones affected in conceptual or ideational apraxia, are different from the ones hosting the representation of dexterous tool use, affected instead in ideomotor apraxia. Both of them are mainly represented in partially dissociable neural networks, primarily of the left hemisphere (Johnson-Frey, 2004), even in left-handed subjects (Lausberg et al., 1999) and converge in the premotor and parietal areas where the conceptual knowledge of the tool is coupled with the motor program to operate it. Key areas of the tool conceptual knowledge network are the fusiform and the middle temporal gyrus, middle and inferior gyrus, and ventral premotor cortex of the frontal lobe, while dorsal premotor cortex, anterior supramarginal gyrus and intraparietal sulcus of the parietal lobe are activated only if conceptual knowledge is mediated by attention. The network dealing with the motor representation of tools comprises the dorsal premotor and middle frontal gyrus plus the posterior parietal cortex and the intraparietal sulcus (Johnson-Frey, 2004).

Cortical structural changes induced by learning to use a tool can take place rapidly. Learning to retrieve food with a rake in a monkey naive for any tool use produced after only 2 weeks a gray matter increase in the superior temporal sulcus, and in the intraparietal sulcus and bilaterally in white matter underlying the cerebellar cortex (Quallo et al., 2009). On a similar token, gene expression was induced while macaque monkeys learned to use a rake. In particular, during the 2 week period necessary for the acquisition of skillful tool use, but not after the learning phase, an increased level of BDNF and its cellular receptors was found in the anterior bank of intraparietal sulcus, witnessing a learning-induced gene expression, which was linked to the reorganization of visuo-tactile integration in parietal cortex following tool use (Ishibashi et al., 2002).

Finally, as in the case of sensory-motor plasticity reviewed above, the pattern of brain recruitment seems to be specific for a given tool and dependent on previous experience. Imagination of tasks performed with a familiar tool, i.e., a tennis racquet in experienced tennis players, produces a facilitation of corticospinal fibers devoted to the muscles needed to operate the tool, which become more excitable. This process does not take place if the subject imagines motor tasks involving similar tools, either a tennis table-paddle or a golf club, or if the subject is an athlete but not an expert tennis player (Fourkas et al., 2008).

Overall, the above reviewed evidence, speaks in favor of a large representation of tool-use in the cortex. Such representation critically depends upon the conceptual categorization of the tool, its motor mechanics and, importantly, the motor goal that it allows to reach. Such a reach coding of tools and tool-mediated actions is particularly important when it comes to include in the brain representation external augmentation devices. The brain is in facts ready to code for the more conceptual, to the more perceptual and motor features of the newly acquired device for optimal performance.

PLASTICITY INDUCED BY ARTIFACT EMBODIMENT

The expansion of the possible interaction between the organism and the environment has been ascribed to the use of tools, while the settlement of the boundary has been ascribed to its practice (Smitsman, 1997). In absence of tools, the part of space where the subject is able to act through his hands and limbs without locomotion, namely the peripersonal space, is coded by dedicated neural structures in the primate brain. A particular relevant role is exerted by visuotactile neurons located in the frontal area 6 and in the inferior parietal lobule (Fogassi et al., 1996). The visual receptive fields of some of those bimodal neurons are arm-centered (Graziano et al., 1994) and surprisingly, following repetitive reaching tasks performed with a rake, increase to cover the expanded range of action of the hand wielding the rake, or increase to encompass the whole length of the tool (Iriki et al., 1996). This seminal finding demonstrated that the human body schema, a mainly unconscious representation of the body arising from the integration of sensory afferences, is not rigid, but maintains a certain plastic flexibility and by integrating sensorimotor inputs (Maravita et al., 2003) can be modulated to embed a tool. Several behavioral data document that how the brain computes tool-use has much more in common with the control of the hands themselves, than that of other objects. Crossing tools affects performance as crossing hands does by producing similar cross-modal interferences and reaching tasks performed with tools are affected in patients with neglect as much as are tasks performed with hands, while, for instance, are spared tasks with pointing devices (Maravita and Iriki, 2004). Moreover a training performed with a grabber extending the range of action, alters the kinematics of subsequent free-hand grasping movements, also reshapes the sensory representation of the arm, inducing subject to localize touch more distally then where it is actually delivered (Cardinali et al., 2009).

Further than body-space interactions, also the sense of ownership towards external objects may be modulated through experience and external interventions (Figure 1). The rubber hand illusion is a striking example of how our body image can be tricked to embody a replica of a body segment. The vision of a fake hand stroked with a paintbrush synchronously with the stroking of the hidden real hand induces a sense of ownership of the rubber hand and a proprioceptive drift of the perceived position of the real hand towards the fake one (Botvinick and Cohen, 1998; Figure 1A). This process seems to be based on a Bayesian bottom-up integration of convergent multisensory inputs that determines what, within the peripersonal space, belongs to our body (Armel and Ramachandran, 2003) and may involve the activity of multimodal neurons that are activated by proprioceptive, tactile and visual inputs presented in spatial and temporal congruency (Makin et al., 2008). Those neurons have been extensively investigated in non-human primates (Graziano et al., 1994; Fogassi et al., 1996) and their presence has been also documented in humans (Bremmer et al., 2001).
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FIGURE 1. (A) Rubber hand illusion. Participants sit in front of a table with their left hand hidden under the table and a fake limb (white detached arm in figure) placed on the table in front of them. If the fake limb is visibly stroked (schematic red brush in figure) together with the real limb (not visible), participants experience the illusion that the touch is referred to the fake limb (illusion) and that their real limb posture shits toward the fake limb (proprioceptive drift). The size of such effects is greater if the touches on the real and fake limb are delivered synchronously (right panel, light blue columns) than asynchronous (right panel, green columns) (Redrawn from the original data of: Botvinick and Cohen, 1998). (B) Mirror box illusion. Participant execute right-hand movements while the left arm is hidden from view and kept still inside a box, the right wall of which is replaced by a mirror (Ramachandran et al., 1995). As compared with a no-mirror condition (left panel, green columns), the mirror reflection of the right hand mimics the movements of the left hand inside the mirror box, biasing the participants feeling (assessed through a questionnaire) of ownership (Question 1: “The reflection in the mirror looks like the hand behind the mirror”, left panel, left light blue column) and inducing the illusion of apparent movement (or a true, involuntary, unconscious movement) of the hand inside the box (Question 2: It seems as though the hand behind the mirror is moving; left panel right light blue column) (Romano et al., 2013). (C) Crossmodal effects induced by robotic hand training. Prolonged use of an electromyography-driven, detached robot hand (drawn in gray on the right side of the table) providing sensory feedback referred to the participant’s arm (white circles), increased the interference from visual distracter leds located near the robot hand fingers (reddish shadowed circles) tested with the crossmodal congruency paradigm (right panel, light blue columns), as compared to the pre-training assessment (right panel, green columns). This pattern of results suggests a training-dependent expansion of crossmodal integration properties, typical of the peripersonal space near the body, to the space surrounding the robot hand (Marini et al., 2014).



In humans, the rubber hand illusion has been found to activate areas in the premotor cortex (Ehrsson et al., 2004) in the posterior parietal cortex (Ehrsson et al., 2005). Specifically to the mechanisms underlying the illusion, while somatosensory cortex was activated by the rubber-hand situations (comprising asynchronous visuo-tactile stimulation) not inducing embodiment (as assessed by the proprioceptive drift), the occurrence of the RHI was linked to the activation of the posterior insula and frontal operculum (Tsakiris et al., 2007). According to such a different brain substrate, proprioceptive drift and illusory sense of ownership for the rubber hand have been often found to have a low level of correlation (e.g., see Makin et al., 2008; Tsakiris, 2010; Rohde et al., 2011). In particular, the remapping of self body part to the position of an alien hand in external space would include premotor cortex, for the sense of ownership aspect, and the posterior parietal cortex for the monitoring of limb position (Brozzoli et al., 2012). Strikingly, the sense of ownership can be extended even to an empty portion of peripersonal space, thus literally expanding the boundaries of the self, following spatially and temporally congruent visual-proprioceptive signals activating a premotor-intraparietal neural substrate (Guterstam et al., 2013). Finally, brain damage affecting subcortical structures disrupting fronto-parietal connections, may lead to the loss of contralesonal or ipsilesional sensitivity to the RHI (Zeller et al., 2011).

The level of gamma band synchrony over the parietal regions (Kanayama et al., 2009) and a medial shift of the hand representation have also been associated with the strength of the illusion (Schaefer et al., 2009).

When a protocol of repetitive transcranial brain stimulation producing inhibitory effect is delivered over the inferior parietal lobule, it impairs the perceptual component of the illusion, but not the action-oriented component (Kammers et al., 2009), while stroke patients with damage in the white matter connected with prefrontal, premotor and parietal areas have a consistently higher odd to be unable to experience this illusion (Zeller et al., 2011).

However, subjects tested with the rubber hand illusion may experience that the fake hand substitutes their own (Lewis and Lloyd, 2010; Tsakiris et al., 2010) and a sense of disownership toward the real hand (Guterstam et al., 2011). Thus, since the paradigm of augmentation involves the presence of extra-effectors that are controlled in parallel with one’s own limbs, an open question is to what extend the brain may show the ability to host a vivid representation of an extra-limb, while preserving that of the physiological ones.

The mirror box illusion was initially developed to give to amputees a normal, though artificial, visual feedback of their lost limb by reflecting the controlateral healthy one in a mirror. This has been shown to readdress amputees’ aberrant brain plasticity and improve their phantom limb pain (Ramachandran et al., 1995; Ramachandran and Altschuler, 2009). However, also healthy subjects can be induce to feel the sense of ownership for the reflected image by hiding their intact limb inside the mirror box (Figure 1B; Romano et al., 2013).

Reports of humans that, mostly affected by brain lesions located to the right hemisphere, perceive a supernumerary limb in the controlesional side (Halligan and Marshall, 1995) seem to support this possibility. More recently, few modified rubber hand paradigms documented the embodiment of supernumerary limbs, being them two rubber hands for which the subject proved increased protective autonomic response (Ehrsson, 2009) or two virtual copies of the subject real hand (Newport et al., 2010). In the latter case, subjects integrated the perception of both hands into the body image, but were able to control the movement of only one of them, as if only that limb fully integrated in the body representation for action. Incongruence between efferent and proprioceptive signals and between body image and body schema may sustain the possibility to feel a sense of ownership for both the real and the supernumerary limb (Giummarra et al., 2008). Indeed, aberrant plastic modifications of the hand cortical representation that are common in the amputees’ brain (Ramachandran et al., 1992; Flor et al., 1995; Pascual-Leone et al., 1996; Di Pino et al., 2009), not only still allow amputees to experience the rubber hand illusion (Ehrsson et al., 2008), but also to easily embody more than one fake limb at a time (Giummarra et al., 2011). An explanation advanced for this surprising phenomenon is that, in front of multiple, anatomically plausible limbs, the nervous system gradually assigns an equal probability that own limbs may be located at one of the different locations where the fake limbs are, due to multisensory integration (Guterstam et al., 2011).

Which features have to be implemented in the artificial limb to facilitate the process of its embodiment? The level of anthropomorphism of the artifact seems to be a key factor. In front of several objects only realistic prosthetic hands generated strong illusions (Tsakiris et al., 2010), which is prevented by rotating the hand into anatomically implausible postures (Ehrsson et al., 2004). Also proprioceptive afferences play a pivotal role and synchronous active movements of both the real and the fake hand make the embodiment stronger (Tsakiris et al., 2006). Furthermore, the embodiment of virtual hands providing realistic visual input (Slater et al., 2008; Newport et al., 2010).

The embodiment of the supernumerary artificial limb seems like the counterpart of deficit shown by brain-damaged patients who fail to recognize the ownership of their own limbs, attributing them to someone else, and even failing to show anticipatory responses to threatening incoming stimuli (Romano et al., 2014). To the same token, the inclusion of an alien limb in the patient’s body representation could provide several advantages that go well beyond the mere improvement of motor control, including an extend sense of protection against forthcoming threats to the artifact. Indeed, it has been shown that, once a rubber hand is embodied, its threatening induces the activation of the insula and the anterior cingulate cortex that is due to interoception and anxiety, together with a motor activation that reflects the replay of the motor properties of the lost limb. Activity in these regions correlates with the level of embodiment (Ehrsson et al., 2007).

Recently, intracortical recordings in primates have revealed that S1 and M1 are involved in the plastic processes responsible for the embodiment of a virtual hand. The time delay of those responses was compatible with an indirect activation of primary sensorimotor areas by visual cortices, probably trough the fronto-parietal cortical circuitry (Shokur et al., 2013).

In order the rubber hand illusion to arise, congruent tactile and visual afferences are needed. Hence, it is plausible to suppose that to enrich the user experience of prosthesis control with a sensory feedback could be a main determinant to prompt the embodiment of prosthetic limbs. Whole nerve electrical stimulation (Mulvey et al., 2012) and vibrotactile stimulation (brushstroke or stick tapping) (D’Alonzo and Cipriani, 2012) of the real hand are able to substitute a real touch in the processes needed to evoke the rubber hand illusion. A pressure stimulator that translated the data acquired by a load cell mounted on a prosthesis into tactile stimulation of the skin reinnervated with nerves originally devoted to the lost hand was able to evoke the rubber hand illusion for a prosthetic device in patients undergoing target muscle reinnervation (Marasco et al., 2011). Moreover, as it happens for the real hands, the embodiment of the prosthesis should produce a cross-modal integration of tactile afferences with visual stimuli coming from the surroundings of the prosthesis, in order to ameliorate manipulation and sensory anticipation of stimuli in its surrounding environment. In healthy participants, long-term use of an electromyographic signal-driven detached robotic hand, able to provide substitutionary sensory feedback from its fingers via vibrotactile stimulation, produces a pattern of visuo-tactile interference from visual stimuli close to the prosthesis fingers, over tactile stimuli referred to the same fingers, in the cross-modal congruency effect, as typically shown when testing the real hand (Figure 1C; Marini et al., 2014).

However, a lesson learned from the rubber hand illusion is that, further than its intuitive consequences in a more dexterous control of the prosthesis, the more the afferent feedback from a prosthesis is veridical and close to normal physiology, the more the eventual embodiment of the artifact is likely. This has strong implications for the strategy to adopt for prosthesis-user interfacing.

Finally, the integration of neuroprostheses into the dynamic body image of the users, would likely change the body representation in a proficient, but also unnatural way, giving rise to a potential side effect of the prosthesis (Dobkin, 2007). Indeed, the risk of the arising of perceptual distortions of the body image could produce also detrimental effects due to the possible mismatch between the mental body image and the physical body. For example, psychological/psychiatric symptoms may occur, similar to those suffered by teens affected by body dysmorphic disorders, with consequent severe emotional distress, anxiety and depression or to those reported in the body integrity identity disorders or even somatoparaphrenia, where the subject reports extreme discomfort for a body segment that he feel as not belonging to him (Blom et al., 2012; Romano et al., 2014).

PLASTICITY INDUCED BY THE FUNCTIONAL REPLACEMENT OF MOTOR OUTPUT

Amputation is a straightforward model of deprivation-dependent plasticity and the consequences of the use of prostheses may be taken as a model of brain reorganization following the replacement of sensation and motor output. The interruption of incoming and outgoing flow between the lost segment and the brain triggers, in amputees, a plastic rearrangement of pathways and relays, especially in the cortical sensorimotor representation (Ramachandran et al., 1992; Pascual-Leone et al., 1996). The neural underpinning of phantom limb pain has been primarily ascribed to such an aberrant cortical reorganization (Flor et al., 1995). Long-term use of myoelectric (Lotze et al., 1999) or even body-powered (Weiss et al., 1999) prostheses somehow reduces the maladaptive cortical reorganization and the associated phantom limb pain. The right ventral premotor cortex is strongly activated during the control of an EMG-guided prosthesis, while the right posterior parietal cortex activation may underlie its perceptual assimilation in the body schema (Maruishi et al., 2004).

However, interfacing systems relying on the contraction of far spared muscles transmitted through hidden pulleys and cables or superficial electromyographic sensors, may be inadequate for the control of novel multifingered sensorized prostheses and to effectively readdress the aberrant plasticity. To this aim invasive multicontact electrodes have been developed to be implanted in the peripheral nerves (Navarro et al., 2005) and to reopen a bunch of input/output channels directly toward the nervous system of amputees (Micera et al., 2009, 2010). The surgery needed to implant the electrodes, if performed by experts respecting few restrictions, could be considered a low-risk procedure (Di Pino et al., 2013), that may be eventually available in the near future also for healthy people aiming at augmentation.

In parallel with the anthropomorphism and the manipulative skills own by the prosthesis, a key factor that plays a major role in driving the brain reshaping accompanying the employment of a motor substitution device is the achievement of proper solutions for effective and natural bidirectional human–machine interfacing (Di Pino et al., 2009). Indeed, the training for the control of an anthropomorphic dexterous robotic hand interfaced with intraneural multielectrodes with the forearm nerves of the user, induced consistent reversion of the amputation-induced aberrant cortical plasticity. In particular, it can unmask the motor cortical representation of the lost hand (Rossini et al., 2010) and normalize the EEG activation pattern during movement of the phantom hand (Tombini et al., 2012), the functional interhemispheric interaction (Di Pino et al., 2012c) and the cortico-cortical functional connectivity (Ferreri et al., 2014). Those plastic changes are accompanied by a modulation of patient body image, who referred the reshaping of the perceived phantom of the lost limb, now resembling more closely the healthy real arm, and an improvement of his phantom limb pain (Di Pino et al., 2012a,b).

Also targeted muscle reinnervation, the relocation of sensory and motors nerve fibers once devoted to the missing hand toward spared muscles above the line of amputation, could represent a good solution for human–machine interfacing devoted to prosthesis control (Kuiken et al., 2007). Indeed, in amputees this solution results in the return of motor task execution that reversed the previous shift of lost limb cortical motor representation (Chen et al., 2013).

The readdressing of aberrant cortical changes described so far well matches those produced by the transplantation of biological functional body parts. Recovered intracortical and corticospinal excitability was found in patients undergoing toe-to-thumb transfer for their lost thumb (Ni et al., 2010) or for the correct relocation of the functional sensorimotor representation of the grafted hands in bilateral amputees who underwent transplantation of both hands (Giraux et al., 2001). Reacquiring a lost or a new motor output drives brain plasticity also in case of central nervous system damage. Indeed, stroke patients exploiting a mu rhythm-driven magnetoencephalographic brain computer interface (BCI) to operate an orthesis controlling their paretic hand improved their ability to modulate mu rhythm (Buch et al., 2008).

Therefore, the evidence is in favor of a normalization of the aberrant motor cortical plasticity pushed by the reacquisition of a viable motor efference: The more the regained output resembles the previous physiologic condition, the more the normalization of cortical plasticity.

AUGMENTATION-INDUCED PLASTICITY

Although strictly inherent to human augmentation, the evidence on the evolution of neural plastic processes reviewed so far, is mainly inferred from parallel knowledge acquired from logically related paradigms. From now on, we will focus our discussion on the brain mechanisms that lie behind enhancing able-bodied ability. Augmentation is achieved through BMI, invasive or not, as well as with more traditional devices such as haptic manipulators and vibrotactile stimulators.

Humans have been shown able to acquire new, not-previously experienced, sensory modalities that are instead typical of other animal species. Vibrotactile stimulation can deliver inputs through gyroscopes, accelerometers and magnetometers-embedded in a belt, to be used for space orientation, (Nagel et al., 2005) or for “whisking” through an ad-hoc developed artificial whisker (Saig et al., 2010). Devices for haptic augmented reality are based on the same rationale. Artificial sensors mounted on a fingernail (Ando et al., 2002), on a pen-like tool (Nojima et al., 2002) or directly on an artificial skin layer (Kajimoto et al., 2003) extract from the environment visual information that a tactile display converts mostly into vibrations. A proficient interaction with those devices primarily relies on cross-modal plasticity in the user’s brain. They have been designed to touch the untouchable and can find, for instance, in the enhancement of manipulative skills inside particular surgical theaters their operating field. Surgery under microscope and through robotic effectors can be considered a sort of human augmented scenario, as shown by the ability of transfer to the surgical tool, even a virtual one, multisensory integration properties that are proper of the body itself (Sengül et al., 2012). In humans exposed to an augmented task, the features of the tool adopted for functional augmentation influence the activation pattern of the brain. Indeed, surgeons involved in a laparoscopic procedure manifested higher intrahemispheric sensorimotor EEG coherence, probably because operating straight instruments in a bi-dimensional view requests an enhanced activation of primary and high-order areas. Surgeons performing the same task with the da Vinci® robotic surgical system, which offers more dexterous surgical instruments (EndoWrist) articulated like a wrist in a tridimensional view, had instead higher interhemispheric coherence and a more robust alpha and beta activity, perhaps underlying the enhanced exploitation of bimanuality accomplishing robotic-aided surgery (Bocci et al., 2013).

Proves of the acquisition of unnatural new sensory modalities through invasive brain machine interfaces have been documented in rodents. Rats reorganized their foraging behavior in function of infrared cues sensed by an IR detector directly interfaced with their barrel cortex. Here again, cross-modal plasticity demonstrated to be the key of sensory augmentation. Remarkably, as previously described for the artificial transposition of retinal afferences to S1 that makes S1 responding to light (Métin and Frost, 1989), S1 neurons developed bimodal tactile-IR receptive fields. Unfortunately, it is impossible to disentangle if new inputs were perceived by rats as unnatural stimuli coming from the whiskers or as stimuli arising from a brand new sensory modality (Thomson et al., 2013).

Human augmentation realized some of its best potentialities, also starting to attract a wide attention from non-specialists since brain to machine interfaces have been employed to control artificial limbs, assistive grabbers or wheelchairs. Brain-machine (or computer) interfaces are intrinsic promoters of brain plasticity by forcing an unnatural function of cortical neurons that, instead of modulating the inferior spinal motor neuron, start to be the final nervous element of the motor output chain (Wolpaw, 2007). Moreover, brain machine interfaces give to users the opportunity to have a novel feedback of their brain activity, namely neurofeedback, which would be otherwise unavailable. Such a new form of awareness is a further determinant of brain plastic processes (Dobkin, 2007). The more the feedback on the state of the brain is given in an optimal modality and relayed with good accuracy and delay, the more it is able to support the process of reorganization (Grosse-Wentrup et al., 2011).

The execution of actions through brain machine interface is intentional and goal-directed, since those actions are learned worse if the action-reward contingency is altered or the weight of the reward is reduced (Koralek et al., 2012).

Controlling the output of a BCI, although the controlled task has not prevalent motor features, such as in the case of the control of a visual cursor or the modulation of the pitch of an auditory cursor, seems to be resolved by the brain similarly to a motor task. In this line, the achievement of proficiency is not dissimilar to the one involved in motor skills learning with an initial fast improvement of performance and a later phase of slower learning. In epileptic patients undergoing electrocorticography-monitoring, the control of a one degree-of-freedom BCI by volitional modulation of high gamma band produced a diffuse cortical activation, especially sensorimotor and visuomotor areas. The refinement of performance, achieved through the training, corresponded to a focalization of cortical recruitment, akin to what often seen following motor non-BMI training (Kelly and Garavan, 2005), with a decrement of activity in prefrontal, premotor and parietal cortex, probably due to the shift from a fully cognitive towards a more automatic control of the task (Wander et al., 2013). In a similar paradigm, an increase in non REM spindles has been reported, which witness a facilitation of synaptic plasticity (Johnson et al., 2012). Improvement of BMI control is strongly sustained by an increased striatal to M1 functional coupling (enhanced lower band coherence) and increased firing rate of the cortical-striatal projection. It is based on LTP-dependent plasticity, since mice with defective NMDA striatal receptors exhibit impaired ability to refine their performance (Koralek et al., 2012). The finding of a very similar enhancement of cortico-striatal functional coupling in normal subjects who learn to response with the most appropriate motor behavior to given visual stimuli (Toni et al., 2002) strongly supports the neural correlate correspondence of learning tasks executed exploiting physiological motor outputs or BMI.

A key issue explored in the present paper is whether the brain expand its motor control to a supernumerary limb. In monkeys, several studies documented the ability of the brain to control supernumerary, artificial limbs. Monkey implanted in their primary motor cortex were able to control a 5 degrees of freedom actuated arm for self-feeding, while their own real hand was restrained (Velliste et al., 2008). In a previous study, a significant performance decrease took place when the monkey independently used its own hand (Carmena et al., 2003). To the best of the authors’ knowledge, so far, these findings have not been replicated in humans.

As far as the independency of real and artificial limb control is concerned, cortical motor neurons with augmented outputs, even if still devoted to the control of the natural arm, are able to arrange their activity in order to create what somehow may be considered as the cortical map of the neuroprosthesis. Indeed, in the presence of a constant transformation function of the recorded activity into movement of the external actuator, the learning process results in the formation of a functional neuronal compound, defined by the refinement of tuning parameters such as, preferred directions, mean firing rates and the depth of modulation (Ganguly and Carmena, 2009). The ensemble of neurons controlling the position of a cursor in a 3D space can also plastically adapt its behavior in front of a modification of the transformation function that produces a visuomotor rotation. Both rotated and especially non-rotated units shift their tuning toward the applied perturbation, but rotated units decrease their modulation depth in order to lower their influence on the preferred direction (Jarosiewicz et al., 2008), showing a relative selectivity of response in different subpopulation of neurons. A similar approach, but scaled at the level of entire brain, has been taken by Imamizu and colleagues, that demonstrated an activation of the posterior superior fissure of the cerebellum in subjects relearning to use a computer mouse that underwent a rotational transformation (Imamizu et al., 2000). Learning the use of two mice with alterations of different parameters (rotation and velocity) of their transformation functions activated contiguous, yet different, cerebellar areas (Imamizu et al., 2003). Authors explain cerebellar activity as the result of the formation of a tool-use internal model, a neural process mimicking the input-output flow of tool motor (and probably cognitive) constraints characterizing the interaction.

Amelioration of the intracortical BMI performance also affects the modulation of neuronal firing rate in motor, premotor supplementary motor and parietal regions to a level not directly correlated with the refinement of cursor kinematic. This firing-rate variance showed an inverse u-shape trend, increasing in the initial training and decreasing with the acquisition of proficiency, as if it was driven by a progressive reduction of prediction and execution error due, to a progressive refinement of the internal model of the external controlled device (Zacksenhouse et al., 2007). Such a progressive cortical representation of the neuroprosthesis seems to be stable, and ready to use at each new recording session, critical for task accuracy, (since the removal of neurons from the ensemble deeply impairs performance) and resistant to interference since it keeps working even in parallel with the formation of new maps (Ganguly and Carmena, 2009). This body of evidence has enormous implications in favor of the relative stability of the neurons-behavioral links in neuroprosthetic as well as in natural control.

“To resume the section in a few words, controlling external augmenting devices through neural interfaces is resolved by the brain as it does by controlling normal motor output; in particular by building a cortical map of the motor efferences which change its features to achieve, day after day, a more proficient control”.

MODULATING AUGMENTATION RELATED PLASTICITY

Along the present manuscript we showed how the propensity of the brain to be plastic can be considered as the fertile soil needed for a proficient implant of new input/output external aid. This implies that any attempt to increase the efficiency of any plastic brain changes or even to redirect them towards the desired direction could result in a more effective blend between the biological and the artificial component of any hybrid bionic system.

In this view, it is known that brain plasticity can be modulated through drugs. Especially noradrenergic agonists have been exploited to enhance M1 excitability (Ziemann et al., 2002), improve motor skill acquisition (Plewnia et al., 2004), learning language (Breitenstein et al., 2004) and in the motor recovery from stroke and other brain lesions (Gladstone and Black, 2000; Schuster et al., 2011). Recently, it has been hypothesized that motor improvement after the administration of amphetamine-like drugs may be due to a better visuomotor integration, with an increased functional coupling between right intraparietal and superior frontal premotor cortex (Grefkes et al., 2010). We already discussed the primary role that the right fronto-parietal circuit plays in augmentation-related plasticity.

Recently, non-invasive neuromodulatory techniques, mostly based on repetitive transcranial magnetic stimulation and transcranial direct current stimulation, have been introduced and showed to effectively inhibit or facilitate the excitability of the motor cortex, possibly through LTP/LTD-like mechanisms (Ziemann et al., 2008). For instance, in humans, transcranial direct current stimulation showed to be able to enhance not only motor skills (Nitsche et al., 2003) and movement speed accuracy (Reis et al., 2009), but also visuomotor coordination (Antal et al., 2004b), learning (Antal et al., 2004a) and frontal functions (Capone et al., 2014). Stimulation of motor cortex has been also successfully used to control chronic neuropatic pain of different etiology, possibly enhancing descending analgesic effects that limit aberrant afferent noxious signals and overall limiting maladaptive plasticity (Andrade et al., 2013; Bolognini et al., 2013a,b). However not invasive neuromodulation can be used also for modulating plasticity of frontal and associative cortices with the aim of cognitive enhancement in the domain of working memory (Andrews et al., 2011; Cantone et al., 2014), problem solution (Chi and Snyder, 2012) and creative intelligence (Cerruti and Schlaug, 2009). Paired associative stimulation is a neuromodulation paradigm that targets specifically sensorimotor integration process by repeating the coupled electrical stimulus to a peripheral nerve and a time-locked TMS pulse to the contralateral M1 (Stefan et al., 2002). Neither paired associative stimulation nor other non-invasive neuromodulatory techniques, perhaps targeting premotor of posterior parietal cortices have been applied, to our knowledge, to attempt to facilitate the embodiment of tools and prostheses. This should definitely deserve our future efforts.

Also less conventional non-invasive brain stimulation can improve augmentation plasticity, as for alpha frequency visual flickering that improves word recall (Williams, 2001). Sleep is a physiological prolonged activity, taking almost a third of our life, when the brain is extremely prone to undergo plastic remodeling especially linked with consolidation of memories (Diekelmann and Born, 2010). A bad sleep is known to negatively impact plastic processes, such as, for instance, those at the base of the recovery from stroke (Zunzunegui et al., 2011). Therefore its modulation could also enhance learning processes related to augmentation. Indeed, it has been shown how sleep-related plasticity can be modulated with transcranial stimulation (Marshall et al., 2006), or simply by delivering external odors (Rasch et al., 2007), with a significant impact on consolidated memory. The tight relation among BCI-related plasticity and sleep is sustained by the local increase of spindles, signs of a cortical state conductive to synaptic plasticity, in subjects trained to control a computer cursor via an electrocorticographic interface (Johnson et al., 2012).

Furthermore, different genetic substrates could have an impact in the individual propensity to be augmented. This can be inferred from the effect of different haplotypes on plasticity related paradigms. Indeed, The Val66Met polymorphism of the brain derived neurotrophic factor, present in about a third of the Caucasian population, has been associated with reduced sensitivity to plasticity-inducing neuromodulation (Cheeran et al., 2008) and with a worse recovery from stroke (Kim et al., 2012). The response of ADHD children to methylphenidate seems to be affected by the Val158Met polymorphism in the Catechol-O-methyltransferase (Kereszturi et al., 2008) and by the genotype of the dopamine transporter (Winsberg and Comings, 1999), which affects also the outcome of working memory training (Brehmer et al., 2009).

Also age-related effect could be taken into consideration as modulating factors for augmentation-related plasticity. Although the rate of enhancement of motor and cognitive ability is maximal at younger ages, when sensorimotor areas express their critical plastic period (Hensch, 2005), there is also evidence that augmentation-related plasticity can take place throughout the entire life span. Plasticity in primary visual (Kaas et al., 1990), auditory (Recanzone et al., 1993) and somatosensory cortices (Merzenich et al., 1984) has been described at later ages and cats deprived of vision during adulthood showed cross-modal improvement of the ability to localize sound, albeit lower than earlier deprived cats do (Rauschecker and Kniepert, 1994).

Finally, can augmentation-related plasticity always be enhanced or it may suffer from ceiling effects that limit the ability to be further augmented? Overtrained athletes can undergo the burnout syndrome (Winsley and Matos, 2011) and excessive use and training can be responsible of aberrant plasticity in sensorimotor areas and in the basal ganglia at the base of the focal dystonia of expert players and musicians (Defazio et al., 2007). There are also reports of ceiling effect in cognitive enhancement (Kwok et al., 2011) and London taxi drivers, whit exceptional navigation ability, acquired worse new spatial memory as if the hyper-representation of posterior hippocampus may undermined new plasticity in the anterior hippocampus (Maguire et al., 2006). However, sometimes improvement can undergo false ceiling effects due to precocious delegation of not yet consolidated functions to brain networks in charge of automaticity (Ericsson, 2007).

CONCLUSION

SUMMARY OF THE EVIDENCE ON AUGMENTING-RELATED PLASTICITY

From the body of literature reviewed in the present paper, a few conclusions can be drawn.

First, augmentation-related plasticity takes place at the cellular level, likely through synaptic signals, as evidenced by changes of gray matter thickness and even with neurogenesis in the dentate gyrus.

Second, a number of brain areas have been identified as likely actors of augmentation-based plasticity, playing a role at different stage of the process (Figure 2). The representation of the external world in primary sensory areas is extremely sensitive to activity that modulates their tuning parameters. These cortices are able to accept afferences from different physiological or artificial sensory modalities by shaping the receptive fields of their neurons to make them sensitive to novel kinds of sensory input.
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FIGURE 2. Possible applicative scenario of human augmentation Rescuers dug through the rubble of collapsed buildings looking for survivors in the wake of an earthquake exploiting artificial supernumerary limbs (light blue and green), artificial organs of sense (red) and cognitive enhancement (yellow). The most relevant areas of the brain recruited by the task are drown on the side. Control of supernumerary limbs mostly relies on primary and secondary sensorimotor areas and on the facilitation of striato-cortical projection, their embodiment in changes especially taking place in the premotor cortex and in the intraparietal sulcus. Sensory augmentation is enabled by cross-modal plasticity of sensory areas, while cognitive enhancement has in the neural plasticity of the frontoparietal network, of the hippocampus and in the facilitation of the ascending neurotransmitter system its neurobiological substrate.



Also M1 is highly susceptible to modulation of cortical representation and corticospinal excitability. The control of neuroprostheses recruits motor and premotor areas, and the acquisition of the skillful use of them promotes the recovery of the cortical representation of a lost limb and its functional interplay with related regions. Training-based skill acquisition gradually decreases attentional recruitment, focusing the activity on sensorimotor areas and increasing the basal ganglia drive of cortical activity. Indeed, the brain can learn to deal with neuroprostheses as it does with normal motor outputs, producing similar learning curves in both conditions.

The frontoparietal network is another functional actor that plays the key role in augmentation-related plasticity. It is strongly recruited in the initial phase of the acquisition of a new motor ability. Premotor cortex is also activated to learn to control an external effector, controls tool motor representation and together with the intraparietal sulcus, which contributes to extracting the visual features of the tool, is the main substrate for artifact embodiment. In these areas, neurons responsible for multisensory integration can be modified to extend their receptive fields and assimilate a supernumerary limb. An anthropomorphic sensorized prosthesis provides the critical sensory afferences needed for a full, comfortable embodiment, and thus optima efficiency, of the artifact. By operating a neuroprosthesis, the brain builds up a cortical representation of the device. This process selectively involves subgroup of interfaced neurons that plastically adapt their firing rate to refine the kinematic parameters and reduce the execution error.

The mirror system of premotor and parietal areas may exert a role in understanding the meaning of an action performed with anthropomorphic augmentation devices and in learning to operate them. Furthermore, plasticity in posterior parietal cortex is responsible also for the assimilation of artificial sensory modalities and for the complex behavioral advantages that from this derive.

Finally, plasticity in the attentional frontoparietal network is the main target of cognitive enhancement, achieved as a corollary effect of sensorimotor augmentation or, selectively, by modulating the neurochemical signals ascending from the brainstem. The hippocampus contributes by undergoing memory-induced changes. The insula and the cerebellum are involved in augmentation-related plasticity too. The cerebellar cortex is activated during the learning of a tool or a neuroprosthesis, contributing to their embodiment; furthermore its activation is related to the formation of an internal model of the external effector. The insula plays a role in the interoception of the embodied artifact and in the relationship of augmented skills with emotions.

FUTURE PERSPECTIVES

The evidence provided in this review, unmasks the ability of the central nervous system of primates and humans, not only to master the use of external tools, but also to plastically reshape the body representation and the very sense of the self in favor of a more affordable sensing, and operating in the environment (Clark, 2007).

Central to the topic of the present review is the integration of any augmentative device in the global sense of the self of the user. Operatively, the sense that conscious experience is bound to the self has been defined to emerge from a series of elements including the feeling of body ownership, the perception of self-location in space and the observation of our own body and outside world according to a first-person perspective (Blanke, 2012). The sense of self can be notably disrupted in pathological conditions affecting a single body part such as somatoparaphrenia (the denial of ownership of contralesional limbs, following brain damage) (Vallar and Ronchi, 2009) or the whole body, such as in the out-of-the-body experience phenomena (Blanke and Mohr, 2005). An experimental modulation of the sense of the self for the whole body has been famously demonstrated using the “full body illusion” procedures, in which participants receive tactile strokes, while seeing their own body, filmed by a camera, receiving synchronous or asynchronous strokes of homologous body regions (back/chest). Following this procedure, a variety of illusions of self-identification with the virtual body (Lenggenhager et al., 2007), with the camera viewpoint (as if looking to an alien body), as well as modulation of sensory experience (Aspell et al., 2009; Romano et al., 2014) have been obtained. Different aspects of corporeal self consciousness have been linked to the activation of different brain structures, including premotor, parietal (somatosensory and IPS), extrastriate (EBA) and putaminal regions, as well as the temporoparietal junction, as the result of a process of multisensory integration involving visual, somatosensory and vestibular input (see Blanke, 2012 for review).

The knowledge acquired on the mechanisms of body ownership and, in general, self identification, may put the basis for understanding how plasticity-induced brain augmentation may contribute to the recovery or the enhancement of the sense of the self. The more straightforward situation to think about is certainly the case of amputation. As discussed previously, a key role of functional prostheses is to allow the rebuilt of a full sense of ownership and agency of the prosthesis through a process of training-induced, embodiment (Ehrsson et al., 2008; Marasco et al., 2011; D’Alonzo and Cipriani, 2012; Mulvey et al., 2012). In this respect, the plasticity induced by functional prostheses (Di Pino et al., 2009; Rossini et al., 2010; Maruishi et al., 2004), targets similar sensorimotor brain areas as those modulated by paradigms inducing illusory sense of ownership for alien body parts and could constitute the basis of a full inclusion of external devices into the self as well as the extension of visuo-tactile integration properties to an external augmentation device (Marini et al., 2014).

Indeed, the evaluation of whole brain activity, and the monitoring of cortico-cortical connectivity, for instance by means of functional magnetic resonance, in primates undergoing motor output augmentation through BMI, of which literature to the best of authors knowledge is still wanting, would be of utmost value to depict a comprehensive picture of brain processes underlying augmentation. Such studies could be of out-breaking relevance in order to understand the interplay among different brain structures in the buildup of plasticity, as well as for the monitoring of the neural substrates of possible conditions (pain, emotional distress) that may co-occur as severe side effects.

Finally, we saw how the plastic changes resulting from the interaction with external devices are the necessary neural correlates of functional augmentation, of learning new skills and exploiting artificial senses. Plasticity allows evolving the exploitation of tools through their embodiment and it is strongly correlated with how much the interface constituting the hybrid bionic system is direct and intuitive. We thus propose that, in parallel with more classical instruments for performance monitoring, methods for the functional evaluation of the augmentation-related plasticity, can provide reliable and comprehensive measures of the effectiveness achieved by the hybrid bionic system in accomplishing augmentation.

AUTHOR AND CONTRIBUTORS

Giovanni Di Pino chose the topic, conceived the design of the manuscript and wrote the main text. Angelo Maravita was in charge of the sections on tools use and embodiment. Loredana Zollo took care of the section on prostheses. Eugenio Guglielmelli and Vincenzo Di Lazzaro deeply revised the manuscript. All the authors checked and approved the final submitted version of the manuscript.

ACKNOWLEDGMENTS

This work was partially supported by the National Project of the Italian Ministry of Research, PRIN 2010, HANDBOT—Biomechatronic and Prostheses Endowed with Bio-inspired Tactile Perception, Bi-directional Neural Interfaces and Distributed Sensorymotor Control, CUP: B81J12002680008”.

REFERENCES

Aglioti, S. M., Cesari, P., Romani, M., and Urgesi, C. (2008). Action anticipation and motor resonance in elite basketball players. Nat. Neurosci. 11, 1109–1116. doi: 10.1038/nn.2182

Ambrose, S. H. (2001). Paleolithic technology and human evolution. Science 291, 1748–1753. doi: 10.1126/science.1059487


Ando, H., Miki, T., Inami, M., and Maeda, T. (2002). The nail-mounted tactile display for the behavior modeling. Proceedings of the ACM SIGGRAPH 2002. conference abstracts and applications; ACM.


Andrade, D. C., Borges, I., Bravo, G. L., Bolognini, N., and Fregni, F. (2013). Therapeutic time window of noninvasive brain stimulation for pain treatment: inhibition of maladaptive plasticity with early intervention. Expert Rev. Med. Devices 10, 339–352. doi: 10.1586/erd.12.90

Andrews, S. C., Hoy, K. E., Enticott, P. G., Daskalakis, Z. J., and Fitzgerald, P. B. (2011). Improving working memory: the effect of combining cognitive activity and anodal transcranial direct current stimulation to the left dorsolateral prefrontal cortex. Brain Stimul. 4, 84–89. doi: 10.1016/j.brs.2010.06.004

Angelakis, E., Stathopoulou, S., Frymiare, J. L., Green, D. L., Lubar, J. F., and Kounios, J. (2007). EEG neurofeedback: a brief overview and an example of peak alpha frequency training for cognitive enhancement in the elderly. Clin. Neuropsychol. 21, 110–129. doi: 10.1080/13854040600744839

Anguera, J. A., Boccanfuso, J., Rintoul, J. L., Al-Hashimi, O., Faraji, F., Janowich, J., et al. (2013). Video game training enhances cognitive control in older adults. Nature 501, 97–101. doi: 10.1038/nature12486

Antal, A., Nitsche, M. A., Kincses, T. Z., Kruse, W., Hoffmann, K. P., and Paulus, W. (2004a). Facilitation of visuo-motor learning by transcranial direct current stimulation of the motor and extrastriate visual areas in humans. Eur. J. Neurosci. 19, 2888–2892. doi: 10.1111/j.1460-9568.2004.03367.x

Antal, A., Nitsche, M. A., Kruse, W., Kincses, T. Z., Hoffmann, K.-P., and Paulus, W. (2004b). Direct current stimulation over V5 enhances visuomotor coordination by improving motion perception in humans. J. Cogn. Neurosci. 16, 521–527. doi: 10.1162/089892904323057263

Armel, K. C., and Ramachandran, V. S. (2003). Projecting sensations to external objects: evidence from skin conductance response. Proc. Biol. Sci. 270, 1499–1506. doi: 10.1098/rspb.2003.2364

Aspell, J. E., Lenggenhager, B., and Blanke, O. (2009). Keeping in touch with one’s self: multisensory mechanisms of self-consciousness. PLoS One 4:e6488. doi: 10.1371/journal.pone.0006488

Bach-y-Rita, P., and W Kercel, S. (2003). Sensory substitution and the human–machine interface. Trends Cogn. Sci. 7, 541–546. doi: 10.1016/j.tics.2003.10.013

Bailey, C. H., and Kandel, E. R. (2008). Synaptic remodeling, synaptic growth and the storage of long-term memory in Aplysia. Prog. Brain Res. 169, 179–198. doi: 10.1016/s0079-6123(07)00010-6

Baumeister, J., Reinecke, K., Liesen, H., and Weiss, M. (2008). Cortical activity of skilled performance in a complex sports related motor task. Eur. J. Appl. Physiol. 104, 625–631. doi: 10.1007/s00421-008-0811-x


Bavelier, D., Brozinsky, C., Tomann, A., Mitchell, T., Neville, H., and Liu, G. (2001). Impact of early deafness and early exposure to sign language on the cerebral organization for motion processing. J. Neurosci. 21, 8931–8942.


Bavelier, D., and Neville, H. J. (2002). Cross-modal plasticity: where and how? Nat. Rev. Neurosci. 3, 443–452. doi: 10.1038/nrn848


Bavelier, D., Tomann, A., Hutton, C., Mitchell, T., Corina, D., Liu, G., et al. (2000). Visual attention to the periphery is enhanced in congenitally deaf individuals. J. Neurosci. 20, RC93.


Birbaumer, N., and Cohen, L. G. (2007). Brain-computer interfaces: communication and restoration of movement in paralysis. J. Physiol. 579, 621–636. doi: 10.1113/jphysiol.2006.125633

Blanke, O. (2012). Multisensory brain mechanisms of bodily self-consciousness. Nat. Rev. Neurosci. 13, 556–571. doi: 10.1038/nrn3292

Blanke, O., and Aspell, J. E. (2009). Brain technologies raise unprecedented ethical challenges. Nature 458, 703–703. doi: 10.1038/458703b

Blanke, O., and Mohr, C. (2005). Out-of-body experience, heautoscopy, and autoscopic hallucination of neurological origin: implications for neurocognitive mechanisms of corporeal awareness and self-consciousness. Brain Res. Brain Res. Rev. 50, 184–199. doi: 10.1016/j.brainresrev.2005.05.008


Bliss, T. V., and Lomo, T. (1973). Long-lasting potentiation of synaptic transmission in the dentate area of the anaesthetized rabbit following stimulation of the perforant path. J. Physiol. 232, 331–356.


Blom, R. M., Hennekam, R. C., and Denys, D. (2012). Body integrity identity disorder. PLoS One 7:e34702. doi: 10.1371/journal.pone.0034702

Bocci, T., Moretto, C., Tognazzi, S., Briscese, L., Naraci, M., Leocani, L., et al. (2013). How does a surgeon’s brain buzz? An EEG coherence study on the interaction between humans and robot. Behav. Brain Funct. 9:14. doi: 10.1186/1744-9081-9-14

Bolognini, N., Olgiati, E., Maravita, A., Ferraro, F., and Fregni, F. (2013a). Motor and parietal cortex stimulation for phantom limb pain and sensations. Pain 154, 1274–1280. doi: 10.1016/j.pain.2013.03.040

Bolognini, N., Spandri, V., Olgiati, E., Fregni, F., Ferraro, F., and Maravita, A. (2013b). Long-term analgesic effects of transcranial direct current stimulation of the motor cortex on phantom limb and stump pain: a case report. J. Pain Symptom Manage. 46, e1–e4. doi: 10.1016/j.jpainsymman.2013.06.014

Bostrom, N., and Sandberg, A. (2009). Cognitive enhancement: methods, ethics, regulatory challenges. Sci. Eng. Ethics. 15, 311–341. doi: 10.1007/s11948-009-9142-5

Botvinick, M., and Cohen, J. (1998). Rubber hands “feel” touch that eyes see. Nature 391, 756–756. doi: 10.1038/35784

Brehmer, Y., Westerberg, H., Bellander, M., Fürth, D., Karlsson, S., and Bäckman, L. (2009). Working memory plasticity modulated by dopamine transporter genotype. Neurosci. Lett. 467, 117–120. doi: 10.1016/j.neulet.2009.10.018

Breitenstein, C., Wailke, S., Bushuven, S., Kamping, S., Zwitserlood, P., Ringelstein, E. B., et al. (2004). D-amphetamine boosts language learning independent of its cardiovascular and motor arousing effects. Neuropsychopharmacology 29, 1704–1714. doi: 10.1038/sj.npp.1300464

Bremmer, F., Schlack, A., Shah, N. J., Zafiris, O., Kubischik, M., Hoffmann, K.-P., et al. (2001). Polymodal motion processing in posterior parietal and premotor cortex: a human fMRI study strongly implies equivalencies between humans and monkeys. Neuron 29, 287–296. doi: 10.1016/s0896-6273(01)00198-2


Brindley, G. S. (1974). Emptying the bladder by stimulating sacral ventral roots. J. Physiol. 237, 15P–16P.


Brozzoli, C., Gentile, G., and Ehrsson, H. H. (2012). That’s near my hand! parietal and premotor coding of hand-centered space contributes to localization and self-attribution of the hand. J. Neurosci. 32, 14573–14582. doi: 10.1523/jneurosci.2660-12.2012

Buch, E., Weber, C., Cohen, L. G., Braun, C., Dimyan, M. A., Ard, T., et al. (2008). Think to move: a neuromagnetic brain-computer interface (BCI) system for chronic stroke. Stroke 39, 910–917. doi: 10.1161/strokeaha.107.505313

Büchel, C., Price, C., Frackowiak, R., and Friston, K. (1998). Different activation patterns in the visual cortex of late and congenitally blind subjects. Brain 121, 409–419. doi: 10.1093/brain/121.3.409

Buonomano, D. V., and Merzenich, M. M. (1998). Cortical plasticity: from synapses to maps. Annu. Rev. Neurosci. 21, 149–186. doi: 10.1146/annurev.neuro.21.1.149

Cantone, M., Di Pino, G., Capone, F., Piombo, M., Chiarello, D., and Cheeran, B. (2014). The contribution of transcranial magnetic stimulation in the diagnosis and in the management of dementia. Clin. Neurophysiol. doi: 10.1016/j.clinph.2014.04.010. [Epub ahead of print].

Capone, F., Capone, G., Ranieri, F., Di Pino, G., Oricchio, G., and Di Lazzaro, V. (2014). The effect of practice on random number generation task: a transcranial direct current stimulation study. Neurobiol. Learn. Mem. 114C, 51–57. doi: 10.1016/j.nlm.2014.04.013

Cardinali, L., Frassinetti, F., Brozzoli, C., Urquizar, C., Roy, A. C., and Farnè, A. (2009). Tool-use induces morphological updating of the body schema. Curr. Biol. 19, R478–R479. doi: 10.1016/j.cub.2009.05.009

Carmena, J. M., Lebedev, M. A., Crist, R. E., O’Doherty, J. E., Santucci, D. M., Dimitrov, D. F., et al. (2003). Learning to control a brain-machine interface for reaching and grasping by primates. PLoS Biol. 1:E42. doi: 10.1371/journal.pbio.0000042

Cerruti, C., and Schlaug, G. (2009). Anodal transcranial direct current stimulation of the prefrontal cortex enhances complex verbal associative thought. J. Cogn. Neurosci. 21, 1980–1987. doi: 10.1162/jocn.2008.21143

Cheeran, B., Talelli, P., Mori, F., Koch, G., Suppa, A., Edwards, M., et al. (2008). A common polymorphism in the brain-derived neurotrophic factor gene (BDNF) modulates human cortical plasticity and the response to rTMS. J. Physiol. 586, 5717–5725. doi: 10.1113/jphysiol.2008.159905

Chen, A., Yao, J., Kuiken, T., and Dewald, J. P. (2013). Cortical motor activity and reorganization following upper-limb amputation and subsequent targeted reinnervation. Neuroimage Clin. 3, 498–506. doi: 10.1016/j.nicl.2013.10.001

Chen, R., Cohen, L. G., and Hallett, M. (2002). Nervous system reorganization following injury. Neuroscience 111, 761–773. doi: 10.1016/s0306-4522(02)00025-8

Chi, R. P., and Snyder, A. W. (2012). Brain stimulation enables the solution of an inherently difficult problem. Neurosci. Lett. 515, 121–124. doi: 10.1016/j.neulet.2012.03.012

Clark, A. (2007). Re-inventing ourselves: the plasticity of embodiment, sensing and mind. J. Med. Philos. 32, 263–282. doi: 10.1080/03605310701397024

Clark, K. B., Naritoku, D. K., Smith, D. C., Browning, R. A., and Jensen, R. A. (1999). Enhanced recognition memory following vagus nerve stimulation in human subjects. Nat. Neurosci. 2, 94–98. doi: 10.1038/4600

Cohen, L. G., Celnik, P., Pascual-Leone, A., Corwell, B., Faiz, L., Dambrosia, J., et al. (1997). Functional relevance of cross-modal plasticity in blind humans. Nature 389, 180–183. doi: 10.1038/38278

Creem-Regehr, S. H., and Lee, J. N. (2005). Neural representations of graspable objects: are tools special? Brain Res. Cogn. Brain Res. 22, 457–469. doi: 10.1016/j.cogbrainres.2004.10.006

D’Alonzo, M., and Cipriani, C. (2012). Vibrotactile sensory substitution elicits feeling of ownership of an alien hand. PLoS One 7:e50756. doi: 10.1371/journal.pone.0050756

Dahlin, E., Nyberg, L., Bäckman, L., and Neely, A. S. (2008). Plasticity of executive functioning in young and older adults: immediate training gains, transfer and long-term maintenance. Psychol. Aging 23, 720–730. doi: 10.1037/a0014296


Dario, P., Sandini, G., and Aebischer, P. (1993). “Robots and biological systems: towards a new bionics?,” in Proceedings of the NATO Advanced Workshop on Robots and Biological Systems. Available at http://www.springer.com/computer/ai/book/978-3-540-56158-3


De Volder, A. G., Catalan-Ahumada, M., Robert, A., Bol, A., Labar, D., Coppens, A., et al. (1999). Changes in occipital cortex activity in early blind humans using a sensory substitution device. Brain Res. 826, 128–134. doi: 10.1016/s0006-8993(99)01275-5

Defazio, G., Berardelli, A., and Hallett, M. (2007). Do primary adult-onset focal dystonias share aetiological factors? Brain 130, 1183–1193. doi: 10.1093/brain/awl355

Di Lazzaro, V., Oliviero, A., Pilato, F., Saturno, E., Dileone, M., Marra, C., et al. (2005). Neurophysiological predictors of long term response to AChE inhibitors in AD patients. J. Neurol. Neurosurg. Psychiatry 76, 1064–1069. doi: 10.1136/jnnp.2004.051334


Di Pino, G., Benvenuto, A., Cavallo, G., Denaro, L., Denaro, V., Ferreri, F., et al. (2012a). “In human implant of intraneural multielectrodes for controlling a 5-fingered hand prosthesis and delivering sensorial feedback,” in Grasping the Future: Advances in Powered Upper Limb Prosthetics, eds V. P. Castelli and M. Troncossi (Beijing, P. R. China: Bentham Science Publishers), 28–38.



Di Pino, G., Benvenuto, A., Tombini, M., Cavallo, G., Denaro, L., Denaro, V., et al. (2012b). Overview of the implant of intraneural multielectrodes in human for controlling a 5-fingered hand prosthesis, delivering sensorial feedback and producing rehabilitative neuroplasticity. Proceedings of the Biomedical Robotics and Biomechatronics (BioRob), 4th IEEE RAS and EMBS International Conference on 2012.


Di Pino, G., Denaro, L., Vadala, G., Marinozzi, A., Tombini, M., Ferreri, F., et al. (2013). Invasive neural interfaces: the perspective of the surgeon. J. Surg. Res. 188, 77–87. doi: 10.1016/j.jss.2013.12.014

Di Pino, G., Guglielmelli, E., and Rossini, P. M. (2009). Neuroplasticity in amputees: main implications on bidirectional interfacing of cybernetic hand prostheses. Prog. Neurobiol. 88, 114–126. doi: 10.1016/j.pneurobio.2009.03.001

Di Pino, G., Porcaro, C., Tombini, M., Assenza, G., Pellegrino, G., Tecchio, F., et al. (2012c). A neurally-interfaced hand prosthesis tuned inter-hemispheric communication. Restor. Neurol. Neurosci. 30, 407–418. doi: 10.3233/RNN-2012-120224

Diekelmann, S., and Born, J. (2010). The memory function of sleep. Nat. Rev. Neurosci. 11, 114–126. doi: 10.1038/nrn2762

Dobkin, B. H. (2007). Brain-computer interface technology as a tool to augment plasticity and outcomes for neurological rehabilitation. J. Physiol. 579, 637–642. doi: 10.1113/jphysiol.2006.123067

Draganski, B., Gaser, C., Busch, V., Schuierer, G., Bogdahn, U., and May, A. (2004). Neuroplasticity: changes in grey matter induced by training. Nature 427, 311–312. doi: 10.1038/427311a

Driemeyer, J., Boyke, J., Gaser, C., Büchel, C., and May, A. (2008). Changes in gray matter induced by learning—revisited. PLoS One 3:e2669. doi: 10.1371/journal.pone.0002669

Egner, T., and Gruzelier, J. (2004). EEG biofeedback of low beta band components: frequency-specific effects on variables of attention and event-related brain potentials. Clin. Neurophysiol. 115, 131–139. doi: 10.1016/s1388-2457(03)00353-5

Ehrsson, H. H., Holmes, N. P., and Passingham, R. E. (2005). Touching a rubber hand: feeling of body ownership is associated with activity in multisensory brain areas. J. Neurosci. 25, 10564–10573. doi: 10.1523/jneurosci.0800-05.2005

Ehrsson, H. H., Rosen, B., Stockselius, A., Ragno, C., Kohler, P., and Lundborg, G. (2008). Upper limb amputees can be induced to experience a rubber hand as their own. Brain 131, 3443–3452. doi: 10.1093/brain/awn297

Ehrsson, H. H., Spence, C., and Passingham, R. E. (2004). That’s my hand! Activity in premotor cortex reflects feeling of ownership of a limb. Science 305, 875–877. doi: 10.1126/science.1097011

Ehrsson, H. H., Wiech, K., Weiskopf, N., Dolan, R. J., and Passingham, R. E. (2007). Threatening a rubber hand that you feel is yours elicits a cortical anxiety response. Proc. Natl. Acad. Sci. U S A 104, 9828–9833. doi: 10.1073/pnas.0610011104

Ehrsson, H. H. (2009). How many arms make a pair? Perceptual illusion of having an additional limb. Perception 38, 310–312. doi: 10.1068/p6304

Elbert, T., Pantev, C., Wienbruch, C., Rockstroh, B., and Taub, E. (1995). Increased cortical representation of the fingers of the left hand in string players. Science 270, 305–307. doi: 10.1126/science.270.5234.305


Ericsson, K. A. (2007). Deliberate practice and the modifiability of body and mind: Toward a science of the structure and acquisition of expert and elite performance. Int. J. Sport. Psychol. 38, 4–34.


Esposito, R., Cilli, F., Pieramico, V., Ferretti, A., Macchia, A., Tommasi, M., et al. (2013). Acute effects of modafinil on brain resting state networks in young healthy subjects. PLoS One 8:e69224. doi: 10.1371/journal.pone.0069224

Farah, M. J., Illes, J., Cook-Deegan, R., Gardner, H., Kandel, E., King, P., et al. (2004). Neurocognitive enhancement: what can we do and what should we do? Nat. Rev. Neurosci. 5, 421–425. doi: 10.1038/nrn1390

Farb, N. A., Segal, Z. V., Mayberg, H., Bean, J., McKeon, D., Fatima, Z., et al. (2007). Attending to the present: mindfulness meditation reveals distinct neural modes of self-reference. Soc. Cogn. Affect. Neurosci. 2, 313–322. doi: 10.1093/scan/nsm030

Ferreri, F., Ponzo, D., Vollero, L., Guerra, A., Di Pino, G., Petrichella, S., et al. (2014). Does an intraneural interface short-term implant for robotic hand control modulate sensorimotor cortical integration? An EEG-TMS co-registration study on a human amputee. Restor. Neurol. Neurosci. 32, 281–292. doi: 10.3233/RNN-130347

Finney, E. M., and Dobkins, K. R. (2001). Visual contrast sensitivity in deaf versus hearing populations: exploring the perceptual consequences of auditory deprivation and experience with a visual language. Brain Res. Cogn. Brain Res. 11, 171–183. doi: 10.1016/s0926-6410(00)00082-3

Flor, H., Elbert, T., Knecht, S., Wienbruch, C., Pantev, C., Birbaumer, N., et al. (1995). Phantom-limb pain as a perceptual correlate of cortical reorganization following arm amputation. Nature 375, 482–484. doi: 10.1038/375482a0


Fogassi, L., Gallese, V., Fadiga, L., Luppino, G., Matelli, M., and Rizzolatti, G. (1996). Coding of peripersonal space in inferior premotor cortex (area F4). J. Neurophysiol. 76, 141–157.


Fourkas, A. D., Bonavolontà, V., Avenanti, A., and Aglioti, S. M. (2008). Kinesthetic imagery and tool-specific modulation of corticospinal representations in expert tennis players. Cereb. Cortex 18, 2382–2390. doi: 10.1093/cercor/bhn005

Gallese, V., Fadiga, L., Fogassi, L., and Rizzolatti, G. (1996). Action recognition in the premotor cortex. Brain 119, 593–609. doi: 10.1093/brain/119.2.593

Ganguly, K., and Carmena, J. M. (2009). Emergence of a stable cortical map for neuroprosthetic control. PLoS Biol. 7:e1000153. doi: 10.1371/journal.pbio.1000153

Germain, L., and Lamarre, Y. (1993). Neuronal activity in the motor and premotor cortices before and after learning the associations between auditory stimuli and motor responses. Brain Res. 611, 175–179. doi: 10.1016/0006-8993(93)91792-q


Gibson, J. J. (1977). “The theory of affordances,” in Perceiving, Acting and Knowing. Towards an Ecological Psychology, eds R. Shaw and J. Bransford (Hoboken, NJ: John Wiley and Sons Inc.), 67–82.



Gibson, J. J. (1986). The Ecological Approach to Visual Perception. Hillsdale, NJ: Psychology Press.


Giraux, P., Sirigu, A., Schneider, F., and Dubernard, J.-M. (2001). Cortical reorganization in motor cortex after graft of both hands. Nat. Neurosci. 4, 691–692. doi: 10.1038/89472

Giummarra, M. J., Georgiou-Karistianis, N., Nicholls, M. E., and Bradshaw, J. L. (2011). The third hand: ownership of a rubber hand in addition to the existing (phantom) hand. Cortex 47, 998–1000. doi: 10.1016/j.cortex.2011.02.010

Giummarra, M. J., Gibson, S. J., Georgiou-Karistianis, N., and Bradshaw, J. L. (2008). Mechanisms underlying embodiment, disembodiment and loss of embodiment. Neurosci. Biobehav. Rev. 32, 143–160. doi: 10.1016/j.neubiorev.2007.07.001

Gizewski, E., Gasser, T., de Greiff, A., Boehm, A., and Forsting, M. (2003). Cross-modal plasticity for sensory and motor activation patterns in blind subjects. Neuroimage 19, 968–975. doi: 10.1016/s1053-8119(03)00114-9


Gladstone, D. J., and Black, S. E. (2000). Enhancing recovery after stroke with noradrenergic pharmacotherapy: a new frontier? Can. J. Neurol. Sci. 27, 97–105.


Goldenberg, G. (2003). Apraxia and beyond: life and work of Hugo Liepmann. Cortex 39, 509–524. doi: 10.1016/s0010-9452(08)70261-2


Grafton, S. T., Mazziotta, J. C., Presty, S., Friston, K. J., Frackowiak, R., and Phelps, M. E. (1992). Functional anatomy of human procedural learning determined with regional cerebral blood flow and PET. J. Neurosci. 12, 2542–2548.


Graziano, M. S., Yap, G. S., and Gross, C. G. (1994). Coding of visual space by premotor neurons. Science 266, 1054–1057. doi: 10.1126/science.7973661

Grefkes, C., Wang, L. E., Eickhoff, S. B., and Fink, G. R. (2010). Noradrenergic modulation of cortical networks engaged in visuomotor processing. Cereb. Cortex 20, 783–797. doi: 10.1093/cercor/bhp144

Grosse-Wentrup, M., Mattia, D., and Oweiss, K. (2011). Using brain-computer interfaces to induce neural plasticity and restore function. J. Neural Eng. 8:025004. doi: 10.1088/1741-2560/8/2/025004

Guterstam, A., Gentile, G., and Ehrsson, H. H. (2013). The invisible hand illusion: multisensory integration leads to the embodiment of a discrete volume of empty space. J. Cogn. Neurosci. 25, 1078–1099. doi: 10.1162/jocn_a_00393

Guterstam, A., Petkova, V. I., and Ehrsson, H. H. (2011). The illusion of owning a third arm. PLoS One 6:e17208. doi: 10.1371/journal.pone.0017208

Halligan, P., and Marshall, J. (1995). Supernumerary phantom limb after right hemispheric stroke. J. Neurol. Neurosurg. Psychiatry 59, 341–342. doi: 10.1136/jnnp.59.3.341-a


Hebb, D. O. (1949). The Organization of Behavior. New York: Wiley.


Hensch, T. K. (2005). Critical period plasticity in local cortical circuits. Nat. Rev. Neurosci. 6, 877–888. doi: 10.1038/nrn1787

Hochberg, L. R., Serruya, M. D., Friehs, G. M., Mukand, J. A., Saleh, M., Caplan, A. H., et al. (2006). Neuronal ensemble control of prosthetic devices by a human with tetraplegia. Nature 442, 164–171. doi: 10.1038/nature04970

Holmes, J., Gathercole, S. E., and Dunning, D. L. (2009). Adaptive training leads to sustained enhancement of poor working memory in children. Dev. Sci. 12, F9–F15. doi: 10.1111/j.1467-7687.2009.00848.x

Hölzel, B. K., Carmody, J., Vangel, M., Congleton, C., Yerramsetti, S. M., Gard, T., et al. (2011). Mindfulness practice leads to increases in regional brain gray matter density. Psychiatry Res. 191, 36–43. doi: 10.1016/j.pscychresns.2010.08.006

Hölzel, B. K., Ott, U., Gard, T., Hempel, H., Weygandt, M., Morgen, K., et al. (2008). Investigation of mindfulness meditation practitioners with voxel-based morphometry. Soc. Cogn. Affect. Neurosci. 3, 55–61. doi: 10.1093/scan/nsm038

Husain, M., and Mehta, M. A. (2011). Cognitive enhancement by drugs in health and disease. Trends Cogn. Sci. 15, 28–36. doi: 10.1016/j.tics.2010.11.002

Imamizu, H., Kuroda, T., Miyauchi, S., Yoshioka, T., and Kawato, M. (2003). Modular organization of internal models of tools in the human cerebellum. Proc. Natl. Acad. Sci. U S A 100, 5461–5466. doi: 10.1073/pnas.0835746100

Imamizu, H., Miyauchi, S., Tamada, T., Sasaki, Y., Takino, R., Pütz, B., et al. (2000). Human cerebellar activity reflecting an acquired internal model of a new tool. Nature 403, 192–195. doi: 10.1038/35003194

Inoue, K., Kawashima, R., Sugiura, M., Ogawa, A., Schormann, T., Zilles, K., et al. (2001). Activation in the ipsilateral posterior parietal cortex during tool use: a PET study. Neuroimage 14, 1469–1475. doi: 10.1006/nimg.2001.0942

Iriki, A., Tanaka, M., and Iwamura, Y. (1996). Coding of modified body schema during tool use by macaque postcentral neurones. Neuroreport 7, 2325–2330. doi: 10.1097/00001756-199610020-00010

Ishibashi, H., Hihara, S., Takahashi, M., Heike, T., Yokota, T., and Iriki, A. (2002). Tool-use learning selectively induces expression of brain-derived neurotrophic factor, its receptor trkB and neurotrophin 3 in the intraparietal multisensorycortex of monkeys. Brain Res. Cogn. Brain Res. 14, 3–9. doi: 10.1016/s0926-6410(02)00056-3

Jackson, A., Mavoori, J., and Fetz, E. E. (2006). Long-term motor cortex plasticity induced by an electronic neural implant. Nature 444, 56–60. doi: 10.1038/nature05226

Jak, A. J., Seelye, A. M., and Jurick, S. M. (2013). Crosswords to computers: a critical review of popular approaches to cognitive enhancement. Neuropsychol. Rev. 23, 13–26. doi: 10.1007/s11065-013-9226-5

Jarosiewicz, B., Chase, S. M., Fraser, G. W., Velliste, M., Kass, R. E., and Schwartz, A. B. (2008). Functional network reorganization during learning in a brain-computer interface paradigm. Proc. Natl. Acad. Sci. U S A 105, 19486–19491. doi: 10.1073/pnas.0808113105

Järveläinen, J., Schuermann, M., and Hari, R. (2004). Activation of the human primary motor cortex during observation of tool use. Neuroimage 23, 187–192. doi: 10.1016/j.neuroimage.2004.06.010

Jiang, F., Racine, R., and Turnbull, J. (1997). Electrical stimulation of the septal region of aged rats improves performance in an open-field maze. Physiol. Behav. 62, 1279–1282. doi: 10.1016/s0031-9384(97)00306-5

Johnson, L. A., Blakely, T., Hermes, D., Hakimian, S., Ramsey, N. F., and Ojemann, J. G. (2012). Sleep spindles are locally modulated by training on a brain–computer interface. Proc. Natl. Acad. Sci. U S A 109, 18583–18588. doi: 10.1073/pnas.1207532109

Johnson-Frey, S. H. (2004). The neural bases of complex tool use in humans. Trends Cogn. Sci. 8, 71–78. doi: 10.1016/j.tics.2003.12.002

Jones, E. G., and Pons, T. P. (1998). Thalamic and brainstem contributions to large-scale plasticity of primate somatosensory cortex. Science 282, 1121–1125. doi: 10.1126/science.282.5391.1121

Jones, E. G. (1993). GABAergic neurons and their role in cortical plasticity in primates. Cereb. Cortex 3, 361–372. doi: 10.1093/cercor/3.5.361-a

Kaas, J. H., Krubitzer, L. A., Chino, Y. M., Langston, A. L., Polley, E. H., and Blair, N. (1990). Reorganization of retinotopic cortical maps in adult mammals after lesions of the retina. Science 248, 229–231. doi: 10.1126/science.2326637

Kaas, J. H. (1991). Plasticity of sensory and motor maps in adult mammals. Annu. Rev. Neurosci. 14, 137–167. doi: 10.1146/annurev.neuro.14.1.137


Kajimoto, H., Inami, M., Kawakami, N., and Tachi, S. (2003). Smarttouch-augmentation of skin sensation with electrocutaneous display. Proceedings of the Haptic Interfaces for Virtual Environment and Teleoperator Systems, 2003 HAPTICS 2003 Proceedings 11th Symposium on; IEEE.


Kammers, M. P., Verhagen, L., Dijkerman, H. C., Hogendoorn, H., De Vignemont, F., and Schutter, D. J. (2009). Is this hand for real? Attenuation of the rubber hand illusion by transcranial magnetic stimulation over the inferior parietal lobule. J. Cogn. Neurosci. 21, 1311–1320. doi: 10.1162/jocn.2009.21095

Kanayama, N., Sato, A., and Ohira, H. (2009). The role of gamma band oscillations and synchrony on rubber hand illusion and crossmodal integration. Brain Cogn. 69, 19–29. doi: 10.1016/j.bandc.2008.05.001

Karni, A., Meyer, G., Rey-Hipolito, C., Jezzard, P., Adams, M. M., Turner, R., et al. (1998). The acquisition of skilled motor performance: fast and slow experience-driven changes in primary motor cortex. Proc. Natl. Acad. Sci. U S A 95, 861–868. doi: 10.1073/pnas.95.3.861

Kelly, A. C., and Garavan, H. (2005). Human functional neuroimaging of brain changes associated with practice. Cereb. Cortex 15, 1089–1102. doi: 10.1093/cercor/bhi005

Kereszturi, E., Tarnok, Z., Bognar, E., Lakatos, K., Farkas, L., Gadoros, J., et al. (2008). Catechol-O-methyltransferase Val158Met polymorphism is associated with methylphenidate response in ADHD children. Am. J. Med. Genet. B Neuropsychiatr. Genet. 147B, 1431–1435. doi: 10.1002/ajmg.b.30704

Kim, J. M., Stewart, R., Park, M. S., Kang, H. J., Kim, S. W., Shin, I. S., et al. (2012). Associations of BDNF genotype and promoter methylation with acute and long-term stroke outcomes in an East Asian cohort. PLoS One 7:e51280. doi: 10.1371/journal.pone.0051280

Kleim, J. A., Barbay, S., Cooper, N. R., Hogg, T. M., Reidel, C. N., Remple, M. S., et al. (2002). Motor learning-dependent synaptogenesis is localized to functionally reorganized motor cortex. Neurobiol. Learn. Mem. 77, 63–77. doi: 10.1006/nlme.2000.4004

Klingberg, T., Fernell, E., Olesen, P. J., Johnson, M., Gustafsson, P., Dahlström, K., et al. (2005). Computerized training of working memory in children with ADHD–a randomized, controlled trial. J. Am. Acad. Child Adolesc. Psychiatry 44, 177–186. doi: 10.1097/00004583-200502000-00010

Klingberg, T. (2010). Training and plasticity of working memory. Trends Cogn. Sci. 14, 317–324. doi: 10.1016/j.tics.2010.05.002

Koralek, A. C., Jin, X., Long, J. D. 2nd, Costa, R. M., and Carmena, J. M. (2012). Corticostriatal plasticity is necessary for learning intentional neuroprosthetic skills. Nature 483, 331–335. doi: 10.1038/nature10845

Kuiken, T. A., Miller, L. A., Lipschutz, R. D., Lock, B. A., Stubblefield, K., Marasco, P. D., et al. (2007). Targeted reinnervation for enhanced prosthetic arm function in a woman with a proximal amputation: a case study. Lancet 369, 371–380. doi: 10.1016/s0140-6736(07)60193-7

Kwok, T. C., Chau, W. W., Yuen, K. S., Wong, A. Y., Li, J. C., Shiu, R. Y., et al. (2011). Who would benefit from memory training? A pilot study examining the ceiling effect of concurrent cognitive stimulation. Clin. Interv. Aging 6, 83–88. doi: 10.2147/CIA.S16802

Laubach, M., Wessberg, J., and Nicolelis, M. A. (2000). Cortical ensemble activity increasingly predicts behaviour outcomes during learning of a motor task. Nature 405, 567–571. doi: 10.1038/35014604

Lausberg, H., Göttert, R., Müniinger, U., Boegner, F., and Marx, P. (1999). Callosal disconnection syndrome in a left-handed patient due to infarction of the total length of the corpus callosum. Neuropsychologia 37, 253–265. doi: 10.1016/s0028-3932(98)00079-7

Lazar, S. W., Bush, G., Gollub, R. L., Fricchione, G. L., Khalsa, G., and Benson, H. (2000). Functional brain mapping of the relaxation response and meditation. Neuroreport 11, 1581–1585. doi: 10.1097/00001756-200005150-00041

Lazar, S. W., Kerr, C. E., Wasserman, R. H., Gray, J. R., Greve, D. N., Treadway, M. T., et al. (2005). Meditation experience is associated with increased cortical thickness. Neuroreport 16, 1893–1897. doi: 10.1097/01.wnr.0000186598.66243.19

Lebedev, M. A., and Nicolelis, M. A. (2006). Brain-machine interfaces: past, present and future. Trends Neurosci. 29, 536–546. doi: 10.1016/j.tins.2006.07.004

Lee, D. S., Lee, J. S., Oh, S. H., Kim, S.-K., Kim, J.-W., Chung, J.-K., et al. (2001). Deafness: cross-modal plasticity and cochlear implants. Nature 409, 149–150. doi: 10.1038/35051653

Lenggenhager, B., Tadi, T., Metzinger, T., and Blanke, O. (2007). Video ergo sum: manipulating bodily self-consciousness. Science 317, 1096–1099. doi: 10.1126/science.1143439

Lewis, E., and Lloyd, D. M. (2010). Embodied experience: a first-person investigation of the rubber hand illusion. Phenomenology Cogn. Sci. 9, 317–339. doi: 10.1007/s11097-010-9154-2

Lotze, M., Grodd, W., Birbaumer, N., Erb, M., Huse, E., and Flor, H. (1999). Does use of a myoelectric prosthesis prevent cortical reorganization and phantom limb pain? Nat. Neurosci. 2, 501–502. doi: 10.1038/9145

Luders, E., Toga, A. W., Lepore, N., and Gaser, C. (2009). The underlying anatomical correlates of long-term meditation: larger hippocampal and frontal volumes of gray matter. Neuroimage 45, 672–678. doi: 10.1016/j.neuroimage.2008.12.061

Lutz, A., Brefczynski-Lewis, J., Johnstone, T., and Davidson, R. J. (2008). Regulation of the neural circuitry of emotion by compassion meditation: effects of meditative expertise. PLoS One 3:e1897. doi: 10.1371/journal.pone.0001897

Lutz, A., Greischar, L. L., Rawlings, N. B., Ricard, M., and Davidson, R. J. (2004). Long-term meditators self-induce high-amplitude gamma synchrony during mental practice. Proc. Natl. Acad. Sci. U S A 101, 16369–16373. doi: 10.1073/pnas.0407401101

Macaluso, E., Frith, C. D., and Driver, J. (2000). Modulation of human visual cortex by crossmodal spatial attention. Science 289, 1206–1208. doi: 10.1126/science.289.5482.1206

Macaluso, E., and Maravita, A. (2010). The representation of space near the body through touch and vision. Neuropsychologia 48, 782–795. doi: 10.1016/j.neuropsychologia.2009.10.010

Maguire, E. A., Gadian, D. G., Johnsrude, I. S., Good, C. D., Ashburner, J., Frackowiak, R. S., et al. (2000). Navigation-related structural change in the hippocampi of taxi drivers. Proc. Natl. Acad. Sci. U S A 97, 4398–4403. doi: 10.1073/pnas.070039597

Maguire, E. A., Valentine, E. R., Wilding, J. M., and Kapur, N. (2002). Routes to remembering: the brains behind superior memory. Nat. Neurosci. 6, 90–95. doi: 10.1038/nn988

Maguire, E. A., Woollett, K., and Spiers, H. J. (2006). London taxi drivers and bus drivers: a structural MRI and neuropsychological analysis. Hippocampus 16, 1091–1101. doi: 10.1002/hipo.20233

Mahncke, H. W., Connor, B. B., Appelman, J., Ahsanuddin, O. N., Hardy, J. L., Wood, R. A., et al. (2006). Memory enhancement in healthy older adults using a brain plasticity-based training program: a randomized, controlled study. Proc. Natl. Acad. Sci. U S A 103, 12523–12528. doi: 10.1073/pnas.0605194103

Makin, T. R., Holmes, N. P., and Ehrsson, H. H. (2008). On the other hand: dummy hands and peripersonal space. Behav. Brain Res. 191, 1–10. doi: 10.1016/j.bbr.2008.02.041

Marasco, P. D., Kim, K., Colgate, J. E., Peshkin, M. A., and Kuiken, T. A. (2011). Robotic touch shifts perception of embodiment to a prosthesis in targeted reinnervation amputees. Brain 134, 747–758. doi: 10.1093/brain/awq361

Maravita, A., and Iriki, A. (2004). Tools for the body (schema). Trends Cogn. Sci. 8, 79–86. doi: 10.1016/j.tics.2003.12.008

Maravita, A., Spence, C., and Driver, J. (2003). Multisensory integration and the body schema: close to hand and within reach. Curr. Biol. 13, R531–R539. doi: 10.1016/s0960-9822(03)00449-4

Marini, F., Tagliabue, C. F., Sposito, A. V., Hernandez-Arieta, A., Brugger, P., Estevez, N., et al. (2014). Crossmodal representation of a functional robotic hand arises after extensive training in healthy participants. Neuropsychologia 53, 178–186. doi: 10.1016/j.neuropsychologia.2013.11.017

Marshall, L., Helgadóttir, H., Mölle, M., and Born, J. (2006). Boosting slow oscillations during sleep potentiates memory. Nature 444, 610–613. doi: 10.1038/nature05278

Maruishi, M., Tanaka, Y., Muranaka, H., Tsuji, T., Ozawa, Y., Imaizumi, S., et al. (2004). Brain activation during manipulation of the myoelectric prosthetic hand: a functional magnetic resonance imaging study. Neuroimage 21, 1604–1611. doi: 10.1016/j.neuroimage.2003.12.001

Matsuzaka, Y., Picard, N., and Strick, P. L. (2007). Skill representation in the primary motor cortex after long-term practice. J. Neurophysiol. 97, 1819–1832. doi: 10.1152/jn.00784.2006

McNab, F., Varrone, A., Farde, L., Jucaite, A., Bystritsky, P., Forssberg, H., et al. (2009). Changes in cortical dopamine D1 receptor binding associated with cognitive training. Science 323, 800–802. doi: 10.1126/science.1166102


Mehta, M. A., Owen, A. M., Sahakian, B. J., Mavaddat, N., Pickard, J. D., and Robbins, T. W. (2000). Methylphenidate enhances working memory by modulating discrete frontal and parietal lobe regions in the human brain. J. Neurosci. 20, RC65, 1–6.


Merzenich, M. M., Nelson, R. J., Stryker, M. P., Cynader, M. S., Schoppmann, A., and Zook, J. M. (1984). Somatosensory cortical map changes following digit amputation in adult monkeys. J. Comp. Neurol. 224, 591–605. doi: 10.1002/cne.902240408

Métin, C., and Frost, D. O. (1989). Visual responses of neurons in somatosensory cortex of hamsters with experimentally induced retinal projections to somatosensory thalamus. Proc. Natl. Acad. Sci. U S A 86, 357–361. doi: 10.1073/pnas.86.1.357

Micera, S., Citi, L., Rigosa, J., Carpaneto, J., Raspopovic, S., Di Pino, G., et al. (2010). Decoding information from neural signals recorded using intraneural electrodes: towards the development of a neurocontrolled hand prosthesis. Proceedings of the IEEE 98, 407–417. doi: 10.1109/jproc.2009.2038726

Micera, S., Rigosa, J., Carpaneto, J., Citi, L., Raspopovic, S., Guglielmelli, E., et al. (2009). On the control of a robot hand by extracting neural signals from the PNS: Preliminary results from a human implantation. Conf. Proc. IEEE Eng. Med. Biol. Soc. 2009, 4586–4589. doi: 10.1109/IEMBS.2009.5332764

Milton, J., Solodkin, A., Hluštík, P., and Small, S. L. (2007). The mind of expert motor performance is cool and focused. Neuroimage 35, 804–813. doi: 10.1016/j.neuroimage.2007.01.003

Moll, J., de Oliveira-Souza, R., Passman, L., Cunha, F. C., Souza-Lima, F., and Andreiuolo, P. (2000). Functional MRI correlates of real and imagined tool-use pantomimes. Neurology 54, 1331–1336. doi: 10.1212/wnl.54.6.1331

Mulvey, M. R., Fawkner, H. J., Radford, H. E., and Johnson, M. I. (2012). Perceptual embodiment of prosthetic limbs by transcutaneous electrical nerve stimulation. Neuromodulation 15, 42–46; discussion 47. doi: 10.1111/j.1525-1403.2011.00408.x


Murata, A., Fadiga, L., Fogassi, L., Gallese, V., Raos, V., and Rizzolatti, G. (1997). Object representation in the ventral premotor cortex (area F5) of the monkey. J. Neurophysiol. 78, 2226–2230.



Murata, A., Gallese, V., Luppino, G., Kaseda, M., and Sakata, H. (2000). Selectivity for the shape, size and orientation of objects for grasping in neurons of monkey parietal area AIP. J. Neurophysiol. 83, 2580–2601.



Murata, K., Cramer, H., and Bach-y-Rita, P. (1965). Neuronal convergence of noxious, acoustic and visual stimuli in the visual cortex of the cat. J. Neurophysiol. 28, 1223–1239.


Murphy, K. J., Foley, A. G., O’Connell, A. W., and Regan, C. M. (2006). Chronic exposure of rats to cognition enhancing drugs produces a neuroplastic response identical to that obtained by complex environment rearing. Neuropsychopharmacology 31, 90–100. doi: 10.1038/sj.npp.1300810

Nagel, S. K., Carl, C., Kringe, T., Martin, R., and Konig, P. (2005). Beyond sensory substitution—learning the sixth sense. J. Neural. Eng. 2, R13–R26. doi: 10.1088/1741-2560/2/4/r02

Navarro, X., Krueger, T. B., Lago, N., Micera, S., Stieglitz, T., and Dario, P. (2005). A critical review of interfaces with the peripheral nervous system for the control of neuroprostheses and hybrid bionic systems. J. Peripher. Nerv. Syst. 10, 229–258. doi: 10.1111/j.1085-9489.2005.10303.x

Newport, R., Pearce, R., and Preston, C. (2010). Fake hands in action: embodiment and control of supernumerary limbs. Exp. Brain Res. 204, 385–395. doi: 10.1007/s00221-009-2104-y

Ni, Z., Anastakis, D. J., Gunraj, C., and Chen, R. (2010). Reversal of cortical reorganization in human primary motor cortex following thumb reconstruction. J. Neurophysiol. 103, 65–73. doi: 10.1152/jn.00732.2009

Niemeyer, W., and Starlinger, I. (1981). Do the blind hear better? Investigations on auditory processing in congenital or early acquired blindness II. central functions. Int. J. Audiol. 20, 510–515. doi: 10.3109/00206098109072719

Nilsson, M., Perfilieva, E., Johansson, U., Orwar, O., and Eriksson, P. S. (1999). Enriched environment increases neurogenesis in the adult rat dentate gyrus and improves spatial memory. J. Neurobiol. 39, 569–578. doi: 10.1002/(sici)1097-4695(19990615)39:4<569::aid-neu10>3.0.co;2-f

Ninaus, M., Kober, S. E., Witte, M., Koschutnig, K., Stangl, M., Neuper, C., et al. (2013). Neural substrates of cognitive control under the belief of getting neurofeedback training. Front. Hum. Neurosci. 7:914. doi: 10.3389/fnhum.2013.00914

Nitsche, M. A., Schauenburg, A., Lang, N., Liebetanz, D., Exner, C., Paulus, W., et al. (2003). Facilitation of implicit motor learning by weak transcranial direct current stimulation of the primary motor cortex in the human. J. Cogn. Neurosci. 15, 619–626. doi: 10.1162/089892903321662994


Nojima, T., Sekiguchi, D., Inami, M., and Tachi, S. (2002). The smarttool: a system for augmented reality of haptics. Proceedings of the Virtual Reality, 2002 Proceedings IEEE.



Nudo, R., Milliken, G., Jenkins, W. M., and Merzenich, M. (1996). Use-dependent alterations of movement representations in primary motor cortex of adult squirrel monkeys. J. Neurosci. 16, 785–807.


Olesen, P. J., Westerberg, H., and Klingberg, T. (2004). Increased prefrontal and parietal activity after training of working memory. Nat. Neurosci. 7, 75–79. doi: 10.1038/nn1165

Pagnoni, G., and Cekic, M. (2007). Age effects on gray matter volume and attentional performance in Zen meditation. Neurobiol. Aging 28, 1623–1627. doi: 10.1016/j.neurobiolaging.2007.06.008

Paillard, J. (1976). [Neural coding of motor commands]. Rev. Electroencephalogr. Neurophysiol. Clin. 6, 453–472. doi: 10.1016/s0370-4475(76)80006-8

Pascual-Leone, A., Amedi, A., Fregni, F., and Merabet, L. B. (2005). The plastic human brain cortex. Annu. Rev. Neurosci. 28, 377–401. doi: 10.1146/annurev.neuro.27.070203.144216

Pascual-Leone, A., Cammarota, A., Wassermann, E. M., Brasil-Neto, J. P., Cohen, L. G., and Hallett, M. (1993). Modulation of motor cortical outputs to the reading hand of braille readers. Ann. Neurol. 34, 33–37. doi: 10.1002/ana.410340108


Pascual-Leone, A., Nguyet, D., Cohen, L. G., Brasil-Neto, J. P., Cammarota, A., and Hallett, M. (1995). Modulation of muscle responses evoked by transcranial magnetic stimulation during the acquisition of new fine motor skills. J. Neurophysiol. 74, 1037–1045.


Pascual-Leone, A., Peris, M., Tormos, J. M., Pascual, A. P., and Catala, M. D. (1996). Reorganization of human cortical motor output maps following traumatic forearm amputation. Neuroreport 7, 2068–2070. doi: 10.1097/00001756-199609020-00002

Pascual-Leone, A., and Torres, F. (1993). Plasticity of the sensorimotor cortex representation of the reading finger in Braille readers. Brain 116, 39–52. doi: 10.1093/brain/116.1.39

Pearce, A. J., Thickbroom, G. W., Byrnes, M. L., and Mastaglia, F. L. (2000). Functional reorganisation of the corticomotor projection to the hand in skilled racquet players. Exp. Brain Res. 130, 238–243. doi: 10.1007/s002219900236

Peeters, R., Simone, L., Nelissen, K., Fabbri-Destro, M., Vanduffel, W., Rizzolatti, G., et al. (2009). The representation of tool use in humans and monkeys: common and uniquely human features. J. Neurosci. 29, 11523–11539. doi: 10.1523/JNEUROSCI.2040-09.2009

Perani, D., Cappa, S., Bettinardi, V., Bressi, S., Gorno-Tempini, M., Matarrese, M., et al. (1995). Different neural systems for the recognition of animals and man-made tools. Neuroreport 6, 1637–1641. doi: 10.1097/00001756-199508000-00012

Pereira, A. C., Huddleston, D. E., Brickman, A. M., Sosunov, A. A., Hen, R., McKhann, G. M., et al. (2007). An in vivo correlate of exercise-induced neurogenesis in the adult dentate gyrus. Proc. Natl. Acad. Sci. U S A 104, 5638–5643. doi: 10.1073/pnas.0611721104

Pfister, B. J., Huang, J. H., Kameswaran, N., Zager, E. L., and Smith, D. H. (2007). Neural engineering to produce in vitro nerve constructs and neurointerface. Neurosurgery 60, 137–141; discussion 141–142. doi: 10.1227/01.neu.0000249197.61280.1d

Plautz, E. J., Milliken, G. W., and Nudo, R. J. (2000). Effects of repetitive motor training on movement representations in adult squirrel monkeys: role of use versus learning. Neurobiol. Learn. Mem. 74, 27–55. doi: 10.1006/nlme.1999.3934

Plewnia, C., Hoppe, J., Cohen, L. G., and Gerloff, C. (2004). Improved motor skill acquisition after selective stimulation of central norepinephrine. Neurology 62, 2124–2126. doi: 10.1212/01.wnl.0000128041.92710.17

Popovic, M. R., Popovic, D. B., and Keller, T. (2002). Neuroprostheses for grasping. Neurol. Res. 24, 443–452. doi: 10.1179/016164102101200311

Ptito, M., Moesgaard, S. M., Gjedde, A., and Kupers, R. (2005). Cross-modal plasticity revealed by electrotactile stimulation of the tongue in the congenitally blind. Brain 128, 606–614. doi: 10.1093/brain/awh380

Quallo, M., Price, C., Ueno, K., Asamizuya, T., Cheng, K., Lemon, R., et al. (2009). Gray and white matter changes associated with tool-use learning in macaque monkeys. Proc. Natl. Acad. Sci. U S A 106, 18379–18384. doi: 10.1073/pnas.0909751106

Ramachandran, V. S., and Altschuler, E. L. (2009). The use of visual feedback, in particular mirror visual feedback, in restoring brain function. Brain 132, 1693–1710. doi: 10.1093/brain/awp135

Ramachandran, V. S., Rogers-Ramachandran, D., and Cobb, S. (1995). Touching the phantom limb. Nature 377, 489–490. doi: 10.1038/377489a0

Ramachandran, V. S., Rogers-Ramachandran, D., and Stewart, M. (1992). Perceptual correlates of massive cortical reorganization. Science 258, 1159–1160. doi: 10.1126/science.1439826

Rasch, B., Büchel, C., Gais, S., and Born, J. (2007). Odor cues during slow-wave sleep prompt declarative memory consolidation. Science 315, 1426–1429. doi: 10.1126/science.1138581

Rasey, H. W., Lubar, J. F., McIntyre, A., Zoffuto, A. C., and Abbott, P. L. (1995). EEG biofeedback for the enhancement of attentional processing in normal college students. J. Neurother. 1, 15–21. doi: 10.1300/j184v01n03_03

Raspopovic, S., Capogrosso, M., Petrini, F. M., Bonizzato, M., Rigosa, J., Di Pino, G., et al. (2014). Restoring natural sensory feedback in real-time bidirectional hand prostheses. Sci. Transl. Med. 6:222ra219. doi: 10.1126/scitranslmed.3006820

Rauschecker, J. P., and Kniepert, U. (1994). Auditory localization behaviour in visually deprived cats. Eur. J. Neurosci. 6, 149–160. doi: 10.1111/j.1460-9568.1994.tb00256.x


Recanzone, G. A., Schreiner, C., and Merzenich, M. M. (1993). Plasticity in the frequency representation of primary auditory cortex following discrimination training in adult owl monkeys. J. Neurosci. 13, 87–103.



Recanzone, G. H., Merzenich, M. M., Jenkins, W. M., Grajski, K. A., and Dinse, H. R. (1992). Topographic reorganization of the hand representation in cortical area 3b owl monkeys trained in a frequency-discrimination task. J. Neurophysiol. 67, 1031–1056.


Reis, J., Schambra, H. M., Cohen, L. G., Buch, E. R., Fritsch, B., Zarahn, E., et al. (2009). Noninvasive cortical stimulation enhances motor skill acquisition over multiple days through an effect on consolidation. Proc. Natl. Acad. Sci. U S A 106, 1590–1595. doi: 10.1073/pnas.0805413106

Rioult-Pedotti, M.-S., Friedman, D., and Donoghue, J. P. (2000). Learning-induced LTP in neocortex. Science 290, 533–536. doi: 10.1126/science.290.5491.533

Rioult-Pedotti, M.-S., Friedman, D., Hess, G., and Donoghue, J. P. (1998). Strengthening of horizontal cortical connections following skill learning. Nat. Neurosci. 1, 230–234. doi: 10.1038/678


Roder, B., and Neville, H. (2003). Developmental functional plasticity. Handbook of Neuropsychology 9, 231–270.


Rohde, M., Di Luca, M., and Ernst, M. O. (2011). The rubber hand illusion: feeling of ownership and proprioceptive drift do not go hand in hand. PLoS One 6:e21659. doi: 10.1371/journal.pone.0021659

Romano, D., Bottini, G., and Maravita, A. (2013). Perceptual effects of the mirror box training in normal subjects. Restor. Neurol. Neurosci. 31, 373–386. doi: 10.3233/RNN-120273

Romano, D., Gandola, M., Bottini, G., and Maravita, A. (2014). Arousal responses to noxious stimuli in somatoparaphrenia and anosognosia: clues to body awareness. Brain 137, 1213–1223. doi: 10.1093/brain/awu009

Rossini, P. M., Micera, S., Benvenuto, A., Carpaneto, J., Cavallo, G., Citi, L., et al. (2010). Double nerve intraneural interface implant on a human amputee for robotic hand control. Clin. Neurophysiol. 121, 777–783. doi: 10.1016/j.clinph.2010.01.001

Sadato, N., Pascual-Leone, A., Grafman, J., Ibanez, V., Deiber, M.-P., Dold, G., et al. (1996). Activation of the primary visual cortex by Braille reading in blind subjects. Nature 380, 526–528. doi: 10.1038/380526a0


Saig, A., Arieli, A., and Ahissar, E. (2010). “What is it like to be a rat? sensory augmentation study,” in Haptics: Generating and Perceiving Tangible Sensations, eds A. M. L. Kappers, J. B. F. van Erp, W. M. Bergmann Tiest and F. C. T. van der Helm (Berlin Heidelberg: Springer), 298–305.


Sampaio, E., Maris, S., and Bach-y-Rita, P. (2001). Brain plasticity: ‘visual’ acuity of blind persons via the tongue. Brain Res. 908, 204–207. doi: 10.1016/S0006-8993(01)02667-1

Schaefer, M., Heinze, H. J., and Rotte, M. (2009). My third arm: shifts in topography of the somatosensory homunculus predict feeling of an artificial supernumerary arm. Hum. Brain Mapp. 30, 1413–1420. doi: 10.1002/hbm.20609

Scholz, J., Klein, M. C., Behrens, T. E. J., and Johansen-Berg, H. (2009). Training induces changes in white-matter architecture. Nat. Neurosci. 12, 1370–1371. doi: 10.1038/nn.2412

Schoups, A., Vogels, R., Qian, N., and Orban, G. (2001). Practising orientation identification improves orientation coding in V1 neurons. Nature 412, 549–553. doi: 10.1038/35087601

Schulze, H. (2004). MEMOS: a mobile extensible memory aid system. Telemed. J. E Health 10, 233–242. doi: 10.1089/1530562041641228

Schuster, C., Maunz, G., Lutz, K., Kischka, U., Sturzenegger, R., and Ettlin, T. (2011). Dexamphetamine improves upper extremity outcome during rehabilitation after stroke: a pilot randomized controlled trial. Neurorehabil. Neural Repair 25, 749–755. doi: 10.1177/1545968311405674

Sengül, A., van Elk, M., Rognini, G., Aspell, J. E., Bleuler, H., and Blanke, O. (2012). Extending the body to virtual tools using a robotic surgical interface: evidence from the crossmodal congruency task. PLoS One 7:e49473. doi: 10.1371/journal.pone.0049473

Serruya, M. D., and Kahana, M. J. (2008). Techniques and devices to restore cognition. Behav. Brain Res. 192, 149–165. doi: 10.1016/j.bbr.2008.04.007

Shikata, E., Tanaka, Y., Nakamura, H., Taira, M., and Sakata, H. (1996). Selectivity of the parietal visual neurones in 3D orientation of surface of stereoscopic stimuli. Neuroreport 7, 2389–2394. doi: 10.1097/00001756-199610020-00022

Shokur, S., O’Doherty, J. E., Winans, J. A., Bleuler, H., Lebedev, M. A., and Nicolelis, M. A. (2013). Expanding the primate body schema in sensorimotor cortex by virtual touches of an avatar. Proc. Natl. Acad. Sci. U S A 110, 15121–15126. doi: 10.1073/pnas.1308459110

Slater, M., Perez-Marcos, D., Ehrsson, H. H., and Sanchez-Vives, M. V. (2008). Towards a digital body: the virtual arm illusion. Front. Hum. Neurosci. 2:6. doi: 10.3389/neuro.09.006.2008


Smitsman, A. W. (1997). “The development of tool use: changing boundaries between organism and environment,” in Evolving Explanations of Development: Ecological Approaches to Organism-Environment Systems, eds C. Dent-Read and P. Zukow-Goldring (Washington DC: American Psychological Association).


So, K.-T., and Orme-Johnson, D. W. (2001). Three randomized experiments on the longitudinal effects of the Transcendental Meditation technique on cognition. Intelligence 29, 419–440. doi: 10.1016/s0160-2896(01)00070-8

Srinivasan, N., and Baijal, S. (2007). Concentrative meditation enhances preattentive processing: a mismatch negativity study. Neuroreport 18, 1709–1712. doi: 10.1097/wnr.0b013e3282f0d2d8

Stefan, K., Kunesch, E., Benecke, R., Cohen, L. G., and Classen, J. (2002). Mechanisms of enhancement of human motor cortex excitability induced by interventional paired associative stimulation. J. Physiol. 543, 699–708. doi: 10.1113/jphysiol.2002.023317

Stroemer, R. P., Kent, T. A., Hulsebosch, C. E., and Feeney, D. M. (1998). Enhanced neocortical neural sprouting, synaptogenesis and behavioral recovery with d-amphetamine therapy after neocortical infarction in rats editorial comment. Stroke 29, 2381–2395. doi: 10.1161/01.str.29.11.2381

Taffoni, F., Tamilia, E., Focaroli, V., Formica, D., Ricci, L., Di Pino, G., et al. (2014). Development of goal-directed action selection guided by intrinsic motivations: an experiment with children. Exp. Brain Res. doi: 10.1007/s00221-014-3907-z. [Epub ahead of print].

Temple, E., Deutsch, G. K., Poldrack, R. A., Miller, S. L., Tallal, P., Merzenich, M. M., et al. (2003). Neural deficits in children with dyslexia ameliorated by behavioral remediation: evidence from functional MRI. Proc. Natl. Acad. Sci. U S A 100, 2860–2865. doi: 10.1073/pnas.0030098100

Terr, L. I., Sinha, U. K., and House, W. F. (1987). Anatomical relationships of the cochlear nuclei and the pontobulbar body: possible significance for neuroprosthesis placement. Laryngoscope 97, 1009–1011. doi: 10.1288/00005537-198709000-00001

Thomson, E. E., Carra, R., and Nicolelis, M. A. (2013). Perceiving invisible light through a somatosensory cortical prosthesis. Nat. Commun. 4:1482. doi: 10.1038/ncomms2497

Thorell, L. B., Lindqvist, S., Bergman Nutley, S., Bohlin, G., and Klingberg, T. (2009). Training and transfer effects of executive functions in preschool children. Dev. Sci. 12, 106–113. doi: 10.1111/j.1467-7687.2008.00745.x

Tombini, M., Rigosa, J., Zappasodi, F., Porcaro, C., Citi, L., Carpaneto, J., et al. (2012). Combined analysis of cortical (EEG) and nerve stump signals improves robotic hand control. Neurorehabil. Neural Repair 26, 275–281. doi: 10.1177/1545968311408919

Toni, I., Rowe, J., Stephan, K. E., and Passingham, R. E. (2002). Changes of cortico-striatal effective connectivity during visuomotor learning. Cereb. Cortex 12, 1040–1047. doi: 10.1093/cercor/12.10.1040

Tsakiris, M., Carpenter, L., James, D., and Fotopoulou, A. (2010). Hands only illusion: multisensory integration elicits sense of ownership for body parts but not for non-corporeal objects. Exp. Brain Res. 204, 343–352. doi: 10.1007/s00221-009-2039-3

Tsakiris, M., Hesse, M. D., Boy, C., Haggard, P., and Fink, G. R. (2007). Neural signatures of body ownership: a sensory network for bodily self-consciousness. Cereb. Cortex 17, 2235–2244. doi: 10.1093/cercor/bhl131

Tsakiris, M., Prabhu, G., and Haggard, P. (2006). Having a body versus moving your body: How agency structures body-ownership. Conscious. Cogn. 15, 423–432. doi: 10.1016/j.concog.2005.09.004

Tsakiris, M. (2010). My body in the brain: a neurocognitive model of body-ownership. Neuropsychologia 48, 703–712. doi: 10.1016/j.neuropsychologia.2009.09.034

Tyler, M., Danilov, Y., and Bach-y-Rita, P. (2003). Closing an open-loop control system: vestibular substitution through the tongue. J. Integr. Neurosci. 2, 159–164. doi: 10.1142/s0219635203000263

Vallar, G., and Ronchi, R. (2009). Somatoparaphrenia: a body delusion. A review of the neuropsychological literature. Exp. Brain Res. 192, 533–551. doi: 10.1007/s00221-008-1562-y

Vaynman, S., and Gomez-Pinilla, F. (2005). License to run: exercise impacts functional plasticity in the intact and injured central nervous system by using neurotrophins. Neurorehabil. Neural Repair 19, 283–295. doi: 10.1177/1545968305280753

Velliste, M., Perel, S., Spalding, M. C., Whitford, A. S., and Schwartz, A. B. (2008). Cortical control of a prosthetic arm for self-feeding. Nature 453, 1098–1101. doi: 10.1038/nature06996

Vernon, D., Egner, T., Cooper, N., Compton, T., Neilands, C., Sheri, A., et al. (2003). The effect of training distinct neurofeedback protocols on aspects of cognitive performance. Int. J. Psychophysiol. 47, 75–85. doi: 10.1016/s0167-8760(02)00091-0

Vestergaard-Poulsen, P., van Beek, M., Skewes, J., Bjarkam, C. R., Stubberup, M., Bertelsen, J., et al. (2009). Long-term meditation is associated with increased gray matter density in the brain stem. Neuroreport 20, 170–174. doi: 10.1097/wnr.0b013e328320012a


Von Gierke, H. (1970). Principles and Practice of Bionics. Proceedings of the Proc 44th AGARD—Conference Brüssel.


Wander, J. D., Blakely, T., Miller, K. J., Weaver, K. E., Johnson, L. A., Olson, J. D., et al. (2013). Distributed cortical adaptation during learning of a brain-computer interface task. Proc. Natl. Acad. Sci. U S A 110, 10818–10823. doi: 10.1073/pnas.1221127110

Wang, J. R., and Hsieh, S. (2013). Neurofeedback training improves attention and working memory performance. Clin. Neurophysiol. 124, 2406–2420. doi: 10.1016/j.clinph.2013.05.020

Weiss, T., Miltner, W. H., Adler, T., Bruckner, L., and Taub, E. (1999). Decrease in phantom limb pain associated with prosthesis-induced increased use of an amputation stump in humans. Neurosci. Lett. 272, 131–134. doi: 10.1016/s0304-3940(99)00595-9

Williams, J. H. (2001). Frequency-specific effects of flicker on recognition memory. Neuroscience 104, 283–286. doi: 10.1016/s0306-4522(00)00579-0

Williams, Z. M., and Eskandar, E. N. (2006). Selective enhancement of associative learning by microstimulation of the anterior caudate. Nat. Neurosci. 9, 562–568. doi: 10.1038/nn1662

Willis, S. L., Tennstedt, S. L., Marsiske, M., Ball, K., Elias, J., Koepke, K. M., et al. (2006). Long-term effects of cognitive training on everyday functional outcomes in older adults. JAMA 296, 2805–2814. doi: 10.1001/jama.296.23.2805

Winsberg, B. G., and Comings, D. E. (1999). Association of the dopamine transporter gene (DAT1) with poor methylphenidate response. J. Am. Acad. Child Adolesc. Psychiatry 38, 1474–1477. doi: 10.1097/00004583-199912000-00006

Winsley, R., and Matos, N. (2011). Overtraining and elite young athletes. Med. Sport Sci. 56, 97–105. doi: 10.1159/000320636

Wolpaw, J. R. (2007). Brain-computer interfaces as new brain output pathways. J. Physiol. 579, 613–619. doi: 10.1113/jphysiol.2006.125948

Yarrow, K., Brown, P., and Krakauer, J. W. (2009). Inside the brain of an elite athlete: the neural processes that support high achievement in sports. Nat. Rev. Neurosci. 10, 585–596. doi: 10.1038/nrn2672

Zacksenhouse, M., Lebedev, M. A., Carmena, J. M., O’Doherty, J. E., Henriquez, C., and Nicolelis, M. A. (2007). Cortical modulations increase in early sessions with brain-machine interface. PLoS One 2:e619. doi: 10.1371/journal.pone.0000619

Zeck, G., and Fromherz, P. (2001). Noninvasive neuroelectronic interfacing with synaptically connected snail neurons immobilized on a semiconductor chip. Proc. Natl. Acad. Sci. U S A 98, 10457–10462. doi: 10.1073/pnas.181348698

Zeller, D., Gross, C., Bartsch, A., Johansen-Berg, H., and Classen, J. (2011). Ventral premotor cortex may be required for dynamic changes in the feeling of limb ownership: a lesion study. J. Neurosci. 31, 4852–4857. doi: 10.1523/jneurosci.5154-10.2011

Ziemann, U., Iliać, T. V., Pauli, C., Meintzschel, F., and Ruge, D. (2004). Learning modifies subsequent induction of long-term potentiation-like and long-term depression-like plasticity in human motor cortex. J. Neurosci. 24, 1666–1672. doi: 10.1523/JNEUROSCI.5016-03.2004

Ziemann, U., Paulus, W., Nitsche, M. A., Pascual-Leone, A., Byblow, W. D., Berardelli, A., et al. (2008). Consensus: motor cortex plasticity protocols. Brain Stimul. 1, 164–182. doi: 10.1016/j.brs.2008.06.006

Ziemann, U., Tam, A., Butefisch, C., and Cohen, L. G. (2002). Dual modulating effects of amphetamine on neuronal excitability and stimulation-induced plasticity in human motor cortex. Clin. Neurophysiol. 113, 1308–1315. doi: 10.1016/s1388-2457(02)00171-2

Zunzunegui, C., Gao, B., Cam, E., Hodor, A., and Bassetti, C. L. (2011). Sleep disturbance impairs stroke recovery in the rat. Sleep 34, 1261–1269. doi: 10.5665/sleep.1252

Conflict of Interest Statement:The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 14 March 2014; accepted: 23 May 2014; published online: 11 June 2014.

Citation: Di Pino G, Maravita A, Zollo L, Guglielmelli E and Di Lazzaro V (2014) Augmentation-related brain plasticity. Front. Syst. Neurosci. 8:109. doi: 10.3389/fnsys.2014.00109

This article was submitted to the journal Frontiers in Systems Neuroscience.

Copyright © 2014 Di Pino, Maravita, Zollo, Guglielmelli and Di Lazzaro. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.








	
	PERSPECTIVE ARTICLE
published: 26 May 2014
doi: 10.3389/fnsys.2014.00104
	[image: image1]





Brain-machine interfaces can accelerate clarification of the principal mysteries and real plasticity of the brain


Yoshio Sakurai*


Department of Psychology, Graduate School of Letters, Kyoto University, Kyoto, Japan

* Correspondence: Yoshio Sakurai, Department of Psychology, Graduate School of Letters, Kyoto University, Yoshida-honmachi, Sakyo-ku, Kyoto 606-8501, Japan e-mail: ysakurai@bun.kyoto-u.ac.jp



Edited by:
Mikhail Lebedev, Duke University, USA

Reviewed by:
Mikhail Lebedev, Duke University, USA
 Ioan Opris, Wake Forest University, USA

This perspective emphasizes that the brain-machine interface (BMI) research has the potential to clarify major mysteries of the brain and that such clarification of the mysteries by neuroscience is needed to develop BMIs. I enumerate five principal mysteries. The first is “how is information encoded in the brain?” This is the fundamental question for understanding what our minds are and is related to the verification of Hebb’s cell assembly theory. The second is “how is information distributed in the brain?” This is also a reconsideration of the functional localization of the brain. The third is “what is the function of the ongoing activity of the brain?” This is the problem of how the brain is active during no-task periods and what meaning such spontaneous activity has. The fourth is “how does the bodily behavior affect the brain function?” This is the problem of brain-body interaction, and obtaining a new “body” by a BMI leads to a possibility of changes in the owner’s brain. The last is “to what extent can the brain induce plasticity?” Most BMIs require changes in the brain’s neuronal activity to realize higher performance, and the neuronal operant conditioning inherent in the BMIs further enhances changes in the activity.
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INTRODUCTION

A brain-machine interface (BMI) is used to enable the neuroprosthetic control of external devices by neuronal activity instead of body parts movements (Lebedev and Nicolelis, 2006; Berger et al., 2008; Hatsopoulos and Donoghue, 2009; Nicolelis and Lebedev, 2009; Andersen et al., 2010; Moran, 2010; Green and Kalaska, 2011; Lebedev, 2014). Although the development of invasive BMIs has been making a steady progress and holds promises for future clinical use (Lebedev and Nicolelis, 2011; Lebedev et al., 2011; Nicolelis, 2011; Ethier et al., 2012; Hochberg et al., 2012; Collinger et al., 2013), currently available BMIs are limited in terms of accuracy and efficiency with which they can be controlled. As described in the papers referenced above, it is possible to indicate some technical factors affecting the limited performance of current BMIs. However, as also emphasized in some of the papers (e.g., Nicolelis and Lebedev, 2009; Andersen et al., 2010), improvements in the technical factors alone cannot solve all the problems preventing the realization of an ideal BMI, i.e., a system controlling external neuroprosthetic devices freely as intended by the brain without any special training. The ideal BMI required rich and precise information that depends on the activity and function of the brain. Therefore, as Nicolelis (2003), Baranauskas (2014), and Mandonnet and Duffau (2014) has discussed, knowledge of what the brain is and how it works, the ultimate goals of neuroscience research, are essential for BMI research. To achieve these goals, the present paper enumerates five principal mysteries of the brain that must be clarified. It should be emphasized that BMI research has the potential to clarify these principal mysteries and, at the same time, their clarification by neuroscience research is necessary to realize the ideal BMI.

HOW IS INFORMATION ENCODED IN THE BRAIN?

As the final goal of a BMI is to detect neuronal activity representing information in the brain, BMI research inevitably faces the problem of how is information encoded in the working brain. Neuronal coding (e.g., Calvin, 1996; Abbott and Sejnowski, 1999; Nicolelis, 2001; Nicolelis and Ribeiro, 2006; Holscher and Munk, 2009) is one of the principal mysteries of the brain and may be the ultimate problem of neuroscience, because its final goal is to bridge the mind and brain and detect the mind from brain activity. The early studies of BMIs (Chapin et al., 1999; Wessberg et al., 2000; Nicolelis and Chapin, 2002) have already produced very important and instructive findings demonstrating the nature of the neuronal coding of information. They reported that the activity of only a limited number of neurons randomly sampled from the motor cortex of an animal provided sufficient information to predict arm kinematics during reaching, as well as hand gripping force. In addition, the accuracy of prediction increased as the number of recorded randomly sampled neurons increased. These results indicate that kinematic and kinetic parameters are coded not by the activities of specific motor-related neurons but by the activity of many neurons distributed in the motor cortex. Subsequent BMI studies more or less supported this notion of neuronal coding in the motor cortex (e.g., Carmena et al., 2003). Therefore, as Nicolelis (2003) and Nicolelis and Lebedev (2009) have suggested, a BMI both utilizes population coding by cell assemblies (Hebb, 1949), functionally connected neurons acting as codes representing information in the working brain (Eichenbaum, 1993; Sakurai, 1996b, 1999; Harris, 2005; Sakurai and Takahashi, 2006, 2008; Buzsáki, 2010; Wallace and Kerr, 2010; Sakurai et al., 2013), and provides new insights on this coding. In other words, the theory of cell assembly has been further verified by BMI studies and is approaching an answer to the mystery of neuronal coding.

Although recent neuroscience studies have often reported small populations of neurons related to information processing (e.g., Takahashi and Sakurai, 2009a,b; Opris et al., 2012, 2013) and BMI research has clearly supported the cell assembly theory, the existence of cell assemblies as carriers of neuronal codes has not yet been directly proven, because current BMIs have a bias in the firing rate or amplitude of neuronal activity used as the source signals. This bias may be a factor affecting the limited performance of current BMIs (Sakurai et al., 2014). According to the notion of cell assembly, synchronous and oscillatory activities among many neurons may have the potential to be informative signals for BMIs. It is expected to construct a BMI system which uses ensemble and correlated firing of distributed many neurons, in addition to their firing rates, as neuronal source signals.

HOW IS INFORMATION DISTRIBUTED IN THE BRAIN?

BMI studies have revealed the fact that the neurons whose activity can be used as signals representing information of motor movements are distributed in the motor cortex. Concerning the range of distribution of such neurons, some BMI studies have obtained an optimal basis for brain control of devices by recording the activity of neurons in the precentral (motor) cortical area associated with actual limb movement (Chapin et al., 1999; Taylor et al., 2002; Carmena et al., 2003; Hochberg et al., 2006; Koike et al., 2006; Choi et al., 2009). However, some other studies on BMIs demonstrated their ability to predict movements from neurons in the postcentral (parietal) as well as the precentral cortical areas (Wessberg et al., 2000; Carmena et al., 2003). Although precentral motor neurons can provide accurate predictions of force and displacement even in small numbers (Koike et al., 2006; Choi et al., 2009), many neurons from the parietal and other cortical areas could also have the potential to provide significant predictions. The prediction accuracy increased with the number of neurons included, even when the included neurons were randomly selected from the non-motor area and unrelated to motor movement in nature (Wessberg et al., 2000; Carmena et al., 2003). This indicates that neuronal information on motor movements and forces is widely distributed in cortical areas.

These findings by BMI studies could challenge the classical and conservative view of functional localization based on functional divisions in the brain. Constructing functional divisions is a major problem of neuroscience and many researchers are investigating what functions are localized in what brain areas. The results of BMI studies indicate that the functional boundaries are not definite and fixed but obscure and dynamic. Some BMIs do not necessarily require the selection of functionally specific motor neurons (e.g., Moritz et al., 2008) or, as described above, a specific motor area in the brain to improve their performance in brain control of devices. This notion may be related to the theory of multipotentiality of the brain (John, 1980). This theory suggests that any neuron and region may contribute to the mediation of a diversity of functions and that many neurons and regions contribute to many functions, although it does not imply that different neurons and regions have complete equivalence of functions or that different functions depend equally on diverse neurons and regions. BMI research may again direct the spotlight on the theory of multipotentiality and push back the view of too rigid and too subdivided functional maps. On the other hand, regarding the use of a BMI as a neuroprosthetic system, it is advantageous for it to have the potential to utilize any neuron and any brain region unrelated to the target functions replaced by the BMI.

WHAT IS THE FUNCTION OF THE ONGOING ACTIVITY OF THE BRAIN?

Invasive BMIs will be continuously introduced to use in daily life and should function to voluntarily control moving and resting external devices. Therefore, a principal mystery that BMI research requires present neuroscience to solve is, as Velliste et al. (2014) has discussed, how the brain is active during lengthy periods of behavioral inactivity when no specific tasks are, at least consciously, being performed. This is the problem of the “ongoing” or “intrinsic” activity of the brain (Vincent et al., 2007). Most neuroscience studies have not paid any attention to this problem and have devoted themselves to recording and analyzing neural activity only during the performance of various behavioral tasks. In such recording studies using behavioral tasks, most researchers have implicitly assumed that the spontaneous neural activity prior to the presentation of stimuli or motor responses is an independent random process and have treated it as “baseline activity” or “background noise” unrelated to information processing.

However, this view of spontaneous activity was challenged as early as the 1990s. For example, Arieli et al. (1995) reported that collective ensembles of activity of many neurons of the visual cortex occurred not only during stimulus-evoked periods but also during spontaneous non-stimulus periods. They suggested that the population activity of neurons is not an independent random process even during baseline periods. The correlated activity was detected among neurons comprising a population and among separate populations of neurons. It can be considered that these temporally correlated neurons and populations are cell assemblies, and the ongoing spontaneous activity of cell assemblies may reflect the processing of the context, which affects the processing of incoming sensory stimuli or motor responses (Arieli et al., 1995). The result of Sakurai (1996a) supports this notion, because the correlated activity of hippocampal and auditory cortical neurons, recorded during non-stimulus intertrial intervals, represented the context, i.e., the type of tasks that the animal was currently engaged in. These studies strongly indicate that important mechanisms underlying the higher integrative processing of perception, cognition, attention, and memory depend on the spatiotemporal interactions between ongoing and event-evoked activities of neurons and cell assemblies.

The significant role of the spontaneous activity of neuronal populations may be related to the assumption of “default mode network” suggested by noninvasive imaging (PET, fMRI) studies on human (Raichle, 2010) and monkey (Mantini et al., 2011) brains. The noninvasive images, which represent the activity of large populations of neurons, often show periodic synchronous activation across several close and distant cortical areas during periods of rest with no tasks. Raichle (2010, 2011) suggests that such periodic activation in multiple areas, the “default mode”, has a preparatory function to process incoming sensory stimuli or motor responses. Therefore, the default mode and the ongoing activity have the same features and functions and indicate the significant role of the synchronous activity during periods with no tasks. Further clarification of its functional role must contribute to further development of BMIs that can be mounted continuously in daily life.

HOW DOES THE BODILY BEHAVIOR AFFECT THE BRAIN FUNCTION?

The brain controls behavioral functions of the body and, at the same time, the behavior of the body affects the activity of the brain (Chiel and Beer, 1997). In this notion of brain-body interaction, the problem of how bodily movements constrain brain activity is closely related to BMIs, because BMIs require the replacement of bodily movements with machine devices. Typical evidence of the bodily effect on brain activity and function is the “phantom limb” (Ramachandran and Hirstein, 1998). A sudden loss of parts of the body often causes drastic changes in tactile and movement-related perception and generates hallucinations of body images. This confused representation of perceptual information is considered to be due to the reorganization of neuronal networks and the following confused coding of sensory information (Melzack, 1990). Accordingly, a BMI might change functions of the brain, especially the neuronal coding of perceptual information.

The phenomenon of the phantom limb indicates that stable and precise coding in the brain requires stable and precise inputs of sensory information generated from the body. This is not restricted to tactile and movement-related sensations but also applicable to other sensory inputs. “Charles Bonnet syndrome” (Menon et al., 2003) is a typical case of visual hallucinations, i.e., the confused and spontaneous coding of perceptual information caused by the complete and long-lasting deprivation of visual inputs. In addition, isolation experiments cutting off visual, auditory, and tactile sensory inputs, originally discussed by Hebb (1949), showed that several types of hallucination can be generated even in short periods of sensory deprivation (Heron, 1957). If stable and precise sensory inputs are essential for the normal coding of information, the artificial operation of sensory inputs may correct the abnormal hallucinations caused by sensory deprivation. This assumption is supported by the “virtual reality box” experiment (Ramachandran and Hirstein, 1998), in which the artificial presentation of mirror images of lost parts of the body often changes or erases hallucinations that involve body images.

All these findings indicating the importance of sensory inputs consistent with bodily behaviors recommend the further development of BMIs equipped with sensory feedback contingent with the behaviors of brain-controlling devices. Recently, Tabot et al. (2013) have succeeded in restoring tactile feedback using a brain-controlled prosthetic hand. O’Doherty et al. (2011) have developed a BMBI (brain-machine-brain interface), which can provide a monkey with not only visual but also tactile feedback from a brain-controlled device (virtual hand). Further neuroscience research on brain-body interaction will contribute to development of BMBIs, and progress in BMBI research will clarify how the brain interacts with the body, encodes sensory information, and constructs body images (Shokur et al., 2013).

TO WHAT EXTENT CAN THE BRAIN INDUCE PLASTICITY?

This final section further discusses the BMI-induced plasticity of the brain and emphasizes why it is inevitable in all BMIs. Some studies have reported clear changes in the plasticity of neuronal activities and functions induced by the use of BMIs (e.g., Zacksenhouse et al., 2007; Ganguly et al., 2011). Such plastic changes can be thought to be induced to some extent in most BMI experiments, in which the conversion of neuronal signals is aided by appropriate transform algorithms to generate suitable control parameters. The conversion parameters obtained for one set of trials provided increasingly poor predictions of future responses, indicating the drift of neuronal signals over tens of minutes. Therefore, accurate device control under BMI conditions inevitably requires the neuronal activity to be volitionally modulated to become more suitable signals for device control, and the brain surely responds to the request for activity modulation. The BMI-induced changes in neuronal activity are not restricted to the regions from which signals used for device control are recorded. Koralek et al. (2012, 2013) investigated the role of corticostriatal plasticity, usually involved in learning physical skills, in abstract skill learning by a BMI using motor cortical neurons. During the learning of control by the BMI, an alteration of activity was observed in the striatal neurons, and strong correlations, reflected in oscillatory coupling, between the neuronal activity in the motor cortex and the striatum emerged. The authors concluded that temporally precise coherence develops specifically in motor output-related neuronal populations during learning and that the oscillatory activity serves to synchronize widespread brain networks to produce appropriate behaviors.

Discussion of the mechanisms of BMI-induced plastic changes in neuronal activity also requires a psychological view, i.e., operant conditioning. In most BMI situations, the successful control of devices can function as a reward and reinforces the occurrence of volitionally modulated neuronal activity to control the devices. This process of reinforcing the volitional modulation of activity is the operant conditioning of neuronal activity (Fetz, 1969). All BMIs are thought to include this process of conditioning (Fetz, 2007; Sakurai et al., 2014), making plastic changes in neuronal activity inevitable. This leads to the argument that the investigation of neuronal operant conditioning (neurofeedback) will inevitably contribute to the realization of higher-performing BMIs (Fetz, 2007; Moritz et al., 2008; Sakurai et al., 2014). In addition, research on the operant conditioning of synchrony and oscillation of neurons (Engelhard et al., 2013; Fetz, 2013; Sakurai and Takahashi, 2013), i.e., the activity of cell assemblies, will also significantly contribute to the development of BMIs (Sakurai et al., 2014).

It should be noted that the neuronal plasticity inherent in BMI experiments is not always an obstacle for the development of higher-performing BMIs and can be actively applied to research on the extent to which the brain can change and how the brain can be changed efficiently. The former means that BMI studies are able to classify the real plasticity of the brain. The latter suggests that the development of BMIs will lead to the development of better methods of neurorehabilitation to induce changes in neuronal activities and connections for functional compensation (Dobkin, 2007; Fetz, 2007; Jackson and Fetz, 2011; Miller and Weber, 2011).

CONCLUSION

Although research in modern neuroscience has made great progress, BMI research has shown that we still do not fully understand even the major properties of the brain, i.e., the principal mysteries enumerated in the present paper. BMI research has the role of impelling present neuroscience to clarify the major properties, including the real plasticity, of the brain, and further progress in neuroscience in uncovering the properties of the brain contributes to the further development of BMIs (Figure 1).
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FIGURE 1. Interactive advancement of researches on BMIs and the principal mysteries of the brain.
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In this review, we focus on neuronal operant conditioning in which increments in neuronal activities are directly rewarded without behaviors. We discuss the potential of this approach to elucidate neuronal plasticity for enhancing specific brain functions and its interaction with the progress in neurorehabilitation and brain-machine interfaces. The key to-be-conditioned activities that this paper emphasizes are synchronous and oscillatory firings of multiple neurons that reflect activities of cell assemblies. First, we introduce certain well-known studies on neuronal operant conditioning in which conditioned enhancements of neuronal firing were reported in animals and humans. These studies demonstrated the feasibility of volitional control over neuronal activity. Second, we refer to the recent studies on operant conditioning of synchrony and oscillation of neuronal activities. In particular, we introduce a recent study showing volitional enhancement of oscillatory activity in monkey motor cortex and our study showing selective enhancement of firing synchrony of neighboring neurons in rat hippocampus. Third, we discuss the reasons for emphasizing firing synchrony and oscillation in neuronal operant conditioning, the main reason being that they reflect the activities of cell assemblies, which have been suggested to be basic neuronal codes representing information in the brain. Finally, we discuss the interaction of neuronal operant conditioning with neurorehabilitation and brain-machine interface (BMI). We argue that synchrony and oscillation of neuronal firing are the key activities required for developing both reliable neurorehabilitation and high-performance BMI. Further, we conclude that research of neuronal operant conditioning, neurorehabilitation, BMI, and system neuroscience will produce findings applicable to these interrelated fields, and neuronal synchrony and oscillation can be a common important bridge among all of them.
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OPERANT CONDITIONING OF NEURONAL FIRING

When we require learning of volitional enhancement of a certain behavior, operant conditioning (Skinner, 1974; Reynolds, 1975) should be the first choice. The voluntary behavior immediately followed by reward, i.e., having contingency of reward, soon becomes more frequent, and humans and animals volitionally conduct the behavior more frequently to get more reward. Based on such methodology, an intriguing method of learning of volitional enhancement in neuronal firing has been developed and called neuronal operant conditioning, in which rewards are given for modulations of neuronal firing which are not linked to overt behaviors. Since Olds (1965) and Fetz (1969) published their pioneering research, conditioned enhancement of neuronal firing has been frequently reported in animals and humans. In particular, Fetz and collaborators (Fetz, 1969; Fetz and Finocchio, 1971; Fetz and Baker, 1973) had established the methodology of neuronal operant conditioning and reported that monkeys could control firing rates of individual neurons in the motor cortex (Figure 1). Following these pioneering and memorable experiments, several intriguing studies by Fetz and other researchers have been published.
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FIGURE 1. Data showing firing rate of a motor cortex neuron of the monkey as a function of reinforcement schedule of neuronal operant conditioning. During operant level and extinction periods neither food nor click feedback was presented. During “Pellets only” period, the highest firing rates were reinforced with delivery of a food pellet without click feedback. During “Click only” period, a click was presented for each firing of the neuron; finally, both pellets and clicks were provided. (From Fetz, 1969, with permission).



Recently, for example, Kobayashi et al. (2010) has demonstrated a remarkable capacity of single neurons to be driven by volition by adapting to specific operant requirements. This experiment set variable relationships between levels of single-neuron activity in the monkey prefrontal cortex and rewarding outcomes. Prefrontal neurons changed firing rates according to the specific requirements for gaining reward, without the monkeys making a motor response, and indicated that neuronal firings constituted a volitional operant response enhanced by reward. The control task of the experiment suggested that these changes of firing were unlikely to reflect simple reward predictions. In humans, Cerf et al. (2010) demonstrated that subjects can regulate firing rates of single neurons in the medial temporal lobe (MTL) to obtain the rewarding outcome that visual images they liked to see became clearer on the computer screen in front of them. The study recorded from single neurons in patients implanted with intracranial electrodes for clinical reasons. The subjects looked at a hybrid superposition of two images representing familiar individuals, landmarks, objects, or animals and had to enhance one image at the expense of the other, competing one. Simultaneously, the firing of MTL neurons was decoded in real time to control the content of the hybrid, i.e., making one of the superposed images clearer than the other. The subjects reliably regulated the firing rate of these neurons, increasing the rate of some while simultaneously decreasing the rate of others. The subjects achieved this by focusing onto one image, which gradually became clearer on the computer screen, thereby overriding sensory input. On the basis of the firing of these MTL neurons, visual images in the subject’s mind were visualized on an external display, which functioned as reward.

The most recent progress is reported by Arduin et al. (2013). They employed a strategy of accessing reward by controlling a prosthetic device with self-generated neuronal firing from a single neuron. They recorded multiple neurons from motor cortical areas in rats for controlling a linear actuator with a water bottle. To receive reward of water, the rats had to move the bottle until it reached a zone for drinking by raising and maintaining firing rate of each neuron above a high threshold. They defined the time the bottle took to reach the drinking zone after trial onset as time-to-reward. If the time-to-reward distribution during trials significantly differed from that during waiting periods, the single neuron was considered an operantly conditioned neuron (Opris et al., 2011b).

The firing rates of conditioned neurons increased instantaneously after a trial onset and the bottle entered the drinking zone within a very short time. The time-to-reward for the conditioned neurons soon decreased and exhibited significant difference compared to that for non-conditioned neurons. The majority of the conditioned neurons increased firing rates reliably and instantaneously after trial onset despite the absence of any temporal requisition. Furthermore, the conditioned neurons fired more frequently, instantaneously, and strongly than the neighboring neurons that were simultaneously recorded around the conditioned neurons (Figure 2). The authors concluded that only the operant-conditioned neurons possessing significantly increased firing rates take the lead as “master neurons”, that exhibit most prominent volitionally driven modulations in a small neural network.
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FIGURE 2. Data showing differences in the rank of activation between conditioned neurons and simultaneously recorded neighboring neurons. Firing rate of motor cortex neurons in the rat was operantly conditioned. This presents perievent time histogram of neuronal activity normalized and centered on trial onset, for four neurons simultaneously recorded during the same session (green: the conditioned neuron; blue: a previously conditioned neuron; red: two neighboring neurons never conditioned). Filled and empty circles of different colors represent the latency of the neurons until their firings exceeded the thresholds at 2 and 5 standard deviations (SD), respectively. One of the neurons (red dashed line) did not have a measurable latency for that recording session. The latency of the blue neuron could only be defined for the 2 SD threshold. Additional (n = 20) neurons that were simultaneously recorded during that recording session have not been included for sake of clarity. Bin size: 20 ms; each value is the z-transform of the firing rate integrated over a sliding window of 100 ms. Latencies were calculated using a 20 ms bin scale. (From Arduin et al., 2013, with permission).



Such on-going progress of research into neuronal operant conditioning confirms the possibility of volitional enhancement of activity for specific individual neurons. However, possibility of chance reinforcement of a body movement rather than neuronal activity should always be checked. The question is whether operantly conditioned neuronal firing is directly controlled in certain central pathways or through an accidentally reinforced body movement which generates activity in the whole pathways leading to the muscles, including corollary discharge and proprioceptive and sensory feedbacks. Concerning involvement of the proprioceptive feedback, Wyler et al. (1979) reported that section of pyramidal tract and ventral rhizotomies disrupted operant conditioning of firing of precentral neurons and suggested that the precentral neurons were operantly controlled through the proprioceptive feedback from the peripheral mechanoreceptors. However, such lesions of nerve fibers could yield neuronal death and/or reorganization of neuronal networks, which may disrupt normal neuronal activity and/or potential for learning and conditioning. Intact brains and input-output pathways should be employed to answer the question of central pathways vs. body movements. Using the intact brains and pathways, several former and recent studies (Fetz and Finocchio, 1971; Koralek et al., 2012; Engelhard et al., 2013; Sakurai and Takahashi, 2013) reported the absence of specific body movements or muscle activity during the operant conditioning of neuronal firing. Although precise and detailed mechanisms that make neuronal operant conditioning possible are not clear yet, it is apparent that neuronal activity can be operantly conditioned without body movement and enhanced volitionally by setting direct contingency between changes of neuronal activity and delivery of reward.

OPERANT CONDITIONING OF FIRING SYNCHRONY AND OSCILLATION

The previous studies surely have confirmed robustness of operant conditioning of neuronal activity. Most of them, however, had a bias due to an exclusive focus on the firing rates of individual neurons of neocortices. Neuronal operant conditioning should be used to explore the extent to which synchronous activity in neurons can be volitionally enhanced. Synchronous neuronal activity reflects functional connectivity among multiple neurons and had not been the target of neuronal operant conditioning, though the brain functions can be considered to be realized by activities not of individual neurons but of ensembles of populations of neurons interrelated with each other. Therefore, enhancement of neuronal activity related to brain functions could be realized more reliably by operant conditioning of such ensemble activity of neuronal populations typically reflected by synchronized firing of multiple neurons.

Engelhard et al. (2013) has recently reported that periodically synchronized activity, i.e., oscillatory activity, of motor cortical neurons can be enhanced by operant conditioning. The study has succeeded to train monkeys to increase motor cortex low-gamma waves of local field potential (LFP) (Figure 3). Single-neuron firing was recorded, and the enhancement of operantly conditioned oscillatory waves was accompanied by a correlated increase in the synchrony of the entrained neurons. This relation of LFP and neuronal firing can be explained by the fact that LFPs are produced by postsynaptic potentials, and periodicity in neuronal firing would be associated with periodicity in LFPs. They also documented the spatial extent of neurons entrained with the operantly conditioned oscillatory activity. Over the extent of 4 × 4 mm electrode grids, enhanced gamma power in the LFP and phase locking of neuronal firings occurred in a broad range (approximately 500 μm), and depth of entrained modulation decreased as a function of distance from the operant conditioning sites of electrodes. The study also confirmed that the enhancement of oscillatory activity was not associated with any observed movements or increases in muscle activity. From these findings, the authors argue that the findings link volitional control of LFP oscillations and neuronal-firing synchrony.
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FIGURE 3. Data showing single-trial examples of LFP aligned to reward delivery (0). Oscillatory firing of motor cortical neurons of the monkey was operantly conditioned. (A) Data for monkey M (session #20). Upper panel shows a raw LFP trace in the pseudoconditioning block. The 500 ms period before reward is highlighted in red. Lower panel is an expanded view of the 500 ms period before reward. (B) The same as in (A), but for a trial in the conditioning block. (C) The same as in (A), but for a trial in the conditioning block, monkey Q (session #17). (From Engelhard et al., 2013, with permission).



The low-gamma oscillations have been found in many different brain areas and are considered to be associated with different functions such as attention, perception, cognition, and computation (Herrmann et al., 2010) and to play as neural synchrony both within (Salinas and Sejnowski, 2001) and between (Siegel et al., 2012) brain areas. Therefore, the results of Engelhard et al. (2013) are ground breaking, whereby monkeys demonstrated the ability to directly modulate and enhance specific patterns of synchrony of many neurons in somewhat broad ranges, which may be related to several motor functions of the brain.

On the other hand, it is desirable to directly demonstrate operant enhancement of firing synchrony among individual neurons located closely in restricted smaller ranges. For such experiments, precise separation of extracellular firing from closely neighboring neurons in real time is required. It had been difficult, however, for traditional spike-sorting techniques (Lewicki, 1994; Fee et al., 1996), primarily because spike waveforms overlap on a common electrode when nearby neurons fire coincidently. To address this problem, we (Takahashi et al., 2003a,b) developed a unique method of spike-sorting using independent component analysis (ICA; Comon, 1994) with a specific multielectrode (Takahashi and Sakurai, 2005, 2007, 2009a,b). The method allows sorting of the firings of closely neighboring neurons in real time and the detection of firing synchrony. Using this technique, we have recently reported that synchronized firing of closely neighboring neurons in rat hippocampus can be enhanced by neuronal operant conditioning (Sakurai and Takahashi, 2013).

We trained rats to engage in a free-operant task in which nose-poke behavior was rewarded in session 1, and firing rates and synchrony of multiple neighboring neurons above preset criteria were rewarded in sessions 2 and 3, respectively. Placing contingency of reward on firing synchrony in session 3 resulted in selective enhancement of firing synchrony of the hippocampal neurons (Figure 4). Control experiments revealed that the enhancement of firing synchrony was not attributable to increments of behaviors or excitation caused by reward delivery. Analysis of the firing rates and synchrony of individual neurons and neuron pairs during the conditioning revealed that the firing rates and synchrony of some but not all neurons and neuron pairs increased in each group of neighboring neurons (Figures 5, 6). No firing enhancement was observed in any neurons and neuron pairs recorded by closely placed electrodes not used for the conditioning. From all these findings, we conclude that neuronal operant conditioning can lead to volitional enhancement of firing synchrony in a small group of neurons in a small restricted area in the hippocampus.
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FIGURE 4. Mean quantities of pellets, reward in the operant conditioning, delivered by behavior (session 1), firing rate above preset criteria (session 2) and firing synchrony above preset criteria (sessions 3–6) during each 30 min conditioning session. Neuronal firing rate and synchrony were obtained from a group of neighboring neurons in the hippocampal CA1 of the rat and operantly conditioned. In sessions 1–3, means were calculated for three periods (10–20, 21–30 and 31–40 min) of each session. Data recorded for the first 10 min of each session are not presented because the first 10 min were used to perform behavioral shaping (session 1) and selection of criteria for the neuronal activities (sessions 2 and 3). In sessions 4–6, means were calculated for periods of 0–10, 11–20 and 21–30 min of each session because criterion selection had been conducted in session 3 and was thus unnecessary. (From Sakurai and Takahashi, 2013, with permission).
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FIGURE 5. Firing-rate histograms of five individual neurons comprising a group of neighboring neurons in the hippocampal CA1 in sessions 1–3. The center (0) of each histogram means the time when behavior (session 1), firing rate above preset criteria (session 2) and firing synchrony above preset criteria (session 3) immediately followed by reward delivery were conducted. A bin is 10 ms and an asterisk indicates a significant increment of firing (confidence limit, p < 0.005). (From Sakurai and Takahashi, 2013, with permission).
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FIGURE 6. Correlograms of all neuron pairs of five neighboring neurons in the hippocampal CA1 in sessions 1–3. The center (0) of each correlogram means the time when two neurons fired simultaneously, i.e., achieved firing synchrony. A bin is 2 ms and an asterisk indicates a significant increment in firing synchrony (confidence limit, p < 0.005). (From Sakurai and Takahashi, 2013, with permission).



In that study, operant conditioning of firing synchrony was obtained in the hippocampus but not in the motor cortex. One explanation might be that the hippocampus has the high level of plasticity causing learning-related changes of firing synchrony among the neurons (e.g., Sakurai, 1996a, 2002). This explanation, however, does not exclude the possibility of motor cortical neurons to be conditioned in their firing synchrony. The hippocampal synchrony functions could be revealed at small timescales such as the bin (2–4 ms) used for the operant conditioning in our study (Sakurai and Takahashi, 2013), whereas in the motor cortex synchrony could be best functional at longer timescales such as that of low gamma oscillations. This assumption is apparently supported by the result of Engelhard et al. (2013) introduced above.

It should be noted that, as Fetz (2013) suggested, synchronous neuronal firing was detected not only as lasting and periodic, e.g., oscillations, but also as temporal and episodic. For example, Riehle et al. (1997) has reported that such temporally short and episodic synchrony of firing of motor cortical neurons can be detected during some specific behavior. Such synchrony was termed “unitary event” which appeared consistently at particular times in relation to an expected cue at times unrelated to sensory or motor events. Such episodic synchrony of firing should be a target of neuronal operant conditioning. Schmied et al. (1993) reported that humans could be operantly conditioned to increase some episodic synchrony of groups of motor cortical neurons. However, because synchronized firings can be caused by common synaptic inputs, such demonstration may be essentially equivalent to demonstrating enhancement of firing of the common input neurons. In contrast, periodic synchrony of firing represents a rhythmic phenomenon involving a different mechanism generating more prolonged circuit resonance (Fetz, 2013).

WHY SYNCHRONY AND OSCILLATION?—VIEW ON “CELL ASSEMBLY”

As described above, operant conditioning of oscillation and synchrony of multiple neurons can be indispensable to enhancing brain functions because they are realized by ensemble activities of populations of neurons that are functionally connected with each other. Such a functional population of neurons has been proposed to be “cell assembly” (Hebb, 1949), postulated to act as a functional unit that represents information in the working brain and underlie perception, learning, and memory for adaptive behavior (Eichenbaum, 1993; Sakurai, 1996b, 1999; Harris, 2005; Opris et al., 2013). The original concept of cell assembly was a theoretical notion and it could have value and be substantial when it accounts for experimentally observed phenomena. The experimental observations showing major properties of the cell assembly are, as Sakurai (1999) suggested, the task-related functional overlapping of individual neurons (Sakurai, 1994) and the task-dependent dynamics of the functional connectivity among the neurons (Sakurai, 1993). In particular, the latter phenomena, reflected as dynamically changing synchrony of firing of multiple neurons, has often been reported and regarded as the popular operational definition or indirect evidence of the activity of cell assemblies (Sakurai, 1996a, 2002; Riehle et al., 1997; Engel et al., 2001). Therefore, the target activity of neuronal operant conditioning should include not only firing rates but also firing synchrony of multiple neurons, as reported in Engelhard et al. (2013) and Sakurai and Takahashi (2013).

However, operant conditioning of the activity of cell assemblies is not an easy task because the ranges in the patterns of activation of cell assemblies, i.e., sizes of cell assemblies, have been postulated to be diverse (Sakurai et al., 2013). A cell assembly could be comprised of a small number of localized neurons or a large number of broadly distributed neurons (Eichenbaum, 1993). Therefore, neurons in the neocortices and the limbic structures, particularly the hippocampus, are expected to show various forms of firing synchrony, which represent dynamic and diverse representation by cell assemblies, in various behavioral tasks. Actually, several former studies have reported the task- and behavior-dependent dynamic synchrony of neurons in the wide ranges (Abeles et al., 1993; Vaadia et al., 1995; Seidemann et al., 1996; Engel et al., 2001; Opris et al., 2011a, 2012a,b) and the local ranges (Funahashi and Inoue, 2000; Constantinidis et al., 2001; Sakurai and Takahashi, 2008). We have reported task-dependent sharp synchrony of firing among the neighboring neurons, reflecting the small and localized cell assemblies, in the monkey prefrontal cortex, but at the same time, we have also found dynamically changing broad synchrony of firing among the distant neurons (Sakurai and Takahashi, 2006). The sizes of cell assemblies are certainly diverse and dependent on information representation and processing in behavioral tasks.

The diversity in the sizes of cell assemblies should be considered when neuronal operant conditioning is applied to enhance synchronized neuronal activity. Our study (Sakurai and Takahashi, 2013) has operantly enhanced firing synchrony of the small and localized groups of neighboring neurons, using the specific electrode and the spike sorting, in the rat hippocampus. Such synchronized firing among close neurons has been shown to be valid for some information processes. For example, Fujisawa et al. (2008) has reported clear synchrony of firing among neighboring neurons in the rat prefrontal cortex. The authors focused on the sharp peaks in cross-correlograms between pyramidal neurons and interneurons with millisecond time lags that were consistent with monosynaptic delays. The temporal relationships of the activities of neurons were examined during a working memory task. Numerous monosynaptic pairs between the pyramidal neurons and interneurons dynamically varied their peaks in the cross-correlograms across various phases of the task beyond the statistical accounting for the effects of covarying the firing rates of the neurons. This indicates that functional interplay among the close neurons linked by monosynaptic connections is working during the behavioral task. This finding was consistent with those of previous studies that have observed variance in the short-term synchrony between neuronal pairs as a function of behavioral performance and learning (Constantinidis et al., 2002; Baeg et al., 2007; Opris et al., 2011a, 2012a).

On the other hand, the study of Engelhard et al. (2013), introduced above, can be considered to have succeeded to operantly enhance activity of broader cell assemblies reflected by oscillatory low-gamma waves of LFP, because the oscillatory LFPs are produced by synchronized postsynaptic potentials of many neurons in broader ranges. Oscillatory activity in the motor cortex has been observed in many experiments and led various hypotheses about its possible functions, such as motor preparation and attention to aspects of movement (Murthy and Fetz, 1996; Donoghue et al., 1998). Oscillatory activity has also been documented most thoroughly in the visual system, where many experiments have suggested that the widespread periodicity is involved in top-down processing (Engel et al., 2001) and plays a role in long-range interactions between different cortical regions (Siegel et al., 2012).

Discussion is still ongoing about the actual functional role of oscillatory and synchronous activities. But with neuronal operant conditioning, as Fetz (2013) suggested, those activities become the independent variable in the experiments, and their effects on behavior are more compelling evidence of their functions. Actually, Keizer et al. (2010) has shown that volitionally increased gamma oscillation at occipital and frontal sites in humans surely improved performance on cognitive tests of sensory binding and memory. This result supports the notion that various information processes are generated by oscillatory activity in the motor and sensory cortices.

In addition to the findings of oscillation, synchrony of firings among individual neurons in broader ranges has been reported. Pipa and Munk (2011) trained monkeys to perform a short-term visual memory task and simultaneously recorded multineuronal activity from the prefrontal cortex with electrodes that were arranged in a square-shaped 4 × 4 grid with a distance between the nearest neighbors of 500 μm. The authors found firing synchrony of neurons with high temporal precision across the electrode sites. The frequency of synchrony was modulated depending on the behavioral performance and the specific stimuli that were presented. In particular, during the delay period, larger groups of up to 7 electrode sites showed performance-dependent modulation of the synchronous firings. These findings indicate dynamic activity of broad populations of distributed neurons that underlie the higher temporal organization of information being processed for the task performance.

Recent technological advances have made it possible to record from larger neuronal populations. New principal component analysis (PCA) methods (Peyrache et al., 2009; Lopes-dos-Santos et al., 2011) are suitable for detecting larger cell assemblies that are constructed from larger number of distributed neurons. However, classical methods, such as cross-correlation analyses, have merit in detection of detailed structures of functional connectivity between neighboring neurons. A combination of the new methods of PCA and the classical methods may be ideal in detecting diverse synchrony of neuronal activity and useful to selectively enhance activities of cell assemblies with different sizes.

RELEVANCE TO NEUROREHABILITATION AND BRAIN-MACHINE INTERFACE

NEUROREHABILITATION

Neuronal operant conditioning can elucidate the potential of neuronal plasticity (Dobkin, 2007) induced by conditioning of neuronal activity including synchronous and oscillatory activities. Such elucidation contributes to progress in the development of neurorehabilitation methods (Raskin, 2011), the majority of which attempt artificial enhancement of neuronal activity to compensate for loss of brain motor functions. A turning point of neuronal operant conditioning to be applicable may be the fact that it does not require selection of functionally specific neurons for the conditioning. It would not be possible to condition and enhance inherent motor neurons for compensation of motor functions because most motor-function losses are accompanied by loss of inherent motor neurons. Therefore, neuronal operant conditioning should have the potential to enhance any neuron and hopefully any brain region unrelated to the target functions to be compensated. This could be related to the theory of multipotentiality of the brain (John, 1980). That theory suggests that any neuron and region may contribute to the mediation of a diversity of functions and that many neurons and regions contribute to every function, but it does not imply that different neurons and regions are functionally equivalent or that different functions depends equally on diverse neurons and regions.

Actually in our study (Sakurai and Takahashi, 2013), the neurons showing rapid enhancement in firing rates and synchrony during the neuronal operant conditioning had been selected randomly and originally manifested no behavior-related activity responsible for motor responses. This finding indicates that neurons not initially involved in behavioral performance can be enhanced by the conditioning and subsequently utilized to compensate for loss of motor functions responsible for behavior. Such an indication had previously emerged from the findings of Moritz et al. (2008), who observed that monkeys could learn to use task-unrelated neurons to control an external device if they were provided with operant control training.

Besides the notion of non-selectivity of neurons, it is again noted that conditioning of oscillatory and synchronous activities are expected to lead to more effective neurorehabilitation. Synchronous oscillations in motor cortical neurons have been observed in many behavioral experiments, leading to hypotheses about its possible function. For example, it has been reported to occur during an instructed delay period prior to movement and then disappear during the overt movement, suggesting a role in motor preparation (Donoghue et al., 1998). Oscillations have also been observed to appear during a maintained precision grip (Baker et al., 1999) and free exploratory hand movements (Murthy and Fetz, 1996). It should be emphasized that these oscillations entrained both task-related and unrelated neurons equally, and coherent oscillations occurred over widespread cortical areas, including both hemispheres, but correlations between different cortical sites did not depend on the site’s relation to the task (Fetz, 2013). Consequently, inducing such oscillatory activity by operant conditioning could thus enhance several motor-related functions.

In addition to the motor-related functions, synchrony and oscillations are considered to be associated with attention, perception, cognition, and computation (Fries, 2009; Herrmann et al., 2010) and active both within (Salinas and Sejnowski, 2001) and between (Siegel et al., 2012; Terada et al., 2013) brain locations, as described previously. These indicate the possibility of enhancing such higher functions by conditioning of synchrony and oscillations of firing. An issue to be addressed is whether any neuron can be available for the conditioning to enhance the higher functions in the sensory and higher brain regions, as motor functions in the motor-related regions. Addressing this issue involves testing the validity of the view of multipotentiality of the brain (John, 1980) briefly introduced above.

BRAIN-MACHINE INTERFACE

As Fetz (2007) suggested, the basic paradigm for neuronal operant conditioning (neural biofeedback) is essentially identical to the paradigm for brain-machine interface (BMI) (Figure 7). BMI is for neuroprosthetic control of external devices by neuronal activity instead of behavior (Berger et al., 2008; Hatsopoulos and Donoghue, 2009; Nicolelis and Lebedev, 2009; Andersen et al., 2010; Green and Kalaska, 2011). Neuronal operant learning can elucidate the possibility of volitional control of neuronal activity and contribute to the development of BMI. One difference is the transform algorithm converting neural activity to the control signals operating the external device to get reward. Though this interposes an intermediate stage that may complicate the relationship between neural activity and device control, the final outcome is identical with that of neuronal operant conditioning, i.e., getting reward. The device control in BMI finally results in getting of reward and sometimes, particularly in humans, being able to control the device itself functions as reward. This leads to the conclusion that the basic strategy—volitional activity associated with getting reward is enhanced by reinforcement feedback—is identical between BMI and neuronal operant conditioning. Figure 8 summarizes the common and different stages in BMI and neuronal operant conditioning.


[image: image]

FIGURE 7. (A) Basic components of neuronal operant conditioning (biofeedback) paradigm. Feedback and reward are contingent on the reinforced activity and provided to the brain of the “volitional controller”. The correlated activity consists of additional neural or physiological activity either causally or adventitiously associated with the reinforced activity. (From Fetz, 2007, with permission). (B) Basic components of the brain–computer interface (BCI) or brain-machine interface (BMI) paradigms. Essential components are identical to those of the neuronal operant conditioning, except that feedback (usually visual) is provided by the controlled device or cursor, and a more sophisticated transform algorithm is typically used to convert neural activity to the requisite control signals. (From Fetz, 2007, with permission).
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FIGURE 8. An integrated view of basic components of neuronal operant conditioning (Figure 7A) and BMI (Figure 7B) paradigms. The different stages are shown in blue and green parts, the former for BMI and the latter for neuronal operant conditioning, and the common stages are shown in red parts. See the text for detail.



Although the development of invasive BMI is promising (Lebedev and Nicolelis, 2006), currently available BMIs are limited in terms of accuracy and the facility with which they can be controlled. The most significant factor to which these limits may be attributable may be changes in the plasticity of neuronal activities and functions induced by the use of BMI (Zacksenhouse et al., 2007; Ganguly et al., 2011). In most BMI experiments based on the decoding approach, conversion of neuronal signals is aided by appropriate transform algorithms to generate the adequate control parameters. However, the conversion parameters obtained for one set of trials provided increasingly poor predictions of future responses, indicating a source of drift over tens of minutes. Therefore, accurate device control under BMI conditions depends significantly on the degree to which the neuronal activity can be volitionally modulated even for experiments not based on neuronal operant conditioning. Research on such volitional modulation of neuronal activity can be conducted by investigating neuronal operant conditioning, which contributes to realization of a higher performing BMI. The other significant factor affecting the limited performance of the current BMIs may be the bias on firing rate or amplitude of neuronal activity as the source signals. As emphasized in the present paper, synchronous and oscillatory activities have the potential to be neuronal signals constantly representing valid information in the brain. Research for volitional modulation of neuronal synchrony and oscillation by neuronal operant conditioning may contribute much to development of a higher performing BMI.

The issue of neuron selectivity and multipotentiality in the study of neuronal operant conditioning is also a significant issue in BMI studies. Many BMI studies first obtain an optimal basis for brain control by recording the neural activity associated with real limb movement from precentral motor cortex and deriving appropriate transform algorithms (Chapin et al., 1999; Taylor et al., 2002; Carmena et al., 2003; Hochberg et al., 2006; Koike et al., 2006; Choi et al., 2009). However, several other studies demonstrated the ability to extract movement predictions from neurons in postcentral as well as precentral cortical areas (Wessberg et al., 2000; Carmena et al., 2003). Precentral motor neurons could provide the accurate predictions of force and displacement even in small numbers (Koike et al., 2006; Choi et al., 2009), but many neurons from other areas also had potential to provide significant predictions (Wessberg et al., 2000; Carmena et al., 2003). The prediction accuracy increased with the number of neurons included, even when the included neurons were randomly selected and not related to motor movement in nature (Wessberg et al., 2000; Carmena et al., 2003).

Neuronal plasticity, which is inherent in BMI experiments, is not always an obstacle but can be actively applied to induce changes in neuronal connections for functional compensation. For example, Mavoori et al. (2005) investigated the operation of a small computer chip in conjunction with wire electrodes implanted in monkey motor cortex. This “neurochip”, useful for invasive BMI, can convert firings of a cortical neuron not to control signals for external devices but to stimuli directly delivered to other neurons and regions to appropriately modify the neural activity in these regions. Jackson et al. (2006) configured the neurochip as action potentials recorded at one site triggered synchronous stimulation at the neighboring site in the monkey motor cortex. Continuous operation for a day or more resulted in long-term changes in the output effects evoked from the recording site and the changes remained stable for more than a week of testing after the conditioning had terminated. Such conditioning effects were related to time-dependent plasticity and obtained only when the delays between neuronal firings and stimuli were less than 50 ms, indicating that firing synchrony could be involved as an effective factor in such plastic changes.

Finally, we introduce the recent findings that learning to operate BMI induces synchronous and oscillatory activity in other brain regions related to specific functions. Koralek et al. (2012) investigated the role of corticostriatal plasticity, usually involved in learning physical skills, in abstract skill learning using BMI. The authors trained rats to learn to control the pitch of an auditory cursor to reach one of two targets by modulating firing activity in the motor cortex independently of physical movement. During the learning of BMI, alteration of activity was observed in striatal neurons, with more neurons modulating activity in relation to the progress in learning to reach the targets. Concurrently, strong correlations, reflected in oscillatory coupling, between the neuronal activity in the motor cortex and the striatum emerged. This suggests that corticostriatal plasticity and oscillatory interaction underlying physical skill learning is also necessary for abstract skill learning using BMI and that neuroprosthetic movements capitalize on the neural circuitry involved in natural motor learning. Most recently, Koralek et al. (2013) also reported that coherence of activity between motor cortex and striatum during learning of the BMI task is selectively increased in neurons controlling behavioral output relative to adjacent neurons. The temporal offset of these oscillatory interactions aligned closely with corticostriatal conduction delays, demonstrating highly precise timing. Firings from either region were followed by a consistent phase in the other region, suggesting that network feedback reinforces the coherent activity. The authors conclude that temporally precise coherence develops during learning specifically in motor output-related neuronal populations and oscillatory activity serves to synchronize widespread brain networks to produce adequate behavior. This confirms that selective temporal coordination between neurons leading to development of cell assemblies is fundamental in learning to control behavior. Koralek et al. (2012, 2013) reliably indicate that research using BMI can be research of system neuroscience and can provide significant data to reveal normal brain functions and their mechanisms.

In conclusion, research into neuronal operant conditioning, neurorehabilitation, BMI, and system neuroscience will produce findings applicable to all these interrelated fields, and synchrony and oscillation of neuronal activity can be a common key bridge interrelating these disciplines.
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Recent experiments with brain-machine-interfaces (BMIs) indicate that the extent of neural modulations increased abruptly upon starting to operate the interface, and especially after the monkey stopped moving its hand. In contrast, neural modulations that are correlated with the kinematics of the movement remained relatively unchanged. Here we demonstrate that similar changes are produced by simulated neurons that encode the relevant signals generated by an optimal feedback controller during simulated BMI experiments. The optimal feedback controller relies on state estimation that integrates both visual and proprioceptive feedback with prior estimations from an internal model. The processing required for optimal state estimation and control were conducted in the state-space, and neural recording was simulated by modeling two populations of neurons that encode either only the estimated state or also the control signal. Spike counts were generated as realizations of doubly stochastic Poisson processes with linear tuning curves. The model successfully reconstructs the main features of the kinematics and neural activity during regular reaching movements. Most importantly, the activity of the simulated neurons successfully reproduces the observed changes in neural modulations upon switching to brain control. Further theoretical analysis and simulations indicate that increasing the process noise during normal reaching movement results in similar changes in neural modulations. Thus, we conclude that the observed changes in neural modulations during BMI experiments can be attributed to increasing process noise associated with the imperfect BMI filter, and, more directly, to the resulting increase in the variance of the encoded signals associated with state estimation and the required control signal.
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1. Introduction

Brain-Machine Interfaces (BMIs) have been developed to provide a direct communication link between the brain and external devices, bypassing the remaining, potentially injured neuro-muscular system (Nicolelis, 2001; Taylor et al., 2002; Lebedev et al., 2005). Additionally, BMIs provide a unique window into information representation and processing in the brain. In particular, it was observed that the extent of neural modulations (during BMI experiments reported in Carmena et al., 2003) increased abruptly upon starting to operate the interface, and especially after the monkey stopped moving its hand (Zacksenhouse et al., 2007). In contrast, neural modulations that are correlated with the movement kinematics remained relatively unchanged. Here we develop an optimal feedback control model (OFC) of BMI experiments to explain the observed changes in neural modulations and to investigate how they are related to changes in state estimation during brain control.

OFC was recently proposed as a viable model for motor control during reaching movements (Todorov and Jordan, 2002; Todorov, 2005; Shadmehr and Krakauer, 2008). While the term “optimal feedback control” emphasizes the optimality of the control gains given the cost function, the main component of interest here is optimal state estimation. This component is hypothesized to integrate visual and proprioceptive information with prior state estimation from an internal model to optimize the posterior state estimate (Miall and Wolpert, 1996; Wolpert and Ghahramani, 2000). The relative weights given to the sensory measurements versus the internal estimation depend on the relative variance of measurement and process noise, and, for linear systems corrupted by Gaussian noise, are determined by the Kalman filter (Schwartz, 2004; Stengel, 2012). The main hypothesis of this paper is that changes in process and measurement noise caused by the switch to brain control can explain the observed changes in neural modulations.

OFC is adopted here, instead of alternative computational motor control models, such as feedback error learning (Kawato et al., 1987), active inference (Friston et al., 2010, 2011) and distal teacher (Jordan and Rumelhart, 1992), for three main reasons. First, OFC does not require explicit specification of the desired trajectory of movement. While the desired trajectory can be assumed to follow the minimum jerk profile, its specification during brain control, when the initial stroke does not reach the target, is not straightforward. In contrast, OFC generates the trajectory implicitly, rather than following an externally specified trajectory. Secondly, the optimization inherent in OFC constrains the parameters of the state estimation filter and the control gains, so the model has fewer free parameters that need to be tuned. Thus, OFC provides a coherent and principled framework for investigating possible mechanisms underlying changes in neural modulations following the transition to brain control. Finally, OFC explicitly accounts for the variance of the process and measurement noise, which are assumed to change when switching to brain control, and thus is most appropriated for investigating how these mechanisms may contribute to the observed changes in neural modulations.

The processing required for optimal state estimation and control are conducted in the state-space. Neural recording is simulated by modeling two populations of neurons that encode the relevant signals, including either just the estimated state or also the resulting control signal. Thus, the approach presented here combines the dynamical perspective, which focuses on how the brain commands movements, with the representational perspective, which investigates what the neurons encode (Shenoy et al., 2013), by suggesting that they encode the signals that are relevant for the computations that underlie state estimation and control. The goal of this work is to investigate whether the resulting neural activity would produce the observed changes in neural modulations during BMI experiments.

The above OFC framework for investigating the changes in neural modulations during BMI experiments should be distinguished from recent applications of state estimation (Schwartz, 2004; Wu et al., 2006; Cunningham et al., 2011) and OFC (Shanechi et al., 2013a,b) to improve neural decoders for BMIs. BMI decoders estimate the state by integrating the observed neural activity, which is assumed to encode the state of the movement, with a presumed or learned model of reaching movement dynamics. Advanced models (Shanechi et al., 2013a,b) account for the effect of the control signal generated by the brain on the movement dynamics by modeling the sensory motor system in the brain as OFC. However, since the focus of such models is the BMI decoder, the brain is assumed to know the actual state of the movement via noise-free sensory measurements, thereby eliminating the need for state estimation. In contrast, our focus is on state estimation in the brain, which is assumed to integrate noisy visual and proprioception observations with an internal model of movement dynamics (Miall and Wolpert, 1996; Wolpert and Ghahramani, 2000), and how the changes in sensory and process noise affect those estimations and the resulting neural activity.

In summary, this work investigates the hypothesis that the observed changes in neural modulations following the transition to brain control can be explained in the context of OFC model of motor control. We hypothesize that neurons in cortical motor areas, and in particular in primary motor area, M1, and premotor dorsal, PMd, encode the relevant signals for OFC of reaching movements, i.e., the estimated state and the resulting control signal, as depicted in Figure 1. Thus, the observed changes in neural rate modulations are hypothesized to reflect corresponding changes in the variance of these signals. Furthermore, we hypothesize that the increase in the variance of the estimated state and control signal is due to the higher process noise during brain control caused by the imperfect BMI filter. These hypotheses are investigated in three levels: (i) simulations of pole control and brain control, and evaluation of the corresponding changes in neural modulations (Section 3.2), (ii) theoretical analysis of the effect of increasing process noise during pole control (Section 2.4), and (iii) simulations of the effect of increasing process noise on neural modulations during pole control (Section 3.3). Other aspects of the model are investigated in Sections 3.1, 3.4–3.6.
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FIGURE 1. Schematic model of movement control during BMI experiments under the hypothesis that the brain implements OFC (A), and detailed block diagram of neural activity generation (B). (A) The brain model receives noisy proprioceptive (yP) and visual (yC) measurements from the hand and cursor, corrupted by proprioceptive and visual measurement noise, ωP and ωV, respectively. These noisy measurements are integrated with prior predictions from the internal model to generate optimal state estimates [image: image]k|k and control signal uk, which are encoded by the neural activity. The control signal is corrupted by hand process noise ξu. The BMI filter is trained based on the neural activity in pole control and then used to move the cursor in brain control. (B) The cumulative bin rate, Γ(k), at time step k, is modulated by the encoded signals [image: image] including the estimated state [image: image]k|k and control signals uk. The spike-count N(k) is generated as a doubly stochastic Point process given the rate parameter Γ(k). Here we consider the special case of linear encoding, where Γ(k) is a linear combination of the encoded signals (including the estimated speed and the magnitude of the control signal), and doubly stochastic Poisson processes (DSPP), where the spike count N(k) has a Poisson distribution with rate Γ(k).



2. Materials and Methods

2.1. Experimental Methods

The proposed model is evaluated by comparing the different properties of the simulated neural activity to those observed during the BMI experiments described in Carmena et al. (2003). The BMI experiments were conducted with macaque monkeys whose goal was to move the cursor to randomly appearing targets and hold the cursor on the target for 150 ms to accept a juice reward. Each experiment included three control modes: (i) pole control during which the monkey controlled the cursor using hand-held pole, (ii) brain control with hand movements (BCWHM), during which the cursor was controlled by the output of the BMI interface while the monkey continued moving the pole and (iii) brain control without hand movements (BCWOHM), during which the cursor was controlled by the BMI interface even though the monkey stopped moving the pole.

Neural activity was recorded from multiple brain area, but mostly from the primary motor area (M1) and the dorsal premotor area (PMd). The BMI interface binned the recorded spike trains in 100 ms bins, to generate the input to a linear filter. The linear BMI filter was trained with data recorded during the last 10 min of pole control, and held fixed during brain control.

2.2. Analysis Methods

2.2.1. Percent Overall Modulations

Spike-trains can be considered as realizations of point processes (Johnson, 1996). The number of spikes recorded in a bin, N, depends on the cumulative spike-rate during the bin, Γ (Zacksenhouse et al., 2007), which can be modulated by the encoded signals as outlined in Figure 1B. Since this dependence is stochastic, the variance of the spike-count var(N) is higher than the variance of the cumulative spike-rate var(Γ) (Zacksenhouse et al., 2007). While the variance of the spike-count can be measured directly, it is the variance of the cumulative spike-rate that captures the effect of the encoded signals on rate modulations. In order to quantify these rate modulations, the percent overall modulation (POM) is defined as Zacksenhouse et al. (2007)

[image: image]

Since the variance of the bin-rate cannot be measured directly, the POM cannot be estimated without further assumptions. Consider first the simplest point process that can describe stochastic rate modulations, i.e., the doubly stochastic Poisson processes (DSPP), for which Snyder (1975), Zacksenhouse et al. (2007)

[image: image]

In this case, the POM can be estimated form the mean and variance of the spike count as

[image: image]

where [image: image] denotes the estimated POM. When applied to the analysis of spike trains recorded during BMI experiments, we assume that the movement is composed of an asynchronous sequence of reaching movements (Zacksenhouse et al., 2014) so the cumulative spike-rate and the binned spike-counts are stationary processes. Hence, the POM is estimated from Equation (3) using the temporal mean and variance rather than ensemble mean and variance.

In the general case of doubly stochastic Point processes (not necessarily Poisson distributed), the variance of the spike-counts can be decomposed into Churchland et al. (2011)
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The first term on the right reflects the variance of the cumulative spike-rate Γ, though is equal to it only for DSPPs. The second term can be interpreted as the Point process noise, since it contributes to the variance of the spike-counts even if Γ is constant. While this term equals the mean rate only for DSPPs, evidence suggests that in many cases it is proportional to the mean rate (Tolhurst et al., 1983; Geisler and Albrecht, 1995), i.e., var[N|Γ] = γ E[N|Γ], (γ > 0) and hence E[var[N|Γ]] = γ E[N]. Hence, a revised definition of POM quantifies the ratio between the first term on the right, which reflects the variance of the cumulative spike-rate Γ, and the total variance in the spike counts

[image: image]

This can be related to the POM estimated by Equation (3) by inserting the expression for the point process noise in Equation (4) and Equation (5) to get
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Thus, changes in the POM estimated by Equation (3) reflect proportional changes in the revised POM of Equation (5) up to a positive scaling and positive or negative offset. Having established this connection, the revised POM will not be used any further.

All the POM results described in Section 3 and shown in the Figures are [image: image] (Equation 3), estimated from temporal statistics, while the theoretical analysis in Section 2.4 is based on the definition of POM in Equation (1).

2.2.2. Percent Kinematics Modulations

Numerous studies suggested that the neural activity can be related to the kinematics of the movement, including position, velocity and speed, via a linear model (Georgopoulos et al., 1986; Ashe and Georgopoulos, 1994; Moran and Schwartz, 1999; Todorov, 2000; Zacksenhouse and Nemets, 2008; Chang et al., 2014)
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where k is the index of the current bin, N(k) is the binned spike count, pcx and pcy are the x and y components of the cursor position, vcx and vcy are the x and y components of the cursor velocity, [image: image] is the cursor's speed, l is the relative lag, L1 and L2 are the number of preceding and succeeding lags, ωpcx, ωpcy, ωvcx, ωvcy and ωS are the corresponding regression weights, ω0 is the bias parameters and ϵ(k) is the residual error.

The coefficient of determination of the spatio-temporal regression, R2, describes the fraction of the variance in the binned spike-count that is linearly related to variations in the temporal profile of the kinematic signals in the surrounding temporal window. Expressed as a percentage, R2 is referred to as the percent kinematic-related modulation, or PKM (Zacksenhouse et al., 2007). The PKM results reported here are computed with L1 = L2 = 9.

2.3. Modeling Methods

The simplifying assumptions on which the proposed OFC model for BMI experiments is based are explicitly stated in Section 2.3.1. As depicted in Figure 1A, the model includes three main parts: (1) Hand and cursor model, (2) Brain model, and (3) BMI filter, as briefly explained in Sections 2.3.2–2.3.5, and detailed in Appendices A and B. Model parameters are detailed in Section 2.3.6, and the effect of process noise in pole control is investigated in Section 2.3.7.

2.3.1. Simplifying Assumptions

The goal of this work is to construct a simple model that can capture the observed abrupt changes in neural modulations following the transition to brain control, and to assess if those changes can be attributed to increasing process and measurement noise. Hence, within the framework of OFC (Todorov and Jordan, 2002; Todorov, 2005; Shadmehr and Krakauer, 2008) we made the following simplifying assumptions (SA):

SA1: Absolute delays are ignored, thought the relative time-shift between the command to the muscle and the force it produces is captured by a second order muscle model (Section 2.3.2). Thus, the model successfully reproduces the observed time-lag in the cross-correlation between the neural activity and the movement velocity (Lebedev et al., 2005) as detailed in Section 3.1. The effect of sensory delays on movement variability and bias can be accounted for by sensory noise, at least when the perturbations are not abrupt (Todorov and Jordan, 2002; Crevecoeur and Scott, 2013).

SA2: The process noise during pole control is assumed to be signal independent white Gaussian noise. This assumption is justified since the resulting velocity profile agrees well with the commonly observed minimum jerk velocity profile (Flash and Hogan, 1985). While evidence suggests that the variance of the process noise increases with the control signal (Harris and Wolpert, 1998; Wolpert and Ghahramani, 2000), this was not modeled in order to focus on the effect of brain control on process noise and neural modulations.

SA3: The internal forward model is assumed to be identical to the actual hand and cursor system in pole control. Adaptation to brain control is ignored since the focus is on the abrupt changes in neural modulations immediately after the transition to brain control. Adaptation is expected to be important in explaining the subsequent gradual decrease in neural modulations with BMI sessions (Zacksenhouse et al., 2007), and will be explored in future work.

SA4: Spike counts are generated as realization of doubly stochastic Poisson process with linear tuning curves (as detailed in Section 2.3.4) (Zacksenhouse and Nemets, 2008; Cunningham et al., 2011; Chang et al., 2014).

2.3.2. Simplified Hand and Cursor Model

Following Todorov (2005) the hand is modeled as a point mass driven by an over damped second order muscle model that responds to the control signal from the brain. An additional friction term is introduced to model the friction of the hand held pole, as described by Equation (A2) in Supplementary Material.

As in the BMI experiments (Carmena et al., 2003), the cursor position during brain control is generated by integrating the velocity predicted by the BMI interface and filtering it with a high pass filter (HPF) to remove low frequency drifts, as described by Equation (A7) in Supplementary Material. During pole control, the cursor position is determined in the same way, using the actual hand velocity instead of the predicted velocity.

The simulation is updated at 100 Hz, and the discrete dynamics of the combined system, including the hand, cursor and target along a single degree of freedom, can be expressed as (see Equation A10 in Supplementary Material)
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where x is the combined state (specified by Equation A9 in Supplementary Material), A, Bu, and BBMI are the matrices describing the system dynamics, the effect of the control signal u generated by the optimal feedback controller implemented by the brain, and the integration of the velocity predictions vBMI during brain control, respectively, as detailed in Equations (A11–A13 in Supplementary Material). The 2-degrees of freedom simulations are performed by evolving two independent systems for the x and y directions, respectively.

During normal simulations of pole and brain control, the process noise, ξp, stems only from the noise in the control signal ξu (Equation A3 in Supplementary Material), i.e., ξp = Bu ξu. Under assumption SA2, ξu is a white Gaussian noise, whose variance (note that in the single dimension case ξu is a scalar) is denoted by α2u. Hence the covariance matrix of the process noise can be expressed as
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The position and velocity of the cursor are measured via visual (V) feedback, while the position and velocity of the hand are measured via proprioceptive (P) feedback. Both visual and proprioceptive measurements are assumed to be corrupted by zero mean white Gaussian measurement noise and the covariance matrix of the combined measurement is denoted by Ωm.

2.3.3. Brain Model

Following current computational motor control theories, the brain is assumed to implement optimal state estimation and feedback control (Kuo, 1995; Wolpert et al., 1995; Todorov and Jordan, 2002). However, for simplicity, the computations are performed in the state space, rather than their neural representations. Neural recording is simulated by modeling neurons that encode the relevant signals including the estimated state and control signal (as detailed in Section 2.3.4). The brain model includes three parts as depicted in Figure 1A and further detailed in Appendix B (Supplementary Materials)(first two parts) and Section 2.3.4 (third part):

A: Observer that implements optimal state estimation by integrating the sensory feedback and internal model predictions. Under assumption (SA2), optimal estimation is achieved with Kalman filter (Wolpert et al., 1995; Stengel, 2012), as specified in Equation (B1 in Supplementary Material). During simulations of normal reaching movements (pole control) the internal model is assumed to be accurate and the Kalman filter is based on the actual covariance matrices of the process and measurements noise. By assumption (SA3), the same covariance matrices are also used for computing the Kalman filter when simulating brain control.

B: Optimal controller that, under assumption (SA2), reduces to Linear Quadratic Gaussian (LQG) controller (Stengel, 2012), as specified in Equations (B5–B8 in Supplementary Material). The controller gains were computed off-line to minimize a standard cost function that includes penalty for the control effort and for deviations from the target, as specified in Equations (B2–B4 in Supplementary Material) (Kuo, 1995; Wolpert et al., 1995; Todorov and Jordan, 2002).

C: Neural activity generator that converts the relevant signals i.e., the internally estimated cursor state and the control signal, into neural activity of a population of Nn simulated neurons using linear multi-variable tuning functions (as detailed in Section 2.3.4). This population of neurons simulates the population of neurons recorded during the BMI experiments, so their activity is used to train and drive the BMI filter during simulated pole and brain control, respectively, as detailed in 2.3.5. By assumption (SA4), spike-counts are generated as realizations of doubly stochastic Poisson processes.

2.3.4. Neural Activity Generator

Many studies (Georgopoulos et al., 1986; Moran and Schwartz, 1999) demonstrated that during reaching movements the neural activity is linearly correlated with several motor parameters, including hand position, velocity, speed and gripping force. One of the main hypotheses in this work is that the neurons encode the estimated state and control signal, and that the observed correlations with the above motor parameters result from this encoding. Since we are interested in the statistics of the binned spike-count (in bins of 100 ms), we generate the binned spike-counts directly (instead of simulating the spike-train, and then binning the data). As outlined in Figure 1B, the binned spike-counts of each neuron are generated as a realization of a DSPP (Johnson, 1996; Dayan and Abbott, 2001) whose cumulative rate Γ is a linear function of the encoded signals. Specifically, the cumulative spike-rate of neuron i during the k-th bin, Γi(k), is given by
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where S(k) is the vector of encoded signals at time step k, βi, 0 is the bias of neuron i = 1 … Nn and βi is the vector of its tuning weights.

Since the monkey is rewarded when the cursor is at the target, independent of the position of the hand, we assume that only the estimated cursor-state is encoded. Thus, the vector of encoded signals
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includes three 2-dimensional vectors: the estimated cursor position [image: image] velocity [image: image], and control signal [image: image], and the magnitude of the last two (estimated speed [image: image]p = ||[image: image]|| and control effort ue = ||u||). The representation of the speed of movement in the neural activity, beyond the representation of the velocity vector, is well documented (Moran and Schwartz, 1999), and here we assume it reflects the encoding of the estimated speed [image: image]p. Similarity, we assume that the magnitude of the control signal ue is also encoded.

The tuning weights βi to the kinematic parameters (position, velocity and speed) were selected to obtain PKM levels similar to the PKM observed in the BMI experiments during pole control. Specifically, the tuning weights for each kinematic parameter were selected from a uniform distribution whose variance was proportional to the destined PKM associated with that kinematic parameter and inversely proportionally to its variance. The tuning weights for the control signal were also selected from a uniform distribution, but its variance was adjusted to get the proper time-shift in the cross-correlation between the neural activity and the velocity, which are described in Section 3.1. The tuning vectors for the position, velocity and control parameters define the respective, and in general different, preferred directions (PD) and modulation depths.

The literature on cortical motor units suggests that neurons in different areas in the brain encode different information. The activity of M1 neurons has been shown to correlate with both the kinematics, including velocity, speed and direction of movement (Georgopoulos et al., 1982; Ashe and Georgopoulos, 1994) and with the applied forces (Evarts, 1968; Ashe, 1997; Todorov, 2000). PMd neurons are modulated mainly by the direction and amplitude of the movement (Messier and Kalaska, 2000; Hendrix et al., 2009). In agreement with those studies, the activity of M1 units recorded during the BMI experiments considered here were shown to predict well hand position, velocity and gripping force (73, 66, and 83% of variance, respectively), while the activity of the recorded PMd units predicted well hand position and velocity (48 and 46% of variance, respectively), but not the gripping force (29% of variance) (Carmena et al., 2003). Considering the above evidence, we simulate the activity of two sub-populations of neurons encoding either: (i) only the estimated cursor state (position, velocity and speed), or (ii) both the estimated cursor state and the control signal (vector and magnitude). Based on the evidence in the literature, we expect that the behavior of simulated neurons in those two sub-populations would be similar to the behavior of recorded PMd and M1 units, respectively, and hence refer to them as PMd-like and M1-like neurons. Such similarities are demonstrated in Section 3.1, where the cross-correlations between the movement velocity and either the recorded or simulated neural activity are compared.

2.3.5. BMI Filter

As in the BMI experiments (Carmena et al., 2003), the velocity in simulated brain control was predicted from the simulated spike-counts by a linear multi-lag multi-variable BMI filter

[image: image]

where Nn is the number of simulated neurons, L = 10 the number of lags used for prediction and Nj(k) the spike count of neuron j in bin k. The filter parameters θ0 and θj(l), (where l is the index of the lag) were computed using truncated Singular Value Decomposition (Zacksenhouse et al., 2007). Two BMI filters were trained to reconstruct the velocity in x and y, respectively, using the last 10 min of simulated pole control.

The performance of the experimental BMI filter (similarly trained on the last 10 min of pole control) was assessed by testing its predictions on a different section of pole control and was quantified by a coefficient of correlation of R([image: image], v) = 0.755 ± 0.02. We expect that this imperfect performance is critical for generating the observed changes in neural modulations. Hence, this performance served as a benchmark for tuning the number of neurons and the process noise in the simulation to obtain a similar performance (as detailed in Section 2.3.6).

2.3.6. Model Parameters

Model parameters are detailed in Table 1. The basic parameters of the hand model, visual measurement noise and cost function were taken from Todorov (2005) as noted in Table 1. The basic hand model was extended with a friction term to model the friction of the hand held pole. The basic cost function was augmented to describe the requirement for holding the cursor on the target as described in Appendix B (Equations B2–B4 in Supplementary Material) using the same weight parameters. The reaching time tf (in Supplementary Equation B3) is uniformly distributed between 1.7-2.2 s in pole control and 2.4-6 s in brain control.

Table 1. Model Parameters table.
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As detailed in our simplifying assumption SA2, the process noise during pole control is assumed to be signal independent, and its magnitude is quantified by of αu in Equation (9). Initial simulations revealed that the performance of the experimental BMI filter, quantified by R([image: image], v) (Section 2.3.5), is highly sensitive to the process noise during simulated pole control, as shown in Figures 2A,B. The magnitude of the process noise was normalized by the equivalent signal-independent process noise suggested in Todorov (2005), signal-independent process noise suggested in the process noise factor defined as [image: image]. Figures 2A,C also depicts the effect of the total number of simulated neurons Nn on R([image: image], v), while the ratio between the two populations of simulated neurons, the M1-like and PMd-like neurons, was kept constant (1:1). The results in Figure 2 are based on 15 simulated sessions of 20 min pole control, each with a different, randomly selected targets, but all with the same set of neural tuning weights. In each session the coefficient of correlation between the actual and predicted velocity R([image: image], v) was computed from the first 10 min, while training was conducted on the last non-overlapping 10 min. Each data point and error bar (in (B-C)) depict the average and standard deviation of R([image: image], v) across the 15 sessions. Figure 2 suggests that with Nn = 50 and ku = 0.1 the average performance of the BMI filter trained on simulated activity is R([image: image], v) = 0.77, close to the observed BMI filter performance. Hence, these are the default values used in all other standard simulations as indicated in Table 1.
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FIGURE 2. BMI filter performance as a function of the number of neurons and the process noise factor. Results are based on 15 simulated sessions of 20 min pole control, each with a different, randomly selected targets, but all with the same set of neural tuning weights. In each session the BMI filter was trained on the last 10 min and its performance was quantified by the coefficient of correlation between the actual and predicted velocity in the first 10 min. Each data point and error bar (in B,C) depict the average and standard deviation of the coefficient of correlations across the 15 sessions for a specific process noise factor ku and total number of neurons Nn. The effect of ku is evaluated with Nn = 50 (B), while the effect of Nn is evaluated with ku = 0.1 (C). A fixed 1:1 ratio is kept between the M1-like and PMd-like simulated neurons.



While proprioceptive measurement noise has little effect on R([image: image], v) it has significant effect on the resulting changes in neural modulations. This effect is investigated in Section 3.5 and motivated the selection of a common 10-fold factor between the diagonal covariance matrices of the proprioceptive and visual measurements noise, as specified in Table 1. This proprioceptive noise factor, denoted by km, was used during simulations of pole control and BCWHM, while during simulations of BCWOHM it was increased to infinity to reflect the lack of relevant proprioception measurements in this mode.

2.3.7. Effect of Process Noise

Following our primary hypothesis that the observed changes in neural modulations can be explained in the framework OFC, we further hypothesize that these changes result from the higher process noise generated by the imperfect BMI filter that reconstructs the cursor velocity. This hypothesis is investigated both by simulations of noisy pole control, as outlined here, and by theoretical analysis in Section 2.4. Noisy pole control is simulated by using Equation (8) with the matrices associated with pole control (Equations A11–A13 in Supplementary Material), but with process noise that includes also the simulated effect of the BMI filter reconstruction error (as further explained in Appendix A2, Supplementary Material). Thus, instead of Equation (9) the covariance matrix of the process noise during noisy pole control simulations is
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The first term represents the contribution of the noise in the control signal, and is the same as during regular pole control (Equation 9). The second term represents the additional noise introduced by the imperfect BMI filter, and its magnitude is quantified by αrec. The effect of varying the magnitude αrec on neural modulations is investigated in Section 3.4.

2.4. Theoretical Analysis of POM

As detailed in Section 2.3.7, we hypothesize that the observed changes in neural modulations following the transition to brain control result from the higher process noise introduced by the imperfect BMI filter. Here we investigate theoretically the effect of increasing process noise during simulations of normal reaching movements on POM defined theoretically in Equation (1), and show that under the assumptions of linear decoding and invariant internal model (see theoretical assumptions 1 and 2 below), the POM indeed increases with the process noise. The covariance matrix of the process noise, Ωp, is assumed to increase from a nominal low level ΩpL to a high level ΩpH such that the difference ΩpH − ΩpL is positive semi-definite (psd) (Horn and Johnson, 2012) and is denoted by ΩpH − ΩpL ≽ 0 or equivalently by ΩpH ≽ ΩpL. Note that this analysis is general and does not rely on the specific structures of ΩpL and ΩpH suggested by Equations (9, 13), respectively.

We make the following simplifying theoretical assumptions (TA):

TA1: The cumulative spike-rate Γ encodes a linear combination of the estimated state. Since the optimal control signal is proportional to the estimated state, this includes also the control signal. However, non-linear functions, and in particular the estimated speed [image: image]p and the magnitude of the control effort ue, which are included in Equation (11), are not considered here.

TA2: The internal model of the process noise does not change. This assumption follows directly from the simplifying assumption (SA3) that there is no adaptation to brain control.

Within the framework of state estimation and OFC, (TA1) implies that Γ can be expressed as the output of an extended linear system whose state [image: image] includes both the actual and estimated states (of the hand and cursor). Following the details in Equations (C2–C5 in Supplementary Material), the extended system can be described as:
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where [image: image] is the process noise of the extended system, which captures both the process noise of the actual system and the estimation error (Equation C4 in Supplementary Material). Since both are assumed to be white Gaussian noise, so is [image: image], and its covariance matrix [image: image] is given by (see Equation C6 in Supplementary Material):
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Given (TA2), the Kalman gains Kk are optimized for the nominal system with the low process noise and are not updated to reflect the higher process noise.

Proposition: Let ΓLk and ΓHk be the outputs of two systems described by Equations (14, 15) with the same parameters except for the process noise that is either ΩpL or ΩpH, respectively, where ΩpH ≽ ΩpL. Let POML and POMH be the POM (Equation 1) of the resulting spike counts generated by DSPPs from ΓLk and ΓHk, respectively, then POMH ≥ POML.

Proof: Proposition C1 in Appendix C (Supplementary Material) proves that under the conditions of the proposition, the cumulative spike-rates ΓLk and ΓHk satisfy two conditions: (i) Em[ΓLk] = Em[ΓHk] and (ii) Em[(ΓHk)2] ≥ Em[(ΓLk)2], where Em[ · ] denotes ensemble average over different movements starting from the same distribution of initial conditions. Proposition C2 indicates that those two conditions assure that the POMs of the spike counts generated by DSPPs from ΓLk and ΓHk, i.e., POML and POMH, respectively, satisfy POMH ≥ POML.

3. Results

The OFC model detailed in Section 2.3 was used to simulate 60 min sessions of BMI experiments equally divided into pole control, BCWHM and BCWOHM. Unless otherwise specified, new neural tuning weights and targets were randomly generated (as detailed in Sections 2.3.4 and 2.3.6) for each session. Since the performance of the BMI filter, quantified by R([image: image], v) (see Sections 2.3.5, 2.3.6), depends on the specific set of the neural tuning weights, only simulated sessions for which R([image: image], v) was between 0.65 and 0.85 were considered for further analysis (as further detailed in Section 3.2).

Simulated reaching movements under pole control resulted in an average speed profile that agrees well with the expected minimum jerk velocity profile (Flash and Hogan, 1985). Representative traces of the cursor during simulated pole control and BCWHM are shown in Figure 3. In order to facilitate comparison, the same sets of targets and desired reaching times were used. While in both phases the depicted traces reach the targets, they differ considerably, and are more variable in simulated BCWHM than in simulated pole control. In particular, the variance of the velocity (estimated over 2 min intervals) is significantly higher in simulated BCWHM than in simulated pole control (Wilcoxon rank sum test, p < 0.0001). This reproduces well the significant increase in the variance of the velocity from the experimental pole control to experimental BCWHM (Wilcoxon rank sum test, p < 0.0002).
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FIGURE 3. Movement trajectories. Representative traces of the cursor during simulated pole control, brain control and noisy pole control (with αrec = 0.035). To facilitate comparison, the same set of targets (marked by green circles) and desired reaching times was used in these three simulations.



The resulting cross correlations between the cursor velocity and neural activity generated during simulated pole control are investigated in Section 3.1 and compared with the cross-correlations derived from the BMI experiments. The main results regarding the changes in neural modulations are reported in Section 3.2. In Section 3.3 we investigate the effect of process noise on neural modulations during pole control, to support our hypothesis that increasing process noise introduced by the imperfect BMI filter contributes to the observed changes in neural modulations in brain control. Sections 3.4 and 3.5 evaluate the effect of the baseline measurement and process noise on estimated POM, respectively, and Section 3.6 investigates the effect of imperfect internal model. The [image: image] results described in this section and shown in the Figures were estimated from temporal statistics as detailed in Section 2.2.1 using Equation (3).

3.1. Cross Correlation between Cursor Velocity and Neural Activity

The average cross correlations between the recorded cursor velocity and the recorded neural activity of either PMd (Figure 4A) or M1 units (Figure 4B), demonstrate different temporal relationships. While there is no dominant time shift between the recorded neural activity of PMd neurons and the cursor velocity, the neural activity of M1 neurons clearly precede the velocity (Lebedev et al., 2005). The average cross correlations were computed by first calculating the cross-correlation for each unit from each non-overlapping 2-min interval, then averaging across units to get the ensemble-mean cross correlation, and finally averaging across intervals. Error bars depict the standard deviations of the ensemble-means across the non-overlapping 2-min intervals. Lags at which the cross correlation is significantly lower than the peak at either 0 s in (A) or −0.2 s in (B) are marked with open circles and stars, for significance level of p = 0.05 (standard) or p = 0.005 (Bonferroni corrected for 10 multiple comparisons), respectively (Wilcoxon rank sum test). It is evident that for M1 units, the peak at −0.2 s in Figure 4B is significantly higher than the cross-correlation at zero lag. In contrast, for PMd units, the cross-correlation at negative or positive lags are either significantly lower than the peak at 0 s or at least not significantly different (Figure 4A).
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FIGURE 4. Cross correlation between velocity and neural activity during pole control. Averaged cross correlation of: (A) recorded data from PMd units (B) recorded data from M1 units (C) simulated PMd-like neurons (D) simulated M1-like neurons. Error bars depict standard deviations across non-overlapping 2-min intervals. Open circles and stars indicate cross-correlations that are significantly lower than the peak at 0 s in (A,C), and at −0.2 s at (B,D) with significance level of either p = 0.05 (standard) or p = 0.005 (Bonferroni corrected for 10 multiple comparisons), respectively.



Similar temporal relationships are also observed in the simulations, depending on whether the simulated neurons encode only the estimated state or also the control signal. Figure 4C demonstrates that the activity of neurons that encode only the estimated state do not exhibit any dominant time shift with respect to the velocity, in agreement with the temporal relationship depicted by the recorded PMd units. As detailed in Section 2.3.4, this agreement is in line with the literature on PMd neural encoding (Messier and Kalaska, 2000; Hendrix et al., 2009), so we refer to these simulated neurons as PMd-like neurons.

In contrast, the activity of simulated neurons that encode both the estimated state and the control signal, precedes the simulated cursor velocity, as demonstrated in Figure 4D. In particular, the peak cross correlation at −0.2 s is significantly higher than the cross correlation at zero-lag. This is in agreement with the cross correlation depicted by the recorded M1 units. Given this agreement, and the literature on M1 neural encoding (Evarts, 1968; Kalaska et al., 1989; Todorov, 2000), we refer to these simulated neurons as M1-like neurons. The delay in the cursor velocity can be attributed to the effect of the muscles, which are modeled as a second order over-damped filter, and thus introduce a delay in the forces and eventually the movements that are generated in response to the control signal.

3.2. Neural Modulations in Simulated Pole and Brain Control

Simulated neural activity generated by the model described in Section 2.3, based on the framework of OFC, successfully depicts the observed changes in neural modulations, as shown in Figure 5. Figures 5A,B depicts the results from a single session to facilitate direct comparison with the experimental results, while Figures 5C,D demonstrates the robustness of the results across a number of sessions with different sets of random tuning weights. As in Zacksenhouse et al. (2007), mean [image: image] and PKM were computed by first estimating the [image: image] and PKM from non-overlapping 2-min intervals of the binned spike-counts of individual neurons, then averaging across the relevant neurons to get the ensemble mean, and finally averaging across the 10 intervals of each control mode. Error bars in Figures 5A,B depict the standard deviations across the 10 intervals.
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FIGURE 5. Estimated POM and PKM of simulated neural activity. Estimated POM and PKM were computed by first estimating the POM and PKM of the binned spike-counts of individual neurons in 2-min intervals, and then averaging across the relevant neurons and across the 10 intervals of each control mode. Mean estimated POM (A) and PKM (B) across all neurons and across neurons that encode only the estimated state (PMd-like) or also the control signals (M1-like). Error bars depict the standard deviations across the 10 intervals. Scatter plot of estimated POM (C) and PKM (D) in brain vs. pole control for 78 out of 100 sessions (each with a different set of tuning weights) in which the performance of the BMI filter satisfied 0.65 < R([image: image], v) < 0.85. Dashed lines depict the identity relationship.



Figure 5 demonstrates that the [image: image] estimated from a single simulated session increases significantly when switching to brain control, with no matching increase in PKM. Focusing first on the detailed results from a single session in Figures 5A,B, the ensemble-mean [image: image] during simulated brain control is significantly higher than of ensemble-mean [image: image] during simulated pole control (Wilcoxon rank sum test, p = 0.001 for both BCWHM and BCWOHM), while the ensemble mean PKM did not differ significantly (p > 0.55). This behavior is evident in the simulated neural activity of both PMd-like and M1-like simulated neurons. This reproduces well the significant increase in the ensemble mean [image: image] from experimental pole control to BCWHM or BCWOHM (Wilcoxon rank sum test, p < 0.008), with no significant increase in the ensemble mean PKM (p>0.39).

The robustness of the changes in neural modulations following the transition to brain control was investigated by simulating 100 sessions, each with a different set of tuning weights. Pole control was simulated first, while brain control was conducted only in the 78 sessions in which the performance of the BMI filter was within the constraint described above (0.65 < R([image: image], v) < 0.85). The scatter plot in Figure 5C demonstrates that in these cases the [image: image] in BCWHM and BCWOHM are significantly higher than the [image: image] in pole control (Wilcoxon rank sum test, p < 10−10). In contrast, the scatter plot in Figure 5D demonstrates that the PKM in BCWHM and BCWOHM are not significantly higher than the PKM in pole control (p = 0.13 and p = 0.08, respectively).

3.3. Effect of Process Noise on Neural Modulations

Our main hypothesis is that the higher [image: image] in brain control, without matching increase in PKM, results from higher process noise introduced by the imperfect performance of the BMI filter. As detailed in Section 2.3.7, this hypothesis is investigated here by simulating noisy pole control in which the covariance of the process noise is characterized by Equation (13) instead of Equation (9). The additional term in Equation (13) describes the equivalent noise introduced by the imperfect BMI filter with magnitude that is quantified by αrec. Figure 3 demonstrates that indeed the cursor movements during noisy pole control (with αrec = 0.035) are more similar to those during brain control than those during pole control. In particular, the variance of the velocity in the simulated trajectories generated with αrec = 0.0035 was 88 ± 7 [([image: image])2], comparable with the variance of the velocity in the simulated trajectories during BCWHM (75 ± 29 [([image: image])2]), and significantly higher than the variance of the velocity in the simulated trajectories during pole control (Wilcoxon rank sum test, p < 0.0001).

The effects of αrec on [image: image] and PKM are depicted in Figure 6 both when the internal model of the noise is not updated (in line with simplifying assumption SA3 that there is no adaptation) and when it is updated to match the actual process noise. All simulated sessions analyzed in Figure 6 were performed with the same set of randomly selected targets and neural tuning weights. At each αrec, the average [image: image] and PKM and their standard deviations were computed from a singe simulated session as detailed in Section 3.2.


[image: image]

FIGURE 6. Estimated POM and PKM during simulated noisy pole control. Noisy pole control includes both the baseline process noise due to the control signal, and an additional process noise, simulating the contribution of the BMI filter reconstruction error, as quantified by the magnitude of αrec in Equation (13). At each αrec and for each adaptation option (updated or not), the average estimated POM and PKM were computed from a single 20 min session of simulated pole control as detailed in the caption of Figure 5. Standard deviations were computed across the 10 2-min intervals and stars indicate the estimated POM (for not-updated case) that are significantly larger than the estimated POM at the standard process noise (αrec = 0) as determined by Wilcoxon rank sum test, with Bonferroni corrected significance level p = 0.005, corrected for 10 multiple comparisons. All sessions were performed with the same randomly selected targets and neural tuning weights.



Figure 6 demonstrates that as the process noise increases, due to increasing αrec, [image: image] increases while PKM does not change or even decreases. This is evident by the high positive (>0.99) and negative (< − 0.96) cross correlations between αrec and either [image: image] or PKM, respectively. Furthermore, at all the noisy pole control cases analyzed in Figure 6, the [image: image] was significantly higher than the [image: image] with the standard process noise (i.e., with αrec = 0, Wilcoxon rank sum test, with Bonferroni corrected significance level of p = 0.005, corrected for the 10 multiple comparisons), as marked by stars in Figure 6. The effect is similar whether the internal model of the process noise is updated to match the actual process noise or not. The results shown in Figure 6 are averaged [image: image] and PKM across all the simulated neurons, but similar trends were also observed when averaging across PMd-like and M1-like simulated neurons separately.

3.4. Sensitivity to Baseline Measurement Noise

In this and the next section we investigate the sensitivity of [image: image] to the baseline covariance matrices of the different sources of noise, i.e., the covariance matrices of the measurement and process noise during pole control. Since the internal model is assumed to be well-adapted for pole control, these are also the covariance matrices of the internal model of the noise. Each sensitivity analysis is conducted with 15 sessions simulated with the same set of neurons but different sets of targets. This is equivalent to simulating longer sessions, which improves the accuracy of the estimated POM. In particular, the mean [image: image] across all the simulated neurons was estimated from each session and the average and standard deviations were computed across the 15 sessions.

The Kalman filter depends on the relative size of these covariance matrices, so the value of one of the elements can be kept constant. Furthermore, since we found that the [image: image] is insensitive to the ratio between visual position and velocity measurements noise, we kept the diagonal covariance matrix of the visual measurement noise fixed and equals to the one suggested in Todorov (2005).

Focusing first on the sensitivity of [image: image] to the baseline proprioceptive measurement noise, we found that the [image: image] is insensitive to the proprioceptive position measurement noise. Hence, Figure 7A depicts only the effect of a common scaling factor between the covariance matrices of the visual and proprioceptive measurements noise, i.e., the effect of the proprioceptive measurement noise factor km in Table 1. Figure 7A indicates that the [image: image] is sensitive to km only in BCWHM. When the covariance matrices of the proprioceptive and visual measurement noise are comparable (0.5 < km < 2), the [image: image] in simulated BCWHM is significantly larger than the [image: image] during the experimental BCWHM (Wilcoxon rank sum test, p < 0.004) and even larger than the [image: image] in BCWOHM, in contrast with the observed relationship in the BMI experiments (Zacksenhouse et al., 2007). When the proprioceptive measurement noise is 10-fold larger than the visual measurement noise (km = 10), the [image: image] in simulated BCWHM does not differ significantly from the [image: image] during the experimental BCWHM and is lower than the [image: image] in BCWOHM, as in the BMI experiments. Further increase in the the proprioceptive measurement noise has little effect on the [image: image] even in BCWHM. These observations motivated the selection of km = 10 as the default factor in all other simulations (Table 1).


[image: image]

FIGURE 7. Sensitivity of estimated POM to proprioceptive measurement noise (A) and magnitude of baseline process noise (B). The proprioceptive measurement noise factor km quantifies the ratio between the variance of the proprioceptive and the visual measurement noise (same factor for both position and velocity measurements). The process noise factor ku quantifies the magnitude of hand process noise, as specified in Table 1. Each sensitivity analysis was conducted by simulating 15 sessions with the same set of neurons but different sets of targets. The mean estimated POM over the simulated neurons was computed for each session and the average and standard deviations across the 15 sessions are plotted.



The lack of sensitivity to proprioceptive measurement noise during pole control can be attributed to the perfect internal model and low baseline process noise, which cause state-estimation to be based mainly on the internal model. The high [image: image] during BCWHM when the baseline proprioceptive and visual measurements noise are comparable can be attributed to the resulting similar Kalman gains for those two modalities. Due to the imperfect BMI filter, the estimation measurement error in brain control is high, and during BCWHM the proprioceptive measurement may differ from the visual measurement. When both modalities are given similar Kalman gains, the deviation between the proprioceptive and visual measurements contributes to higher variance in the resulting estimated state. Finally, during BCWOHM the proprioceptive measurement noise is increased to infinity to model the lack of relevant proprioceptive feedback in this mode, and hence the [image: image] in this mode does not depend on the baseline proprioceptive measurement noise.

3.5. Sensitivity to Baseline Process Noise

During regular pole control, the covariance of the process noise is described by Equation (9) and its magnitude is quantified by αu, or alternatively by the process noise factor ku, as described in Section 2.3.6 and Table 1. As noted in Section 2.3.6 and Figure 2, adequate performance of the BMI filter in the simulated BMI sessions can be achieved with ku = 0.1. Here we investigate the effect of ku on [image: image].

Figure 7B depicts the changes in the [image: image] as a function of the process noise factor ku. It is apparent that [image: image] in brain control is always higher than [image: image] in pole control, in agreement with the observed changes in the [image: image] during the BMI experiments. However, for ku = 1, the [image: image] in each of control mode is too large compared with the experimentally observed [image: image] (Wilcoxon rank sum test, p < 0.002 for each control mode). This further supports the selection of a smaller process noise factor, and in particular ku = 0.1, made in section 2.3.6 based on the performance of the BMI filter. For this process noise, the relation between the [image: image] in BCWHM versus BCWOHM agrees well with the experimental observations.

Figure 7B also shows that [image: image] increases with the magnitude of the process noise. This is in agreement with the results described in Section 3.4, though in that section the magnitude of the process noise described by Equation (13) was manipulated by changing of αrec instead of αu (via ku).

3.6. Internal Model Variations

The simulations presented so far were based on simplifying assumption SA3, so the internal model did not change due to transition to brain control. Since the monkey stopped moving its hand in BCWOHM, the internal model may change to account for the lack of hand movements. Figure 8 evaluates the effect of changing the parameters of the internal model, and in particular the mass (Figure 8A), or the coefficient of friction (Figure 8B), during pole control while keeping the external model the same. In both cases, the x-axis is the normalized parameter of the internal model (mass or coefficient of friction) relative to the nominal value of the parameter of the external model. The effect is evaluated both with the baseline proprioceptive measurement noise characteristic of pole control and BCWHM, and with infinite proprioceptive measurement noise characteristic of BCWOHM. All simulated sessions analyzed in Figure 8 were performed with the same set of randomly selected targets and neural tuning weights, but not the same set used in other sections. At each parameter value, and for each level of the proprioceptive measurement noise, the average [image: image] and PKM in Figure 8 and their standard deviations were computed from a single simulated session as detailed in Section 3.2.
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FIGURE 8. Effect of internal model variations during pole control. The value of the mass (A) or the coefficient of friction (B) in the internal model is normalized to the value of the actual parameter. Simulations are conducted with either the baseline proprioceptive measurement noise characteristic of pole control or infinite proprioceptive measurement noise characteristic of BCWOHM. At each parameter value, and for each level of the proprioceptive measurement noise, the average estimated POM and PKM were computed from a single 20 min session of simulated pole control as detailed in the caption of Figure 5. Standard deviations were computed across the 10 2-min intervals and stars indicate estimated POMs that are significantly larger than the estimated POM at the nominal parameter (internal model factor = 1), as determined by Wilcoxon rank sum test with Bonferroni corrected significance level p = 0.007, corrected for 7 multiple comparisons. All sessions were performed with the same randomly selected targets and neural tuning weights.



Figure 8 indicates that when the internal model deviates from the external model, the [image: image] increases significantly, while the PKM does not change significantly or even decease over most of the range. Parameter values at which the [image: image] (generated in simulations with infinite process noise) is significantly higher than the [image: image] at the nominal parameter are marked by stars (Wilcoxon rank sum test with Bonferroni corrected significance level p = 0.007, corrected for 7 multiple comparisons). The effect of increasing the covariance matrix of the proprioceptive measurement noise to infinity, as in BCWOHM, is negligible. Hence, changes in the parameters of the internal model may further contribute the observed change in [image: image] upon switching to brain control, and especially to BCWOHM.

4. Discussion

4.1. Modeling

The implemented OFC model successfully moves the hand and cursor in simulated pole control to reach randomly selected targets. Neural activity is generated to simulate neural recording and perform brain control. The simulated neurons are assumed to encode the signals that are relevant for OFC, i.e., the estimated state and the control signal, and spike-counts are generated as doubly stochastic Poisson processes. The model parameters were taken from the literature or selected to match the experimental observations. In particular, the magnitude of the process noise and the number of neurons were selected so the performance of the BMI filter trained on the simulated neural activity matches the performance of the BMI filter trained on the recorded neural activity. The resulting model successfully generates the main phenomena that it was developed to explain: the POM of the neural activity in brain control is higher than the POM in pole control with no matching increase in PKM.

OFC involves different computational tasks that can be mapped to different brain regions. In particular, it has been suggested (Shadmehr and Krakauer, 2008) that expected costs and rewards are evaluated by the basal ganglia, the forward model is implemented by the cerebellum, and the predicted sensory feedback is combined with the actual sensory feedback at the parietal cortex to estimate the state. Given the estimated state, the pre-motor and primary motor cortices are hypothesized to generate the control signals associated with visual and proprioceptive feedback, respectively. As mentioned above (Introduction and Section 2.3.3) the OFC is simulated in the state space, so all these computational tasks are included regardless of where they are implemented in the brain. In contrast, neural activity is generated to simulate neural recording from M1 and PMd only, since those are the main brain regions recorded in the BMI experiments considered here.

4.2. Neural Encoding

Neural encoding is an open and important research question. Common strategies to investigate this issue involve quantifying the correlation between the neural activity and different relevant signals, or assessing how well those signals can be predicted by the neural activity. However, those strategies are usually restricted to measurable signals. In particular, many studies investigated the correlation between the activity of cortical motor units and different kinematics and kinetics signals (Georgopoulos et al., 1984, 1986, 1992; Kalaska et al., 1989; Ashe and Georgopoulos, 1994; Ashe, 1997; Moran and Schwartz, 1999; Paninski et al., 2004; Kalaska, 2009). Since correlations do not imply causality, the observed correlations with any of the measurable signals do not imply that the neurons indeed encode these signals. Instead, the neurons may encode internal, hidden signals, which are also correlated with the measurable signals (Zacksenhouse et al., 2014) including, for example, muscle activation patterns (Todorov, 2000).

Here we suggest that cortical motor neurons encode signals that are relevant for performing state estimation and control, i.e., the estimated state and the control signal. Since these signals are internal signals generated by the brain, direct correlation cannot be evaluated. Nevertheless, during normal reaching movements, the actual movement should agree well with the estimated state, and thus the neural activity would appear to be correlated with the movement. However, in other conditions, and in particular during brain control, the estimated state may deviate from the measured state. This work suggests that the higher POM during brain control with no matching increase in PKM may arise from such deviations.

We noted that the neural activity recorded from M1 and PMd units exhibited different cross-correlations with the velocity. In particular, the average cross-correlations between the velocity and the recorded neural activity during pole control indicate that there is no time-shift between the neural activity of PMd units and the cursor velocity, while the neural activity of M1 neurons precedes the velocity. These temporal relationships are reproduced well by simulated neurons that encode only the estimated state or also the control signal, respectively. The time shift in the latter case can be ascribed to the delay in the response of the muscles. Hence, the different types of observed cross-correlations, with and without time shift, can be attributed to encoding different signals within the framework OFC, including and excluding the control signal, respectively. Encoding the control signal in M1 but not in PMd neurons agrees well with evidence that the activity of PMd neurons is modulated mainly by the direction and magnitude of movements while the activity of M1 neurons is correlated also with the forces (Evarts, 1968; Kalaska et al., 1989). Further support is provided by previous investigation of the BMI experiments considered here, which indicated that PMd neurons can predict well the position and velocity but not the force, while M1 neurons can predict well the force too (Carmena et al., 2003). While this specific distinction between M1 and PMd neurons may result from the specific sample of units recorded during the BMI experiments considered here, it is well reproduced by the simulated model based on OFC.

4.3. Process Noise

Our main hypothesis is that the observed increase in POM following the transition to brain control reflects increasing variance of the encoded signals due to higher process noise. The latter is assumed to occur in brain control due to the limited accuracy of the BMI filter. This hypothesis was proved theoretically and by simulations. Theoretical proof was limited to the case when the estimated process noise in the internal model is not updated, and the neurons encode linear combinations of the estimated state. The simulations demonstrate that increasing process noise during pole control results in higher POM even when neurons encode non-linear functions of the estimated state (e.g., speed and magnitude of the control signal) and regardless of whether the internal model is updated or not.

4.4. Implications for BMI

The proposed model attributes the increase in POM following the transition to brain control to the higher process noise introduced by the imperfect performance of the BMI filter. This suggests that the POM is a proxy for the performance of the BMI filter: High POM indicates that the BMI filter performs poorly while low POM indicates that the BMI filter performs well. As a proxy signal for the performance of the BMI filer, the POM could be used to adapt the BMI filter using reinforcement learning (DiGiovanna et al., 2009; Mahmoudi et al., 2013), especially in cases when an error signal cannot be determined (Bensmaia and Miller, 2014). Furthermore, the proposed model developed here, provides a framework for investigating this and other suggestion for improving BMIs. Finally, the proposed model can be used to investigate other changes that occur following the transition to brain control and in particular the changes in neural tuning (Lebedev et al., 2005).

4.5. Alternative Hypotheses

Our main hypothesis is that the observed changes in neural modulations following the transition to brain control are related to changes in the process and measurement noise induced by the transition, and in particular, the increase in process noise due to the imperfect BMI filter. OFC provides a coherent and concise framework for relating the changes in process and measurement noise to changes in the estimated state and control signals, and finally to changes in neural modulations. However, the key elements are state estimation and the encoding of the estimated state, so other models that include those components may produce similar results. In particular, state estimation and control may not be optimal, but only satisficing (Simon, 1956; Brown et al., 2004). The OFC framework was adopted here since optimization constrains the parameters of the estimation filter and the gains of the control law, resulting in fewer free parameters to be tuned, thus granting the resulting model higher credibility.

An alternative hypothesis that may contribute to the changes in neural modulations involve changes in the internal model. As was shown in Section 3.6, deviations between the internal model and the external system, and in particular deviations in the mass or the coefficient of friction, result in higher [image: image] with no matching increase in PKM. Thus, changes in the internal model of the mass or coefficient of friction, may contribute to the increase in [image: image] beyond what is attributed to the increase in process noise. Since the transition to BCWOHM involves stopping hand movements, it is conceivable that it is associated with a switch to a different internal model, with lower mass and coefficient of friction. However, the change in the internal model is not justified in the transition to BCWHM, when the monkey continues to make hand movements.

Alternative frameworks for explaining the changes in neural modulations may be provided by intermittent predictive control (Doeringer and Hogan, 1998; Gawthrop et al., 2011) and active inference (Friston et al., 2010, 2011). Intermittent predictive control alleviates the computational load of prediction that is necessary to address time delays (Doeringer and Hogan, 1998; Gawthrop et al., 2011). Due to the imperfect BMI filter, the transition to brain control is expected to result in more frequent updates of the predictor, and hence in higher variability in the predicted state. Since intermittent predictive control is based on OFC, this is an extension of the current model, and will be considered in future work. Indeed it could be argued that due to the inaccurate movements of the cursor during brain control, the monkey is making explorative movements to adapt to the new environment. While the explorative movements may contribute to higher POM, they are expected to also increase the PKM, in contrast with the observation.

In summary, we demonstrated that the observed changes in neural modulations following the transition to brain control can be successfully explained under the assumption that the neurons encode the estimated state and control signal. To be concrete we used the framework of OFC, but similar results are expected even if the controller is not optimal, as long as it relies on state estimation that deteriorates upon switching to brain control.
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In our experiments, we removed a major source of activation of somatosensory cortex in mature monkeys by unilaterally sectioning the sensory afferents in the dorsal columns of the spinal cord at a high cervical level. At this level, the ascending branches of tactile afferents from the hand are cut, while other branches of these afferents remain intact to terminate on neurons in the dorsal horn of the spinal cord. Immediately after such a lesion, the monkeys seem relatively unimpaired in locomotion and often use the forelimb, but further inspection reveals that they prefer to use the unaffected hand in reaching for food. In addition, systematic testing indicates that they make more errors in retrieving pieces of food, and start using visual inspection of the rotated hand to confirm the success of the grasping of the food. Such difficulties are not surprising as a complete dorsal column lesion totally deactivates the contralateral hand representation in primary somatosensory cortex (area 3b). However, hand use rapidly improves over the first post-lesion weeks, and much of the hand representational territory in contralateral area 3b is reactivated by inputs from the hand in roughly a normal somatotopic pattern. Quantitative measures of single neuron response properties reveal that reactivated neurons respond to tactile stimulation on the hand with high firing rates and only slightly longer latencies. We conclude that preserved dorsal column afferents after nearly complete lesions contribute to the reactivation of cortex and the recovery of the behavior, but second-order sensory pathways in the spinal cord may also play an important role. Our microelectrode recordings indicate that these preserved first-order, and second-order pathways are initially weak and largely ineffective in activating cortex, but they are potentiated during the recovery process. Therapies that would promote this potentiation could usefully enhance recovery after spinal cord injury.
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INTRODUCTION

The last 30 years of intensive research has led to a greatly improved understanding of how the somatosensory system of mature primates and other mammals responds to sensory loss, as reviewed by others (Buonomano and Merzenich, 1998; Jones, 2000; Wall et al., 2002; Kaas et al., 2008; Darian-Smith, 2009; Xerri, 2012). The types of sensory loss that have been experimentally studied have varied, ranging from the loss of peripheral nerves, especially the median nerve to the glabrous skin of the hand (Merzenich et al., 1983a,b; Silva et al., 1996; Florence et al., 1998; Xu and Wall, 1999), the sectioning of dorsal roots of peripheral nerve afferents as they enter the spinal cord (Pons et al., 1991; Jones and Pons, 1998; Darian-Smith and Brown, 2000; Darian-Smith, 2004; Darian-Smith and Ciferri, 2005, 2006), the loss of a digit or part of forelimb (Kelahan and Doetsch, 1984; Crockett et al., 1993; Florence and Kaas, 1995; Sengelaub et al., 1997; Florence et al., 1998; Li et al., 2013), the section of peripheral nerve afferents as they travel in the dorsal columns of spinal cord (Jain et al., 1997, 1998, 2000, 2008; Weng et al., 2003; Graziano and Jones, 2009; Qi et al., 2011a), or spinal cord injury in rodents (Ghosh et al., 2009; Aguilar et al., 2010; Humanes-Valera et al., 2013). All these types of sensory loss deactivate topographically matched parts of the somatosensory system, including parts of the ipsilateral dorsal column-trigeminal complex in lower brainstem and the contralateral ventroposterior nucleus (VP) of the thalamus, and the primary (area 3b) and other areas (1 and 2) of contralateral somatosensory cortex. These extensive deactivations were expected from the somatotopic organization and hierarchical arrangement of these processing stations.

What was not expected, at least by most investigators, was that over various amounts of time, the deactivated parts of the somatosensory system became responsive to tactile stimulation again, based on the somatosensory inputs that remained. Some changes in the receptive fields of neurons in the somatosensory system were apparent as soon as they could be measured after sensory loss (Wall, 1977; Calford and Tweedale, 1988; Faggin et al., 1997; Xu and Wall, 1997, 1999; Krupa et al., 1999), and these immediate changes could be attributed to the removal of the excitatory drive on central inhibitory neurons that normally constrain the receptive fields of relay neurons by keeping some of the excitatory inputs subthreshold. Other reactivations with greater changes in the receptive field locations of central neurons occurred over hours to weeks, such as the reactivation of cortical neurons previously activated from the glabrous skin of the hand by touch on the back of the hand after sectioning of the median nerve to the glabrous skin of digits 1–3 (Merzenich et al., 1983a,b). Such rapid reactivations may largely result from the potentiation of previously existing subthreshold inputs, especially in the cuneate nucleus representing the hand in the lower brainstem, by homeostatic mechanisms (Garraghty et al., 1991; Turrigiano, 1999; Wellman et al., 2002), and possibly by new axon growth over short distances (Darian-Smith and Gilbert, 1994; Jain et al., 2000; Darian-Smith, 2004; Hickmott and Steen, 2005; Cheetham et al., 2008; Yamahachi et al., 2009; Marik et al., 2010, 2014). Other reactivations that follow the loss or denervation of the forelimb, including invasion by inputs from the face (Pons et al., 1991; Jain et al., 1997, 2000; Wu and Kaas, 1999; Florence et al., 2000), may take many months to emerge (Jain et al., 1997), and depend on longer distances of new axon growth at subcortical and cortical levels (Florence et al., 1998; Jain et al., 2000). Cortical reorganization after limb amputations in humans can be found in several studies (Flor et al., 1995, 1998; Elbert et al., 1997; Davis et al., 1998; Lotze et al., 1999; Brugger et al., 2000; Moore et al., 2000; Curt et al., 2002). Thus, reactivations commonly occur in humans and other primates after a total loss of a subset of peripheral nerve inputs. In part, the reactivations after injury involve activity-dependent homeostatic cellular mechanisms, but also require the growth of new connections for greater changes in somatotopy. Because of the need for longer axon growth, greater changes in somatotopy take a longer time to emerge. Finally, somatotopic reorganization in cortex may usefully compensate for some of the sensory loss, but extensive reorganizations appear to lead to persisting mislocalization of sensory stimuli, such that the activation of hand cortex by inputs from the face leads to sensation felt on a phantom hand (Ramachandran, 1993; Davis et al., 1998; Ramachandran and Rogers-Ramachandran, 2000). Hence, somatosensory reactivations that restore much of normal somatotopy may be the most useful in restoring lost functions after sensory system damage. For example, highly somatotopic reactivations may occur when a loss of peripheral nerve afferents from any given region of skin is incomplete, as the subsequent potentiation of remaining weak or subthreshold inputs allows aspects of normal somatotopic order in central representations to be restored, at least partially. This may happen after selective sections of the dorsal roots of peripheral nerves as they enter the spinal cord (Darian-Smith and Brown, 2000; Darian-Smith and Ciferri, 2005, 2006), as similar inputs from a region of skin may enter over several dorsal roots (Welker, 1973), including roots left intact. In a similar manner, sectioning of peripheral nerve afferents as they ascend in the dorsal column of the spinal cord may leave a scattering of afferents that can restore some of the normal somatotopy of the deactivated somatosensory cortex (Jain et al., 1997). Alternatively, the information provided by cutting dorsal column afferents may not be totally lost, because these afferents branch as they enter the spinal cord. One branch ascends in the dorsal columns and the other terminates on the dorsal horn neurons in the spinal cord. As this sensory information is preserved, a more useful somatotopic reactivation of cortex may emerge based on the connections of the spinal cord neurons. The remainder of this review mainly focuses on the consequences of dorsal column lesions of the spinal cord in primates, including characteristics of natural recoveries and potential for augmented recoveries, but it is not intended to be a comprehensive literature review of other types of injuries and recovery mechanisms.

DORSAL COLUMN LESIONS IN PRIMATES

Dorsal column lesions in monkeys and other primates provide a number of advantages in studies of central nervous system reorganization after sensory loss. Most importantly, the loss is selective for the afferents that convey low-threshold, rapidly conducting tactile inputs from the slowly adapting and rapidly adapting receptors in the skin, while less rapidly conducting afferents for pain, temperature, and crude touch are left intact, as these afferents bypass the dorsal columns (Kaas, 2012). In addition, proprioceptive information from receptors located in muscles and joints travels in peripheral nerve afferents that ascend lateral to the dorsal column afferents in the spinal cord, where they are damaged only if the dorsal column lesion includes the fibers of the lateral spinal cord. Furthermore, the peripheral nerve afferents that contribute to the dorsal columns branch, such that one branch terminates in the dorsal horn of the spinal cord while another branch ascends in the dorsal columns to terminate in the brainstem. Although one branch is cut by the dorsal column lesion, the other branch may still function in the dorsal horn, where the afferents continue to contribute to spinal cord reflexes and other spinal cord functions, and possibly to ascending sensory pathways that compensate for dorsal column lesions. Studies of the effects of dorsal column lesions in rats have produced useful information (for reviews, see Kaas et al., 2008; Onifer et al., 2011); however, unlike the separation between the sensory and motor pathways in primates, corticospinal (motor) projections course in the dorsal columns in rodents (Hicks and D'Amato, 1975; D'Amato and Hicks, 1978; Vahlsing and Feringa, 1980; Paxino and Watson, 2007). Therefore, dorsal column lesions in rodents involve a direct motor loss in addition to the sensory loss. Thus, the use of dorsal column lesions in primates has the advantages of producing a rather specific loss of tactile capacities, while leaving other functions intact. Importantly, these specific lesions in primates are followed by unexpected levels of behavioral recovery (see below). While the lesions do not mimic the typical types of injury that occur in most cases of spinal cord injury in humans, where damage may be extensive and somewhat non-specific, the lesions can be made with precision and consistency so that useful results can be obtained from a few subjects. Consistent results from similar lesions allow therapeutic procedures to be evaluated. Thus, experimental results from monkeys have the potential of providing information that can usefully guide the interpretations and predictions of consequences of spinal cord damage in humans, and hopefully guide the development of therapeutic procedures.

Our experiments typically involve a unilateral lesion of the dorsal columns at a C4–C5 level of the spinal cord (Figure 1). This removes the primary afferent tactile inputs to the cuneate nucleus from one hand, while leaving the inputs from the other hand intact. All inputs to the dorsal horn neurons of the spinal cord are preserved, as are the primary proprioceptive afferents in the lateral spinal cord pathway. Neurons in the elongated cuneate nucleus project to the hand and forelimb subnucleus of the ventroposterior nucleus (VP) of the contralateral thalamus. VP is commonly divided into a lateral “nucleus” (VPL) representing the contralateral upper and lower body, and a medial “nucleus” (VPM) representing the contralateral face and both the contralateral and ipsilateral tongue and teeth (Kaas et al., 2006). VP projects to primary somatosensory cortex, area 3b, in a somatotopic pattern, so that the hand subnucleus projects to the hand representation in area 3b just medial to that of the face and lateral to that of the arm and trunk. The VP inputs activate area 3b neurons, while VP provides subthreshold projections to area 1 (e.g., Nelson and Kaas, 1981; Garraghty et al., 1990a), which has a somatotopic organization that parallels and mirrors that in area 3b (Kaas et al., 1979).
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FIGURE 1. Somatosensory pathways from the spinal cord to cortex of a squirrel monkey. Cutaneous afferents from the hand that enter the cervical spinal cord between C4 and C8 levels via the dorsal roots are shown in the lower panel. In the spinal cord (SC), one branch of the afferents enters the ascending dorsal column pathway to terminate in the ipsilateral cuneate nucleus (violet line). The other branch terminates in the dorsal horn of the spinal cord. Second-order neurons activated in the dorsal horn by cutaneous primary afferents project to the ipsilateral cuneate nucleus via dorsal column, the dorsolateral pathway, or other pathways (blue line). Other dorsal horn neurons send axons to the contralateral spinal cord and form the spinothalamic pathway (green line). Cutting (scissors) the dorsal column pathway at a C4–C5 level deactivates the cuneate nucleus by removing the direct primary afferent inputs from the hand. The dashed lines mark the partially deafferented pathways from spinal cord to cortex after the spinal cord lesion. Most of the afferents of second-order tactile neurons in the dorsal horn that course in the dorsal columns may be preserved as well, but others may join the dorsal columns above the lesions, or travel outside the lesion in the dorsal lateral fiber tracts. The spinothalamic afferents may contribute to the reactivation of the ventroposterior nucleus and somatosensory cortex. The location of the elongated cuneate nucleus at the junction of the upper spinal cord with the lower brainstem (BS) is shown to represent how the pathways for touch on the hand travel. CuN, cuneate nucleus; Tri, trigeminal nucleus; ECN, external cuneate nucleus of the contralateral (left) somatosensory thalamus. In the somatosensory thalamus (VP), the larger ventroposterior lateral division, VPL, contains subnuclei for the hand and foot, which is capped by a region for the upper (proximal) portions of the limbs and trunk. The medial division, VPM, separates the face. Inputs from the hand are relayed to the hand subnucleus of VPL. The spinothalamic pathway terminates in the ventroposterior inferior nucleus (not shown) as well as VP. In cortex, somatosensory areas of the left cerebral hemisphere are shown. Squirrel monkeys have a short, shallow central sulcus, CS, so that the primary cortical area for touch, area 3b of Brodmann, is largely exposed on the brain surface. The region of the hand representation is indicated below the central tip of the central sulcus. Area 3b receives tactile information from VP. Area 1 contains a higher-order representation of touch just caudal to area 3b. Area 3a receives proprioceptive information from the ventroposterior superior nucleus of the thalamus (not shown). Area 2 is a higher-order somatosensory area just caudal to area 1. The second somatosensory area, S2, and the posterior ventral area, PV, are located on the upper bank of the lateral sulcus, LS. The superior temporal sulcus, STS, is shown for reference.



In our experiments, we typically determine the effects of dorsal column lesions by recording from the hand subdivision of contralateral area 3b in squirrel monkeys or owl monkeys with microelectrodes. Squirrel monkeys have only a short, shallow central sulcus, and owl monkeys have only a short central dimple. For both of these primates, the representations of the hand in area 3b and in adjoining areas 3a and 1 are exposed on the surface of the brain. This exposure of the cortical areas allows activity patterns to be mapped in detail with densely spaced microelectrode penetrations. Microelectrode mapping can also be done at thalamic and brainstem levels, but not under visual guidance. Therefore, the somatotopy of these subcortical representations is both harder to determine in detail, and harder to illustrate compared to the two-dimensional cortical maps. In addition, reorganized area 3b maps reflect both subcortical alterations and those that originate in area 3b. Thus, area 3b is a key location for investigation in most experiments. We and others have also studied area 3b reorganization in macaque monkey (Pons et al., 1991; Florence and Kaas, 1995; Florence et al., 1998; Darian-Smith and Brown, 2000; Jain et al., 2008), where area 3b is hidden on the caudal bank of a deep central fissure, as in humans. These more difficult studies are important because macaques are used as a more common model for human brain organization, as macaque brains have some features of the somatosensory system that more closely resemble those of humans.

Neurons in the hand portion of area 3b typically have small excitatory receptive fields, mostly located on the glabrous skin of the hand, especially on the distal phalanges of digits, and they are often confined to part of a single phalange of a digit or pad of the palm. Nearby neurons have similar receptive fields, and a systematic partial map of the hand representation in area 3b can be reconstructed from a dense array of microelectrode recordings across the hand region by outlining all electrode penetration sites with receptive fields centered on any digit phalanges or pad of the palm, or part of the body (Merzenich et al., 1978; Nelson et al., 1980; Sur et al., 1982; Krubitzer and Kaas, 1990). Such maps are extremely consistent in somatotopy across individuals, and they conform to the orderly arrangement of projections from VP to area 3b (Jones et al., 1982; Kaas et al., 1984; Cusick and Gould, 1990; Qi et al., 2011b; Liao et al., 2013). In addition, narrow cell-poor septa separate the representations of digits in area 3b so that digit territories are histologically visible (Qi and Kaas, 2004). The most apparent of these cortical septa separates the representation of digit 1, the thumb, from that of the face; and this septum serves as a highly useful landmark when recording sites are related to cortical histology (Jain et al., 1998, 2001).

THE REACTIVATION AND REORGANIZATION OF SOMATOSENSORY CORTEX AFTER DORSAL COLUMN LESIONS

As the primary somatosensory cortical area for tactile stimuli, area 3b has been the most studied area after dorsal column injury. Most of the results have been obtained from multiple microelectrode recordings where receptive fields for cortical neurons have been defined by stimulating the skin with hand-held probes. Traditionally, near-threshold skin indentations are used to define the “minimal excitatory receptive field” (Merzenich et al., 1983a). In reactivated regions of cortex deprived of their normal sources of activation, neuron responses are subjectively classified as good or excellent, meaning that the neuron responses to light touch closely resemble those in normal cortex, or as poor, or non-responsive. Recordings in deprived cortex immediately after a dorsal column lesion reveal that this cortex is totally unresponsive to light tactile stimuli. Thus, no neuronal spikes are evoked in deprived cortex, while neurons in un-deprived cortex, such as face cortex, respond normally. After a dorsal column lesion at a high cervical level above C4, the hand cortex in area 3b is completely deprived and unresponsive. Over a period of 3–4 weeks, much of the deprived hand cortex starts to respond to touch on the hand, with a distorted but crudely normal somatotopy. Thus, neurons responsive to touch on digit 1 (thumb) are in cortex lateral to those for digit 2, and digits 1–5 are represented in a lateral to medial order. However, this pattern is often disrupted by displaced islands of neurons that represent the same digit, patches of cortex that remain unresponsive, and neurons with discontinuous receptive fields that represent more than one location on the hand. Such results have been reported in a number of studies, including those from owl monkeys, squirrel monkeys, marmosets, and macaque monkeys (Jain et al., 1997, 1998, 2008; Qi et al., 2011a; Bowes et al., 2012, 2013).

Studies of the reactivation process in monkeys with dorsal column lesion using imaging methods, such as fMRI, optical imaging, and radiographic imaging, have been limited but informative (Tommerdahl et al., 1996; Chen et al., 2012; Dutta et al., 2013; Yang et al., under revision). As an example, results from one squirrel monkey from Chen et al. (2012) are shown in Figure 2. Before a dorsal column lesion, tactile stimulation of each of the five digits resulted in a focus of activity in the hand region of area 3b, with foci for digits 1–5 in the expected lateral to medial order (Figure 2A. In this anesthetized monkey, responses in area 1 were not reliably obtained. Four weeks after a dorsal column lesion at the C4–C5 level, area 3b was responsive to touch on the digits, and the somatotopic order of foci activated from each digit was roughly in the normal order, but distorted from the normal pattern (Figure 2B). After 8 weeks, the cortex was more responsive, and the somatotopic pattern appeared more normal (Figure 2C). When the final somatotopic pattern from fMRI was compared to an optical imaging pattern and a microelectrode map in the same monkey, there was good agreement between the activation patterns from the three methods, but optical imaging produced a more detailed map than the fMRI imaging, and greatest detail was provided by the microelectrode maps. Although the fMRI mapping provides less sensitive somatotopic detail than the microelectrode recordings or the optical imaging, fMRI allows the same cortex to be imaged multiple times non-invasively. Over an eight-week or even longer period of recovery, there was no evidence that the deprived hand cortex was reactivated by any other part of the body, including the face. However, after longer periods of 6–8 months to years, face inputs from the region of the chin often activate parts of the hand cortex (Jain et al., 1997).
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FIGURE 2. Longitudinal mapping of fMRI activation to vibrotactile stimulation on digits 1–5 pre-lesion (A) and after 4-weeks (B) and 8-weeks (C) post-lesion following unilateral dorsal column section in a squirrel monkey (SM-O). Activation foci from trial blocks of stimulation on individual digits were superimposed for the composite images (A–C). The location of the top panel on the brain is shown for each panel below. Dots on the hand schematic (lower right) are color-coded to represent the activation in cortex when that digit location was stimulated (A–C). Superimposed images of the fMRI activation on photograph of a squirrel monkey brain indicates the approximate location of the region of interest (A′–C′). Abbreviations: a, anterior; CS, central sulcus; D1–5, digits 1–5; l, lateral; LS, lateral sulcus; m, medial; p, posterior; STS, superior temporal sulcus. Adapted from Chen et al. (2012).



When the dorsal column lesion is incomplete, perhaps as an unintended result, or because the lesion was intentionally placed at a lower C5–C6 level in order to preserve some inputs from digit 1 and a few from digit 2, then these preserved inputs come to represent larger than normal territories in area 3b after 5–8 weeks of recovery with sensorimotor training and testing. However, much of the activation is in the normal territories for those digits. Somatotopic organization of reactivated cortex after recovery is likely dependent on the level and extent of the lesion, as indicated by studies using single microelectrodes to map the cortex (Qi et al., 2011a; Chen et al., 2012) and using multi-electrode arrays implanted in cortex (Qi et al., 2014). For example, receptive field mapping of neurons recorded with a 100-electrode array in area 3b in a squirrel monkey showed that somatotopic organization in reactivated cortex was largely normal after behavioral recovery from a dorsal column lesion at the C6 level (compare Figures 3B,C). However, the cortical territories occupied by spared inputs for digits 1 and 2 encroached into regions deprived of input by the C6 lesion (digits 3–5). This monkey received sensorimotor training and testing for use of the impaired hand over the course of 6 weeks prior to recording with the array, and it is unknown what effect this behavioral intervention may have had on the cortical reactivation beyond what would have occurred spontaneously. In this case, preserved inputs activated their normal locations in cortex, but also came to activate larger than normal territories.
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FIGURE 3. Response properties of area 3b neurons after behavioral recovery from dorsal column lesion are similar to those in a monkey with no lesion. (A) A schematic of the left hemisphere of an owl monkey brain with area 3b shaded shows the approximate placement of a 100-electrode array for monkey OM-A with no lesion (see B). The array placement for a monkey SM-G with a dorsal column lesion was similar, but slightly more medial and posterior (see C). Note the key for the somatotopic mapping of the array applies to (B) and (C). (B) Representation of coverage of 100-electrode array in cortex for a normal monkey with somatotopic map reconstructed from locations of receptive fields for neurons at each electrode. Coverage included part of the area 3b hand and face representation as well as area 3a, with somatotopy consistent with previous reports from normal monkeys. The electrode location from which the example neuron for the lower panel (E) was recorded is indicated by the filled circle. (C) Representation of coverage of 100-electrode array in cortex for monkey SM-G after behavioral recovery from partial DC lesion at the C6 spinal cord level. This lesion preserved many of the dorsal column afferents from digits 1 and 2. SM-G experienced sensorimotor training and testing using the impaired hand for 6 weeks following DC lesion prior to recording with the multi-electrode array. All digits are represented within expected somatotopic locations, but D1 and D2 appear to be represented in more territory than D3–D5. Electrode location for the example neuron in the lower panel (F) is indicated by the filled circle. (D) Activities of neurons from monkeys with and without a lesion in (B–C) are shown in (E–F) during tactile stimulation on right distal digit 3 (dD3). The stimulation site is indicated by a dot (see arrow) on drawing of a monkey hand. (E) Example of a single unit 055b shows typical peak firing rates and latencies for an example normal case, monkey OM-A. Spikes during 100 trials of tactile stimulation on dD3 are averaged in the peristimulus-time histogram (PSTH). Waveforms of the recorded unit are shown (inset). (F) Example of a single unit 082b shows typical responses for a case with a dorsal column lesion, monkey SM-G, following recovery of reaching behavior with the impaired hand. Activity during 150 trials of tactile stimulation on dD3 is shown in the PSTH. In (B–C), dashed lines indicate area 3b borders based on receptive field topography and myelin architecture. In (E–F), dashed gray line indicates the latency of the peak firing response that exceeds 2 times the standard deviation of the average baseline firing. Peak firing value listed is baseline-subtracted. Horizontal gray line indicates stimulus duration in each trial (500 ms in OM-A, 400 ms in SM-G). Abbreviations: 1–5, digits 1–5; 3a, 3b, 1, area 3a, area 3b, area 1; a, anterior; dD3, distal digit 3; l, lateral; LS, lateral sulcus; m, medial; p, posterior; STS, superior temporal sulcus. Modified from Reed et al. (2010) and Qi et al. (2014).



Finally, the reactivation of area 3b hand cortex should result in the reactivation of the hand territories of other cortical areas that depend on area 3b for activation, such as areas 1, S2, and PV, as reported previously (Pons et al., 1987; Burton et al., 1990; Garraghty et al., 1990b). Indeed, the area 1 representation of touch is restored in a somatotopic pattern that generally parallels that in area 3b, but it is less precise in detailed somatotopy, and the neuronal responses tend to be weaker in the reactivated regions (Merzenich et al., 1983a; Jain et al., 2008; Qi et al., 2011a). Responses to tactile stimuli also return to areas 3a and 2 (Garraghty et al., 1990a; Bowes et al., 2013) and the hand region of areas S2 and PV (Pons et al., 1987, 1992; Burton et al., 1990; Garraghty et al., 1990b; Tandon et al., 2009; Wang et al., 2013; Yang et al., under revision). Areas 3a and 2 receive proprioceptive input from the ventroposterior superior nucleus of the thalamus (Kaas, 2012), so neurons in these areas may remain responsive to hand manipulation after dorsal column lesions that spare the proprioceptive axons in the lateral spinal cord. As all these areas recover responsiveness to tactile stimuli and provide direct and indirect inputs to motor and premotor cortex (Krubitzer and Kaas, 1990; Stepniewska et al., 1993; Disbrow et al., 2003; Fang et al., 2005; Qi et al., 2010; Kambi et al., 2011; see Wise et al., 1997 for review), considerable sensory guidance of motor behavior is restored.

THE RESPONSE PROPERTIES OF REACTIVATED NEURONS IN AREA 3B

Reactivated cortical neurons may have disorganized excitatory receptive fields, or larger than normal receptive fields, but these responses to light touch on the hand appear to range from subjectively normal amplitude to weak responses (Qi et al., 2014). Over recovery periods longer than 4–8 weeks, more neurons likely become capable of stronger responses. Quantifying response properties beyond receptive field organization is a growing focus of study in the somatosensory system (Doetsch et al., 1996; Wang et al., 2013; Qi et al., 2014), but some support for these studies comes from studies of reactivated neurons in primary visual cortex after retinal lesions (Chino et al., 1995, 2001; Darian-Smith and Gilbert, 1995). Our quantitative studies of the response properties of reactivated cortical neurons after dorsal column lesions have been limited (Wang et al., 2013; Qi et al., 2014), but there is already evidence that reactivated neurons have responses to tactile stimuli (indentation of the skin with an electromechanical probe) that are in the normal or near-normal range, as indicated by examples of cortical activity (Figure 3) from an intact monkey (Reed et al., 2010) and a monkey 6 weeks after mid-cervical dorsal column lesion (Qi et al., 2014).

Qi et al. (2014) found that fewer neurons in area 3b responded to tactile stimulation on the hand in monkeys after sensory loss followed by behavioral training compared to normal monkeys. However, peak firing rates of responsive neurons were similar in monkeys with and without lesions. An example neuron from a normal monkey (Figure 3E) maintained low levels of spontaneous firing and increased firing to about 56 spikes/s in response to the onset of a 500 ms depression of the skin on distal digit 3. This example showed some increased firing during the sustained indentation of the stimulus and a response to the removal of the stimulus from the skin. Such “off responses” are common in normal animals (Sur et al., 1984; Pei et al., 2009). The neuron's response with some maintained discharge during the duration of skin indentation is common in area 3b neurons, as these neurons can show mixtures of properties reflecting both rapidly-adapting and slowly-adapting afferents (Sur et al., 1984; Pei et al., 2009). The example neuron in the reactivated cortex after nearly complete dorsal column lesion (Figure 3F) responded to both stimulus onset and removal, while maintaining some firing during the sustained skin indentation on distal digit 3. Notably, the neuron in reactivated cortex had somewhat lower peak firing rates during tactile stimulation at about 47 spikes/s, but still greater than the median response rates reported previously (about 18 spikes/s) and seemingly close to rates expected normally (Reed et al., 2010; Qi et al., 2014). In 3 monkeys with dorsal column lesions and after hand use in a reaching task recovered to normal levels, response latencies of neurons in reactivated area 3b to skin indentation were similar to normal or slightly longer than normal, averaging about 31 ms [Reed et al., 2012 (abstract)]. Using similar recording methods and data analysis, Reed et al. (2010) found that response latencies of area 3b neurons in normal monkeys averaged about 21 ms. The example of neuronal activity in Figure 3 shows a neuron in a lesioned monkey with a response latency to skin indentation that was slightly longer than the latency of a normal neuron (compare Figure 3E to Figure 3F). Similar response rates with slightly longer latencies than normal may suggest that some sensory input reaches area 3b after dorsal column lesions through alternative pathways that require additional synapses to reach the target. More study is needed, but the reactivated neurons clearly have response properties that could usefully guide behavior.

THE EFFECTS OF DORSAL COLUMN LESION ON BEHAVIOR

There is no doubt that spinal cord injuries often have devastating consequences for functional outcomes. A large number of studies in rodents (e.g., Anderson et al., 2005; Courtine et al., 2008; Zorner et al., 2010) and monkeys (e.g., Schmidlin et al., 2011; Nout et al., 2012a,b) have investigated the behavioral deficits that occur after spinal cord injury. Other studies have focused on the effects of a restricted interruption of the ascending dorsal column somatosensory pathway on the dexterity of the forepaws in rodents (e.g., McKenna and Whishaw, 1999; Ballermann et al., 2001) and monkeys (e.g., Beck, 1976; Glendinning et al., 1992; Leonard et al., 1992; Cooper et al., 1993; Vierck, 1998; Vierck and Cooper, 1998; Qi et al., 2013). In humans and monkeys, the effects of dorsal column lesions on sensory behavior have been interpreted in two quite different ways in early reports. Thus, Rose and Mountcastle (1959) concluded that the “destruction of the posterior columns in man leads to a loss of the capacity to appreciate the position and movement of the limbs,” and “severe”—“disturbance in tactile sensations.” Later, Mountcastle further stated, “What remains in the mechanoreceptive sphere after… dorsal column lesion is the capacity to recognize that a mechanical stimulus has occurred; it is no longer possible to specify it exactly as to location, intensity or shape” (Mountcastle and Darian-Smith, 1968). These pronouncements clearly reflect what would be expected after damage of such a major sensory pathway. However, Wall (1970) quite differently concluded that “no sensory defect has been shown to follow isolated dorsal column lesion” in human, and “animals with complete dorsal column section can carry out discriminations of weight, texture, vibration, two points and position.” Later, Azulay and Schwartz (1975) summarized the effects of dorsal column lesion in monkeys by stating that “surprisingly little, if any, tactile functions are impaired after extensive damage to the dorsal funiculus.” Subsequent to these early reports, several studies have reported impairments of hand use after lesion of the dorsal columns in macaque monkeys (Glendinning et al., 1992; Leonard et al., 1992), and sensory alterations have been described in macaques (Vierck, 1973, 1974) and humans (Nathan et al., 1986).

How can we explain these great differences in conclusions about the effects of dorsal column lesion in primates? There are several possible reasons for differences in findings and conclusions. (1) One possibility is that different lesions produce different results. For performance with the hand, the dorsal column lesion should be at the C4–C5 level or higher to remove all afferents from the hand, the lower lesions at C5–C6 of the cervical spinal cord spare some afferents from digit 1 and 2, and still lower lesions would spare inputs from most of the hand. Even with C4–C5 lesions or higher, various afferents in the dorsal columns could be spared. (2) Compensations likely occur. As described below for our study of the effects of dorsal column lesions on behavior, vision appears to supplement tactile feedback in food retrieval tasks after dorsal column lesions. Other compensations for sensory impairments are likely to be rapidly acquired as well. (3) Plasticity of the somatosensory system, even in mature primates appears to be a major source of recovery after dorsal column lesions. Recoveries of activation within the system and use of the hand may result from the potentiation of the activating effects of preserved dorsal columns afferents, even when they are very few. This possibility is well demonstrated by the effects of cutting most of the dorsal sensory roots of nerves of the forearm in monkeys, while leaving a few inputs from that hand that initially fail to activate cortex. However, several months later cortex responded to cutaneous stimulation of the largely deafferented digits. Figure 4 illustrates such an example reprinted from Figure 10 of Darian-Smith (2004; see also, Darian-Smith and Brown, 2000; Darian-Smith and Ciferri, 2005, 2006; Darian-Smith, 2009). This reactivation of cortex is due in part to the potentiation of preserved afferents likely through axon growth and the formation of new synaptic contacts on deactivated neurons occurring at brainstem, thalamic, and cortical levels (Darian-Smith and Gilbert, 1994, 1995; Florence et al., 1998; Jain et al., 2000; Darian-Smith et al., 2010). A related possibility is that after dorsal column lesion second-order spinal cord neuron inputs to the cuneate nucleus are also potentiated and thereby come to reactivate that nucleus by touch on the hand, effectively replacing some of the lost direct dorsal column inputs to the cuneate nucleus. We return to this possibility in the last section of this review. (4) Finally, some of the effects attributed to damage to the dorsal columns in previous studies may reflect damage to other afferents, as motor impairments may occur when the lesions extend into the lateral spinal cord where the dorsal lateral funiculus with proprioceptive afferents and the lateral corticospinal motor tract are located.
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FIGURE 4. Schematics represent hypothesized effects of a dorsal rootlet section that blocks sensory input from digit 1 (thumb) and digit 2 (index finger) in a macaque monkey after 1 week (A) and after 20 weeks (B). Inputs from digits 1 and 2 are labeled together as 2. After cutting the dorsal rootlet, some fraction of neurons innervating digits 1 and 2 may be spared, but a population of cuneate (and dorsal horn) neurons will be left without peripheral input. By 20 weeks after the dorsal rootlet section, terminals of the spared neurons innervating digits 1 and 2 have sprouted collaterals to innervate the previously deafferented target neurons in the cuneate nucleus. Similar mechanisms are hypothesized to occur at all levels of processing hierarchy from the brainstem to cortex. (From Darian-Smith, 2004, Figure 10, Copyright©2004 Wiley-Liss, Inc. Reprinted with permission from John Wiley & Sons).



The results of our recent study of hand use in squirrel monkeys after a unilateral dorsal column lesion provide evidence that the sensory loss produced by lesions confined to the dorsal columns do produce impairments in a food retrieval task (Qi et al., 2013). Monkeys were trained to reach for and retrieve small sugar pellets from wells that ranged from easy (shallow) to difficult (deep). Several results are presented in Figure 5. Before the spinal cord lesion, monkeys were very good at the task, even for the most difficult well. They quickly reached to grasp the pellet after briefly visualizing it, and retrieved it with one or sometimes 2 flexes of the digits to bring the pellet from the well to the mouth. When behavioral testing was continued two weeks after a complete or nearly complete lesion of the dorsal columns, the behavior was clearly impaired in that it took more than one attempt to successfully grasp objects from the difficult wells, and more flexes of the digits were needed. The video recordings of the task performance revealed another change in the behavior. Before the dorsal column lesion, the monkey looked at the pellet in the well only briefly as the monkey started the reach, and instead watched the investigator during the grasp and retrieval. This may seem strange, but extensive visual guidance was unnecessary, and the monkey may regard the investigator as a potential competitor for the food, as it would another monkey, or as potentially dangerous and in need of watching. In contrast, after the lesion, the monkey acted as if it could not sense by touch if the pellet was in the hand, and always looked to see if the pellet was there. During the retrieval, the palm was turned up so the presence of the pellet could be visually confirmed. Overall, we think that the deficits in the retrieval behavior were due to the sensory loss, as they occurred when the lesions did not include motor axons lateral to the dorsal columns. Early successes likely related to behavioral compensations, especially the visual assurance that the pellet had been grasped. In addition, sensory perception likely improved as early as 3–4 weeks after the lesion, as cortex became progressively more responsive to touch on the hand due to cortical reactivation.
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FIGURE 5. Spontaneous recoveries after dorsal column injury can be incomplete or incorporate various compensations. (A) Drawings from the captured photo-frames taken from a squirrel monkey (SM-O) during the reach-to-grasp task pre-lesion (left) and on post-op Day 15 (right). The schematic summarizes observations that after the spinal cord lesion, monkeys compensate for reduced tactile sensation by relying more often on vision. (B) Post-operational changes in the percentage of successful retrievals (mean, ± SD) in the reach-to-grasp task. Success scores in percent of the retrieval success for summed trials from each of the 4 testing wells per post-op week for monkey SM-O. Pre-op final week trials were summed. (C) Post-operational changes in mean number of flexes (mean, ± SD) for monkey SM-O. Each data point within each panel is the averaged number of flexes from the sum of the trials from each of the 4 wells over each testing week. Adapted from Qi et al. (2013).



MECHANISMS OF CORTICAL REACTIVATION AND THE POTENTIAL FOR THERAPEUTIC TREATMENTS

The reactivation of deprived hand cortex weeks to months after high cervical dorsal column lesion depends on the potentiation of preserved sensory pathways through axon growth and the formation of new synapses. We have previously suggested that dorsal column lesions are often incomplete, and that preserved but subthreshold dorsal column inputs to the cuneate nucleus gain strength by forming more synapses on more neurons as the result of reduced competition for synaptic space (Rasmusson and Northgrave, 1997; Xu and Wall, 1997; Darian-Smith, 2004; Darian-Smith and Ciferri, 2006). Similar changes likely occur at the levels of the ventroposterior nucleus and somatosensory cortex (Garraghty et al., 1991, 2006; Rasmusson, 1996; Wellman et al., 2002). Under conditions of extreme loss of afferents to the cuneate nucleus, we had evidence that even afferents from the adjacent trigeminal complex for the face could sprout and grow to innervate the cuneate nucleus (Jain et al., 2000), providing relays to the hand subnucleus of the contralateral ventroposterior nucleus and then to the hand territory of primary somatosensory cortex. While such reactivations of the cuneate nucleus by inputs from the hand that were preserved after the dorsal column lesion, as well as those that grow into the cuneate nucleus from the face, do occur, we have observed reactivations of hand cortex after lesions of the dorsal columns that were 95–100% complete (Qi et al., 2011a). Although it can be difficult to accurately determine the completeness of a lesion of the dorsal columns from histological sections through the lesion site, we feel confident about the completeness of experimental lesions because we injected tracers into the fingers of both hands in monkeys with unilateral lesions to demonstrate the loss of labeled axon terminations in the cuneate nucleus on the lesioned compared to the non-lesioned side (Qi et al., 2011a). Thus, we have strong evidence that there are reactivations that do not depend on preserved dorsal column first-order afferents, and thus depend mostly on other afferents from the hand.

The most likely alternative pathway is from neurons in the dorsal horn of the spinal cord that project to the dorsal column nuclei (Perl et al., 1962; Rustioni et al., 1979; Bennett et al., 1983). These neurons are directly activated by one of the bifurcated branches of peripheral nerve axons that terminates in the dorsal horn, while the other branch ascends in the dorsal columns and terminates in the dorsal column nuclei (Wall, 1970; Willis and Coggeshall, 2004). These dorsal column neurons would receive the same information for the skin of the hand that the cuneate nucleus directly receives, although there may be differences in the amounts of convergence of inputs and inhibitory mechanisms so that receptive field sizes may differ for neurons in the dorsal horn or cuneate nucleus (Dykes and Craig, 1998; Witham and Baker, 2011). However, the normal role of second-order spinal cord inputs to the cuneate nucleus most likely would be to provide subthreshold activation, because cortical reactivation after a loss of the primary inputs to the cuneate nucleus takes weeks to emerge.

In order to be effective, the projections to the cuneate nucleus by second-order dorsal horn neurons must survive the dorsal column lesion. Some axons from second-order neurons might enter the dorsal columns below the lesion and be lost. Others might enter above the lesion, or travel in some other pathway, such as the lateral funiculus, which is dominated by proprioceptive afferents (Rustioni et al., 1979). This possibility seems likely in that larger lesions of the dorsal column that extend into the lateral fiber tracts appear to reduce the extent of the reactivation of the hand cortex from inputs from the hand.

Given the evidence that the reactivation of the cortex by inputs from the hand is important for the recovery of manual dexterity, what can be done to promote these reactivations? Recently, we have investigated two interventions for promoting reactivations. First, we found promising evidence that behavioral training after sensory loss improved the recovery of hand use in a retrieval task and correlated with cortical reorganization [Qi et al., 2010, 2012 (abstracts)]. Second, we found that an injection of an enzyme, chondroitinase ABC, into the cuneate nucleus after the lesion of the dorsal columns promotes the reactivation of hand cortex by preserved dorsal column afferents (Bowes et al., 2012). This enzyme digests chondroitin sulphate proteoglycans, which make up the extracellular matrix around neurons and glia. Treatment with chondroitinase ABC was first shown to promote recovery after spinal cord injury in rats by Bradbury et al. (2002). The extracellular matrix around neurons in the cuneate nucleus provide a chemical and physiological barrier that appears to inhibit new axon growth into and within the nucleus, thereby limiting the reactivation of deprived neurons in the nucleus, and the relay of driven activity to higher levels of the somatosensory system. By intentionally sparing dorsal column afferents from the thumb (digit 1) in squirrel monkeys by placing the dorsal column lesion at a lower cervical level (C6), and using the chondroitinase ABC enzyme injections near the targets for new growth from the spinal cord into the brainstem, more of the hand representation in contralateral somatosensory cortex was activated than in monkeys without this injection (Figure 6). Chondroitinase ABC has been used by others in a number of different experiments to increase axon sprouting, including the growth of dorsal column axons past a lesion site in rats (Massey et al., 2006, see reviews by Onifer et al., 2011; Garcia-Alias and Fawcett, 2012). Other promising treatments for recovery after sensory loss or spinal cord injury include the use of antibodies to a major myelin-associated neurite growth inhibitor, named Nogo-A (see Fawcett et al., 2012). The local placement of factors that promote growth and provide attraction to a target may also be useful (Schnell et al., 1994). Additional treatments for spinal cord injury have been reviewed by others (He and Koprivica, 2004; Buchli and Schwab, 2005; Bradbury and McMahon, 2006; Cafferty et al., 2008; Giger et al., 2010; Cregg et al., 2014; Silva et al., 2014). Sensorimotor training and testing for use of the impaired hand in monkeys (Qi et al., 2013, 2014) or impaired limbs in rodent (Kao et al., 2009; Krajacic et al., 2010; Graziano et al., 2013), appears to promote functional recovery and reactivation of cortex, but further study is needed to determine how effective behavioral intervention is beyond spontaneous recoveries or in relation to pharmacological treatments such as chondroitinase ABC. Combining pharmacological and behavioral interventions may promote even more useful recoveries in primates, as promising results have been reported in rodent models (Tetzlaff et al., 2009; Garcia-Alias and Fawcett, 2012; Zhao et al., 2013). In conclusion, we stress that much progress has been made over the last several years in understanding the recovery process that occurs after sensory loss following dorsal column injury. Much of this plasticity was unexpected, but the spontaneous recovery accounts for the early misinterpretations that the dorsal column pathway has little sensory significance. In addition to the unexpected spontaneous recovery, there are also hopeful signs that various therapeutic treatments have the potential of greatly improving the course of recovery.
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FIGURE 6. Spontaneous and augmented recoveries from sensory loss in monkey cortex. (A) Schematic view of the left hemisphere of an owl monkey brain with area 3b highlighted in color and expanded (right) to focus on the hand representation. (B) When afferents devoted to the hand are cut in the cervical spinal cord at the C5 or C6 level in squirrel monkeys and owl monkeys (left), inputs from much of digit 1 and digit 2 are spared, while inputs from most of the rest of the hand are disrupted, as indicated by the hand schematic (right). (C) After such a lesion (B), the hand representation in primary somatosensory cortex is immediately rendered largely unresponsive to tactile stimuli (gray shading), with the exception of much of the digit 1 and digit 2 representations (blue and pink shading, respectively), for which the majority of axons enter the spinal cord above the level of the lesion. Over weeks of spontaneous post-lesion recovery without augmentation, the deactivated cortex becomes partly reactivated by inputs from the hand with activation from the spared dorsal column inputs (digits 1 and 2), and possibly other pathways (not shown). (D) This schematic summarizes expected results in monkeys with dorsal column lesions that received behavioral intervention when the cortex is studied 12 weeks after the lesion. Sensorimotor training and testing for use of the impaired hand appears to promote reactivation of cortex, but further study is needed to determine how effective behavioral intervention is beyond spontaneous recoveries and in comparison with other types of treatments. Based on previous findings and ongoing research, we expect that the representations of spared digits will expand their territories and islands of responsiveness will emerge in previously unresponsive zones. (E) The effectiveness of a few preserved dorsal column afferents for activating cortex can be enhanced by treatment of the target site in the cuneate nucleus with the enzyme chondroitinase ABC shortly after the spinal cord injury. Digestion of components of the extracellular matrix in the cuneate that inhibit axon sprouting allows axons spared from the lesion to sprout collaterals and innervate additional territory, which is reflected at the cortical level (examined 12 weeks after lesion and enzyme treatment). Thus, augmentation in this way produces expanded representations of the spared inputs from digits 1 and 2 in cortex, and possibly enhances ability of axons of second-order spinal cord neurons to sprout and innervate islands of the deprived cuneate nucleus. Abbreviations: 1–5, digits 1–5; 1, 3a and 3b, areas 1, 3a and 3b; a, anterior; C5–6, cervical spinal cord segments 5–6; chABC, chondroitinase ABC; DCL, dorsal column lesion; l, lateral; m, medial; p, posterior. Based on Jain et al. (1997), Bowes et al. (2012), and Qi et al. (2014).
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The pregnane xenobiotic receptor, a prominent liver factor, has actions in the midbrain for neurosteroid synthesis and behavioral/neural plasticity of female rats
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A novel factor of interest for growth/plasticity in the brain is pregnane xenobiotic receptor (PXR). PXR is a liver factor known for its role in xenobiotic clearance and cholesterol metabolism. It is expressed in the brain, suggesting a potential role for plasticity, particularly involving cholesterol-based steroids and neurosteroids. Mating induces synthesis of neurosteroids in the midbrain Ventral Tegmental Area (VTA) of female rodents, as well as other “plastic” regions of the brain, including the hippocampus, that may be involved in the consolidation of the mating experience. Reducing PXR in the VTA attenuates mating-induced biosynthesis of the neurosteroid, 5α-pregnan-3α-ol-20-one (3α,5α-THP). The 18 kDA translocator protein (TSPO) is one rate-limiting factor for 3α,5α-THP neurosteroidogenesis. The hypothesis tested was that PXR is an upstream factor of TSPO for neurosteroidogenesis of 3α,5α-THP in the VTA for lordosis, independent of peripheral glands. First, proestrous rats were administered a TSPO blocker (PK11195) and/or 3α,5α-THP following infusions of PXR antisense oligonucleotides (AS-ODNs) or vehicle to the VTA. Inhibiting TSPO with PK11195 reduced 3α,5α-THP levels in the midbrain and lordosis, an effect that could be reversed with 3α,5α-THP administration, but not AS-ODN+3α,5α-THP. Second, proestrous, ovariectomized (OVX), or ovariectomized/adrenalectomized (OVX/ADX) rats were infused with a TSPO enhancer (FGIN 1-27) subsequent to AS-ODNs or vehicle to the VTA. PXR AS-ODNs blocked actions of FGIN 1–27 for lordosis and 3α,5α-THP levels among proestrous > OVX > OVX/ADX rats. Thus, PXR may be upstream of TSPO, involved in neurosteroidogenesis of 3α,5α-THP in the brain for plasticity. This novel finding of a liver factor involved in behavioral/neural plasticity substantiates future studies investigating factors known for their prominent actions in the peripheral organs, such as the liver, for modulating brain function and its augmentation.
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INTRODUCTION

Steroid hormones are well-recognized for their role for growth processes in the body. For example, physiological roles of steroids hormones for growth are apparent during puberty, with the onset of the patterned secretion of these steroids from the gonads, and morphological differences (secondary sex characteristics), and during pregnancy, with substantial changes in many systems modulated by steroid hormones (e.g., the progestogens—progesterone and its metabolites), as two examples. In these two examples there are obvious physical changes, but the effects, mechanisms, and brain targets of steroids, such as the progestogens, for cognitive and behavioral processes, in relation to the body, are starting to become better understood. Data from large clinical trials conducted of hormone replacement therapies (HRTs) (which typically include synthetic compounds to mimic hormones lost during menopause, estradiol and progesterone), do not entirely support the basic literature on the beneficial role of these hormones for brain functions, like enhancements in learning/memory (described below) and reduction in stroke- and injury-related pathology (Roof et al., 1992, 1993; Chen et al., 1999; He et al., 2004; Shapiro, 2006; Billeci et al., 2007). Moreover, these trials were halted early due to increased cardiovascular and cancer risks and there was a subsequent backlash against clinical use of HRTs that did not take into account individual patient characteristics and risk (Rossouw et al., 2002; Shumaker et al., 2003; Maki and Henderson, 2012). Together, these examples substantiate the importance of understanding the role and mechanisms of steroids in the body and brain.

In addition to the controversy of whether the potential benefits of hormones outweigh their risks, there has been controversy of the role of progestogens for benefiting brain function per se. Historically, the basic experimental design to understand whether a particular hormone was necessary and sufficient for a physiological process was to assess co-variation in the hormone of interest and a process and remove the gland that produced the hormone (extirpation) and replace back the hormone (to see if the process is abrogated and then reinstated, respectively). In rodent models of cognitive function, studies assessing natural increases in progestogens over the estrous cycle, or during and after pregnancy, support the mnemonic effects of these high, physiological levels of progestogens in spatial and object recognition tasks (Lambert et al., 2005; Walf et al., 2006; Kinsley and Lambert, 2008; Paris and Frye, 2008; Macbeth and Luine, 2010). Moreover, ovariectomy (surgical removal of the ovaries) of young, adult female rats produces performance deficits in the object recognition and placement tasks, which can be abrogated with replacement back with progesterone or its neuroactive metabolite, 5α-pregnan-3α-ol-20-one (3α,5α-THP, a.k.a. allopregnanolone; Walf et al., 2006; Frye et al., 2007). However, these beneficial effects of progestogens are not uniformly observed in other studies, using different tasks, or dosing and formulation of progestogens, or involving investigations in aged rodents (Murphy et al., 2002; Toung et al., 2004; see review by Acosta et al., 2013). Together, these data suggest that progestogens' effects for cognitive function may be influenced by task, dosing and formulation of progestogen administered, age and likely many other factors.

Given that there are many factors that can influence responses to progestogens for neural processes, an approach that we have taken is to use the well-characterized behavioral model of reproductive behavior of rodents to investigate progestogens' mechanisms. The notion is that we can begin to understand the mechanisms of progestogens in regions that have been investigated for decades (hypothalamus and midbrain) for this basic, hormone-dependent behavior (lordosis, or mating posture of female rodents), substantiating subsequent studies on such mechanisms in corticolimbic structures underlying complex cognitive processes. Lordosis only occurs in appropriate neuroendocrine and environmental context, with reductions in the response supported by effects of ovariectomy, steroid blockers or environmental stressors (Uphouse et al., 2005, 2013; reviewed in Frye, 2011; Frye et al., 2013). From studies using this approach, the effects of progesterone and/or its metabolite, 3α,5α-THP, in the midbrain ventral tegmental area (VTA), through novel neurotransmitter targets (e.g., GABA, dopamine, glutamate, and second messenger cascades) have been supported (reviewed in Frye and Walf, 2008). Interestingly, there is high expression of factors involved in the metabolism and synthesis of 3α,5α-THP in the VTA (from precursor of all steroids, cholesterol; reviewed in Frye, 2011), suggesting the importance of 3α,5α-THP production and action in this region.

Another consideration is that experience can alter hormone levels (and thereby modify the CNS). An example of this is mating-induced neurosteroid synthesis. Mating induces synthesis of neurosteroids in the midbrain VTA of female rodents, as well as other “plastic” regions of the brain, including the hippocampus and prefrontal cortex, that may be involved in the consolidation of the mating experience in rodents. There can be dynamic changes in 3α,5α-THP production in midbrain and corticolimbic structures following mating or other social and environmental challenges (Purdy et al., 1991; Barbaccia et al., 2001; Agís-Balboa et al., 2007; Pinna et al., 2008; Pinna and Rasmusson, 2012). In further support, midbrain 3α,5α-THP levels are higher after female rats are tested in the paced mating task, compared to standard mating task (which does not involve females temporally controlling the frequency of contacts with males), compared to no mating (reviewed in Frye, 2011). Thus, our model system is to use lordosis as a bioassay to further understand mechanisms involved in 3α,5α-THP synthesis and actions for neural/behavioral plasticity.

Studies focused on mechanistic questions about progestogens' actions and production in the VTA, using lordosis as the bioassay, have been extended to understand novel targets, such as the pregnane xenobiotic receptor (PXR), for these responses. PXR has a well-established role as a ubiquitous and promiscuous nuclear receptor in the liver and other excretory organs (kidneys, intestines) for metabolism and xenobiotic clearance (Geick et al., 2001; Dussault and Forman, 2002; Francis et al., 2002; Kliewer et al., 2002). Its role in the CNS was not understood until more recently. Some of the first studies examining PXR's role were those focused on its function in the blood-brain-barrier, which was similar to other excretory organs in the body (Bauer et al., 2004, 2006; Xu et al., 2005; Harmsen et al., 2007; Ma et al., 2008; Zhang et al., 2008; Ott et al., 2009). However, PXR is also expressed in the brain itself, suggesting a potential role for plasticity, particularly involving steroids (which are cholesterol-based hormones) and neurosteroids (which are produced from metabolism of cholesterol in the central nervous system itself). For example, for synthesis of 3α,5α-THP, cholesterol is transported into the mitochondria by way of the 18-kDa translocator protein (TSPO) on the outer mitochondrial membrane. Inside the mitochondria, cholesterol interacts with steroidogenic acute regulatory protein and cytochrome P450-dependent side chain cleavage (P450scc) enzymes (Mellon and Deschepper, 1993; King et al., 2002; Papadopoulos et al., 2006), as well downstream steroidogenic enzymes (5α-reductase, 3α-hydroxysteroid dehydrogenase) to produce pregnenolone, progesterone, dihydroprogesterone, and, ultimately, 3α,5α-THP. A question is the role of PXR in this pathway. Our interest in PXR as a novel target was supported by a microarray study in which the gene for this receptor was expressed in the midbrain following paced mating of female rodents (reviewed in Frye, 2011). We subsequently characterized the expression of this receptor in the midbrain across the estrous cycle of rats (in which we found higher expression associated with higher progestogen levels; Frye et al., 2012, 2013). Moreover, knocking down PXR expression in the VTA reduces mating-induced biosynthesis of 3α,5α-THP in the VTA. Given that TSPO is one rate-limiting factor for 3α,5α-THP neurosteroidogenesis, a question is whether metabolism at TSPO involves, or requires, PXR for production of 3α,5α-THP. The hypothesis was that PXR is a necessary upstream factor of TSPO for neurosteroidogenesis of 3α,5α-THP in the VTA for lordosis, independent of peripheral glands. We assessed the role of PXR, and TSPO manipulations in different hormonal contexts (i.e., over the estrous cycle with extirpation of the ovaries and/or adrenal glands). First, proestrous rats were administered a TSPO blocker (PK11195) and/or 3α,5α-THP following infusions of PXR antisense oligonucleotides (AS-ODNs) or vehicle to the VTA in Experiment 1. We aimed to determine the extent to which the TSPO inhibitor may have effects similar to PXR knockdown and whether this may be reversed with 3α,5α-THP replacement. Second, proestrous (Experiment 2), ovariectomized (OVX; Experiment 3), or ovariectomized/adrenalectomized (OVX/ADX; Experiment 4) rats were infused with a TSPO enhancer (FGIN 1–27) subsequent to AS-ODNs or vehicle to the VTA. We aimed to determine the extent to which the TSPO enhancer may reverse effects of PXR knockdown and whether this may be related to hormonal milieu. Results from these experiments supported the notion that PXR (traditionally considered a liver factor), may be upstream of TSPO, acting as a homeostatic regulator involved in neurosteroidogenesis of 3α,5α-THP in the brain and behavioral plasticity.

MATERIALS AND METHODS

SUBJECTS AND HOUSING

Adult, Long–Evans female rats (n = 236), approximately 55 days of age, were bred in the Life Sciences Laboratory Animal Care Facility at The University at Albany–SUNY (original stock: Taconic Farms, Germantown, NY, USA) and/or shipped from Taconic. Rats were group-housed in polycarbonate cages with woodchip bedding (45 × 24 × 21 cm) in a temperature- (21 ± 1°C) and humidity- (50 ± 5%) controlled room in the Laboratory Animal Care Facility. Rats were maintained on a 12:12 h reversed light cycle (lights off at 0800 hours) with continuous access to Purina Rat Chow and tap water in their home cages.

GENERAL PROCEDURE

Four experiments were run, using a between- and within-subjects design. All experimental rats had stereotaxic surgery to implant cannulae aimed at the VTA, 7 days before drug manipulations were initiated. Experimental rats were randomly-assigned to one treatment condition (between-subjects) within a single experiment, and then were tested in a single battery of behavioral tasks (within-subjects). The general procedure utilized is depicted in Figure 1. All experimental techniques in rats were approved by the Institutional Animal Care and Use Committee at the University at Albany, where the experiments were conducted.


[image: image]

FIGURE 1. Depicts different hormonal conditions and TSPO ligand infusions in rats (top) and timeline of experimental protocol (bottom). In Experiment 1, all rats were in the proestrous phase of the estrous cycle and administered via infusions to the VTA, placebo or PXR AS-ODNs (at hour 0, 24, and 44), followed by an inhibitor of TSPO (PK11195) or saline vehicle and/or 3α,5α-THP (at hour 44.5). In Experiment 2, all rats were in the proestrous phase of the estrous cycle and administered via infusions to the VTA, placebo or PXR AS-ODNs (at hour 0, 24, and 44), followed by an enhancer of TSPO (FGIN) or saline vehicle (at hour 44.5). In Experiment 3, all rats were ovariectomized (OVX) and administered subcutaneous injections of E2 at hour 0 and 24 and then administered via infusions to the VTA, placebo or PXR AS-ODNs (at hour 0, 24, and 44), followed by an enhancer of TSPO (FGIN) or saline vehicle (at hour 44.5). In Experiment 4, all rats were OVX and adrenalectomized (OVX/ADX), and administered subcutaneous injections of E2 at hour 0 and 24 and then administered via infusions to the VTA, placebo or PXR AS-ODNs (at hour 0, 24, and 44), followed by an enhancer of TSPO (FGIN) or saline vehicle (at hour 44.5). All rats were tested at hour 45, and euthanized for tissue collection immediately after behavioral testing was complete. In all experiments, knockdown of PXR expression in the VTA was validated and levels of 3α,5α-THP were measured in the midbrain.



SURGICAL MANIPULATIONS

All rats in Experiments 1–4 were stereotaxically implanted with bilateral guide cannulae aimed at the VTA (from bregma: AP = −5.3, ML = ±0.4, DV = −7.0; Paxinos and Watson, 1986) under xylazine (12 mg/kg) and ketamine (80 mg/kg) anesthesia per prior methods (Frye et al., 2013). Immediately following stereotaxic surgery, rats were OVX (n = 49; Experiment 3) and/or OVX/ADX (n = 48; Experiment 4). For OVX/ADX, dorsal incisions were made between the ribs and hip, so that the ovaries and the adrenals could be isolated. The ovaries were ligated and removed, and the adrenals were isolated and removed. As ADX rats are sodium deficient, all rats received a bottle of 0.9% saline and a bottle of tap water in their home cages to maintain water/salt balance. Following surgery and prior to testing, animals were monitored for loss of weight, righting response, flank stimulation response, and/or muscle tone. Only rats that passed neurological evaluations and gained weight following surgery until behavioral testing commenced were continued in the experiment. All rats that underwent ADX were validated to have complete ADX surgery via post-hoc assessment of corticosterone in plasma. Rats were administered ibuprofen (once per oral, and daily in the recovery period in drinking water; 30 mg/kg) as post-surgical analgesia.

ESTROUS CYCLE

Vaginal epithelium of each rat was collected and examined daily under a light microscope (between 0800–1000). Rats were cycled through two normal estrous cycles (4–5 days cycle) prior to testing. Rats were tested on proestrus (epithelium characterized by nucleated cells, 4–5 days after the previous occurrence) for Experiments 1 (n = 68) and 2 (n = 71).

INFUSIONS

For Experiments 1–4, rats received either sterile saline (0.9% w/v) or PXR AS-ODN infusions. AS-ODNs by (5′ CTTGCGGAAGGGGCACCTCA 3′; made in a concentration of 100 ng/μl; Frye et al., 2012, 2013, 2014, in press) were synthesized and desalted Invitrogen Life Technologies (Carlsbad, CA). This PXR AS-ODN strategy decreases expression of PXR in the midbrain, as measured by quantitative polymerase chain reaction (qPCR) (which was utilized here to validate) and western blotting (Frye, 2011; Frye et al., 2012, 2013). In Experiment 1, PK11195 (Tocris Biosciences, R&D Systems, Minneapolis, MN) was utilized as a TSPO antagonist (compounded by adding crystalline drug to sterile saline at a concentration of 50 ng per μl; Bitran et al., 2000; Frye et al., 2006, 2009). 3α,5α-THP (purchased from Dr. Robert Purdy, Scripps Institute, CA) was prepared to a concentration of 100 ng per μl in β-cyclodextran (with 5% concentration of β-cyclodextran in sterile water; Frye and Rhodes, 2006; Frye et al., 2008a, 2014). In Experiments 2–4, a neurosteroidogenesis enhancer, FGIN 1–27, an agonist of TSPO was utilized (Petralia and Frye, 2005; Frye et al., 2009, used in Experiments 2–4). Crystalline FGIN was compounded in a concentration of 50 ng per μl (Tocris) in sterile saline. Rats received bilateral infusions of each compound or placebo vehicle. This infusion protocol has been utilized without any indication of damaging effects as assessed by behavioral changes, or estradiol levels (given damage can induce aromatase activity, and thereby local estradiol levels; Azcoitia et al., 2003); this was determined by comparing rats that were sham surgerized, had stereotaxic implantation of cannulae to the VTA, but were not administered infusions, and those that were administered infusions of saline vehicle in the same volumes as drugs are administered (Frye et al., 2013).

ESTRADIOL PRIMING

For Experiment 3 and 4, OVX and OVX/ADX rats were primed with subcutaneous administration of estradiol(10 μg in 0.2 cc vegetable oil) at 0 and 24 h before behavioral testing.

BEHAVIORAL MEASURES

Our primary interest was in the role of PXR and TSPO for reproductive responding (as measured in the paced mating task); however, control measures of exploration, anxiety, and social interaction were also collected. Behavioral data were simultaneously collected by using the Any-maze behavioral assessment computer program (Stoelting Inc., Wood Lawn, IL; for open field, elevated plus maze, and social interaction) or a digital video camera (for paced mating) and trained experimenters.

Control measures- exploration, anxiety, non-sexual social interaction

Immediately before assessment in the paced mating task, rats were tested sequentially in the open field for 5 min, the elevated plus maze for 5 min, and the social interaction tasks, as per established methods (see Frye et al., 2013). Across experiments, there were no differences between comparisons groups in rats that were tested for exploratory behavior in the open field, anxiety behavior in the elevated plus maze, or social interaction with a female conspecific.

Paced mating

Paced mating was conducted per previous methods (Erskine, 1985; Frye et al., 2013) in an apparatus (37.5 × 75 × 30 cm) that was divided down the center by a Plexiglas partition. An experimental female has access to both sides of the pacing chamber, while a stimulus male was confined to one side for a 15-min test period. Standard measures of mating behavior (lordosis quotients, proceptivity quotients, and aggression quotients) are being reported herein. Lordosis quotients are the percentage of total number of lordosis responses per total number of sexual contacts by the male. Aggression/rejection (aggression quotients) are defined as behaviors such as boxing and kicking the male during contacts.

TISSUE COLLECTION AND PREPARATION

Immediately after testing, rats were euthanized by rapid decapitation and whole brain and trunk blood was collected, frozen, and stored in a freezer. For brain dissections, punches from the midbrain, around the VTA, were taken from coronal frozen slices (approximately 60 microns thick), made anterior and posterior to the VTA, and used for analyses of PXR expression (described below). At this time of collecting these slices, whether cannulae/infusion tracks were aimed at the VTA was determined (as per Frye et al., 2013, 2014). There were a total of n = 17 rats that had placement outside of the VTA; their data was excluded from analyses of the data from rats with placement to the VTA. Not all experimental groups were represented in rats that had missed sites, precluding systematic analyses of the data from these rats to those with placement to the VTA. However, in comparing the data available, the pattern that emerged was that rats with placement outside of the VTA had responses similar to control groups.

VALIDATION OF PXR KNOCKDOWN FOLLOWING PXR AS-ODNS

Standard qPCR methods were utilized on VTA punches to determine whether PXR AS-ODN infusions reduced PXR expression (described in Frye et al., 2013, 2014). Data were analyzed by comparing PXR values to actin control, and PXR expression is described as fold-change of the rats infused with PXR AS-ODNs to those infused with control (saline; Livak and Schmittgen, 2001; Schmittgen and Livak, 2008; Frye et al., 2013, 2014).

STEROID HORMONE MEASUREMENT

Plasma levels of corticosterone, estradiol, and progesterone were measured to validate adequacy of ADX, estrous cycle stage and/or OVX and hormone-priming, respectively. Concentrations of corticosterone, estradiol, progesterone and 3α,5α-THP were assessed using standard steroid extraction and radioimmunoassay (primarily for corticosterone and 3α,5α-THP) or commercially-available enzyme-linked immunosorbent assays (estradiol, progesterone) techniques used by our laboratory (Frye and Bayon, 1999; Frye et al., 2008a, 2013, 2014, in press). Concentrations were determined for each sample based upon concurrent standard curves run in duplicate for each of the assays. Concentrations reflect the approximate concentrations of the volume of plasma, or protein concentrations determined in midbrain homogenate samples measured by a NanoDrop spectrometer.

STATISTICAL ANALYSES

Analyses of variances (ANOVAs) were used to examine effects of PXR AS-ODN condition (control, PXR AS-ODN), PK11195 condition (control, PK11195) and 3α,5α,-THP condition (β-cyclodextrin, 3α,5α,-THP for Experiment 1) and for Experiment 2–4, PXR AS-ODN condition (control, PXR AS-ODN) and FGIN condition (control, FGIN), and/or testing condition (non tested, tested) on behavioral and endocrine measures. The assumptions of homogeneity of variance were supported, suggesting that parametric ANOVA tests be utilized as the most appropriate statistic across experiments. When the α level for statistical significance was reached (p = 0.05) for main effects and interactions, Fisher's Least Significant Differences post-hoc tests were used to determine group differences.

RESULTS

EXPERIMENT 1: EFFECTS OF TSPO BLOCKER, PK11195, IN PROESTROUS RATS

Validation of PXR AS-ODNs for PXR expression in the midbrain

Rats infused with PXR AS-ODN had 1.5 fold lower PXR expression in the midbrain VTA compared to rats infused with control condition [F(1, 29) = 11.9, P < 0.001].

3α,5α-THP levels in the midbrain (Figure 2A)

There was significant interaction between PXR AS-ODN condition and 3α,5α-THP condition [F(1, 60) = 10.7, P < 0.002] for 3α,5α-THP levels in the midbrain VTA, such that control rats infused with 3α,5α-THP had higher levels of 3α,5α-THP levels in the midbrain compared to PXR AS-ODN infusions. There were significant main effects of PXR AS-ODN [F(1, 60) = 29.7, P < 0.0001], 3α,5α-THP [F(1, 60) = 13.1, P = 0.0007], and PK11195 [F(1, 60) = 7.3, P = 0.01] conditions for 3α,5α-THP levels in the midbrain. Infusions of PXR AS-ODNs reduced, 3α,5α-THP increased, and PK11195 reduced 3α,5α-THP levels in midbrain compared to control infusions for each manipulation.
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FIGURE 2. (A) Depicts the mean (+s.e.m.) 3α,5α-THP levels in the midbrain of proestrous rats infused first with control and vehicle (veh, n = 5), 3α,5α-THP (n = 7), PK11195 (n = 12), PK11195+3α,5α-THP (n = 11), or pregnane xenobiotic receptor (PXR) antisense deoxynucleotides (AS-ODNs) and veh (n = 10), PXR AS-ODN +3α,5α-THP (n = 8), PXR AS-ODN+ PK11195 (n = 7), PXR AS-ODN + PK11195+ 3α,5α-THP (n = 8) in Experiment 1. (B) Depicts the mean (+s.e.m.) lordosis quotient of proestrous rats in these conditions. Rats infused with PXR AS-ODN had a mean 1.5 fold lower PXR expression in the midbrain compared to control infusions in Experiment 1 (data not shown). *above a line indicates a significant effect of PXR AS-ODNs compared to control infusion (P < 0.05). *above a bar indicates a significant effect of PK11195 and PK1195+3α,5α-THP compared to vehicle infusions (P < 0.05).



Lordosis quotients (Figure 2B)

There was an interaction between 3α,5α-THP condition and PK11195 condition [F(1, 60) = 11.4, P = 0.001] for lordosis quotients, such that PK11195 reduced lordosis quotients, but not when co-administered with 3α,5α-THP. There was significant interaction between PXR AS-ODN condition and 3α,5α-THP condition [F(1, 60) = 4.7, P = 0.03] for lordosis quotients, such that control rats infused with 3α,5α-THP had increased lordosis quotients, but not when co-administered PXR AS-ODNs. There was a significant main effect of PXR AS-ODN condition [F(1, 60) = 12.5, P = 0.0008] to reduce lordosis quotients compared to those infused with control.

Aggression quotients (Table 1)

There was significant main effect of PXR AS-ODN condition [F(1, 60) = 19.9, P = 0.0003] and PK11195 condition [F(1, 60) = 3.9, P = 0.05] for aggression quotients. Rats infused with PXR AS-ODN or PK11195 had increased aggression quotients compared to respective control infusions.

Table 1. Depicts mean (± s.e.m.) aggression quotients (AQ) of rats during the paced mating task In Experiments 1–4.
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EXPERIMENT 2: EFFECTS OF TSPO ENHANCER, FGIN 1–27, IN PROESTROUS RATS

Validation of PXR AS-ODNs for PXR expression in the midbrain

Rats infused with PXR AS-ODN had 1.8 fold lower PXR expression in the midbrain VTA compared to rats administered control infusions [F(1, 37) = 36.4, P < 0.0001].

3α,5α-THP levels in the midbrain (Figure 3A)

There was a significant main effect of PXR AS-ODN condition [F(1, 52) = 14.4, P = 0.0004] for 3α,5α-THP levels in the midbrain. Rats infused with PXR AS-ODN had significantly lower 3α,5α-THP in the midbrain compared to those infused with control; effects of testing and FGIN infusions did not reach statistical significance.
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FIGURE 3. (A) Depicts the mean (±s.e.m.) 3α,5α-THP levels in the midbrain of proestrous non tested rats infused with control and vehicle (veh, n = 5) or control+FGIN (n = 4), or pregnane xenobiotic receptor (PXR) antisense deoxynucleotides (AS-ODNs) and veh (n = 6), or PXR AS-ODN+FGIN (n = 6) or behaviorally-tested rats infused with control+veh (n = 15), control+FGIN (n = 15), PXR AS-ODN+veh (n = 8), or PXR AS-ODN+FGIN (n = 13) in Experiment 2. Rats infused with PXR AS-ODN had a mean 1.8 fold lower PXR expression in the midbrain compared to control infusions in Experiment 2 (data not shown). (B) Depicts the mean (±s.e.m.) 3α,5α-THP levels in the midbrain of ovariectomized (OVX) estradiol (E2)-primed non tested rats infused with control+veh (n = 5), control+FGIN (n = 6), PXR AS-ODN+veh (n = 5), PXR AS-ODN+FGIN (n = 5), or behaviorally-tested rats infused with control+veh (n = 8), control+FGIN (n = 7), PXR AS-ODN+veh (n = 7), or PXR AS-ODN+FGIN (n = 6) in Experiment 3. Rats infused with PXR AS-ODN had a mean 1.5 fold lower PXR expression in the midbrain compared to control infusions in Experiment 3 (data not shown). (C) Depicts the mean (±s.e.m.) 3α,5α-THP levels in the midbrain of OVX/adrenalectomized (ADX), E2-primed rats that were non tested and infused with control+veh (n = 6), control+FGIN (n = 5), PXR AS-ODN+veh (n = 5), PXR AS-ODN+FGIN (n = 5), or behaviorally-tested and infused with control+veh (n = 9), control+FGIN (n = 5), PXR AS-ODN+veh (n = 8), or PXR AS-ODN+FGIN (n = 5) in Experiment 4. Rats infused with PXR AS-ODN had a mean 1.4 fold lower PXR expression in the midbrain compared to control infusions in Experiment 4 (data not shown). *above a line indicates a significant effect of PXR AS-ODNs compared to control. **above a line indicates significant effect of testing compared to non-tested rats (P < 0.05).



Lordosis quotients (Figure 4A)

There was a significant interaction between PXR AS-ODN condition and FGIN condition [F(1, 47) = 3.8, P < 0.05] for lordosis quotients, such that PXR AS-ODNs reduced lordosis, but not when co-administered with FGIN. There was a significant main effect of PXR AS-ODN condition [F(1, 47) = 3.8, P = 0.05] for lordosis quotients. Rats infused with PXR AS-ODN had significantly lower lordosis quotients compared to those infused with control condition.


[image: image]

FIGURE 4. (A) Depicts the mean (±s.e.m.) lordosis quotients of proestrous rats infused with control and vehicle (veh, n = 15), control+FGIN (n = 15), pregnane xenobiotic receptor (PXR) antisense deoxynucleotides (AS-ODNs)+vehicle (n = 8), or PXR AS-ODN+FGIN (n = 13) in Experiment 2. (B) Depicts the mean (±s.e.m.) lordosis quotients of ovariectomized (OVX) estradiol (E2)-primed rats infused with control+veh (n = 8), control+FGIN (n = 7), PXR AS-ODN+veh (n = 7), or PXR AS-ODN+FGIN (n = 6) in Experiment 3. (C) Depicts the mean (±s.e.m.) lordosis quotients of OVX/adrenalectomized (ADX), E2-primed rats infused with control+veh (n = 9), control+FGIN (n = 5), PXR AS-ODN+veh (n = 8), or PXR AS-ODN+FGIN (n = 5) in Experiment 4. *above a line indicates a significant effect of PXR AS-ODNs compared to control. (P < 0.05).



Aggression quotients (Table 1)

There were no statistically significant effects of conditions for aggression quotients in this experiment.

EXPERIMENT 3: EFFECTS OF TSPO ENHANCER, FGIN 1–27, IN OVX RATS

Validation of PXR AS-ODNs for PXR expression in the midbrain

Rats infused with PXR AS-ODN had 1.5 fold lower PXR expression in the midbrain VTA compared to control infusions [F(1, 41) = 14.2, P = 0.0005].

3α,5α-THP levels in the midbrain (Figure 3B)

There was a main effect for testing condition [F(1, 41) = 16.9, P = 0.002] for 3α,5α-THP levels in the midbrain, such that tested rats had higher levels of 3α,5α-THP in midbrain compared to non-tested rats; effects of PXR AS-ODN and FGIN infusions did not reach statistical significance.

Lordosis quotients (Figure 4B)

There was a significant main effect of PXR AS-ODN condition [F(1, 24) = 18.9, P = 0.0002] and FGIN condition [F(1, 24) = 9.3, P = 0.005] for lordosis quotients. Rats infused with PXR AS-ODN had significantly lower, and those infused with FGIN had significantly higher, lordosis quotients, compared to those infused with respective control conditions.

Aggression quotients (Table 1)

There were no significant main effects for AS-ODN condition or FGIN condition for aggression quotients.

EXPERIMENT 4: EFFECTS OF TSPO ENHANCER, FGIN 1–27, IN OVX/ADX RATS

Validation of PXR AS-ODNs for PXR expression in the midbrain

Rats infused with PXR AS-ODN had 1.4 fold lower PXR expression in the midbrain VTA compared to control infusions [F(1, 24) = 6.4, P = 0.01].

3α,5α-THP levels in the midbrain (Figure 3C)

There was main effect of testing condition [F(1, 38) = 10.3, P = 0.002] and PXR AS-ODN condition [F(1, 38) = 4.4, P = 0.04] for 3α,5α-THP levels in the midbrain. Tested rats had higher levels of 3α,5α-THP in midbrain compared to non-tested rats, and rats infused with PXR AS-ODNs had lower levels compared to control infusions.

Lordosis quotients (Figure 4C)

There was main effect of PXR AS-ODN condition [F(1, 25) = 5.8, P = 0.02] for lordosis quotients, such that infusions of PXR AS-ODN decreased lordosis quotients compared to control infusions; effects of FGIN infusions did not reach statistical significance.

Aggression quotients (Table 1)

There was main effect of PXR AS-ODN condition [F(1, 25) = 4.9, P = 0.03] for aggression quotients, such that infusions of PXR AS-ODN decreased aggression quotients compared to control infusions; effects of FGIN infusions did not reach statistical significance.

DISCUSSION

The data support, in part, the hypothesis tested that PXR is an upstream factor of TSPO for neurosteroidogenesis of 3α,5α-THP in the VTA for lordosis, independent of peripheral glands. First, proestrous rats administered a TSPO blocker (PK11195), subsequent to AS-ODNs to the VTA, had lower 3α,5α-THP levels in the midbrain and lordosis; the effects on lordosis could be reversed with replacement with 3α,5α-THP administration alone, but not when co-administered with PXR AS-ODN. Second, proestrous, OVX, or OVX/ADX rats infused with a TSPO enhancer (FGIN 1–27), subsequent to AS-ODNs to the VTA, had lower 3α,5α-THP levels in the midbrain and lordosis particularly among proestrous rats, compared to those that were OVX or OVX/ADX. Comparisons with removal of the main peripheral sources of steroids, ovaries and adrenals, were completed to address the role of PXR and TSPO for steroid synthesis in the brain. These data with a greater response in proestrous compared to rats with glands surgically removed suggest that there is not complete independence of these peripheral sources for PXR's actions in the midbrain VTA, which are likely upstream of TSPO. Thus, PXR may be acting as a homeostatic regulator, upstream of TSPO in the pathway for production of 3α,5α-THP in the midbrain VTA, and behavioral responses of female rats.

The present data confirm the importance of PXR in the midbrain for 3α,5α-THP and lordosis. Inhibiting PXR with the same AS-ODN approach used here reduces 3α,5α-THP in the midbrain VTA concomitant with reductions in lordosis and enhancements in aggressive responding toward males during paced mating of proestrous rats, or those that were OVX and estradiol-primed (Frye et al., 2013, 2014). Additionally, activating PXR with ligands infused to the midbrain VTA enhances reproductive responding of female rats (Frye, 2011). Moreover, the present data confirm the role of biosynthesis of 3α,5α-THP from cholesterol in the midbrain VTA for lordosis. Inhibitors of TSPO, as well as downstream factors involved in biosynthesis, StAR or P450scc, infused to the midbrain VTA of female rats attenuates progestogen-facilitated lordosis (Petralia et al., 2005; Frye et al., 2008a; Frye, 2009; Frye and Paris, 2011). An opposite effect is observed with TSPO agonist, such as FGIN, when infused to the midbrain VTA as was observed here (Frye et al., 2009; Frye and Paris, 2011).

It should be noted that FGIN infusions in this study did not produce the same pattern of reduction for 3α,5α-THP levels in the midbrain as was observed in lordosis quotients. A consideration is that this experiment was conducted in proestrous rats, with peripheral sources of steroids, as well as typical steroid feedback mechanisms in place; a more robust response may have been observed with this FGIN dosing in OVX and/or OVX/ADX rats. Another consideration is that comparisons with non-tested rats in this experiment may have provided an indication of mating-induced 3α,5α-THP production from metabolism of progesterone from the ovaries, which could account for little difference in 3α,5α-THP levels in the midbrain after mating, albeit low lordosis responding with this manipulation. A third consideration is that measurement of dihydroprogesterone, or other steroids, were not assessed in the midbrain. Indeed, in the group that was co-administered PK11195 and 3α,5α-THP, the enhancements in lordosis were more robust than post-mating levels of 3α,5α-THP on the midbrain that were measured; whether this could have been due to back-conversion of administered 3α,5α-THP or 3α,5α-THP from other sources is not known. Together, these data extends previous findings to suggest that PXR, which is known to act as a transcription factor for P450 enzymes involved in steroid metabolism, such as CYP11A1 (Ma et al., 2008; Zhang et al., 2008), may be another important neuroregulatory factor in the biosynthesis of 3α,5α-THP in the midbrain, upstream of TSPO, and resulting actions on lordosis in the adult. Moreover, the data that there were differences between proestrous, OVX, and OVX/ADX rats suggest that biosynthesis in the brain, as well as metabolism from peripheral sources of progesterone, are involved in PXR's modulation of 3α,5α-THP. Alternatively, the removal of the glands disrupts multiple negative feedback loops of steroids, and thereby disrupts typical responses to steroids for behavior. We have observed that effects of PXR AS-ODN infusions to reduce lordosis and 3α,5α-THP levels in the midbrain of OVX rats only when they were estradiol-primed (Frye et al., 2014). Thus, hormonal milieu provides a significant context for interactions between neuroendocrine and behavioral responses.

The pattern of results here confirms prior studies showing a greater influence of PXR knockdown in the midbrain for behavior in the paced mating task, compared to the other behavioral tasks assessed (even when the order of testing in these tasks is altered as in Frye et al., in press). There were very few animals that received infusions outside the targeted area, and all experimental groups were not represented. The data from these subjects suggest that manipulations to other midbrain sites (e.g., substantia nigra, or central gray) did not produce the same pattern of effects as did infusions to the VTA, but rather produced responses similar to the control groups. Manipulations of 3α,5α-THP from exposure to mating, or infusions of 3α,5α-THP directly to this the midbrain (but not substantia nigra or central gray), increase levels of 3α,5α-THP in corticolimbic structures and reduce anxiety-like responding; however, manipulations of PXR typically produce less robust effects on these other measures, as was observed here. A question for future studies is the expression patterns and actions of PXR beyond the midbrain for reproduction-relevant behaviors, such as cognition, exploration, anxiety, and interactions with conspecifics. Mating-induced neurosteroidogenesis occurs beyond the midbrain to the hippocampus, cortex, and striatum (Frye and Rhodes, 2006; Frye et al., 2009). Indeed, we have observed that manipulating PXR in the midbrain of proestrous rats reduces 3α,5α-THP levels in the midbrain and the hippocampus, as well as a growth factor (brain-derived neurotrophic factor; BDNF) in the hippocampus (Frye et al., 2013, in press). It is plausible that PXR is having effects beyond those involving progestogen-facilitated lordosis through actions in the midbrain.

Beyond facilitating successful mating, progestogens are considered to have organizing effects on the nervous system during gestation/perinatally to influence later adult behaviors that ultimately are adaptive (reducing stress/anxiety, enhancing cognition, and conferring protection to neural insults/aging; Frye, 2009; Brinton, 2013; Brunton et al., 2014; Bali and Jaggi, 2014). We have focused on using lordosis as a bioassay to understand progestogens' mechanisms and effects in the central nervous system; albeit, other models support a role of progestogens for motivated, and cognitive processes. One example is mating-induced conditioned placed preference, where females will change their initial preference to spend time in a context associated with mating (González-Flores et al., 2004; Camacho et al., 2009; Arzate et al., 2011). Beneficial effects of progesterone or 3α,5α-THP administration to ovariectomized rats or mice has been described for spatial and object recognition memory tasks (Sandstrom and Williams, 2001; Tanabe et al., 2004; Walf et al., 2006; Frye et al., 2007, 2013). Furthermore, the capacity for de novo steroid synthesis in the prefrontal cortex and hippocampus (Cheng and Karavolas, 1975; Li et al., 1997; Furukawa et al., 1998; Frye, 2001a,b) suggests that PXR may also be a factor to investigate systematically in these regions for behaviors that contribute to successful mating. For example, in recent studies assessing the requirement of PXR for mating-induced 3α,5α-THP synthesis in the midbrain and the hippocampus, knocking down PXR attenuated effects of paced mating experience to increase 3α,5α-THP in these regions, as well as increase BDNF in the hippocampus, of proestrous rats (Frye et al., in press). Given the role of progestogens throughout the lifespan, the importance of PXR-mediated 3α,5α-THP production and other measures of neural plasticity (e.g., BDNF) and behavioral plasticity (e.g., mating) are of continued interest.

In addition to further understanding potential downstream factors, such as TSPO and BDNF, the contributory role of other “liver” factors in the same nuclear receptor super family as PXR, such as liver X receptor (LXR), for neural and behavioral plasticity needs to be explored. Although the present experiment focused on the role of PXR, it would be of interest to consider the respective roles of these factors, which were first described in the liver, but both have received a greater focus on their effects in the nervous system more recently (Mellon et al., 2008). One focus of the effects of these receptors is their role in cholesterol clearance, which is related to diet and cardiovascular function, as well as important for neurodegenerative disorders, such as Alzheimer's disease, and neurodevelopmental disorders, such as Niemann-Pick disease (Whitney et al., 2002; Repa et al., 2007; Ma et al., 2008; Tang et al., 2008). As one example, mouse models of Niemann-Pick disease show deficits in cholesterol metabolism and 3α,5α-THP production in the brain, and such deficits could be reversed with administration of PXR ligands, one of them being 3α,5α-THP (Frye and Rhodes, 2006; Frye, 2009; Brinton, 2013).

Early developmental effects of LXR in the brain have also been described. For example, protective effects similar to those described for PXR have been noted with LXR modulation in a Niemann-Pick disease mouse model (Repa et al., 2007) as well as promoting neurosteroidogenesis and protective effects in animal models of diabetic neuropathy and multiple sclerosis (Cermenati et al., 2010, 2012; Mitro et al., 2012). As well, the role of LXR in typical neurodevelopmental processes, such as neurogenesis, in the VTA of mice, using an in vitro model, has been recently described (Theofilopoulos et al., 2013). Additionally, knockout of the beta form of LXR that is highly expressed in the central nervous system increases anxiety-like responding of female mice and alters GABA in the cortex (Tan et al., 2012). In the present study, the role of PXR in the VTA for 3α,5α-THP production from cholesterol and subsequent behavioral effects was assessed. A consideration for future studies is elucidating how PXR and LXR may act synergistically for efficient cholesterol metabolism and clearance in neurons and glia, respectively, supporting neural and behavioral plasticity. Another important question is the role of PXR for neurosteroidogenesis in males; production of androstane neurosteroids, such as 3α-androstanediol, occurs after mating of male rodents and has robust behavioral actions (Edinger and Frye, 2007; Frye et al., 2008b). Although proestrous female rats have higher expression of PXR in the midbrain than do males (Frye et al., 2013), the expression of PXR in males and females in other brain regions with high capacity for neurosteroidogenesis is not completely known. Together, these results involving liver factors, such as PXR, substantiate further studies of an interaction between peripheral and brain factors for behavior.

In summary, inhibiting TSPO with PK11195 reduced 3α,5α-THP levels in the midbrain and lordosis, an effect that could be reversed with 3α,5α-THP administration, but not AS-ODN+3α,5α-THP. PXR AS-ODNs blocked actions of FGIN 1–27 for lordosis and 3α,5α-THP levels among proestrous > OVX > OVX/ADX rats. Together, these data suggest the liver factor, PXR, may be upstream of TSPO, acting as a homeostatic regulator involved in neurosteroidogenesis of 3α,5α-THP in the brain for behavior. Understanding these basic mechanisms of how steroids are involved, and what factors are necessary for their production, for behavioral/neural plasticity supports future work on how a prominent peripheral factor, such as PXR, may have actions in the brain and, ultimately, find use in brain augmentation approaches.
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INTRODUCTION

The electroencephalogram (EEG) is an excellent tool for probing neural function, both in clinical and research environments, due to its low cost, non-invasive nature, and pervasiveness. In the clinic, the EEG is the standard test for diagnosing and characterizing epilepsy and stroke, as well as a host of other trauma and pathology related conditions (Tatum et al., 2007; Yamada and Meng, 2009). In research laboratories, EEG is used to study neural responses to external stimuli, motor planning and execution, and brain-computer interfaces (Lebedev and Nicolelis, 2006; Wang et al., 2013). While human interpretation is still the gold standard for EEG analysis in the clinic, a host of software tools exist to facilitate the process or to make predictive analyses such as seizure prediction.

Recently, a confluence of events has underscored the need for robust EEG tools. First, there has been a renewed push via the White House BRAIN initiative to understand neural function and disease (Weiss, 2013). Secondly, there is an increased awareness on brain injury owing to both the influx of injured warfighters and numerous high-profile athletes found to have chronic brain damage (McKee et al., 2009; Stern et al., 2011). And thirdly, a wave of consumer grade scalp sensors has entered the market, allowing end users to monitor sleep, arousal, and mood (Liao et al., 2012).

In all these applications, there is a need for robust signal processing tools to analyze the EEG data. Historically, EEG signal processing tools have been devised using either ad hoc heuristic methods, or by training pattern recognition engines on small data sets (Gotman, 1982). These methods have yielded limited results, owing mostly to the fact that brain signals (and EEG in particular) are characterized by great variability, which can only be properly interpreted by building statistical models using massive amounts of data (Alotaiby et al., 2014; Ramgopal et al., 2014). Unfortunately, despite EEG being perhaps the most pervasive modality for acquiring brain signals, there is a severe lack of data in the public domain. For example, the “EEG Motor Movement/Imagery Dataset” (http://www.physionet.org/pn4/eegmmidb/) contains ~1500 recordings of 1 or 2 min duration apiece from 109 subjects (Goldberger et al., 2000; Schalk et al., 2004). The CHB-MIT database contains data from 22 subjects, mostly pediatric (Shoeb, 2009). A database from Karunya University contains 175 16-channel EEGs of duration 10 s (Selvaraj et al., 2014). One of the most extensive databases for supporting epilepsy research is the European Epilepsy Database (http://epilepsy-database.eu/), which contains 250 datasets from 30 unique patients, but sells for €3000. Other databases, such as ieee.org, contain a wealth of data from more invasive modalities such as electrocorticogram, but little or no EEG.

This lack of publically available data is ironic considering that hundreds of thousands of EEGs are administered annually in clinical settings around the world. Relatively little of this data is publicly available to the research community in a form that is useful to machine learning research. Massive amounts of EEG data would allow the use of state-of-the-art machine learning algorithms to discover new diagnostics and validate clinical practice. Furthermore, it is desirable that such data be collected in clinical settings, as opposed to tightly controlled research environments, since “clinical-grade” data is inherently more variable with respect to parameters such as electrode location, clinical environment, equipment, and noise. Capturing this variability is critical to the development of robust, high performance technology that has real-world impact.

In this work, we describe a new corpus, the TUH-EEG Corpus, which is an ongoing data collection effort that has recently released 14 years of clinical EEG data collected at Temple University Hospital. The records have been curated, organized, and paired with textual clinician reports that describe the patients and scans. The corpus is publicly available from the Neural Engineering Data Consortium (www.nedcdata.org) (Picone and Obeid, 2016).

METHODS

Clinical EEG data were collected from archival records at Temple University Hospital (TUH). All work was performed in accordance with the Declaration of Helsinki and with the full approval of the Temple University IRB. All personnel in contact with privileged patient information were fully trained on patient privacy and were certified by the Temple IRB.

Archival EEG signal data were recovered from CD-ROMs. Files were converted from their native proprietary file format (Nicolet's NicVue) to an open format EDF standard. Data was then rigorously de-identified to conform to the HIPAA Privacy Rule by eliminating 18 potential identifiers including patient names and dates of birth. Patient medical record numbers were replaced with randomized database identifiers, with a key to that mapping being saved to a secure off-line location. Importantly, our process captured instances in which the same patient received multiple EEGs over time and assigned database IDs accordingly. Data de-identification was performed by combining automated custom-designed software tools with manual editing and proofreading. All storage and manipulation of source files was conducted on dedicated non-network connected computers that were physically located within the TUH Department of Neurology.

We also manually paired each retrieved EEG with its corresponding clinician report. These reports are generated by the neurologist after analyzing the EEG scan and are the official hospital summary of the clinical impression. These reports are comprised of unstructured text that describes the patient, relevant history, medications, and clinical impression. Reports were mined from the hospital's central electronic medical records archives and typically consisted of image scans of printed reports. Various levels of image processing were employed to improve the image quality before applying optical character recognition (OCR) to convert the images into text. A combination of software and manual editing was used to scrub protected health information (PHI) from the reports and to correct errors in OCR transcription. Only sessions with both an EEG and a corresponding clinician report were included in the final corpus.

The corpus was defined with a hierarchical Unix-style filetree structure. The top folder, edf, contains 109 numbered folders, each of which contain numbered folders for up to 100 patients. Each of these patient folders contains sub-folders that correspond to individual recording sessions. Those folder names reflect the session number and date of recording. Finally, each session folder includes one or more EEG (.edf) data files as well as the clinician report in .txt format. Figure 1 summarizes the corpus file structure and gives examples of text and signal data.
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FIGURE 1. Directory and file structure of the TUH-EEG database. Data is organized by patient (orange) and then by session (yellow). Each session contains one or more signal (edf) and physician report (txt) files. To accommodate file system management issues, patients are grouped into sets of about 100 (blue).



RESULTS

The completed corpus comprises 16,986 sessions from 10,874 unique subjects. Each of these sessions contains at least one EDF file (more in the case of long term monitoring sessions that were broken into multiple files) and one physician report. Corpus metrics are summarized in Figure 2. Subjects were 51% female and ranged in age from less than 1 year to over 90 (average 51.6, stdev 55.9; see Figure 2 bottom left). The average number of sessions per patient was 1.56, although as many as 37 EEGs were recorded for a single patient over an 8-month period (Figure 2 top left). The number of sessions per year varies from ~1000 to 2500 (with the exception of years 2000–2002, and 2005, in which limited numbers of complete reports were found in the various electronic medical record archives; see Figure 2 top right).
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FIGURE 2. Metrics describing the TUH-EEG corpus. [Top left] histogram showing number of sessions per patient; [top right] histogram showing number of sessions recorded per calendar year; [bottom left] histogram of patient ages; [bottom right] histogram showing number of EEG-only channels (purple); and total channels (green).



There was a substantial degree of variability with respect to the number of channels included in the corpus (see Figure 2 bottom right). EDF files typically contained both EEG-specific channels as well as supplementary channels such as detected bursts, EKG, EMG, and photic stimuli. The most common number of EEG-only channels per EDF file was 31, although there were cases with as few as 20. A majority of the EEG data was sampled at 250 Hz (87%) with the remaining data being sampled at 256 Hz (8.3%), 400 Hz (3.8%), and 512 Hz (1%).

An initial analysis of the physician reports reveals a wide range of medications and medical conditions. Unsurprisingly, the most common listed medications were anti-convulsants such as Keppra and Dilantin, as well as blood thinners such as Lovenox and heparin. Approximately 87% of the reports included the text string “epilep,” and about 12% included “stroke.” Only 48 total reports included the string “concus.”

The TUH-EEG corpus v0.6.0 has been released and is freely available online at www.nedcdata.org. Users must register with a valid email address. The uncompressed EDF files and reports together comprise 572 GB. For convenience, the website stores all data from each patient as individual gzip files with a median filesize of 4.1 MB; all 10,874 gzips together comprise 330GB. Users wanting to access the entire database are encouraged to physically mail a USB hard drive to the authors in order to avoid the downloading process.

DISCUSSION

This work presents the world's largest publically available corpus of clinical EEG data, representing a grand total of 29.1 years (total duration summed over all EEG channels) of EEG data. In addition to its size, this corpus features a wide variation of patient ages, diagnoses, medications, channel counts, and sampling rates. Furthermore, the corpus continues to be expanded at a rate of ~2500 new sessions per year.

Biomedicine is entering a new age of data-driven discovery driven by ubiquitous computing power, inexpensive data storage, the machine learning revolution, and high speed internet connections. Access to massive quantities of properly curated data is now the critical bottleneck to advancement in many areas of biomedical research. Ironically, doctors and clinicians generate enormous quantities of data every day, but that information is almost exclusively sequestered in secure archives where it cannot be used for research by the biomedical research community. The quantity, quality, and variability of such data represent a significant unrealized potential, which is doubly unfortunate considering that the cost of generating that data has already been borne. Although, there has been some advancement with respect to publishing databases of patient metadata, curated signal databases are much less commonly available, especially in quantities that would be sufficient to train most contemporary machine learning engines.

In this work, we have endeavored to achieve two goals. The first is to create a corpus of clinical EEG signals and their corresponding physician reports. The second is to establish best practices for the curation and publication of clinical signal data, which is an inherently different entity than discrete metadata. The EEG corpus we present here is the first of its kind, both in terms of volume and heterogeneity, both of which are critical factors for training machine learning engines. Typically, “research-grade” data is created by tightly controlling as many external factors as possible. In contrast, “clinical-grade” data is inherently heterogeneous with respect to those same external factors. Whereas certain classes of research questions can only be answered using well-controlled data, others benefit from variability. For example, an epilepsy detection algorithm that is trained using 31 specific EEG channels may not be effective if one or more of those channels are not connected, or if the electrodes are improperly located or affixed to the scalp. Algorithms that must be sufficiently robust to function under a plurality of conditions must be trained with data that is sufficiently heterogeneous.

Our work has shown that, although clinical signal data is ubiquitous and inherently valuable to the research community, it requires substantial manipulation before it can be released as an adequately curated data corpus. This effort is non-trivial, both in terms of time and cost. Our team's activities ranged from the mundane (e.g., manually copying archival hospital data from over 1500 CD-ROMs) to more technical challenges (e.g., developing software for detecting data entry errors in the clinical records). Physician reports had to be located through one of five different EMR portals, often manually. A battery of tests was created to validate that each record was complete, unique, error-free, and completely free of privileged patient information. A rigorous accounting system was created to track and organize the tens of thousands of files and their status.

The cost to develop the TUH EEG Corpus has been relatively low, totaling less than $100 K in direct charges. As medical record technology improves, the cost of this collection can be reduced even further. On the balance, these types of large-scale collections are a worthwhile investment, since costs are minor relative to the cost of acquiring the data or conducting research on the data. In general, the authors expect that a dedicated community-wide data facility would be best suited to curate data of the magnitude and complexity described here because there are significant on-going costs associated with such an activity.

An example of these on-going costs is annotation of the data—a critical issue for machine learning research. In most semi-supervised machine learning applications, one of the first steps is to annotate the data, a process in which important elements of the signal are marked as such. This can be performed either manually by a human domain expert, or automatically with a bootstrap-style algorithm. In addition to the EEG data itself, we are releasing a collection of annotations which may be downloaded separately if they are of interest to the user. The annotations contain the start and stop time and an event label and are specific to each channel. Six classes of events are included: (1) spike and/or sharp waves (SPSW), (2) periodic lateralized epileptiform discharges (PLED), and (3) generalized periodic epileptiform discharges (GPED). SPSW events are epileptiform transients that are typically observed in patients with epilepsy. PLED events are indicative of EEG abnormalities and often manifest themselves with repetitive spike or sharp wave discharges that can be focal or lateralized over one hemisphere. These signals display quasi-periodic behavior. GPED events are similar to PLEDs, and manifest themselves as periodic short-interval diffuse discharges, periodic long-interval diffuse discharges and suppression-burst patterns according to the interval between the discharges. Triphasic waves, which manifest themselves as diffuse and bilaterally synchronous spikes with bifrontal predominance, typically at a rate of 1–2 Hz, are also included in this class.

Three events are used to model background noise: (1) artifacts (ARTF) are recorded electrical activity that is not of cerebral origin, such as those due to the equipment, patient behavior or the environment; (2) eye movement (EYEM) are common events that can often be confused with a spike; (3) background (BCKG) is used for all other signals.

These six classes (three signal classes and three noise classes) were arrived at through several iterations of a study conducted with Temple University Hospital neurologists. Automatic labeling of these events allows a neurologist to rapidly search long-term EEG recordings for anomalous behavior. However, there are many more annotations that need to be developed for this data. For example, we are currently developing technology to automatically annotate seizures. There are many other events of interest that need annotation (e.g., sleep states). We expect to be continually enhancing the value of the TUH EEG Corpus.
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Application of neuro-augmentation technology based on dry-wireless EEG may be considerably beneficial for aviation and space operations because of the inherent dangers involved. In this study we evaluate classification performance of perceptual events using a dry-wireless EEG system during motion platform based flight simulation and actual flight in an open cockpit biplane to determine if the system can be used in the presence of considerable environmental and physiological artifacts. A passive task involving 200 random auditory presentations of a chirp sound was used for evaluation. The advantage of this auditory task is that it does not interfere with the perceptual motor processes involved with piloting the plane. Classification was based on identifying the presentation of a chirp sound vs. silent periods. Evaluation of Independent component analysis (ICA) and Kalman filtering to enhance classification performance by extracting brain activity related to the auditory event from other non-task related brain activity and artifacts was assessed. The results of permutation testing revealed that single trial classification of presence or absence of an auditory event was significantly above chance for all conditions on a novel test set. The best performance could be achieved with both ICA and Kalman filtering relative to no processing: Platform Off (83.4% vs. 78.3%), Platform On (73.1% vs. 71.6%), Biplane Engine Off (81.1% vs. 77.4%), and Biplane Engine On (79.2% vs. 66.1%). This experiment demonstrates that dry-wireless EEG can be used in environments with considerable vibration, wind, acoustic noise, and physiological artifacts and achieve good single trial classification performance that is necessary for future successful application of neuro-augmentation technology based on brain-machine interfaces.
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INTRODUCTION

Technology capable of augmenting human performance by means of feedback of decoded neural states has potential for many types of neuroergonimic applications. Neuroergonomics is the study of the human brain in relation to performance at work, at home, in transportation, and in everyday settings with the goal of using this knowledge to design technologies and work environments to augment human behavior to enhance safety, usability, efficiency and enjoyment (Parasuraman, 2003; Parasuraman and Rizzo, 2008). Because of the inherent dangers in aviation and space operations these fields may be particularly well suited for neuroergonomic applications to increase performance and safety. There are many challenges for effective implementation of neuroergonomic technology in real-world situations. Unlike the laboratory where brain recordings can be made under controlled conditions, in real world situations there is considerable additional physiological and environmental noise that must be dealt with. In addition it is likely the case that brain dynamics differ in real-world environments compared to those of the laboratory (McDowell et al., 2013; Lin et al., 2014).

Pilots’ often face periods of excessive workload, stress, fatigue, attentional deficits, etc... during flight operations that may affect performance. The ability to decode the mental state of the pilot and augment these states by neuro- adaptive feedback and/or automation has great potential in improving training, performance, and safety. In this article we are particularly interested in investigating brain potentials that occur as a result of passive presentation of an auditory stimulus during flight. This research has relevance to the phenomenon of inattentional deafness in which pilots’ sometimes miss audio alarms. Missed audio alarms are responsible for a significant number of aviation accidents (Bliss, 2003; Scannella et al., 2013; Dehais et al., 2014).

There have been a number of studies in which brain activity has been measured with electroencephalography EEG during aviation (Sem-Jacobsen et al., 1959; Blanc et al., 1966; Caldwell and Lewis, 1995) and space operations (Maulsby, 1966; Cheron et al., 2009). EEG has been successfully collected in flight since the late 1950’s (Sem-Jacobsen et al., 1959). These studies showed that although the in flight environment is subject to noise caused by vibration and greater physical movement of the pilot that are not present during laboratory based experiments, the EEG signals recorded are able to show changes in various frequency bands and additional specific features that are associated with flight performance (Sterman et al., 1987) as well as workload (Howitt et al., 1978; Hankins and Wilson, 1998; Dussault et al., 2005) and fatigue (Howitt et al., 1978; Sauvet et al., 2014). Experiments conducted aboard the International Space Station have shown changes in the rhythmic brain activity of astronauts as a result of microgravity (Cheron et al., 2009). In an experiment conducted during parabolic flight it was found that a mental imagery (Thinking of moving arm vs. thinking of words) based brain machine interface (BMI) task could achieve between 72%–79% single trial classification performance across the various g-force conditions ranging from 0 to 2 g (Millàn Jdel et al., 2009).

A BMI is a device that provides for the ability to transfer and use information from distinct brain states for communicating with a machine (Blankertz et al., 2010). BMI based on electroencephalography EEG have been used in many applications including, but not limited to, modulating brain rhythms to control movement of a cursor on a screen (Wolpaw et al., 2002) as well as a quadrocopter in the real world (LaFleur et al., 2013), decoding brain states such as attention, performance capability, workload, etc… (Dornhege et al., 2007; Müller et al., 2008; Blankertz et al., 2010), decoding various perceptual events (Birbaumer et al., 1999; Wang et al., 2006; Bin et al., 2009). A primary goal of BMI research is to augment human behavior to allow for enhanced performance. Notably, there are considerable improvements in performance for some medical applications of BMI when the user’s motor system is severely incapacitated. For example patients with locked-in syndrome who are not able to communicate through standard pathways or assistive technology can learn to spell and initiate dialogs using P300 based BMI (Sellers et al., 2014). Non-medical application of the BMI P300 speller in normal healthy individuals is not practical since normal channels of communication are considerably better.

There are several limitations for the practical neuroergonomic application of many of these BMIs in real-world situations (Blankertz et al., 2010). Many of these BMIs take a considerable amount of time for operator training, on the order of months. This is true especially for implementations when the user needs to learn how to modulate various brain rhythms (Wolpaw et al., 2002; LaFleur et al., 2013). For practical application there should be very little if any operator training in control of the BMI. Many BMIs require considerable mental workload to operate, such as those requiring mental imagery and those utilizing focused attention away from the primary task environment. The amount of cognitive resources required to operate such BMI can be so high, that the operator’s usual channels of perceptual, motor, and cognitive processing are greatly impaired. For example, it is obvious that if one is actively involved with mentally imaging movement of their left hand to move a vehicle left, mentally imaging movement of both arms to move a vehicle right, mentally imaging walking to move forward, and mental word association to move back, that this will drastically compromise the operators ability to speak, walk, and move their hands while engaged in operating the BMI. However, if one uses a joystick to move a vehicle the operator will still be able to speak, walk, and move their hands around without drastically compromising performance depending on the difficulty of the task at hand. While P300 based BMI have advantages in that they do not require extensive subject training, they often require directed attention away from the environment in which they are suppose to operate in. For example subjects using a P300 based BMI to control various items in a virtual apartment reported a far lower sense of presence, which they attributed to increased workload, in interacting in the environment than did control subjects not using BMI (Groenegress et al., 2010). In order for a BMI to be effective it is necessary to utilize naturally occurring brain states for control. Another limitation of many of these BMI implementations is that they utilize rather bulky EEG systems that are not portable and use gel that takes a considerable amount of time and assistance to apply.

Practical application of EEG in real-world situations requires the use of technology that is easy to wear without the use of gel and one that is wireless to transmit data to a computer for real-time processing. There are many dry-wireless EEG systems available that have been used for many different applications including drowsiness detection (Park et al., 2011), gaming (Liao et al., 2012; Zao et al., 2014), and detection of perceptual events (Lin et al., 2014). Of particular interest in relation to real-world application of BMI is the study conducted by Lin et al. (2014) investigating the impact of walking locomotion on the ability to detect steady state visual evoked potentials (SSVEP) using a dry-wireless EEG system. The SSVEP is a frequency coded neural response that is modulated by the presentation frequency of the visual stimuli (Lin et al., 2014). The classification performance was good but decreased as a result of walking speed from 84.87% for standing to 83.03% for 1 MPH walking, 79.47% for 2 MPH walking, and 75.26% for 3 MPH walking (Lin et al., 2014). The decrease in performance as a function of walking speed may result from increasingly larger artifacts in the EEG as well as to greater difficulty in fixated attention to the visual stimuli as one moves more. Dry electrodes are more susceptible to movement related artifacts than gel based EEG recording (Guger et al., 2012; Lin et al., 2014). One limitation for utilization of the SSVEP for many BMI applications is that the task requires the subject to attend to the visual stimuli presented on the computer screen. This requirement is not practical in many real-world situations where perceptual motor control requires the use of the visual system such as in aviation and space operations.

The goal of this study is to determine the extent to which perceptually evoked brain related EEG signals, recorded with a dry-wireless system in noisy real-world environments can be decoded for potential use in BMIs to augment human performance. With a focus on aviation related applications we conducted our experiment in two environmental conditions. One environmental condition was the use of a motion platform based flight simulator the other was an open cockpit biplane. In order to avoid practical problems in controlling the airplane by using a visual based perceptual presentation task, an auditory stimulus presentation task was used to assess single trial classification performance. The advantage of using an audio stimulus presentation task (100 ms chirp sound) is that it can be played passively in the background while the pilot attends to flying the plane. The goal for the classifier was to determine from the EEG data the presentation of the audio stimulus (chirp) from periods of no audio stimulus (silence) presentation.

A control condition was used for both environmental conditions. In the motion platform condition the experiment was conducted with the platform and flight simulator off (a relatively noise free condition) and with the motion platform on while flying aerobatic maneuvers in the flight simulator (Platform Off and Platform On conditions). In the platform on condition there is considerable movement of the individuals arms, legs, eyes, neck, and entire body as well as potential electrical noise from the motion platform motors. In the biplane condition the experiment was conducted with the engine and avionics off while sitting on the tarmac (a relatively noise free condition) and with the engine and avionics on while piloting the plane in cruise flight. The open cockpit biplane may constitute one of the most challenging environments for EEG recording in which there is an incredible amount of vibration, wind, acoustic noise, as well as considerable movement of the individual’s arms, legs, eyes, neck, and entire body.

There are considerable sources of noise that make recording of EEG in real-world environments challenging including non-neurological electrophysiological signals (e.g., muscle activity), electronic noise, and mechanical vibrations. In order to be able to clean the data of the artifacts and extract brain activity related to the auditory evoked responses several procedures within EEGLAB (Swartz Center for Computational Neuroscience, Delorme and Makeig, 2004) are used including independent component analysis (ICA). In addition to these artifact-cleaning procedures a Kalman (1960) filter implementing a dynamical model of the single-trial auditory evoked responses was also used to help extract brain activity related to presentation of the audio stimuli. Based on the results of Lin et al. (2014) using a similar dry-wireless EEG system it is predicted that above chance classification performance in detecting single trial audio stimulus presentation will be achieved in all conditions. Furthermore, it is predicted that both ICA and Kalman filtering will improve classification performance across all conditions.

METHODS

SUBJECTS

The same subject was used for all studies. The subject was male, right handed, 45 years old, with normal hearing. One of the authors served as the subject in this experiment. He has 5 years of flying experience with more than 250 h total time and 200 h in biplanes of the same make and model. The subject gave informed consent for experimental procedures approved by the ethics committee of the National Institute of Information and Communications Technology in accordance with the principles expressed in the Declaration of Helsinki.

PROCEDURE

The experimental task consisted of passively listening to a chirp sound (0.1 s duration) in different environmental settings while recording brain activity using the Cognionics 64 channel dry wireless EEG system. The chirp sound was presented 200 times spaced randomly by at least 0.6–2.5 s of silence. Within these periods of silence 200 independent 0.5 s segments were randomly extracted. The different environmental settings and conditions are as follows: Electric Motion Platform (Platform Off, Platform On) and open cockpit Biplane (Engine Off, Engine On).

The CKAS V7 6 degree of freedom Motion System (CKAS Mechatronics, Melborn, Australia) with a custom built cockpit utilizing dome projection for video was used (see Figure 1). In the motors off condition the subject was sitting still in the chair mounted on the platform. In the motors on condition the subject was engaging in aerobatic flight simulation (X-Plane Laminar Research) through the same Redbull Air Race course as used in a previous fMRI study (Callan et al., 2012). See Callan et al. (2012, 2013) for details on the implementation of the flight simulator system for brain imaging experiments. Just as in a real airplane, the subject controlled the ailerons and elevator by stick with the right hand, the throttle lever with the left hand, and the rudders with foot pedals. The motors of the motion platform moved in relation to the accelerations of the aircraft in the flight simulator. No sound was presented from the flight simulator. In both the platform off and platform on conditions the audio stimuli were presented using the Clarity Aloft Pro aviation headset using the same sound level. The experiment took approximately 10 min for each condition. The platform on condition was conducted first followed by the platform off condition.
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FIGURE 1. Motion Platform Flight Simulator composed of the CKAS V7 6 degree of freedom Motion System (CKAS Mechatronics, Melborn, Australia) with a custom built cockpit utilizing dome projection for video. The flight controls consist of 1. A control stick to manipulate the elevator (pitch) and ailerons (roll), 2. Rudder pedals to manipulate the rudder (yaw), and 3. A Throttle to manipulate thrust. Single-trial auditory events using dry-wireless EEG were evaluated while the subject was flying through a simulated Redbull Air Race course.



The biplane used in the experiment was an open cockpit two passenger Starduster SA300 (see Figure 2). In the engine off condition the subject was sitting in the front seat of the biplane on the tarmac with avionics off. In the engine on condition the subject was piloting the plane during cruise flight from the front seat with avionics on. In the engine on condition there was extreme vibration, acoustic noise, and wind. In both the engine off and engine on conditions the Cognionics EEG system was worn underneath a leather flight cap. The audio stimuli were presented using the Bose A20 active noise canceling aviation headset using the same sound level. The experiment took approximately 10 min for each condition. The engine off condition was conducted first followed by the engine on condition.
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FIGURE 2. Open Cockpit Starduster SA300 Biplane used for in flight and ground testing of single-trial auditory events using dry-wireless EEG. (A) View off the biplane on the ground. (B) View of the biplane in the air. (C) Picture of the subject wearing the Cognionics 64 channel dry-wireless EEG under the leather flight helmet. This is the same EEG system pictured in Figure 3.
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FIGURE 3. Cognionics 64 Channel Dry-Wireless EEG Headset. Two types of dry sensors are used: The flex sensors are placed over hair and the Drypad sensors are laced over bearskin, such as the forehead. In our setup, we utilized 7 Drypad sensors on the forehead (first band) and 54 flex sensors across the rest of the array. Each band of the headset is user adjustable to enable proper fit and sensor pressure over different head sizes and shapes. An internal flexible conductive layer forms an active shield, which spans the entire headset, to minimize external noise pickup even with high-impedance dry electrodes. Ground (Grnd) and reference (Ref) electrodes are placed under the ear as shown in the figure. The same cap pictured here is in Figure 2 underneath the leather flight helmet. See the text in the Methods section for further details.



EEG RECORDING AND ANALYSIS

EEG was recorded using the Cognionics HD-72 dry wireless EEG headset (Cognionics, Inc., San Diego1). The same 64-channel EEG system was used by Mullen et al. (2013) and shares the same underlying technology as the 32-channel system reported in Chi et al. (2013) and Lin et al. (2014).

The EEG headset consists of a mechanically flexible spine to provide structure and ease of handling. Each segment of the spine contains a row of electrodes. The 64 electrodes provide full scalp coverage. An internal active shield, covering all sensor positions, spans the entire headset to minimize external noise pickup and artifacts. Reference and ground are placed on the mastoids with by two standard ECG adhesive electrodes (see Figure 3).

Two sensor options are compatible with the headset and connect via a miniature snap receptacle. In the setup, seven Drypad sensors were placed on the forehead (Figure 3). The Drypad electrode is a cushioned membrane that is optimized for bare skin contact. For the remaining 57 positions, we used the Flex sensors designed for thru-hair measurements. The Flex sensor is specifically designed to brush aside hair and make direct scalp contact with legs that gently bend and deform under modest pressure. Compared to previous metal pin sensors (e.g., Liao et al., 2011), the Flex sensors offer improved comfort and safety since the sensors can completely flatten under hard impacts. Contact impedances with both sensors typically range from 100 k to 1 MOhm (Mullen et al., 2013) on unprepared skin.

To adequately acquire EEG signals with high electrode impedances, the Cognionics system utilizes a combination of active shielding, high input impedance amplifiers and active grounding to cancel and minimize environmental noise. Data is sampled at 300 Hz (DC-80 Hz bandwidth) with 24-bit ADCs to maximize dynamic range and quickly recover from overload artifacts. Total noise within the EEG band (1–50 Hz) is 0.7 microVolts RMS. The signal quality of the sensors, electrodes, and the data acquisition circuitry has been shown to be comparable to wet electrode based EEG systems with a correlation between simultaneously recorded evoked potentials of r > 0.9 (Chi et al., 2013; Mullen et al., 2013).

All electronics are housed in a miniature box at the base of the headset, which weighs a total of only 350 g making the entire system lightweight, portable and wearable. Data transmission is accomplished by a custom 5 GHz WiFi module. The headset radio communicates directly to an embedded WiFi host, in a point-to-point network, running on a USB dongle to minimize the overhead associated with a typical access point and PC-based software protocol stack, thereby minimizing latency and jitter. The receiving computer was a Panasonic CF-AX2 running Ubuntu Linux operating system. The average delay in receiving the signal was less than 1 ms. Audio stimuli were presented from the same computer as used to record the EEG by means of the auxiliary input to the aviation headset. The presentation of the audio signals was given time stamps in correspondence with the time stamps given for each of the recorded EEG samples. The high temporal precision of the wireless link and the presentation software allows for accurate time registration between stimulus and EEG without the use of wire-line markers.

The EEG data was preprocessed using artifact-cleaning procedures available in EEGLAB (Delorme and Makeig, 2004). The data was first filtered using a FIR band pass filter between 2 and 30 Hz with a filter order of 496. The data was separated into a training set of 75% of the stimuli (150 chirp stimuli and 150 silent stimuli) and a testing set of 25% of the stimuli (50 chirp stimuli and 50 silent stimuli) for the platform off and on conditions and the biplane engine off and on conditions. The rational for choosing 75% of the trials for training and 25% for testing is that we believed this division would provide enough training data to generalize to a novel testing set while maintaining enough trials in the testing set to be a reasonable representation of the population. Although we did not attempt to train and test on a 50% split of the data we believed that the amount of training data may not have been sufficient for generalization to the novel test set. The artifact cleaning procedures were applied only to the training sets. The results of which were then applied to the corresponding test sets. The exact same cleaning procedures were then applied to the corresponding testing sets, with the same parameters.

Channels were considered to be bad and were removed from the training data based on the following: Maximum amplitude in the channel is greater than 100 microvolts; Channel flatline duration is greater than 5 s; Channel is correlated at less than 0.8 to its robust estimate based on other channels; Channel has more line noise relative to its signal than 4 standard deviations from the channel population mean. These same channels were then removed from the corresponding test sets.

The next step was to clean the multi-channel training data with the artifact subspace reconstruction (ASR) method using the defaults given in the clean_artifacts software within EEGLAB. ASR allows for the removal of non-stationary high-variance signals from EEG and reconstructs missing data using a spatial mixing matrix (See EEGLAB software by Christian Kothe and the following for details2). Calibration data from clean segments of the training data were used to determine the ASR filters separately for each of the four conditions. The ASR filter was then applied to the corresponding test data.

Following cleaning of the data by ASR, ICA using the extended infomax algorithm (Bell and Sejnowski, 1995) in EEGLAB was applied in order to separate brain activity related to the auditory evoked potentials from other brain and artifact related components. The weights of the ICA were determined only from the training data separately for each of the four conditions (platform off, platform on, engine off, engine on). These weights were then applied to the corresponding test data to determine the ICA activation waveforms. See Figure 5 for an example of the continuous data before ASR, after ASR, and after ICA.
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FIGURE 4. Kalman filter functional model. Kalman filter is designed from an Event Related Potential (ERP) dynamical model (on the right), and uses both preprocessed EEG data and trial onsets to estimate the instantaneous event-related response.
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FIGURE 5. Example of Continuous EEG Data for the Biplane Engine On Condition. (A) Five seconds of continuous data from the test set that has been band pass filtered from 2–30 Hz for the 34 electrodes included. (B) Five seconds of continuous data from the test set that has undergone artifact subspace reconstruction as well as band pass filtered from 2–30 Hz for the 34 electrodes included. Notice how ASR has cleaned up the artifact present in many of the channels (compare with (A) above). (C) Five seconds of continuous data from the test set for auditory evoked potential related independent component number 2. The ICA was carried out over the data in (B). Green lines denote the onset of audio stimuli and Red lines denote the onset of silent trials.



Kalman filtering (Kalman, 1960) was applied to the ASR filtered data both before and after ICA, to produce an estimate of the single-trial auditory evoked response. Kalman filtering is a linear quadratic estimation method, which relies on both the measurements and a modelization of the Event-Related Potential (ERP) dynamics to product an estimate in real-time. This method has been successfully applied to single-trial event related potentials estimation (Georgiadis et al., 2005). In our case, the parameters used as a model for the Kalman filter design were the N100 and P300 waves, generic features of the auditory evoked potential (see Figure 4). Both waves were modeled by a third-order impulse response with peaks respectively at 100 ms and 300 ms. The state noise was considered as white noise (Georgiadis et al., 2005), and the measurement noise covariance to state noise covariance ratio was fixed to 0.001, so that the Kalman estimate would put confidence in the measurements (Grewal and Andrews, 2008).

TRAINING AND TESTING THE CLASSIFIER

The Matlab Least Squares Probabilistic Classification (LSPC) toolbox (Sugiyama, 2010) was used to determine how well single trial audio presented stimuli could be identified in the EEG signal from periods of audio silence. LSPC uses a linear combination of kernel function to model the class-posterior probability. Regularized least-squares fitting of the true class-posterior probability is used to learn its parameters (Sugiyama, 2010). The use of least-squares fitting to determine a linear model allows for a global solution to be made analytically providing a considerable speedup in computational time. The default parameters were used in training of the LSPC models (see Matlab code: Sugiyama, 2010).

The features used to train the classifier consisted of the samples from onset to 500 ms after stimulus onset (150 samples) for both chirp and silent stimuli. In the case of ICA data the components selected to be included in the LSPC model were determined by visual inspection of the mean of the activation waveform of the chirp training data stimuli that showed a characteristic auditory evoked potential. For the pre-ICA data all of the channels were included in the LSPC model. The large number of features relative to the number of trials used to train the classifiers has the potential for over-fitting, resulting in poor generalization to the novel test data. We utilized inner cross-validation procedures for model selection in part to assess and protect against potential over-fitting.

The following inner cross-validation procedures were used for model selection and testing: Randomized ten fold cross-validation was used on the training data and the trained model with the best performance was selected for evaluating performance on the test data. One fold of the training data consisted of 135 chirp and 135 silent stimuli and one fold upon which the model was evaluated for selection consisted of 15 chirp and 15 silent stimuli. The final test data consisted of 50 chirp and 50 silent stimuli. This procedure was conducted 100 times to determine the distribution of performance of the model given random aspects of training (e.g., the trials selected for training and their order into the model).

Several conditions were evaluated to assess the efficacy of ICA and Kalman filtering in improving classification performance on the data. These conditions included the four environmental conditions (Platform Off, Platform On, biplane Engine Off, biplane Engine On) and four preprocessing conditions (pre-ICA constituting the baseline no processing condition, ICA, pre-ICA Kalman filtered, ICA Kalman filtered) for a total of 16 analyses.

The statistical significance between the various conditions was determined by repeating the nested cross-validation process ten times for each condition. The nested cross-validation procedure is commonly used to estimate the stability of the model across conditions (Shenoy et al., 2008). At each step, we computed the classification accuracy, false positive rate and false negative rate. The differences between the classification results obtained from each of the preprocessing conditions were then compared using Wilcoxon sign-rank test.

RESULTS

The number of channels not rejected out of the 64 by the preprocessing steps for the various conditions are as follows: Platform Off (46), Platform On (20), Biplane Engine Off (30), Biplane Engine On (34). The independent components showing auditory evoked potentials used to train the LSPC models were the following for the various conditions: Platform Off (2, 3), Platform On (1, 3), Biplane Engine Off (2, 3), Biplane Engine On (2, 16). The components are sorted in descending order of mean projected variance. Therefore, the lower the component number the larger is the projected variance. Parentheses.

The results of the single trial classification performance for audio chirp verses silent stimuli for all environmental and analysis method conditions were significantly above chance (p < 0.05) based on permutation testing of 100 random shuffling of the labels compared to the mean performance of the respective models trained with correct labels. The accuracy, false positive rate, false negative rate, and d’ (sensitivity) along with the standard errors in parentheses for the platform off and platform on conditions for the four analysis conditions (Pre-ICA, ICA Pre-ICA + Kalman Filter, and ICA + Kalman Filter) are given in Table 1. The corresponding results for the biplane Engine Off and Engine On conditions are given in Table 2. The statistical significance of model stability for accuracy on the contrasts of pre-ICA vs. ICA, Off vs. On, and No Kalman filter vs. Kalman filter are given in Tables 3A–C. Testing for significance based on the 100 trials of the test set across the various contrasts using the Wilcoxon sign-rank test is given in Tables 4A–D.

Table 1. Classification performance for the platform condition on the test data.
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Table 2. Classification performance for the biplane condition on the test data.
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Table 3. Statistical significance of the various contrasts using nested cross-validation to evaluate model stability.
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Table 4. Statistical significance evaluated across trials of the test set for the various contrasts.

[image: image]

DISCUSSION

The primary objective of this experiment was to show as a proof of concept that a dry-wireless EEG system could be used in extremely noisy real-world environments while the operator is carrying out complex perceptual motor tasks and still show good classification performance of a perceptual event. Both the motion platform based flight simulation and the open cockpit biplane environments produced considerable artifacts challenging the ability for accurate classification of a perceptual event from EEG data. In the platform on condition the subject was flying through a Redbull Air Race course making abrupt banks to go through the cones in the correct orientation (Callan et al., 2013). The movement of the platform and the head and body to these banks produces large artifacts in the EEG trace. In the open cockpit biplane there is considerable vibration, wind, acoustic noise, and physiological noise resulting from control of the plane and movement of the body that produces large artifacts in the EEG trace.

Despite these challenging environments our study showed that far above chance classification performance can be achieved for all environmental conditions (Platform Off, Platform On, Biplane Engine Off, Biplane Engine On) and for all analysis conditions (Pre-ICA, Pre-ICA Kalman filtered, ICA, and ICA Kalman filtered) (See Tables 1–4). The classification performance was the best when applying both ICA and Kalman filtering to the data. This was especially true in the Biplane Engine On condition in which classification performance improved from 66.1% in the baseline pre-ICA no processing condition to 79.2% in the ICA Kalman filtering condition (See Tables 2–4). This classification performance was comparable to that of the Engine Off condition (81.1%) in which the biplane was sitting on the tarmac. It is unclear why the Platform On condition did not show the same beneficial effects of ICA Kalman filtering vs. the baseline no processing condition (73.1% vs. 71.6% respectively), as did the Biplane Engine On condition (See Tables 1–4). One possibility is that the abrupt movement of the body and head during the flight task produced non-stationary artifacts that could not be separated by the EEGLAB artifact cleaning methods or by ICA and Kalman filtering. In the future utilizing data from an accelerometer mounted on the head as a regressor of non-interest may be able to extract possible movement related artifacts and improve classification performance. The significantly greater accuracy for the Off over the On conditions is to be expected (See Tables 1–4) not only because of the much greater artifacts present in the On conditions but also because auditory responses are decreased depending on attention (Paul et al., 2014). It is likely that the attention needed for piloting in the On conditions reduced attention to the auditory stimuli.

The use of Kalman filtering was most effective when conducted on ICA processed data. Kalman filtering on pre-ICA data did not show improvement in performance compared to that of ICA processed data (See Tables 1–4). One possible explanation for these results is that ICA is able to separate the brain activity related to the auditory event from other brain activity and artifacts allowing for better estimation by the Kalman filter that utilizes generic information about the auditory evoked response as a dynamical model. In the pre-ICA data the brain activity for various processes as well as artifacts are mixed within all the channels and estimation of the auditory events by the Kalman filter model may be more difficult for these signals.

Because the results are only of a single subject it is not clear how well they generalize to other individuals. It is likely that different individuals with different levels of flight experience may show more/or less movement and physiological artifacts that may decrease/increase classification performance. The Cognionics dry wireless EEG system has already been shown to give good classification performance on a SSVEP test across a number of subjects (Lin et al., 2014). The Lin et al. (2014) study demonstrates that the Cognionics EEG system is able to extract from a group of individuals and is not just limited to a few special individuals. ICA has additionally been shown to be very good at extracting artifacts and task related components from EEG data (Delorme et al., 2007). This was also demonstrated for the data collected in this study and it is unlikely that it is only applicable to the single subject that participated. Despite these limitations the results do stand as a demonstration that it is possible to collect data in real-world environments that have considerable noise, both environmental and physiological, using dry-wireless EEG and obtain classification performance sufficient for some BMI augmentive neuroscience based applications. The research presented here lays a foundation for future aviation based studies where subject variability in EEG responses can be evaluated.

For effective use in implementing BMI in real-world applications it is necessary that the processes used for classification be fast enough for online control either in terms of manipulating robotic devices, giving feedback to the operator, and/or utilizing adaptive automation to augment human performance (Byrne and Parasuraman, 1996; Wilson and Russell, 2007). One of the key elements of this study was that the training set came from the first 75% of the data and the novel test set came from the last 25% of the data. All of the artifact-cleaning methods were applied to the training set and the same criteria and weights were then applied to the testing set. ASR, ICA, and LSPC classifier model selection by cross-validation requires some processing time depending on computer speed. In our case running the programs in Matlab on a MacBook Pro took around 10 min. The largest portion of time was spent computing the ICA. Therefore, implementation of a BMI would require a delay of approximately 10 min after the training data is collected before it could be applied if ICA is used. Just a couple minutes for model selection and training are required if ICA is not used. The extraction of channels, the ASR model, and the ICA weights from the training data as well as the Kalman filter can be applied without delay (the delay is the same as the sampling rate) to the test set. In this case the features used in the classification model were samples for 500 ms after stimulus onset. Therefore, depending on the type of initial band-pass filtering, the processing delay to control the BMI could be around 515 ms. Although the initial band-pass filter order for processing this data set was 496 samples, which would create a considerable delay it is possible to implement different types of filters with a lower order to decrease the processing delay. A delay of less than a second could certainly be used in a BMI to give a warning signal to the pilot or engage adaptive automation (Byrne and Parasuraman, 1996; Wilson and Russell, 2007), however, it is not sufficient for closed-loop control.

Given the significant number of aviation accidents that result from missed auditory alarms (Bliss, 2003; Scannella et al., 2013; Dehais et al., 2014), a BMI based on detection of auditory events could be quite important in giving alternate forms of feedback to warn the pilot when necessary. It is well known that high workload decreases the ability to perceive task-irrelevant and/or unattended visual and auditory information (Lavie, 1995, 2005, 2010). This phenomenon is called inattentional blindness with respect to vision (Mack and Rock, 1998) and inattentional deafness with respect to audition (Wood and Cowan, 1995; Macdonald and Lavie, 2011; Dehais et al., 2014). Inattentional deafness is known to be a critical factor in missing of auditory alarms in aeronautics (Dehais et al., 2014). It is interesting that although task irrelevant auditory stimuli can be presented in the background without any decrement in task related performance, the evoked brain potentials to these auditory events is modulated by workload on the primary task (Krammer et al., 1995). As such, it may be possible to assess the workload of the pilot and likely occurrences of inattentional deafness by investigating brain response to auditory events. An EEG based BMI system could potentially be used to decode the mental state of the pilot for occurrence of inattantional deafness and augment their mental state by feedback through a different modality or engage adaptive automation. Considerably more research needs to be conducted to determine on a single event basis whether an incidence of inattentional deafness is present or not before such a system can be implemented.

When one considers that brain dynamics are different while undergoing complex tasks in natural environments from that of the laboratory (McDowell et al., 2013; Lin et al., 2014) and that dry EEG systems are susceptible to movement-based artifacts (Guger et al., 2012; Lin et al., 2014) the single-trial classification performance of auditory perceptual events by a dry-wireless EEG system in the robust flight conditions of our study are quite impressive. This research demonstrates the feasibility of new avenues for investigating brain processes in real-world situations that cannot be conducted in the laboratory. In addition the research presented here also demonstrates that plausible BMI using dry-wireless EEG can be implemented in real-world settings to augment human performance.
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The combined effect of fundamental results about neurocognitive processes and advancements in decoding mental states from ongoing brain signals has brought forth a whole range of potential neurotechnological applications. In this article, we review our developments in this area and put them into perspective. These examples cover a wide range of maturity levels with respect to their applicability. While we assume we are still a long way away from integrating Brain-Computer Interface (BCI) technology in general interaction with computers, or from implementing neurotechnological measures in safety-critical workplaces, results have already now been obtained involving a BCI as research tool. In this article, we discuss the reasons why, in some of the prospective application domains, considerable effort is still required to make the systems ready to deal with the full complexity of the real world.
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1. INTRODUCTION

Since the discovery of electrical brain activity and the invention of the Electroencephalogram (EEG), by Hans Berger in 1924 (Berger, 1929), there have been many ideas and dreams about how to exploit this access to the center of human thoughts and emotions and the control of actions. Gray Walter developed the toposcope in 1951 which visualized rhythmic brain activity in 22 spatially laid out cathode ray tubes, each of which showing amplitude and phase in spiral displays (Walter and Shipton, 1951; Bladin, 2006). In the 1960s, realtime EEG was used in artistic performances (e.g., Lucier, 1965; Straebel and Thoben, 2014) and for neurofeedback training (Kamiya, 1969). The latter laid the foundation for possible clinical applications by neurofeedback (Sterman and Friar, 1972). This research led to the idea that human intentions could be transmitted directly from brain to computer (Vidal, 1973). By voluntarily acquiring certain mental states, the user of such a Brain-Computer Interface (BCI) could communicate or control a technical device while circumventing the need for any muscular activity (Dornhege et al., 2007; Wolpaw and Wolpaw, 2012). Clinical application has been the principal goal of BCI research for about four decades (Elbert et al., 1980; Kübler et al., 2005; Shih et al., 2012; Faller et al., 2014; Gallegos-Ayala et al., 2014; Hill et al., 2014; Morone et al., 2015; Soekadar et al., 2015).

In the last decade, the potential of non-medical applications of BCI technology has increasingly drawn renewed attention (Müller et al., 2008; Blankertz et al., 2010; van Erp et al., 2012). Two of the five application scenarios defined in the roadmap of brain/neural-computer interaction (BNCI Horizon 2020, 2015; Brunner et al., 2015), primarily target non-medical areas. The enhance scenario comprises applications that enhance human functions or user interactivity by adapting the device to their momentary mental state, for example, and by exploiting implicit information about the user's intention. The research tool scenario utilizes real-time analysis of neural signals to investigate and understand brain and cognitive functions.

In this review, we deliberately focus on certain developments that we discuss in some detail. We hope that this focused view on our own work will nevertheless be of use to the interested reader and still provide a broad account of the developments of BCI-enhanced neurotechnology. We leave aside a wide range of other relevant research, though it is no less important, pointing here exemplarily just at a few: One potentially interesting aspect for enhancing human-computer interaction is the possibility of predicting the subject confidence of participants (Graziano et al., 2015). Research on memory encoding processes is converging toward the feasibility of predicting the success of memorization by observing brain signals before and/or during encoding (Noh et al., 2014; Cohen et al., 2015). An elaboration of these techniques toward online prediction based on single-trial data would have interesting applications in adaptive learning software. A collective computer game was used to collect data sets from 523 participants in a single night who controlled an immersive art environment with the mental states of relaxation and concentration (Kovacevic et al., 2015).

2. OVERVIEW OF THE APPLICATIONS

Since our first review (Blankertz et al., 2010), 6 years have passed, bringing a wealth of novel developments. In this article, we review a selection of our research in this direction. Unlike in most medical applications, these approaches do not employ BCIs to let the user consciously transmit information to the computer. Instead, they use BCIs to infer covert user states and implicit information.

2.1. Types and Components of Brain Signals Being Exploited

Brain signals are either of the exogenous type, in which corresponding processes are elicited by external stimuli, or they are endogenous, originating from the participant independently of external events. Examples of endogenous brain signals include preparatory signals, such as the readiness potential (RP) and ongoing oscillations, like the alpha rhythm of the visual cortex. The exogenous signals that originate from the cortex can be roughly divided into those that are as being perception related, e.g., the visual evoked potential (VEP), the N1–P2 complex, and the steady-state visual evoked potential (SSVEP) or as being related to cognitive processes such as the P300 or the late positive component. The BCI applications that are reviewed here exploit all of these different types of brain signals—sometimes they are used in combination, sometimes just one alone.

2.2. Stratification of Use Cases

2.2.1. Type I: BCI as a Tool for Research

BCIs can provide an instantaneous estimate of the mental state and processing of an experimental subject. This possibility offers novel opportunities for (notably non-BCI-related) research. In Section 7, we show how closed-loop technology can be harnessed to study the relationship between preparatory signals (the RP) and corresponding actions—particularly the vetoing of such actions—and how it can thereby contribute to a fundamental question in cognitive neuroscience. The studies reviewed in Section 8 similarly target research questions in a different domain: the cognition and processing of music. In contrast to previous studies, it is not the real-time aspect that is exploited here, but rather the increased sensitivity to the methods that have been developed in BCI contexts. These algorithms enable a step forward in the analysis of music perception from fundamental studies with artificial and repeated stimuli toward investigating more natural behavior in music listening.

2.2.2. Type II: BCI as a Tool to Improve Devices, Interfaces, or Infrastructure

By providing brain-based measures while a participant is using a certain interface or product, or is interacting in a certain environment, one can assess and compare different variants and settings. A navigation system for a car may be tested and optimized with respect to how little it distracts the driver from the driving task as quantified by neural measures of workload or focused attention (Kohlmorgen et al., 2007; Blankertz et al., 2010). This is an example of an effect about which it is difficult to obtain reliable and unbiased measures through means such as questionnaires. The quantification of mental workload under real world conditions, however, is still a challenge for neurotechnologies. This ability would open an attractive range of applications. Section 5 presents some novel data analysis techniques that can be useful in this context. A workload index could also be employed to assess safety-critical aspects of infrastructure, such as harbors and bridges that require demanding maneuvers (Miklody et al., 2016).

An example of this application type in a quite different domain is given in Section 4. Visual perception of slight distortions in videos is probed and quantified as SSVEP amplitude, giving rise to a potential means of assessing the quality of video codecs. We contrast this approach with alternatives that employ cognitive event-related potential (ERP) components.

2.2.3. Type III: BCI as a Device to Enhance or Facilitate Human Actions

The direct control of computer applications with a BCI does not seem to be a realistic objective for healthy users. Yet some mileage could well be gained from using a BCI to obtain implicit information from a user during computer use. Added to the explicit information the computer obtains during an interaction, such implicit information should enable computers to understand human users better. We summarize studies dealing with various aspects of such implicit interactions in Section 6.

Section 3 explores the potential of BCI technology to provide information about an intended action before its execution. This potential is exemplified in the prediction of emergency braking when driving. A similar methodology is used in Section 7 as described above. But whereas the allter[PS1] use case exploits endogenous signals only, the prediction of emergency braking is based on a combination of different components, including perceptual and cognitive exogenous signals. For potential applications of the possibility of speeding up actions with BCIs, however, one needs to consider that this by-pass bears the risk of triggering actions on premature intentions and that it eliminates the possibility of vetoing the respective action in the last moment. This aspect is backed by the results reviewed in Section 7. The techniques for establishing a neural workload index, as mentioned above, may also be employed in a closed-loop fashion. Section 7 demonstrates such a type of application in the context of adapting working environments to the human factor.

2.3. Comparisons of the Categories of Use Cases

Type I. The use of BCIs as a tool for research is an easier case, in several ways. Experiments are conducted under laboratory conditions, complexity is often reduced to one variable of interest, standard EEG equipment with lengthy preparation times does not pose a serious problem, and it is not problematic if the system does not work for all participants. Still, specific requirements of a given use case can make the enterprise a challenge. In this category, the end users of the BCI are the researchers.

Type II. Using BCI technology in this way seems realistic in the medium term. The scenarios are often complex (e.g., driving a car), with mingled interactions between various perceptual and cognitive processes, calling for advanced decoding methods. On the other hand, there is no strict requirement for an easily deployable setup, the experimental conditions are somewhat controlled, and the experimental subjects can be selected according to the decodability of the given brain processes (provided that the selection criterion does not imply a bias with respect to the subject of investigation). Applications in this category mostly do not critically rely on the real-time aspect. In this case, the end users are the companies that develop the devices or interfaces, as well as the institutions that are responsible for the infrastructure.

Type III. BCI applications in this category are mostly rather far-reaching. The concepts are not yet ready for the dynamics and complexity of the real world, the measurement devices need to be easily deployable, yet also to provide robust signals, and the system should work preferably for anyone, as all human beings[PS3] are the end users in this category.

3. DETECTION OF EMERGENCY BRAKING INTENTION DURING DRIVING

This section summarizes two studies that investigate the possibility of predicting upcoming emergency braking from neural signals. The method makes use of exogenous ERPs related to perception and cognition in combination with an endogenous signal that indicates the preparation of a movement. We discuss potential benefits and caveats.

3.1. Context: Neurotechnology in the Context of Driving a Car

Neurotechnology can detect specific brain states before they reach consciousness and before they trigger behavioral actions (Section 7). Neuroergonomic approaches are therefore of interest for increasing our understanding of physiological aspects in time- and safety-critical applications, because a potentially dangerous situation may be detected before the user is aware of it and/or able to respond to it. In this section, we explore the feasibility and utility of this approach in driving a car. Kohlmorgen et al. (2007) and Dijksterhuis et al. (2013) study EEG correlates of mental workload during real-world and simulated driving, while (Kecklund and Åkerstedt, 1993; Papadelis et al., 2007; Schmidt et al., 2007, 2009; Gugler et al., 2010; Simon et al., 2011; Sonnleitner et al., 2012) study fatigue and attention during monotonous real-world driving. Reaction time in lane changing tasks has been investigated with EEG (Zhang et al., 2015a). Further studies demonstrate the detection of error and anticipatory potentials that could potentially be harnessed to increase driving safety (Khaliliardali et al., 2015; Zhang et al., 2015b). In emergency situations caused by obstacles on the road, drivers need to react quickly by braking. Such events lead to a cascade of mental responses from the perception and evaluation of the emergency-inducing stimulus to the activation of the lower limb muscles initiating the release of the gas pedal and the activation of the brake pedal. Due to the latencies inherent in motor responses, and due to the complexity of the required movement, the time spent between the stimulus and an effective deceleration of the vehicle can easily be on the order of 1 s, even if the decision to brake is made several hundred milliseconds earlier. This delay has led to attempts to retrieve the driver's braking intent earlier, which can be done by considering additional behavioral inputs such as gas pedal release, steering angle, foot position, and head movements (McCall and Trivedi, 2007; Trivedi and Cheng, 2007). Neuroergonomic approaches have the potential to prompt the user's decision even earlier—at the time of its very emergence—by tapping directly into the brain. This extra time might in principle either be used to prevent crashes through automatic braking, or to perform preparatory measures aimed at mitigating the impact of a crash through an automated response such as tightening the seat belts.

3.2. Two Studies on Predicting Emergency Braking

The first study to describe such a system was Haufe et al. (2011). In a driving simulator, N = 18 participants were instructed to follow a computer-controlled vehicle. The distance between vehicles was 20 m; the speed was 100 km/h. Occasionally (20–40 s inter-stimulus-interval, randomized), a rapid braking of the leading vehicle would induce an emergency braking situation. In order to avoid a crash, participants were required to perform immediate emergency braking in these situations. The onset of the lead vehicle's braking (and brake light flashing) is here referred to as the stimulus. The experiment comprised three blocks (45 min each) of driving with 10–15 min periods of rest in-between.

The authors measured myoelectric (EMG) activity using two bipolar electrodes located at the M. tibialis anterior and the knee of the right leg, as well as electroencephalography (EEG) from 64 scalp sites (nose reference). Behavioral and technical data—including brake and gas pedal deflections, the acceleration of the participant's vehicle, and the distance between vehicles—were also measured and synchronized with the physiological data. This yielded a multivariate, multi-modal time series from which the segments reflecting induced emergency situations and normal driving periods, respectively, were extracted.

Using univariate analysis, the authors discovered a characteristic event-related potential (ERP) signature preceding executed emergency braking in the EEG data. They then used multivariate machine learning to compare the predictive power (derived by distinguishing emergency braking from normal driving episodes) of a system utilizing all measurement modalities to systems either omitting EEG, EMG, or both. The study was later replicated with N = 20 subjects in a real car on a non-public test track (Haufe et al., 2014a).

Figure 1 depicts the event-related potentials that are characteristic of forced emergency braking. In both studies, a spatio-temporal ERP complex composed of the three overlapping subcomponents was observed: an early symmetric negative deflection in occipito-temporal areas, a negativity at central scalp sites, and a positive deflection in centro-parietal areas. The early occipital negativity is a visual-evoked potential (VEP) that can be attributed to low-level processing of the flashing of the brake light of the leading vehicle, which initiates the emergency situation. Higher-level processing of the importance of this flashing is reflected in the later centro-parietal positivity (P300). The late central negativity amounts to the readiness potential (RP), which reflects the motor preparation and execution related to pressing the brake pedal.
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FIGURE 1. Grand-average stimulus-aligned EEG responses to forced emergency braking during real-world (upper panel) and laboratory driving (lower panel). Potentials are visualized as topographical maps of grand-average ERPs in five temporal intervals. The stimulus onset (t = 0 ms) is the time of the brake lightbrake light flashing of the lead vehicle. Figure taken from Haufe et al. (2014a) with permission.



Figure 2 shows the detection accuracy of single-trial braking intention using a multivariate classifier as achieved on hold-out data and measured using the area under the curve (AUC) score. The classifier was evaluated at each stage of emergency braking between 0 and 1200 ms post-stimulus using data from the preceding 1500 ms. Without the EEG and EMG channels, the performance significantly dropped between approximately 200 and 1000 ms post-stimulus in both studies, indicating that EEG and EMG contain important information about the driver's intention that is not available in the combined remaining channels in the early stage of dealing with an emergency.


[image: image]

FIGURE 2. Grand-average area under the curve (AUC) scores calculated from the outputs of linear classifiers that were optimized to distinguish normal driving intervals from stimulus-aligned target intervals representing different stages of emergency braking situations. STIM denotes the onset of braking (brake light flashing) of the lead vehicle. Thick lines represent the results of the real-world driving study (Haufe et al., 2014a), while thin lines represent results obtained in the driving simulator study of Haufe et al. (2011). The distribution of pooled braking response times in both datasets is indicated by box plots showing the 5th, 25th, 50th (median), 75th, and 95th percentiles. Classification was based on (spatio-) temporal features observed prior to the decision points. Performance of combinations of modalities. Blue: EEG+EMG+Gas+Brake (electrophysiological and behavioral channels). Red: Gas+Brake (only behavioral channels). The intervals, in which the inclusion of electrophysiological channels significantly improved classification accuracy are marked as square boxes (no filling for simulated driving, light gray filling for real-world driving). Figure taken from Haufe et al. (2014a) with permission.



3.3. Conclusion and Outlook

Summarizing, Haufe et al. (2011) showed that EEG and EMG recordings reach the predictive accuracy of behavioral channels at earlier stages of the emergency situation. Their laboratory results were reproduced during real-world driving (Haufe et al., 2014a), demonstrating that well-designed simulator studies can be a useful proxy for real world studies. The results have also been confirmed under more diversified traffic conditions (Kim et al., 2014; Khaliliardali et al., 2015).

The robustness of our findings motivates the use of neuroergonomic approaches to driving assistance. Such a system may detect a driver's intention to brake before any of their actions become observable, and may thereby reduce the time after which appropriate action can be carried out. Haufe et al. (2011) evaluated a simplistic implementation of an online emergency braking detector in their simulation environment, and estimated that the time that can be saved by the system is around 130 ms. At 100 km/h, this amounts to a reduction of the braking distance by 3.66 m. With respect to practical implementation, another aspect has also to be considered. While anticipatory brain signals allow for an early prediction of an action, they do not necessarily reflect the final decision as shown in the study discussed in Section 7. In the presence of motor predictive brain signals, the participant may still change their mind and cancel the movement or act differently. In the scenario of emergency situations, this could be caused by the insight that under the given condition the avoidance of an obstruction might be a better option than braking.

4. EEG-BASED CLASSIFICATION OF VIDEO QUALITY PERCEPTION

By the virtue of a specific experimental paradigm, the watchers' SSVEP amplitudes were modulated by degradations in the quality of videos. Classification methods derived neural indices that correlated with the mean opinion scores (MOS) given by the participants in the standard behavioral assessment, giving rise to a new approach to video quality assessment.

4.1. Context: Brain-Guided Quality Assessment

As we elaborated in our first review (Blankertz et al., 2010), there is a good outlook for using neurotechnology in usability studies because it allows for an effortless continuous acquisition of usability parameters without requiring any action on the part of the user. It may also include aspects that are difficult to quantify objectively with conventional methods and access variables unknown to the test subjects themselves. In a similar vein, neurotechnology may prove useful for the quality assessment of such multi-media content (Moldovan et al., 2013; Antons et al., 2014). Such an approach may capitalize on neural correlates of perceptual or cognitive processes. The assessment of audio quality based on EEG was pioneered in Porbadnigk et al. (2010). Their results showed that the methodology taken from BCI research has the potential to detect changes in the brain signals of listeners, who were presented with audio signals that had quality degradations below the threshold of perception, (cf. also Antons et al., 2012; Porbadnigk et al., 2013). This demonstrated an increased sensitivity compared to behavioral measures, which was also found in studies on the visual domain (Porbadnigk et al., 2011). In this section, we review studies investigating the neurotechnology-based assessment of video quality with the aim of improving video codecs.

4.2. Studies on Neural Measures of Video Quality

For the transmission of video signals at today's high bit rates, video codecs usually employ high levels of compression, which might introduce distortions visible to the human eye. It is therefore desirable to measure the perceived distortions through the assessment of the visual quality of compressed video. This assessment is usually done through so-called mean opinion scores (MOS) that are obtained through questionnaires, in which participants are asked to rate the quality of a visual stimulus on a rating scale (ITU, 2002, 2008). These behavioral tests have many limitations, including large inter-subject variance and the requirement of a high number of participants to achieve statistical significance. The judgment of the participants can also be biased by several factors not related to the quality of the stimulus itself. In recent years, therefore, there has been increasing interest in investigating novel paradigms for video quality assessment through the direct measurement of neural activity via EEG (Hayashi et al., 2000; Babiloni et al., 2006; Arndt et al., 2011; Lindemann et al., 2011; Mustafa et al., 2012; Arndt et al., 2014; Kroupi et al., 2014).

The authors of Scholler et al. (2012) used an experimental design that capitalized on the ERP component P3 to quantify the perception of the human observer when being confronted with a change in video quality. As stimuli, they showed 8 s video clips based on a synthetic image of a textured checkerboard, which was deformed over time by simulating a swaying water surface on the top. The quality change was introduced by lossy compression, while its magnitude was controlled by the quantization parameter of the video coder. Participants had to acknowledge the perception of the quality change via button press. They found that quality changes elicited a P3 component that was positively correlated with the magnitude of the change, which could be classified on a single-trial basis using LDA. They report a single-trial classification with AUC-values close to 1 for the highest level of distortion in most subjects, referring only to trials correctly identified by the participants at the behavioral level. They also report, for three participants, an average 65% accuracy in classifying the trials in which the quality change was present but not detected by the subjects, advancing the hypothesis of higher sensitivity of the EEG compared to the behavioral response.

All the previously mentioned studies are based on the detection of the P3 component, which is a cognitive ERP not directly linked to sensory processing. Complementarily, we investigated a paradigm based on Steady-State Visual Evoked Potentials (SSVEPs) that reflect perceptual processes. The basic suitability of the SSVEP-based design for video quality assessment has been demonstrated (Norcia et al., 2014). Here, we review a systematic follow-up study (Acqualagna et al., 2015).

As stimuli, six gray-level natural images in six levels of degradation (corresponding to six compression rates) were used. The degradation levels were controlled by the quantization parameter, as in Scholler et al. (2012). The experiment comprised 51 videos in which all the textures in all the levels of degradation were displayed (Figure 3). The original and distorted textures were presented in alternating order with a stimulus onset asynchrony (SOA) of 333 ms (i.e., at a frequency of 3 Hz). The flickering effect of the sequence of quality changes caused the elicitation of SSVEPs in the occipital cortex, the amplitude of which increased with increased distortion levels.
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FIGURE 3. SSVEP-based paradigm for video quality assessment. Each video comprised the six textures presented in all the levels of distortion (D1, …, D6) in random order. Each texture was displayed distorted for 333 ms, followed by the undistorted form for 333 ms (D0) and the same succession was repeated four times for each level. Figure adapted from Acqualagna et al. (2015) with permission.



In the first approach, single VEPs of the steady-state signal were classified using spatio-temporal features (Blankertz et al., 2011) applied to epochs without and with a time-lag of 160 ms (Figure 4, left). Single-trial classification achieved an average maximum AUC of 0.84 for the maximum distortion level. Figure 4 (right) shows that the first three distortion levels (D1–D3), which were chosen to be below the threshold of perception, did not modulate the SSVEPs and classification stayed at chance level. Further on, classification performance linearly increases with the distortion level. AUC scores significantly linearly correlated with MOS-values for all the participants (p < 0.01).
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FIGURE 4. Single-trial classification of VEPs based on spatio-temporal features. (A) Grand average brain activity over all participants at channel Oz, at maximum distortion level D6. The magenta line represents “Class 1” and the gray line “Class 2.” Scalp plots underneath refer to the shaded areas in the time plot and display the magnitude of the sign − r2 for each channel. (B) Classification performances using shrinkage LDA for all participants (colored lines) and mean (black thick line). Figure adapted from Acqualagna et al. (2015) with permission.



The same trend was obtained for the classification of spectral features at 3 and 6 Hz (i.e., the frequencies of the EEG spectrum that showed the highest modulation). CSP filters were calculated on the training data between the epochs referred to the maximum distortion level (D6) and those referred to the original textures (D0). CSP filters were then applied on the test data for all distortion levels. Features consisted of the log-variance of the CSP filtered data. Epochs locked to the distorted textures (D1–D6) were classified vs. epochs locked to D0 using LDA, achieving the maximum average AUC of 0.74 for D6.

4.3. Concluding Remarks

Importantly, this study showed that an SSVEP-based paradigm allows a much quicker collection of trials than previous P3-based paradigms for quality assessment. The results of the neural assessment also correlated significantly with the MOS-values. The study thus demonstrated that an SSVEP-based video quality assessment can be considered a viable complement to behavioral-based assessments and a presumably faster alternative to methods based on the P3 component. For further details about the study and complementary analysis, please refer to Bosse et al. (2014, 2015) and Acqualagna et al. (2015). More generally, the results indicate the utility of the brain-based approach for usability testing and related quality assessment.

5. ADVANCED MONITORING OF WORKLOAD

This section reports methodological advancements in the context of brain-based mental state monitoring (Blankertz et al., 2010) and neuroergonomics (Mehta and Parasuraman, 2013). We take the estimation of the so-called operator workload as an application scenario, although the methodology is much more widely applicable. We explored estimates based on spectral features of endogenous brain rhythms that differ with respect to the label information required for training, including entirely unsupervised approaches. The explored estimators also differed with respect to the level at which the spectral features are extracted, thereby comparing traditional single-channel based approaches to approaches that employ recent advances in spatial filtering methods (Schultze-Kraft et al., 2016b).

5.1. Context: Neuroergonomics and Physiology of Operator Workload

Many work places with high levels of automation require human operators to perform monotonous but attention-demanding tasks, such as driving and air traffic control, or as in industrial contexts. In such work environments, the demand for high levels of alertness can lead to an overload of the human operator, which in turn can have critical consequences for health, safety, and efficiency. An assessment of the operator's workload (Gevins et al., 1995; Gevins and Smith, 2003) can be utilized to prevent overload and can lead to adaptive systems that automatically self-regulate the level of human-machine interaction (Pope et al., 1995; Prinzel et al., 2003; Parasuraman and Wilson, 2008). Another area of application is in training procedures, in which displaying the current workload level to the trainer as well as to the trainee her/himself is expected to facilitate learning or to make the alignment of difficulty levels to the trainee's progress more efficient (Borghini et al., 2016). This possibility has been explored for pilots (Borghini et al., 2013), air traffic controllers (Di Flumeri et al., 2015), and shipmasters (Miklody et al., 2016). The technique could similarly be used to improve infrastructure, by testing, for example, which features of streets, harbors, and the like require maneuvers that are likely to induce high workload.

The human EEG has been shown to provide reliable estimators of workload, based on the fact that changes in workload are associated with characteristic modulations in the power of oscillatory activity in particular frequency bands of the EEG (Buzsáki and Draguhn, 2004). The most prominent frequency bands with power changes related to workload are theta (4–7 Hz) and alpha (8–12 Hz). Theta power has been shown to be positively correlated with workload, most notably in frontal regions (Gevins et al., 1998; Smith et al., 2001; Holm et al., 2009), whereas alpha power is typically found to be negatively correlated with workload, in parietal regions in particular (Gevins and Smith, 2003; Holm et al., 2009). This effect cannot be expected in general, however, as these results refer to the visual modality only (see the discussion Section 9).

5.2. Study Comparing Methodologies for Estimating Workload

The experiment setup in Schultze-Kraft et al. (2016b) was designed to emulate an industrial working scenario in which an operator performs tasks requiring a continuous effort of visual and motor processing with alternating difficulty. Ten healthy male subjects, aged 26–40, participated in the experiments. Subjects were instructed to carry out a task on a 21-inch touch screen lying on a table in front of them (Figure 5A).
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FIGURE 5. Experimental task and impact of the experimental paradigm on task performance and peripheral physiological measures (PPM). (A) Snapshot from one of the experiments showing a subject playing the game on the touch screen. (B) Block structure of the experiment. Participants performed four runs of 24 min, each consisting of 90-s blocks of alternating low (L) and high (H) workload conditions. (C) Error rate. (D) Respiratory frequency in breaths per minute. (E) Cardiac frequency in beats per minute. (F) Electrodermal response in Galvanic skin potential. Shown are the grand averages of the mean over all L–H block pairs. The light blue shadings indicate the standard error of the mean. Due to large inter-subject differences in the average of the PPMs, the grand average and standard error were computed after subtracting the mean in the indicated bar. Thus, the plotted values represent changes from this baseline. Figure taken from Schultze-Kraft et al. (2016b) with permission.



The task was designed as a computer game in which objects consisting of three vertically aligned screws (screw triplets) were falling from random positions at top of the screen and had to be caught in a bucket at the bottom of the screen. Subjects could move the bucket horizontally by sliding it with one of their index fingers. The coloring of the bucket could be adjusted by touching colored buttons that were positioned on either side of the screen. The catching task was further complicated by the constraint that the coloring of the bucket had to match the coloring of a screw triplet before catching it. Not catching a screw triplet was considered an error and so was catching a triplet with a color scheme that did not match the color scheme of the bucket. In the low workload condition (L), the interval between falling screw triples was constant, whereas in the high workload condition (H) the intervals were shorter and were randomly varied. The experiment was conducted in four runs, where each run lasted 24 min and consisted of alternating low and high workload blocks, with each block lasting 90 s. See Figure 5B for the experimental design.

In addition to 64-channel EEG, we also determined task performance (error rate) and measured the following peripheral physiological measures (PPM): respiratory frequency, cardiac frequency, and electrodermal response. See Figures 5C–F for the task-induced effects on error rate and PPMs. Switching from low to high workload induced consistent and significant increases in error rate and all PPMs.

In order to classify (or predict) workload levels, we compared six different predictive models. Three of them are based on spectral features at channel-level, whereas the other three used specific data-driven spatial filters. In the channel-level approaches, spectral features are computed for each recording channel separately. In the spatial-filter-level approaches, the data are first projected onto a set of optimized spatial filters. Spectral features are then computed based on the output of the spatial filters. Each of the channel-level and spatial-filter-level approaches fall into one out of three sub-categories, depending on the amount of information required by the approach. These sub-categories include (a) use of binary class labels (classification models, tag cfy), (b) use of a continuous error measure (regression models, tag regr), and (c) no use of a supervision signal at all (unsupervised models, tag unsup). In the classification models, spectral features were combined using regularized linear discriminant analysis (LDA) in combination with binary labels. In the regression models, spectral features were combined using regularized least-squares regression (LSR) in combination with the subject's error rate as a supervision signal. Finally, the output of the unsupervised models was simply the difference between theta and alpha features (Power diff). These three sub-categories represent a progression from (a) controlled laboratory conditions in which full label information is available to more realistic settings in which either (b) only a proxy-variable, such as the error rate is available, or (c) no external information about the variable of interest is available at all. This last scenario requires assumptions about the nature of the expected spectral changes in the EEG, which, in our case, is associated with workload (Gevins et al., 1998; Gevins and Smith, 2003; Holm et al., 2009).

Matching the level of additional information provided, we employed the following spatial filter methods. For the classification model, we used the Common Spatial Pattern (CSP) algorithm (Fukunaga, 1990; Koles, 1991; Blankertz et al., 2008) to train the spatial filters. For the regression model, we used the Source Power Co-modulation (SPoC) algorithm (Dähne et al., 2014a). For the unsupervised model, we used the canonical Source Power Co-modulation (cSPoC) algorithm (Dähne et al., 2014b). While CSP is a well-established method in the field of BCI, SPoC, and cSPoC represent recent advances in the development of spatial filtering methods. See Dähne et al. (2015) and Fazli et al. (2015) for further information on the background of these methods.

Figure 6A shows the mean classification accuracies for the six models, averaged across subjects. Both groups of models, with and without spatial filtering, show a decrease of performance with a decreasing amount of exploited label information. Between the groups, models using spatial filtering show a clear advantage that becomes greater the smaller the amount of label information that is available: 3.8% (CSP), 4.2% (SPoC), and 8.2% (cSPoC), compared to the respective channel-based method.
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FIGURE 6. Results. (A) Mean classification accuracy and standard error of the six models across subjects. (B) Added value of peripheral physiological measures. Mean classification accuracy and standard error across subjects when using only PPM features (white) and comparison to the two unsupervised predictive models before (dotted) and after (solid) augmenting with PPM features. Figure taken from Schultze-Kraft et al. (2016b) with permission. **Indicates a significance level of p < 0.01.



Given the modulation of PPMs by the workload condition (Figures 5C,D) and given that PPM features can be extracted from the data as an unsupervised signal, we assessed whether PPM features constitute an added value to the features extracted in the unsupervised models. We first of all found that the mean classification accuracy using only PPM features was 81.8% (Figure 6B, white bar). We then repeated the analysis with unsupervised models. This time, however, we augmented the EEG features with PPM features. This resulted in enhanced classification accuracies: a 3.6% increase for the channel-based (n.s.) and a significant increase of 4.3% for the spatial filtering-based method. Note that the unsupervised but PPM- augmented model outperformed the supervised channel-based model and even nearly equaled the performance of the supervised model, which used spatial filters. These results support the assumption that peripheral physiology can indeed provide an added value to the unsupervised model for the classification of workload.

Next to an increased signal-to-noise ratio, a further benefit of using spatial filtering methods is that they allow for the inspection and interpretation of spatial activation patterns, which are associated with the extracted signals (Haufe et al., 2014b). It is thus possible to verify that the signals extracted by the CSP, SPoC, and cSPoC filters were of cortical origin, as opposed to possibly stemming from ocular or other artifactual sources. For this purpose, we examined the spatial activation patterns that correspond to the components found using the three methods, as well as the corresponding power envelopes of the components' time series. Figure 7 shows the activation patterns and corresponding power envelopes for one example subject. The activation patterns indicate that frontal theta activity and parietal/occipital alpha activity are the sources of workload modulated signals.
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FIGURE 7. Spatial activation patterns and power envelopes of components extracted by the three EEG spatial filtering methods. The shown activation patterns (scalp maps) and power envelopes correspond to the components with the highest value of the optimization criterion of the respective method. The left and middle column show the activation patterns of components obtained from the theta (blue) and alpha (red) bandpassed data, respectively. The color coding and sign of the activation patterns were adjusted to be consistent across methods, but are arbitrary otherwise. The power envelopes (right column) are color-coded accordingly (theta: blue; alpha: red), the x-axis shows time in seconds. Due to standardizing to z-scores, the amplitudes of the curves do not relate to discriminative power. Figure taken from Schultze-Kraft et al. (2016b) with permission.



5.3. Conclusion and Outlook

In summary, we find that using established and, in particular, recently developed spatial filtering methods, it has become possible to estimate an operator's workload based on brain signals and peripheral measures. Additionally, we would like to point out that we observed similarly promising results in a workload-related study (Naumann et al., 2016) in which subjects played the classical Tetris video game. In contrast to most workload-related studies, the task in Naumann et al. (2016) was not to classify workload into one of two categories (typically high vs. low workload). Instead, we aimed to predict the player's current game level, purely on the basis of spectral features from the brain. We employed the model outlined above (SPoC combined with regression) and we were able to predict the current gaming level with high precision (Naumann et al., 2016), results that are comparable with the findings presented in Schultze-Kraft et al. (2016b).

6. BRAIN-COMPUTER INTERFACES FOR HUMAN-COMPUTER INTERACTION

While intentional control of computer applications is the target of classic BCI research for patients, this approach does not seem promising for general users. Instead, it seems worthwhile to employ BCIs to infer implicit information during software usage and to use that information to augment the explicit interaction. In other words, to make the computer better at understanding the human user on the basis of soft skills. In view of this far-reaching goal, we have investigated several studies that pave the way.

6.1. Context: BCIs for General Human-Computer Interaction

The interaction with a complex interface might be facilitated if the system is able to exploit implicit information about the cognitive state of its user inferred from physiological signals. Measures from eye movement patterns, pupil size, electrodermal activity (EDA), facial electromyography (fEMG), and other peripheral physiological signals can provide insights into the user's mind with respect to relevance, attention, or intent (Oliveira et al., 2009; Hardoon and Pasupa, 2010; Cole et al., 2011a,b; Gwizdka and Cole, 2011; Haji Mirza et al., 2011; Hajimirza et al., 2012; Barral et al., 2015). However, electrophysiology may provide a more direct access to the cognition of the user in comparison to eye tracking or peripheral physiology (Zander and Kothe, 2011; Eugster et al., 2014; Ušćumlić and Blankertz, 2016; Wenzel et al., 2016).

Transferring the decoding results from the classic (fixed-gaze) BCI systems toward general human-computer interaction (HCI) applications, in which complex displays are explored in an unconstrained free-viewing manner, holds a number of challenges that we discuss in this section. These scenarios, which allow natural behavior, essentially require co-registration of eye-movements and EEG, since free viewing implies self-paced scene exploration. The emerging research on eye fixation-related potentials has shown that fixations on the object of search evoke EEG responses similar to the one evoked in the classical visual oddball paradigm with fixed gaze (Rämä and Baccino, 2010; Kamienkowski et al., 2012; Brouwer et al., 2013; Kaunitz et al., 2014), which motivated an expansion of potential BCI applications. The joint EEG and eye-tracking studies, such as those addressing active visual search of the target face in images of crowds (Kaunitz et al., 2014), or during navigation of 3D naturalistic environments (Jangraw et al., 2014), provide evidence for the feasibility of EEG-based intention decoding in realistic active visual search tasks. Both studies, however, impose certain constraints, either in terms of subjects' behavior (i.e., promoting longer fixations Kaunitz et al., 2014) or in terms of stimuli that prevent the overlap of target responses (Jangraw et al., 2014). Neither of these studies, moreover, address the system's performance with respect to the content of scenes, i.e., its semantic and spatial distribution, clutter, and temporal dynamic.

We conducted various experiments to approach these issues, taking as a guiding example the assessment of the relevance of the items on screen with regard to the user's task (e.g., information seeking). The goal is to obtain implicit information about the user's intention from the brain signals (as co-registered eye-tracker data) to supplement the explicit interaction with computer software via mouse and keyboard. Implicit relevance measures can be captured unobtrusively in the background and consume less time and effort in comparison to a laborious manual evaluation of the relevance of each item. In this transfer of BCI technology to realistic settings of human-computer interaction, we face a number of challenges that we address in the following section.

6.2. Variable Neural Latency in Dynamic Scenes

On the one hand, applications for information seeking and retrieval are nowadays characterized by rich and dynamic visual interfaces. Such interfaces inevitably engage different attentional and perceptual brain processes (e.g., covert attention and peripheral vision) to sample the relevant content of scenes through consecutive eye-fixations. On the other hand, information is typically provided as semantic concepts that are richer than a simple symbol or a plain word; they may be contained in data of different modalities (e.g., text, image, and video). While a semantic concept may be ambiguous or vague, its recognition may require integration of evidence over time. Typical examples of the latter case are action and behavior recognition, or the recognition of new content on a screen when transition visual effects are applied, as it is often the case in visual interfaces. Altogether, in real world applications the cognitive processing may vary in both duration and onset time with reference to fixations. Our recently published study (Ušćumlić and Blankertz, 2016), which was motivated by the non-stationarity of our natural visual environment, addressed the EEG correlates of visual recognition while participants overtly performed visual search in non-stationary scenes. Our research particularly concerned whether scene dynamics might intensify the temporal uncertainty of ERPs with reference to fixations, introducing an extra challenge for state-of-the-art EEG decoding methods. We designed three free-view visual search tasks mimicking the type of visual effects that may appear in real world human-computer visual interfaces. Alongside popping-up stimuli, two composite appearance styles based on fading-in, enlarging, and motion effects were considered (Figure 8). In the Pop-Up (PU) and Smooth Appearance (SA) conditions, stimuli appear at random but fixed positions on the screen. In the Motion Appearance (MA) condition, the constant stimuli motion causes the entire scene to continuously change (for details, see Ušćumlić and Blankertz, 2016). First, we investigated the performance of the state-of-the-art EEG decoding method hierarchical discriminant components analysis (HDCA) (Gerson et al., 2006) across different conditions. The results confirmed our concerns, indicating a drop in decoding performance when facing less certain timing of visual events (i.e., the appearance of new content in a scene) due to the transitional changes (cf. Figure 9 upper panel). We showed, however, that the knowledge obtained from the paradigm characterized by less temporal uncertainty (i.e., popping-up stimuli) can be exploited to boost the EEG decoding performance in more challenging conditions. This is done by estimating posterior probabilities across different time lags with reference to fixation onset, using the classifier trained on popping-up condition, and by making the final decision based on a maximum of the estimated posteriors. The improved decoding performance, estimated in a 10-fold validation setting, is presented in Figure 9 (lower panel), for fading-in and motion conditions, respectively.
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FIGURE 8. (A) Left: A standard Landolt broken ring. Right: Eight modified Landolt rings that we used in our study. (B) Illustration of the stimuli presentation flow for different conditions. Top-left: In the PU condition, stimuli appear in one step. Top-right: Three intermediate steps of stimulus evolution in time are presented for the SA condition, followed by a completely revealed stimulus. Bottom-right The dashed line indicates the order of the appearance of stimuli in the PU and SA conditions. Bottom-left Several intermediate steps in the evolution of two successive stimuli are illustrated for the MA condition. The arrows indicate the direction of their continuous motion. This illustration is simplified, since multiple objects were present on the screen during the motion condition (MA). Stimuli are enlarged in comparison to the real screen dimensions. Figure taken from Ušćumlić and Blankertz (2016) with permission.
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FIGURE 9. Upper plot: Intra-protocol classification with an HDCA was cross-validated on the three conditions. Lower plot: For the inter-protocol classifier transfer, the HDCA was trained on the training data (PU condition) on a fixed time interval. The intermediate results of the testing datasets (conditions SA and MA), obtained for different positions of the sliding window (small boxplots), are combined to give the results indicated by the broad bars. Figure adapted from Ušćumlić and Blankertz (2016).



6.3. Variable Neural Latency Due to Variable Saliency

In typical BCI experiments, different stimuli are flashed one-by-one (cf. Figure 10A) and the EEG is segmented in stimulus-aligned epochs that are used to predict the selected stimulus of interest (e.g., Treder et al., 2011). In regular software applications, several items are usually presented in parallel, rather than one-by-one. In this case, the saccades to the items, as measured with an eye tracker, can serve as time points of reference for the EEG segmentation (cf. Figure 10B). Using this approach, it is possible to estimate which items displayed on the screen are task-relevant and which are not (e.g., Brouwer et al., 2013; Kaunitz et al., 2014; Ušćumlić and Blankertz, 2016; Wenzel et al., 2016).
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FIGURE 10. (A) Sequential centered “BCI presentation.” A simplified “mental typewriter” serves as example for an ERP-based BCI (cf. Treder et al., 2011). Different items (square, triangle, disc, pentagon) are flashed one-by-one, on the same spot on the screen. Each item stands for a (group of) letter(s). The subject selects a letter and silently counts the flashes of the corresponding item in order to direct their attention toward it. The selected (group of) letter(s) can be decoded from the EEG data using the flashes as time points of reference. (B) Item scanning in free-viewing. In an HCI scenario, words or pictograms (symbolized in the illustration) are displayed in parallel on the screen and are not flashed one-by-one. Items of particular interest for the user shall be decoded from the EEG data. The saccades (white arrow) to the items, as measured with an eye tracker, can serve as time points of reference for the EEG analysis. (C) The stimulus saliency may vary in HCI settings. An item of little saliency (here represented by a blue disc with indistinct interior) can only be recognized after a saccade when the item is in foveal vision. In contrast, a salient item (red crown) can be recognized already in peripheral vision, before a saccade toward it. A variable timing of recognition can therefore be expected with respect to the saccades, which are used as time points of reference for the EEG analysis.



Pictograms and words shown in real software applications are usually diverse and feature different colors, shapes, and sizes. Saliency, which enables the recognition of relevant items, varies accordingly, such that recognition can happen either before the saccade (when the item is still in peripheral vision) or after the saccade to the item (when the item is in foveal vision; cf. Figure 10C). Accordingly, neural activity related to recognition can exhibit a temporal variability with respect to the saccades, which are used as time point of reference for the EEG segmentation. BCI prediction algorithms are not required to deal with this temporal variability because the stimulus onset serves as reference and the eyes are not moved in typical BCI experiments. An experiment with unrestricted eye gaze was performed in order to systematically investigate whether the algorithms can cope with this issue, which can be expected in realistic HCI settings (Wenzel et al., 2016). The participants were asked to find and count certain items that were presented in parallel on the screen and that were sometimes more and sometimes less salient. The continuous EEG data were segmented in epochs aligned to the (ends of the) saccades toward the items. Salient task-relevant items evoked an earlier neural response in comparison to less salient task-relevant items, presumably because recognition was possible already in peripheral vision. Nevertheless, even when the item saliency was mixed, a typical BCI prediction algorithm was suited to deal with the resulting temporal variability and was able to detect the task-relevant items in this search task.

6.4. Interference of Eye Movements with the EEG

EEG epochs used for the predictions in BCI experiments are usually set at several hundred milliseconds long in order to capture the P300 wave. But fixations often last only few hundred milliseconds and the subsequent saccade can occur during the same EEG epoch. This is problematic because eye movements can interfere with the EEG data. Yet, even when the eye movements were unrestricted, it was possible to capture neural signals related to recognition when the discriminative information was not (primarily) a result of eye movements (Wenzel et al., 2016). Interestingly, information from the two modalities of EEG and eye tracking were found to be complementary. An investigation of target detection with moving objects that require smooth-pursuit eye-movements showed no decrease of decoding performance if the timing of the event was known (Ušćumlić et al., 2015).

6.5. Insufficient Accuracy in Single-Trials

EEG and eye tracking data can be informative about item relevance, but they are not sufficient for a reliable relevance estimate after a single fixation of an item. Brain-Computer Interfaces have to deal with a similar uncertainty and address this problem usually by combining predictions from several EEG epochs for class selection. The same strategy could be followed for the transfer to human-computer interaction. Practical applications should be designed such that evidence about user relevance is accumulated over time. This approach is favored naturally, because humans frequently move their eyes, which may result in a large number of saccade-aligned EEG epochs. For instance, when subjects scanned a mosaic of images that belonged to two classes, it was possible to reliably estimate, based on EEG and eye tracking data, which of the two classes of images was more relevant for the user, even if the predictions for the single images were not accurate. This strategy allowed the implicit resolution of ambiguities in an image web search (Golenia et al., 2015).

6.6. Conclusion and Outlook

Taken together, these results indicate the basic feasibility of exploiting implicit information through the use of BCI techniques for human-computer interaction. This holds also if the targets are not previously known stimuli, but rather semantically described categories consisting of a large variety of previously unseen stimuli (Acqualagna and Blankertz, 2015). Apart from relevance, estimating the “depth of cognitive processing” would be useful in HCI when, for example, interfaces can adapt according to whether displayed information was adequately processed by the user or not. Recent work indicates that this variable can also be estimated sufficiently from the EEG (Nicolae et al., 2015a,b).

For a realistic perspective of using BCI technology in general human-computer interaction, the extraction of implicit information needs to be further improved, as in the context of, for example, more complex visual stimuli (Wenzel et al., 2015). Moreover, the co-registered acquisition of EEG and eye tracking data needs to be simplified to a deployable setup. We briefly discuss this aspect in a paragraph in the concluding Section 9.

7. BCI AS A RESEARCH TOOL IN COGNITIVE NEUROSCIENCE

Employing a BCI to obtain early predictions of motor intentions in a gaming scenario required participants to cancel self-initiated button presses upon seeing a stop signal. By virtue of this paradigm, conclusions about the deterministic coupling between preparatory brain signals and the corresponding motor actions could be drawn that have a number of important implications ranging from the debate over free will to ethical considerations about applications that potentially speed up human behavior.

7.1. Context: Preparatory Signals and Research Questions in Cognitive Neuroscience

The readiness potential (RP) is a slow, negative cortical potential that is observed over motor areas in the EEG and can start more than one second before voluntary, self-initiated movements (Kornhuber and Deecke, 1965). It gained particular fame in the work of Libet et al. (1983), who found that the conscious decision to move occurs several hundred milliseconds after the onset of the RP, thereby initiating a still-ongoing heated debate about free will (Libet, 1985). One particular question that has remained unanswered is whether a person can still exert a veto by inhibiting a voluntary movement after onset of the RP (Haynes, 2011). One possibility is that once that RP begins to build up the planned movement must occur and cannot be canceled (De Jong et al., 1990). Another possibility is that people can still exert a veto by canceling or altering the movement after the onset of the RP. If the latter is the case, a follow-up question is whether there exists a point of no return along the time course of the RP, after which people cannot stop the planned movement. In order to test this, we devised an experiment that required subjects to cancel a self-paced movement once an RP had been detected by a BCI in real time.

7.2. Study on the Coupling of Preparatory Signals and Corresponding Actions

The experimental task was designed as a “duel” between the subject and the computer. Subjects (N = 10) were confronted with a floor-mounted button and a light presented on a computer screen. If the subject pressed the button while the light on the screen was green, they would win a point. If they pressed the button after the computer had turned the light red (stop signal), they would lose a point. The experiment had three consecutive stages. In stage I, stop signals were elicited at random onset times. The EEG data from stage I were then used to train a classifier to predict upcoming movements. In stages II and III, movement predictions were made in real time by the BCI with the aim of turning on the stop signal in time to interrupt the subject's movement. EEG signals were continuously classified by the Berlin Brain-Computer Interface toolbox (https://github.com/bbci/bbci_public) in order to control the stop signal. Additionally, EMG was recorded from the calf muscle of the moving foot in order to determine the time of movement onset. For details on experimental procedures, please refer to Schultze-Kraft et al. (2016a).

Each trial could end in one of four possible ways (Figure 11A): In “missed button press” trials subjects, won a point when they pressed the button while the light was green, whereas in “predicted button press” trials, they lost a point when they pressed the button after the stop signal had been turned on. Another possibility is that the BCI indicated an RP, elicited a stop signal, and the subject started to move (as indicated by EMG activity), but canceled the movement early enough (“aborted button press” trials). In the last case, the stop signal was elicited, but the participant showed no overt sign of movement. This trial type is ambiguous because it could either result from a prepared movement being terminated at an early stage (“early cancelation”) or it could reflect false positive detections by the classifier (“false alarm”).
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FIGURE 11. (A) Possible trial outcomes during the experiment. See text for details. (B) Percentage of trial outcomes across stages for the four trial categories (as in panel (A)). All trial categories in one stage (bars of same color) add up to 100%. Shown is the average across subjects (error bars = SEM). Figure taken from Schultze-Kraft et al. (2016a) with permission.



We first of all examined the efficiency of the BCI predictor to detect RPs and elicit stop signals in real time. Figure 11B shows that while during stage I (random predictions), roughly 2 out of 3 trials were “missed button press” trials, during stages II and III only 1 out of 3 button presses were missed. Furthermore, predicted or aborted button press trials occurred very rarely during stage I, while during stages II and III they occurred in roughly 20 and 15% of trials, respectively. “Early cancelation/false alarm” trials occurred at comparable rates in all three stages.

Next, we assessed how the timing of stop signals was related to movement onsets (as assessed by EMG). The distribution of stop signals in “predicted button press” trials (Figure 12A, red, top panel) shows that the vast majority of stop signals occurred after EMG onset. Since the movement was completed by pressing the button, the stop signal presumably came too late for a veto. Stop signals in “aborted button press” trials (Figure 12A, green, middle panel) occurred earlier (starting around 200 ms before EMG). Thus, when stop signals were presented at late stages of movement, preparation subjects could not stop themselves from beginning to move, even though they could abort the movement, once started. There was a gradual transition between stop signal times in which movements could be aborted and those in which they could not be aborted (Figure 12A, bottom panel).
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FIGURE 12. (A) Distribution of BCI predictions time-locked to EMG onset (vertical line). The three panels show the distribution of stop signal timings in predicted button press trials (top, red) and in aborted button press trials (middle, green). The bottom panel (red and green) shows their joint distribution. The gray distribution superimposed as outline in all three panels shows the stop signal distribution in silent trials, adjusted to account for the imbalanced probability of a trial being silent (40%) or not (60%). All bins comprised intervals of 100 ms and counts were pooled across stages II and III of all subjects. (B) Accuracies of a classifier trained to detect an impending movement based on event-related desynchronization (ERD) occurring before stop signals. Bars show the mean accuracies of subjects (error bars = SEM) for four different trial types. Figure taken from Schultze-Kraft et al. (2016a) with permission. Significance above chance level is indicated by **p < 0.01 and ***p < 0.0001.



It is interesting that there were rarely any cases in which subjects moved despite seeing stop signals earlier than 200 ms before EMG, even though RP onset occurred more than 1000 ms before EMG onset. We therefore examined the timing of predictions in “silent trials,” which occurred in 40% of trials during stages II and III. Here, when the BCI predicted a movement, the time was silently recorded, but the stop signal was not turned on and the trial continued until the button was pressed. As a detailed investigation of those silent trials shows (cf., Schultze-Kraft et al., 2016a), although a majority of predictions also in silent trials occurred around movement onset, many silent predictions occurred more than 200 ms before movement onset. The fact that these early predictions were absent for predicted button press trials or aborted button press trials suggests that the BCI was indeed able to predict movements at such early stages and that subjects were caught early enough to cancel their decision without any overt sign of movement.

In order to further investigate this assumption and assert whether predictions in the ambiguous trial type were early cancelations or false alarms, we looked for the occurrence of event-related desynchronization (ERD) in these ambiguous trials at the time of prediction. ERD occurs before and during movements in particular frequency bands in the EEG and has been shown to have a different generator in the brain than the RP, therefore making ERD an index for motor preparation that is independent of the RP (Pfurtscheller and Aranibar, 1979; Bai et al., 2006). The analyses revealed that ERD was detected in ambiguous trials, but not in the random stop signal trials from stage I (Figure 12B). Thus, at least a subset of ambiguous trials had likely already reached movement preparation and were not false alarms, but rather early cancelations.

7.3. Conclusion

Our findings suggest that subjects were able to cancel self-initiated movements, even after onset of the readiness potential. If a stop signal is elicited before a point of no return around 200 ms before movement onset, subjects are able to veto the prepared movement, while subjects cannot avoid moving when a stop signal occurs after that time point. Note, however, that the point of no return can be expected to vary from trial to trial, and that it might be impossible to determine when the point of no return has passed in single trials. This has the important implication that no critical actions should be triggered in this way, because the speed-up comes at the price of losing the opportunity to reevaluate the situation and possibly veto the action.

BCI technology offers the unique possibility of intervening in an experimental paradigm based on the momentary mental state (including intention and decision processes) of the test subject. This intriguing opportunity opens the potential for employing real-time BCIs as a research tool. While this perspective was mentioned already in the BNCI Roadmap (BNCI Horizon 2020, 2015), the presented study (Schultze-Kraft et al., 2016a) is, to the best of our knowledge, its first realization. The key point in our study is the capability of allowing for instantaneous feedback of motor intentions to subjects in real time (Blankertz et al., 2006; Salvaris and Haggard, 2014), thereby extending the important line of experimental work on the nature of predictive brain activity preceding self-initiated movements (Haggard and Eimer, 1999). This novel approach allowed us to elucidate a fundamental question in cognitive neuroscience, thereby demonstrating the potential of a Brain-Computer Interface as a powerful research tool.

8. ANALYZING NATURAL MUSIC LISTENING

In this section, we show how BCI technology can be applied to the study of the processing of music. In particular, we propose a regression-based method that enables the extraction of cortical responses to note onsets in music from the continuous EEG. The extracted continuous brain responses are used to assess the brain-stimulus synchronization with a measure called Cortico-Acoustic Correlation (CACor). Several examples show the application of CACor in a range of analysis scenarios related to music perception.

8.1. Context: Neural Processes in Real World Experiences

Brain states during real-word experiences have attracted growing research interest in the past decade (Hasson, 2004; Hasson et al., 2010; Dmochowski et al., 2012; Hasson and Honey, 2012; Gaebler et al., 2014); Listening to music is one example of an ongoing real world experience that relies on structured auditory input that can be subject to many forms of audio signal analysis. At the same time, listening to music is one of the richest human experiences (Altenmüller and Schlaug, 2013) encompassing sensory, sensorimotor, cognitive, affective, and memory-related processes. Studying how brain dynamics underlying perceptual and cognitive processes unfold along the structure of a naturalistic music stimulus has therefore been recognized as a fruitful approach for deepening the understanding of the transformation of sensory input into human experience (Alluri et al., 2012, 2013; Sturm et al., 2014; Jäncke et al., 2015).

In the music domain, linear classification methods have, beyond measures of discriminability, provided knowledge about the neural representations of complex musical sounds (Schaefer et al., 2011; Treder et al., 2014). Unsupervised ICA-based approaches identified common features in the EEG of music listeners (Cong et al., 2012, 2013; Thompson, 2013). The results support the idea that the waveform envelope (which contains information about the timing of note onsets) is reflected in EEG and therefore provides a good starting point for linking music signals and brain signals. Likewise, in the domain of speech processing, cortical onset responses that reflect changes in the waveform envelope (termed Envelope Following Responses or EFRs), have been a target of interest for a long time (Purcell et al., 2004; Aiken and Picton, 2006, 2008).

8.2. Two Studies Investigating Continuous Listening Experience

Here, we review a novel approach that utilizes the relationship of the EEG signal to the audio waveform envelope in an analysis framework that is applicable in any experimental setting in which EEG recordings and stimulus waveforms are available. As shown schematically in Figure 13 Linear Ridge Regression with the audio power slope as a target function is used to extract continuous cortical onset responses from the EEG signal of the music listener. Note that regression with the audio power slope capitalizes on the brain's sensitivity to change and represents a further refinement of previous EFR-related methods. Two examples of EEG projections and the respective power slope are given in Figure 14. Based on the extracted EEG projections, a measure of brain-stimulus synchronization called Cortico-Acoustic correlation (CACor) is developed (for details of the method see Sturm et al., 2015a; Sturm, 2016). We demonstrate that CACor can be applied for investigating brain-stimulus synchronization in experimental settings related to different aspects of music perception (Sturm et al., 2015b). We also provide examples of how CACor can be employed in the complementary analysis of EEG signals, behavioral measures, and audio signal analysis (Sturm et al., 2015a).
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FIGURE 13. Regression approach for extracting neural correlates of music perception. The perception of sound is reflected in the brain signals, the power slope of the sound waves being a crucial factor. Linear Ridge Regression is applied to the temporally embedded multichannel EEG signal using the audio power slope as a target function. This results in a spatio-temporal filter (regression weight matrix) that can be applied to new data. It reduces the multichannel EEG to a one-dimensional projection that can subsequently be examined with respect to Cortico-Acoustic correlation (CACor).
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FIGURE 14. EEG projections reflecting cortical responses to note onsets. The two examples of keyboard (A) and bass (B) show segments of an extracted EEG projection (blue) for a single stimulus presentation and a single subject and the respective audio power slope (red). Note that in the optimization procedure a time lag between stimulus and brain response is integrated in the spatio-temporal filter, and that, consequently, the EEG projections shown here are not delayed with respect to the audio power slope. Figure adapted from Sturm et al. (2015b).



In a first study that explored the perception of naturalistic music, nine subjects passively listened to auditory stimuli from various sound categories, including full-length romantic piano pieces as well as simple tone sequences and natural (non-music) soundscapes (Sturm et al., 2015a). In a separate behavioral experiment, continuous ratings of the perceived tension in the same stimuli were obtained from an independent listener group. The regression approach (Figure 13) reduced the 61-channel EEG to one-time course optimally reflecting note onsets. The EEG projection was utilized to determine the Cortico-Acoustic Correlation (CACor). Significant CACor was detected in the individual listener's EEG signals of single presentations of full-length complex naturalistic music stimuli. The reliability of the occurrence of significant CACor in the group of participants differed among stimuli. It co-varied with the stimuli's average magnitudes of sharpness, spectral centroid, and rhythmic complexity. In particular, the subset of stimuli effecting a consistently strong CACor in the EEG participants (indicated by a high CACor score in Figure 15) also produced strongly coordinated tension ratings in the (independent) group of participants of the behavioral experiment. This relation between CACor and behavioral measures provides a first tentative link between neurophysiological responses to low-level acoustic events and the more cognitive-affective experience of tension in music. It is a first step toward bridging the gap between behavioral studies related to the perception of complex music and electrophysiological studies that use simplified musical stimulus material. If CACor scores are viewed as a measure of neural reliability, our findings add an interesting novel aspect to previous findings in which between-subject reliability of neural processing of naturalistic audiovisual stimuli indicates arousing and threatening passages (Dmochowski et al., 2012) and predicts the behavioral responses of large audiences (Dmochowski et al., 2014). Within this scope, our results indicate a more global, but very specific link between neural reliability and music stimulus features that might be useful for predicting listener behavior in the future.
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FIGURE 15. The CACor score profile for the set of nine stimuli can be interpreted as a measure of reliability of the occurrence of significant CACor that can be compared across stimuli. The distribution of CACor scores for the set of nine stimuli is significantly correlated (r = 0.9, p = 0.005) with the distribution of coordination scores (not shown here) that quantify how strongly coordinated behavioral responses a stimulus produces (for details on the calculation of CACor and coordination scores see Sturm et al. (2015a)). The description on the right suggests that stimuli from the same category have similar CACor measures. Figure adapted from Sturm et al. (2015a) with permission.



In a second EEG study, music clips representing “rudimentary music” were presented to 11 subjects (Sturm et al., 2015b). These clips featured three instruments (keyboard, drums, and bass) playing repetitive music sound patterns, either in an ensemble version (resembling minimalistic electro-pop) or in the corresponding three solo versions (for details on stimuli and paradigm see also Treder et al., 2014). In the ensemble presentations, subjects were instructed to focus on just one of the instruments during each clip. For each instrument, a Linear Ridge Regression model was trained that extracted the EEG projection that represented the sequence of note onsets in the audio signal of the respective solo voice in an optimal way. In a second step, these instrument-specific filters were applied to EEG recorded during the ensemble presentations. CACor of the extracted EEG projections and the solo version of the music clip were assessed in order to probe whether a neural representation of the solo parts is present that is congruent to the natural ability of the subjects to perceive the single instrument's “voices” within the ensemble. Our results showed that the reflection of the melody instrument keyboard in the EEG exceeds that of the other instruments by far, suggesting a high-voice superiority effect in the neural representation of note onsets. The results further indicate that focusing attention on a particular instrument can enhance this reflection. We conclude that, in principle, the neural representation of tone onsets at the level of early auditory ERPs can parallel the perceptual segregation of ensemble music.

8.3. Conclusion and Outlook

In summary, the machine learning based multivariate methods for EEG analysis obviates the need to present a high number of stimulus repetitions, thereby paving the avenue for studying the physiological effect of long, complex stimuli, such as full-length pieces of natural music. The approach can provide a neural representation that parallels the separate streams a listener perceives in multi-voiced music. The proposed method therefore represents a promising tool for investigating auditory stream segregation in naturalistic listening scenarios. While the investigations discussed in this section do not require the real-time capability of BCI technology, closely related research may profit from the techniques presented here. EEG-enhanced assistive listening technology aims at recognizing cortical responses to the sound envelope as a promising way to determine the attended speech stream in complex listening situations (Ding and Simon, 2012; O'Sullivan et al., 2015; Akram et al., 2016). Through this, the function of hearing aids/auditory prostheses may be adapted in a situation-dependent manner (Mirkovic et al., 2015; O'Sullivan et al., 2015).

9. DISCUSSION

Most of the work on applications of BCI technology beyond communication and control is based on fundamental studies in cognitive science, psychophysics, and neuroscience. The results have been achieved in experimental studies that were confined to carefully controlled situations that limit fluctuating factors of natural tasks and behavior in order to exclude confounding variables. This is a reasonable approach for a rigorous investigation of fundamental concepts. In order to pave the way for incorporating neurotechnology into real-life applications, however, there needs to be a paradigm shift toward allowing more complex scenarios in neurocognitive studies. In this respect, it is important to note that increased noise (e.g., movement artifacts) is just one of the problems being faced.

To illustrate a more severe kind of challenge, we take the example of monitoring cognitive workload. There is a wealth of literature on the fundamental aspects of this topic, and a reliable system for real-time estimation of the current level of the user's workload would have useful applications in many areas. Studies have shown that the power of parietal alpha activity is negatively correlated with cognitive workload in visual tasks (Gevins and Smith, 2003; Holm et al., 2009). But in a complex scenario with a continuously changing visual background (such as driving a car), the alpha rhythm might be completely blocked already, such that no further decrease due to additional workload can be detected (Kohlmorgen et al., 2007). Other studies have shown that the parietal alpha amplitude increases with workload in non-visual tasks (Legewie et al., 1969; Galin et al., 1978; Markand, 1990), presumably as a cause of inhibition in order to focus resources to the relevant neural processes (Klimesch et al., 1999). In a natural task of high workload, the demands can change between the modalities. There might be phases when retrieving experience from memory or motor programs is critical, while in other phases the focus is on the analysis of the visual scene. The expected effect on parietal alpha is then reversed, such that this feature might be difficult to exploit in a natural task context.

A related challenge in the transfer to more complex scenarios is the sensitivity vs. specificity trade-off. Fundamental studies with confined settings have repeatedly demonstrated the high sensitivity of EEG for retrieving certain aspects of perception or cognition. Potential applications of neurotechnology often refer to this fact, e.g., when promising higher precision compared to behavioral measures. The effects found in the EEG, however, are often not very specific; the interpretation of the effect is only valid under the highly constrained experimental setting. In situations of more complex scenes or tasks there might be other factors, unrelated to the variable of interest, that can cause either the same or a reversed effect, potentially annihilating the usability of the EEG-based measure that was previously found viable in a laboratory setting.

This review excluded the aspect of a deployable setup for acquiring the brain signals. For some of the discussed applications the usual EEG hardware is appropriate (BCI as research tool, Section 7), for others a less intrusive setup is desirable (Neurousability, Section 4), while still others critically depend on the future availability of truly deployable devices (HCI applications, Section 6). Developments in this directions are the recently developed, invisible (Nikulin et al., 2010), and easy to set up, gel-free EEG electrodes (Zander et al., 2011; Guger et al., 2012; Mullen et al., 2015). Electrodes can also be placed so that they are barely visible in the ear (Looney et al., 2014; Goverdovsky et al., 2016), on the ear (Norton et al., 2015), or, as printed electrode arrays, around the ears (Debener et al., 2015). In addition, miniaturized mobile EEG systems (De Vos et al., 2014; Stopczynski et al., 2014) and NIRS systems are presently being developed (Piper et al., 2014; Von Lühmann et al., 2015). New affordable eye trackers (Dalmaijer, 2014) and the increasing commercial interest in wearable physiological sensors, such as heart-rate sensors in smart watches or a glucose sensor in a contact lens (“Google Contact Lens”), likewise promise to be beneficial for further development.

The (potential) applications of BCI technology beyond communication and control presented here have different levels of maturity. BCIs are ready for use as research tools (Sections 7 and 8). Using BCI technology to access certain user variables based on neural signals within a development cycle in order to optimize devices and interfaces is within reach for some application areas (Section 4). For other fields of applications (Sections 5 and 6), we expect that intense and challenging research is still necessary to pave the way to actual applications. The studies reviewed in this article are just the beginning (resp. already the second step) in this enterprise, which will hopefully be interesting and attractive to many researchers.
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A brain-computer-interface (BCI) allows the user to control a device or software with brain activity. Many BCIs rely on visual stimuli with constant stimulation cycles that elicit steady-state visual evoked potentials (SSVEP) in the electroencephalogram (EEG). This EEG response can be generated with a LED or a computer screen flashing at a constant frequency, and similar EEG activity can be elicited with pseudo-random stimulation sequences on a screen (code-based BCI). Using electrocorticography (ECoG) instead of EEG promises higher spatial and temporal resolution and leads to more dominant evoked potentials due to visual stimulation. This work is focused on BCIs based on visual evoked potentials (VEP) and its capability as a continuous control interface for augmentation of video applications. One 35 year old female subject with implanted subdural grids participated in the study. The task was to select one out of four visual targets, while each was flickering with a code sequence. After a calibration run including 200 code sequences, a linear classifier was used during an evaluation run to identify the selected visual target based on the generated code-based VEPs over 20 trials. Multiple ECoG buffer lengths were tested and the subject reached a mean online classification accuracy of 99.21% for a window length of 3.15 s. Finally, the subject performed an unsupervised free run in combination with visual feedback of the current selection. Additionally, an algorithm was implemented that allowed to suppress false positive selections and this allowed the subject to start and stop the BCI at any time. The code-based BCI system attained very high online accuracy, which makes this approach very promising for control applications where a continuous control signal is needed.

Keywords: electrocorticography, brain-computer-interface, code-based stimulation, VEP, augmented control

INTRODUCTION

People have long sought to extract users' intentions from brain signals to give impaired persons a communication channel or optimize interaction between users and their environments. Such a brain-computer-interface (BCI) allows the user to control a device or software with brain activity (Wolpaw et al., 2002). People can use a BCI to interact with their environments even if they have limited or no muscle control. Various data acquisition techniques like electroencephalography (EEG) (Wolpaw et al., 2002), electrocorticography (ECoG) (Leuthardt et al., 2004), functional magnetic resonance imaging (fMRI) (Weiskopf et al., 2004), and near infrared spectroscopy (NIRS) (Coyle et al., 2004) can be used as a BCI system.

The EEG is the most common brain imaging method in BCI research because it is inexpensive, portable, non-invasive, and has excellent temporal resolution (Mason et al., 2007). However, the EEG has only a limited spatial resolution, as each channel is influenced by the activation of millions of neurons, and the signal is smeared and filtered during passage through the scalp. ECoG signals recorded from the brain's surface are more robust against electromyographic (EMG) artifacts and provide a higher spatial and temporal resolution compared to EEG signals (Leuthardt et al., 2004). Several groups investigated the reliability of electrocorticographic signals for real-time applications, like 2D movement control based on motor imagery tasks (Schalk et al., 2008) or a P300 spelling device (Brunner et al., 2011).

Most BCIs rely on one of three kinds of brain signals: event related desynchronization (ERD) associated with motor-imagery, P300 and steady-state visual evoked potentials (SSVEP) (Wolpaw et al., 2002). While P300 based systems typically rely on discrete control, which is excellent for selecting commands to control a spelling device (Mason et al., 2007; Guger et al., 2009), the motor imagery and SSVEP based systems often give a continuous control signal that could be used to steer a wheelchair in different directions. The performance of a BCI relying on motor imagery has already been comprehensively investigated using EEG (Müller-Gerking et al., 1999; Guger et al., 2000, 2003; Krausz et al., 2003; Blankertz et al., 2010) and ECoG recordings (Leuthardt et al., 2004; Schalk et al., 2008; Miller et al., 2010). Recently, an ECoG BCI was presented that decoded attempted arm and hand movements for 3D cursor control using activation of the high-frequency band between 40 and 200 Hz, which were mapped to velocity control signals (Wang et al., 2013).

This work is focused on BCIs based on visual evoked potentials (VEP) derived from subdural ECoG signals over the visual cortex. Two methods are generally used to distinguish different visual targets: phase coding and frequency coding (Wang et al., 2008). In SSVEPs, the brain waves derived from the scalp contain sinusoidal signals with the same frequency as the visual stimuli. The so called Bremen BCI used a minimum energy based feature extraction applied on EEG data including SSVEPs and reached a mean ITR of 61.70 bits/min and a mean accuracy of 96.79% (Volosyak, 2011). Another SSVEP BCI study presented a grand average accuracy of 95.50% for EEG recordings from 53 subjects (Guger et al., 2012). An alternative type of stimulation that combines the phase and frequency coded VEPs is based on code sequences, producing code-based VEPs (c-VEP) (Bin et al., 2009). This type of BCI was initially proposed by Erich Sutter as a spelling device and tested with an ALS patient having epidural implants over 11 months (Sutter, 1992). The subject achieved a spelling rate of 10–12 words per minute. In a more recent paper, a multi-channel c-VEP BCI was tested with EEG signals (Bin et al., 2011). A spatial filter was computed from a canonical correlation analysis (CCA) and then applied on multiple EEG channels over the visual cortex. The authors developed a 32 target system with a stimulation sequence of 1.05 s. The resulting mean online accuracy was 85.00%, which led to an ITR of 108 bits/min. An even faster version of this c-VEP speller application led to an average accuracy of 96.00% and an ITR of 144 bit/min (Spüler et al., 2012). Although the code-based stimulation approach is not the same as a conventional steady state stimulus, BCIs based on c-VEP are often grouped together with SSVEP BCIs for convenience.

BCIs relying on VEPs could benefit from on-screen solutions, which do not need additional hardware like LEDs and can be embedded into a virtual environment. This was achieved inside a 2D or 3D gaming environments, as well as virtual reality scenarios (Lalor et al., 2005; Martinez et al., 2007; Faller et al., 2010). In a previous study we tested a c-VEP BCI for robotic control with EEG on 11 subjects showing a grand average online accuracy of 98.18% (Kapeller et al., 2013). Specifically, the control interface was embedded inside a video application showing the moving robot, while the user was steering the robot along a given path.

The main goal of this study is to investigate an intracranial c-VEP BCI designed as a continuous control interface for augmentation of video applications.

MATERIALS AND METHODS

SUBJECT DESCRIPTION

The subject, a 35 year old woman suffering from intractable epilepsy underwent subdural grid implantation prior to resective brain surgery, which was part of the clinical treatment. After full explanation of the experimental procedure and its possible risks, a written informed consent was obtained from the subject. This work was approved by the institutional review board of the Asahikawa Medical University (No. 693) before the study. She had corrected-to-normal vision and a Japanese Wechsler Memory Scale—Revised Edition (WMS-R) test showed normal memory function (average score 100, SD = 15). As the epileptic focus did not overlap with the visual cortex, there was no reason to reject the subject from the study.

In order to localize epileptic foci, four grids and five strips containing 100 subdural electrodes were temporarily implanted widely across the right hemisphere. Figure 1 shows the grid alignment on the cortex and the numbering of the electrodes. The clinical electrodes were made of platinum and had an inter-electrode distance of 10 mm and a conductive area of about 7.1 mm2.
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FIGURE 1. Implanted electrodes. The subject had 100 electrodes on four grids and five strips located implanted over the frontal, temporal, parietal, and occipital lobe of the right hemisphere. The schematic views of the grids and strips contain electrodes represented by a circle and their number in the montage. An additional strip on the frontal base region was not recorded and is not included into the electrode numbering. The gray highlighted electrodes represent very noisy channels which were recorded, but not considered for signal processing. The green/blue colored channels indicate high/medium contribution during feature extraction.



DATA ACQUISITION

The electrodes were connected to a g.HIamp (g.tec medical engineering GmbH, Austria) biosignal data acquisition device, which digitized the data with 24 bit resolution and 256 Hz sampling frequency. The data were band-pass filtered between 1 and 30 Hz and notch filtered at 50 Hz to suppress power line interference. This pass band was designed to maximize the signal-to-noise ratio (SNR) of the recorded VEPs for a maximum stimulation frequency of 30 Hz using a monitor with a refresh rate of 60 Hz. The grounding strip covering the superior parietal lobule contained the electrodes number 99 and 100, which were used as reference (REF) and ground (GND) electrode, respectively. Therefore, 98 signal channels were recorded during the experiment.

The biosignal data acquisition device transferred the data via USB to the computer system, which was used for data acquisition, online processing, experimental paradigm control, data visualization and data storage.

SYSTEM CONFIGURATION

The design of the BCI system is based on the work of Bin et al. (2011) and modified for continuous control input from the user. The stimulation unit, a 60 Hz LCD monitor, presents visual targets that each occupy 4.2 × 2.4 cm of the screen. These targets are embedded inside an OpenGL based video application and remotely connected with the BCI system, which controls the visual stimulation and the feedback to the user.

The stimulus definition is based on a pseudo-random binary code sequence, a so called m-sequence. These binary sequences are used for nonlinear signal analysis and also in multi input systems (Golomb et al., 1982). Therefore, black and white stimulation is applied using a 63 bit m-sequence, where 1 and 0 are represented by white and black, respectively. Due to the stimulation rate of 60 Hz, one stimulation sequence lasts 1.05 s. The BCI presented in this work contains four visual targets (C1, C2, C3, and C4), which can be selected by the user. This is a well-suited number of classes for a continuous control task, e.g., moving a robotic device or a virtual avatar forward, backward, left or right (Kapeller et al., 2013). As the autocorrelation function of the m-sequence is approximating the unit impulse function (Zierler, 1959), we can use the same modulation sequence for all visual targets. Only a phase shift of the sequence onset is necessary to distinguish between the resultant VEPs inside the synchronized processing unit of the BCI. The phase shift for each target is equally distributed along the m-sequence and then rounded to the next lower integer value. This leads to a phase shift in bits of ρ1 = 0, ρ2 = 15, ρ3 = 30, and ρ4 = 45 for class C1 to C4, respectively.

In order to synchronize the visual stimulation with the recorded ECoG signals, a trigger signal representing the sequence onset of C1 is sent via UDP connection to the BCI system. Once the stimulation is synchronized, the BCI is processing the resultant VEPs using a signal buffer that is updated each 51 samples (~200 ms). The processing system is running in the MATLAB/Simulink rapid prototyping environment.

SCREEN OVERLAY CONTROL INTERFACE (SOCI)

The visual targets are presented on the monitor through the SOCI module. The SOCI module is a C++ library based on OpenGL that is loadable at runtime and can be used by OpenGL based host applications to embed visual stimulation. The host applications could be virtual reality environments or simple real-world videos that are acquired from a camera. The SOCI works as a remote visual stimulator and provides a network interface that can be used to load visual targets, start or stop the flickering, and synchronize the stimulation with the signal processing. Since it is a multi-threaded application, the communication with the BCI model and the OpenGL drawing commands are handled within separate threads. The host graphics application has to initialize and control the SOCI. This utilizes an abstract interface class that provides public functions to embed the module.

The visual targets can be configured very flexibly using an XML description provided from a configuration file or an external application (Putz et al., 2011). Users can change the number, position, size, and content of the icons and modify other parameters.

EXPERIMENTAL DESIGN

The subject was seated ~80 cm in front of the stimulation monitor visualizing the BCI targets during the experiment (see Figure 2), which was separated into three phases. Specifically, the subject participated in a calibration run to compute a classifier, an evaluation run to estimate the accuracy of the BCI and a free run to let the subject experience unsupervised interaction with the system in combination with online feedback of the selected target.


[image: image]

FIGURE 2. Experimental design. A notebook presented four visual targets to the subject, who sat around 80 cm in front of the monitor. The size of one target was 4.2 × 2.4 cm leading to a visual angle of 3.0 × 1.7°. Each visual target (C1, C2, C3, and C4) was flickering with a phase shifted version of the same m-sequence. The subject was asked to focus the cued target or to choose an arbitrary target if the cue was disabled. In unsupervised mode, the selected target was surrounded by a green border.



After a pre-run delay of 10 s (to avoid settling effects of the filters), the subject performed the calibration run. The subject's task was to focus on target C1 for 200 stimulation cycles, while all other targets were not visible. Since one cycle lasts 1.05 s, the entire calibration took less than 4 min.

In the evaluation run, all targets were displayed on the monitor and the online accuracy of the BCI system was tested across 20 trials. Specifically, the SOCI displayed four rectangles on the top, bottom, left, and right of the monitor (see Figure 2). During each trial, the subject focused on the target that was highlighted by a visual cue (green border around the target). Each trial consisted of a 3.0 s long resting phase with no visual stimulation, followed by a 7.0 s long stimulation period showing all targets flickering simultaneously. This trial definition was based on previous studies about BCIs using SSVEP or c-VEP (Guger et al., 2012; Kapeller et al., 2013). Since the stimulation period exceeded the longest buffer size and the signal buffer was updated each 200 ms, we decided to keep a trial duration that is not a multiple of the stimulation sequence. No feedback about the classification result was given to the subject at any time during the evaluation run.

Finally, the subject performed the free run to experience the interaction with the BCI by getting feedback about the selected target. Again, all four targets were flickering simultaneously with the m-sequence and corresponding phase shift. No cue was presented on the screen to indicate the current target, and all targets continued flickering throughout the free run. The subject could select any target at any time. Feedback reflecting the current selection was presented as a green border around the selected target. After the free run, the subject was asked about her impression of the system's accuracy.

OFFLINE ANALYSES

The recorded data set from the calibration run was used for offline analyses. As we had to exclude bad channels from the offline analyses, all channels that did not pass visual inspection of the raw data were set to zero. After checking the signal quality, the 200 recorded sequences were epoched and DC corrected for each trial. Then the trials were averaged to a set of templates for each signal channel and phase shift. These templates were used for waveform detection of the c-VEP inside the ECoG signals. Therefore, a CCA was used to maximize the correlation coefficient of all templates and the raw data.

Compared to ordinary correlation, the CCA is independent from the used coordinate system. It provides the maximum correlation of the variables, which is also called the canonical correlation (Borga, 2001). The correlation coefficient ρ is maximized, with respect to the normalized base vectors for canonical correlation (ŵx and ŵy):
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X and Y are the analyzed multidimensional variables. In our case, X contained the raw ECoG data of 200 sequences and Y consisted of 200 concatenated templates for each channel.

The calculation of the maximum correlation is based on the eigenvalue equations below, where C is the covariance matrix of the multidimensional variables. In these equations, multiple non-zero eigenvalues are possible. As the eigenvalues represent the squared correlation coefficients, the highest eigenvalue leads to the canonical correlation. The corresponding eigenvectors are the base vectors from:

[image: image]

The resultant vectors ŵx and ŵy were interpreted as spatial filters, where ŵx was applied on the raw ECoG signals and ŵy was applied on the template data. Figure 3 shows the averaged c-VEP templates for each channel together with the weight for the individual channel.
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FIGURE 3. c-VEP templates and spatial filter. (A) Co-registered brain model of a pre-surgical T1-weighted MRI and a post-implantation CT scan. The channels are highlighted in different colors (bad channels are gray, normal channels are red, and the maximum weighted channel of the CCA is green). (B) Signals of all 98 channels were averaged over 200 stimulation sequences. Channel numbers are shown on the top right corner of each plot, while the spatial filter coefficients are shown on the bottom right corner. Beside the numeric value, the spatial filter coefficients are also represented by the background intensity of each channel (the highest weight is plotted on white background). Bad channels were set to zero.



The spatial filtered calibration data was then used for computing a linear classifier using a multi-class linear discriminant analysis (m-LDA) (Duda et al., 2000). The features were extracted by computing the correlation coefficients of the spatially filtered templates and the spatially filtered raw data. In order to extract features for each class, the data set of the calibration run was epoched four times. Before each epoching step, the signals were shifted with respect to the trigger channel and the phase shift of the current class. Hence, the correlation coefficients were maximized for the corresponding phase shift.

A zero class provided an idle state that occurred when no target was selected by the user. Based on the classification scores only, it is not possible to determine whether the user has selected any target. This entails rejecting any classification result for which the residual error probability is larger than a predefined limit. A Softmax function is used, which transforms the output of the discrimination function into a value p between 0 and 1:
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Where qi is the distance to class i and τ is called the temperature, which is used to adjust the gap between the resultant probabilities (Sutton and Barto, 1998). N is the total number of possible classes.

SETUP FOR THE ONLINE EXPERIMENT

During the online experiments a Simulink model was processing incoming data with an update rate of 256 Hz driven by the data acquisition device. After the preprocessing step described in Section Data Acquisition, the recorded ECoG signals were buffered and DC corrected. The size of the signal buffer was set to a multiple of the template length and was updated every 51 processing steps. In order to extract characteristic features for each individual class, this buffer was then compared with the templates for each phase shift. Therefore, two processing steps were required. First, the spatial filter from the offline analysis was applied to the signal buffer and the templates and led to a combined channel with maximized correlation with respect to the spatially filtered templates. Second, the spatially filtered signal was correlated with each spatially filtered template leading to one feature channel for each class.

Before starting the free run, the data from the evaluation run was used to investigate the system's accuracy and latency. Different settings were tested to provide the best configuration for the free run.

As the length of the ECoG signal buffer could heavily influence the performance of the BCI, we tested the system accuracy for multiple buffer lengths. The signal buffer has to be a multiple of the m-sequence length, where the minimum length is the duration of one m-sequence cycle. We explored buffer lengths of 1.05, 2.10, and 3.15 s. Longer buffer lengths were not considered in this work, since this would not proper to our previously proposed BCI applications.

In order to stabilize the features, a 1.0 s moving window filter was used before applying the linear classifier. If the classification result was below a 97–100% confidence interval, the output was assigned to the zero class.

The mean online accuracy of the BCI was determined by averaging all classifier outputs at the last 2 s of each trial. This gives a measure about the performance of the BCI, when the feature values reached their maximum with respect to the selected target.

RESULTS

CLASSIFICATION ACCURACY

Figure 4A shows the mean on-line accuracy for three buffer lengths (1.05, 2.10, and 3.15 s) after 20 trials. The shortest window length resulted in the lowest accuracy, but fastest reaction of the BCI system. The classification accuracies for growing buffer length were 86.76, 92.96, and 99.21%, respectively. Figure 4B illustrates the BCI latency that was necessary to reach 80% classification accuracy. Specifically, this latency consisted of the moving average window length (1.0 s), the signal buffer length and the time that was necessary for the user to locate and focus on the target and then produce clear ECoG activity. The exact latencies were 2.59, 3.14, and 3.65 s for a buffer length of 1.05, 2.10, and 3.15 s, respectively.
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FIGURE 4. Optimization of the signal buffer. The classification accuracy for three different signal buffer sizes was tested. (A) Increasing the buffer size from one to three stimulation sequence lengths (1.05–3.15 s) led to an increase in mean accuracy from 86.76 to 99.21%. (B) Of course, the latency of the system depends on the signal buffer length. However, small buffer might reduce the quality of the extracted features. Hence, the latency presented here shows the time that is necessary to achieve classification accuracy above 80%. Increasing the signal buffer size increased the latency from 2.59 to 3.65 s.



EVALUATION OF THE ZERO CLASS

Figure 5 shows as an example the effect of the zero class for a signal buffer window length of 2.10 s. The highest classification accuracy could be reached when no zero class was applied. However, if the subject was not attending to any target, the resultant false positive (FP) rate was very high and showed random target selection. If the threshold for the zero class was set to a confidence level of 97%, then the classification accuracy was about 30–40% lower, but also FP rate dropped down to less than 5% if the subject was not attending to one of the targets (second 0.0 to 3.0 in Figure 5). Once the subject was focusing a target and the signal buffer contained the corresponding c-VEPs, the FP rate even dropped down to 0%, which means that only reliable features were accepted for classification. The period from second −3.0 to 0.0 represented a period, in which the subject was intended to stop the selection of the previous target. From second −3.0 to −2.0 the FP rate rose up to 50–60%. This period was characterized by high feature values from the last classification leading to an FP rate similar to the classification accuracy with enabled zero class. After another 1.5 s the signal buffer did not contain any target related VEPs anymore.
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FIGURE 5. Online accuracy and zero class. The figure shows the online classification accuracy for a 10 s long trial. The black vertical line indicates the onset of the visual stimulation for each trial. Classification was performed using a 2.10 s signal buffer and a confidence interval for classification of 0–100% (yellow area with dashed line) and 97–100% (blue area with solid line). The false positive rate (red area with dotted line) was very high before the stimulation onset, because of the buffer overlap from previous trials. Once the signal buffer did not contain any c-VEPs anymore, the false positive rate dropped down to around 5% and then to 0%, when the signal buffer was again filled with c-VEPs.



UNSUPERVISED ONLINE EXPERIMENT

During the free run, the subject performed 17 unsupervised selections. She reported that the feedback of the selected targets was correct throughout the whole run.

DISCUSSION

This work successfully showed that a continuous control signal can be extracted from ECoG data with c-VEPs. The c-VEP approach has an advantage over SSVEPs: there is no single frequency that flashes. Instead, a certain code is embedded, and therefore the risk of inducing seizures is reduced, which is especially important for subjects with increased photosensitivity. SSVEP studies showed that the area of the flashing item, the intensity and the frequency are important parameters for improving the performance. But increasing area and intensity are especially problematic for these persons. SSVEP BCIs work best in a frequency range between about 8–25 Hz, which is a sensitive range for inducing seizures. The c-VEPs contain a mixture of frequencies with lower intensity, comparable to watching TV, and are therefore better suited for these persons.

A big problem of ECoG BCI studies is the rapid selection of appropriate channels coding the necessary information. This can either be done offline with channel selection algorithms like distinction sensitive learning vector quantization (DSLVQ) (Pregenzer and Pfurtscheller, 1995) or by observing reactive frequency spectra or similar parameters. But all these procedures require manual optimization and are time consuming. In the presented work, a spatial filter was automatically obtained using the calibration data during the offline analyses. The result is a spatial filter that selects the most important channels according to their importance for the discrimination task. This is comparable to common spatial patterns (CSP) that are used for motor imagery based BCI system to automatically weight the channels (Guger et al., 2000). For this patient, one of the electrodes (channel 95) mostly contributed to the classification task, two more channels showed medium weights for the spatial filter (channel number 27 and 96 ordered by priority). This is similar to CSP, where the weights of the electrodes are also ordered according to the eigenvalues obtained with the algorithm (Müller-Gerking et al., 1999). Interestingly, electrodes 95 and 96 were neighbors located at occipital base (green/blue channel in Figure 1), but electrode 27 was located at lateral frontal lobe (blue channel in Figure 1). However, as the amplitude of the VEPs of the electrodes 95 and 96 were much higher than for electrode 27, the contribution of electrode 27 to the feature values was very small.

The spatial filter also allows easy system configuration updating with new calibration data. Previous publications with EEG data showed that subjects were trained multiple times to increase the classification accuracy (Guger et al., 2012). In an SSVEP group study with EEG recordings from 53 subjects, the classification accuracy could be increased from a grand average accuracy of 87.9–95.5% after only 20 min of training (Guger et al., 2012). In the current study the used c-VEP algorithm showed a high mean classification accuracy of 99.21% that was achieved with only 200 s of calibration data and after only a single training run lasting less than 4 min in total.

In comparison, the group study of Guger et al. (2012) showed that 27 out of 53 subjects achieved perfect accuracy of 100% and only seven subjects achieved less than 90% accuracy. Another study with a c-VEP BCI including 11 subjects reported a grand average classification accuracy of 98.18% with nobody below 90% accuracy (Kapeller et al., 2013). This study showed that a BCI using c-VEPs works even for subjects who could not use an SSVEP BCI. The c-VEP BCI using ECoG showed similar results compared to the EEG study. This might be an indicator that the SNR of the recorded VEPs was similar in both setups. However, it is important to note that the ECoG setup is much more robust against eye blinks or EMG artifacts. Moreover, in this study the signals were recorded from the right hemisphere only and it is unclear if the electrode positions were optimal with respect to the amplitude of the VEPs.

Notably, the mean classification accuracy from second 5 to 7 is 99.21%, which shows that the subject could continue attending to a certain target for a longer time window. This is important for generating a continuous control signal, unlike discrete selection BCI systems such as a typical P300 BCI. Sutter tested an approach similar to the present system with ECoG data in 1992. He used also c-VEPs with 64 icons on a screen for a spelling system. The study showed that 64 targets could be successfully selected by the ALS patient, who reached about 10–12 words a minute with this setup. Nowadays, the P300 is used for most BCI spellers because these BCI systems support a very high number of targets and can work even better if more targets are used (Allison and Pineda, 2003; Sellers et al., 2006; Guger et al., 2009; Brunner et al., 2011). The SSVEP and c-VEP principles are limited by the number of different targets that can be generated. While the screen refresh rate is a limiting factor for an SSVEP BCI, the sequence length defines the number of possible targets in a c-VEP BCI.

Although, the c-VEP principle allows fast switching from one target to another target, the latency of at least 1.05 s requires anticipation of the user, e.g., while steering an avatar or a robotic system in real-time. Previous studies using ECoG showed very short latencies during 3D cursor control (Wang et al., 2013) or movement of a prosthetic arm (Yanagisawa et al., 2012). In these studies the subjects either performed real or attempted movements in order to detect changes in power of different frequency bands, especially in the frequency band >70 Hz. However, such a BCI system that is independent from motor execution usually requires a much longer training period than the calibration time presented in this work. While using the c-VEP BCI, the subject learned very easily and quickly how to control the system. She was able perform a calibration run, a testing run and a free run within 30 min.

In combination with a goal-oriented BCI system, this allows for full control of humanoid robotic systems. For such applications, it is important to embed the BCI controls into a control display that is either a computer screen or a head-mounted display. Such a humanoid robotic system might have also cameras with 2D or 3D vision embedded for online transmission of a video stream to the BCI feedback monitor, so that the BCI user is also embedded in its avatar for optimizing the control behavior (Gergondet et al., 2012). In this case a big advantage is the zero class property, because it ensures that the humanoid robotic system does not make movements if the user is not attending to one of the controls.

We plan to integrate and test different target shapes and patterns and increase the number of targets. Since the number of targets for the c-VEP configuration is only limited by the sequence length and the minimum phase shift between the sequences, the system can be optimized in terms of number of decisions and reaction time.
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A novel wireless recording and stimulating multichannel epicortical grid for supplementing or enhancing the sensory-motor functions in monkey (Macaca fascicularis)
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Artificial brain-machine interfaces (BMIs) represent a prospective step forward supporting or replacing faulty brain functions. So far, several obstacles, such as the energy supply, the portability and the biocompatibility, have been limiting their effective translation in advanced experimental or clinical applications. In this work, a novel 16 channel chronically implantable epicortical grid has been proposed. It provides wireless transmission of cortical recordings and stimulations, with induction current recharge. The grid has been chronically implanted in a non-human primate (Macaca fascicularis) and placed over the somato-motor cortex such that 13 electrodes recorded or stimulated the primary motor cortex and three the primary somatosensory cortex, in the deeply anaesthetized animal. Cortical sensory and motor recordings and stimulations have been performed within 3 months from the implant. In detail, by delivering motor cortex epicortical single spot stimulations (1–8 V, 1–10 Hz, 500 ms, biphasic waves), we analyzed the motor topographic precision, evidenced by tunable finger or arm movements of the anesthetized animal. The responses to light mechanical peripheral sensory stimuli (blocks of 100 stimuli, each single stimulus being <1 ms and interblock intervals of 1.5–4 s) have been analyzed. We found 150–250 ms delayed cortical responses from fast finger touches, often spread to nearby motor stations. We also evaluated the grid electrical stimulus interference with somatotopic natural tactile sensory processing showing no suppressing interference with sensory stimulus detection. In conclusion, we propose a chronically implantable epicortical grid which can accommodate most of current technological restrictions, representing an acceptable candidate for BMI experimental and clinical uses.

Keywords: brain-machine interface, sensory-motor recordings, sensory-motor stimulation, Macaca fascicularis, epicortical grid, chronic implantation

Introduction

It is now almost 50 years that brain-machine interfaces (BMI) are used both in research and in the clinics (Lebedev and Nicolelis, 2006; Graimann et al., 2010; Borton et al., 2013; Wenger et al., 2014) with an expanding range of applications and a growing complexity of exploited tasks. BMIs have been originally devoted to create implantable devices or external frames able to substitute failing brain functions by invasive surgery with e.g., stimulating electrodes (Hochberg et al., 2006; George et al., 2007; Schulze-Bonhage, 2009; Géléoc and Holt, 2014) or by peripheral auxiliary tutors such as cochlear or motor prostheses (Esquenazi and Packel, 2012; Jackson and Zimmermann, 2012). A further issue is represented by the signal quality: the higher the signal to noise ratio, the better the signal representation and the better the output will be presented. Novel applications are also gradually introduced with the aim to enhance brain functions (Deca and Koene, 2014). BMIs are, however, progressively refining on emergent knowledge of brain dynamics and in particular on the assessment that neuronal populations better tune outputs than the activity modulation of single neurons (Nicolelis and Lebedev, 2009). A cooperative, not merely additive, model of brain operation modes turns to be a greater hurdle in completing integrative devices upscaling in complexity, a matter still far from a rigorous understanding (Baranauskas, 2014) though promising preliminary results (Ifft et al., 2012). Along with these functional requirements, a compliant neural interface has also to meet constraints of biological tolerability in order to reduce or block adverse responses from hosting tissues (Groothuis et al., 2014). These prerequisites appear crucial for lifelong neuromorpho implants. In summary, a sort of BMI “ecology” to interlace to local structures and activities appears necessary (Freire et al., 2011; Andersen et al., 2014; Orsborn et al., 2014). Indeed, promising solutions have been since successively proposed in these years (Lebedev and Nicolelis, 2006). From then now, a further new research path has grown related to exploring possible enhancements of brain functions (Deca and Koene, 2014), virtually enabling expanded aptitudes (in strength, fatigue resistance, sensory perspicuity a.s.o.) or working in special or hostile environments (Lebedev et al., 2011). As from the above description, planning a new brain stimulating device settles as a strongly demanding topic, with a large front of vital requirements. In an earlier work on another monkey a prototype grid had been previously implanted with no additional feature for stimulating and recording (Piangerelli et al., 2014). In this paper we tried to focus, beyond the experimental application of stimulation and recording we further checked two of those themes mentioned above, namely the noiseless data transmission accompanied to high biological compatibility and the biological tolerance during long term experiments. We show here the electrophysiological results obtained by the epicortical grid in the monkey. The grid has a matrix of 16 recording and stimulating channels mounted over a thinnest (15 μm) plastic support and connected with a subcutaneously implantable wireless and power supply. The final goal of this device is meant to sense and counteract anomalous excitation in epilepsy with easier localization of epileptic foci or to balance activity disorders in chronic pain. Two experimental series, with recording and stimulating sessions, have been performed, while checking long term performance of the grid within 3 months from the device placement analysing the single channel resistance. In the first experimental series an analysis of the fine grained stimulation of single fingers by the epicortical probes has been evaluated. In the second series the recording properties from the sensory cortical potentials elicited by peripheral electrical and natural stimuli, as well as the electrical interference on the naturally evoked stimuli have been estimated.

Methods

Surgical Procedure and Implanted Device

The grid was implanted by one of the authors (Pantaleo Romanelli) in a non-human primate (Macaca fascicularis) over the sensorimotor cortex to record somatosensory potentials, to check the grid efficiency in eliciting fine finger or gross arm movements through remotely-driven cortical stimulation. Briefly, a male macaque monkey, weighting 7.07 kg, was used in this study. The experimental protocol was approved by the regional committee (Cometh Grenoble) and registered to the national committee under the number 12/136 Clinatec-NTM-01 and complied with the EU directive 22nd September 2010 (2010/63/EU) on the care and use of laboratory animals (for an extensive description of the surgical preparation used in former experiments on a prototype of this grid see Piangerelli et al., 2014 on a different monkey). The new grid was equipped with the technical facilities for wireless recording and stimulating to and to from each of its channels. This enabled us to program experimental sessions with diverse protocols. The protocols aimed, to map the cortical responsiveness to light sensory stimuli delivered onto somatotopically competent peripheral areas, and explored the interference of stimuli delivered by the grid electrodes on the epicortical foci with the peripheral stimuli. Briefly, the animal was anesthetized using Xylazine (5 mg/kg), and Ketamine hydrochloride (20 mg/kg), intramuscular (IM), and then a maintenance dose of 1.25 mg/kg, 5 mg/kg Xylazine/Ketamine. All the vital parameters (Heart rate, ECG, respiration, oxygenation, and body temperature) were constantly monitored by the veterinary staff (monitor Infinity® Delta XL; DRAGER, Luebeck, Germany). Surgical procedures took place in standard aseptic conditions. In deep anesthesia with the animal secured to a stereotaxic frame, a craniotomy was performed over the left motor cortex (M1) in Brodmann area 4 and, posteriorly, gyrus of the corresponding primary somatosensory cortex (SS1) removing a rectangular (3 × 2.5 cm) bone tile. After bone removal, the epidural site was tested using ISIS IOM Neuromonitoring© cortical stimulator (INOMED Medizintechnik; Emmendingen, GERMANY) which delivered biphasic train pulses between poles, to identify the hand area. The dura mater was then opened by a Y-shaped cut, exposing the surface of M1 and the anterior margin of the corresponding primary somatosensory cortex (SS1). The location of the grid electrodes was determined by identifying topic anatomical landmarks (the central, the intraparietal, and the arcuate sulci). Retesting was conducted and hand area identification was refined with the same INOMED stimulator directly in contact to the cortex and EMG of the right hand (Cortical stimulation parameters were 100 μs, 5 mA, 7 Hz). The device was positioned orthogonally and the grid was centered above the hand knob of the left motor cortex. The grid Channels 1, 2, and 3 were placed over the sensory cortex in correspondence of cortical stations responsive to light peripheral stimuli on contralateral thumb, index and middle fingers. Channels 4 to 16 covered the motor cortex able to generate fine movements in the contralateral upper limb. The electrode impedance has been measured during the months of the experiment, allowing for comparisons among the experimental recording or stimulating procedures in time. The signals were recorded using commercial software for Epicortical Grid (EcoG) recording provided by Micromed, Treviso, Italy. The technical characteristics of this new grid, different from those shown in the previous work by Piangerelli et al., are summarized in Table 1. In detail, the grid was made by a thin (15 μm) foil of flexible polyimide with printed platinum (Pt) small plaquettes (16 plaques in a 4 × 4 matrix, 200 nm thick, interplaque distance of slightly less than 3 mm). Two reference Pt electrodes were printed posteriorly to the plan of application of the grid. The grid was built with direct connection with a battery (Li ions, rechargeable) case (Peek polymer, 800 μm thick) including the electronic components for wireless transmission. The recording features were realized with a detection range of ±780 μV in a bandwidth of 0–500 Hz at gain 12. The available variable gains were (1, 2, 3, 4, 6, 8, 10, 12). The programmable waveforms were between ±3 V at impedance of 10Ω (Figure 2E).

Table 1. Physical features of the epicortical grid.
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The Cortical Recordings and Stimulations

Recordings and stereoselective somatic stimulations (13 electrodes placed over the primary motor cortex and 3 on the primary somatosensory cortex) were performed within 3 months from the implant. A sampling rate of 512 Hz (@16 bit) was used for the grid recordings. Electrical stimulations were delivered on the spontaneous activity background either per se, to evaluate the magnitude of the elicited motor responses or concurrently to peripheral light threshold stimuli to check the spatiotemporal electrical interference of artificial inputs over the sensory responses. In Figure 1 the elements of the grid and of the wireless transmitting and recharging device are shown. Figure 1A: the constructive elements of the grid and of the power supply are reported. Figure 1B: a view in detail of the grid circuitry is shown. The recording and stimulating plaquettes and their schematized circuitry along with the analytic spatial measures of its architecture are also shown. Figure 1C: the grid to be implanted is shown. Figure 1D: the apparatuses for wireless recording and stimulus delivery with the anesthetized monkey are shown. During the experiments the monkey was covered with a blanket to avoid loss of temperature of the animal. In Figure 1E, the recording device alone is shown. The grid was recharged by induction into a dedicated cage (not shown here). Thirteen electrodes (4–16) were placed over the motor fields. Electrodes 1–3 face the sensory cortical surface. In Figure 2 the technical details of the grid stimulating output and the Arduino driven sensory stimuli device are shown. In detail, in Figures 2A,B the electrical scheme and the controller with optic insulator for the electrical grid stimulus control are respectively displayed. In Figure 2C the home-made device able to release point-like (1 mm2) sub-millisecond random stimuli (see Zippo et al., 2014) are shown. Figure 2D: The overall 16 channel impedance profiles during the implantation period. Figure 2E: The peripheral signal as delivered by the microcontroller. As evident from the reported trace, sensory inputs are elicited in random sequence.
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FIGURE 1. Characteristics of the epicortical grid. (A,B) Shape and measures of the grid. (C) Picture of the grid. (D) Experimental configuration with wireless data transmission device. (E) Wireless data transmission device in detail.
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FIGURE 2. Features of the electrical and tactile stimulation setups. (A) Wave-front of the Arduino delivered stimuli. (B) The stimulus delivery device. The pipette base is sealed on a midrange loudspeaker dust-cap moved at 1 kHz. The tip was placed just on hand fingertips, thenar or hypothenar eminences or on foot fingertips. (C) The electronic card Arduino driving the woofer dustcap. (D) Impedences of the grid during the period of the experimental sensory-motor measurements. (E) Stimulus artifacts over the magnified trace of the stimulus recording channel.



The Peripheral Stimulator

The peripheral stimulation device is composed by an Arduino® electronic card able to deliver 1 kHz outputs in random sequences (See Figures 2C,D). The output device is composed by a woofer with a pipette tip mounted vertically over the cusp of the woofer dust cap. The stimuli had to be as fast and spatially selective as possible in order to reduce the “background noise” and sharpen the signals of interest. To this purpose, we used the stimulation device together with a novel stimulus delivery protocol and a predictive computational framework. The protocol of randomizing stimuli offered the advantage of paired pulses and reduced the possibility of spurious locking between stimuli and spontaneous periodical bursts of neuronal activity and sensory habituation with waning responses to equal subsequent stimuli (Zippo et al., 2013, 2014).

The Grid Stimulation

Bipolar stimulations were delivered by rectangular 0.5 ms pulses and anodal monophasic current. This stimulation technique consists of a train of five pulses delivered at 1 Hz with an interstimulus interval of 100 ms. The stimulus intensity was regulated between 1 and 3 mA at constant voltage of 3.3 V.

In Tables 1, 2, the technical data of the EcoG pads and of the Grid (Cyberbrain, AB Medica) electronic properties are reported.

Table 2. Technical features of the grid.
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We followed three experimental protocols to analyze, respectively, the stability of the spontaneous activity with the cortical responses to peripheral light threshold stimuli, the spontaneous activity with the responses to grid driven electrical stimuli, and, finally, the interference induced by the grid electrical stimuli on the sensory patterns elicited by the sensory peripheral stimuli.

Protocols

(1) Protocol 1

(a) 15 min (three sessions of 5 min each) of spontaneous activity recording have been performed from all the available channels

(b) Natural Peripheral Stimulations: Short, non-nociceptive, point-like sensory stimuli have been delivered on the finger tips by the pipette tip mounted over a woofer dust-cap driven by an Arduino electronically controlled output (Zippo et al., 2014). Each finger-tip was stimulated by trains of light touches (100 stimuli randomised in order to avoid habituation). Each 100 stimulus train lasted 90 s. An trigger to the recording device from the Arduino card was provided in order to synchronize the stimulus signals with the recorded electrocorticographic activities.

(2) Protocol 2

(a) 15 min (three sessions of 5 min each) of spontaneous activity recording from all the available channels

(b) Grid Stimulations: Stimuli have been delivered by the ECoG device. Stimuli will be separately delivered at each electrode placed over the sensory cortex. 2 min of 1, 7, and 30 Hz of 100 to 500 μs stimulation cycles have been recorded from the other two sensory electrodes. Some 5 min of resting activity recordings among the stimulation trains was left.

(3) Protocol 3

(a) Concurrent Grid and peripheral stimulations: The peripheral stimuli were delivered with comparable scheme (see above) to the responsive fingers after 1 min of Grid electrical stimuli. Plaquette current sources were chosen with the criterion of proximity to those showing maximal sensory responses. These observations have been done in order to evaluate the effects of central electrical stimuli on the peripheral natural stimuli cortical estimates.

Analysis of Epicortical Evoked Potentials

The effects of the different stimulation protocols were evaluated by averaging the recorded potentials among all trials (100) and all experimental sessions (2). Each recording session was split into 100 time windows taking into account 125 ms before the onset of the stimulus (both tactile peripheral and electrical) and 1 s after the onset of the stimulus. Therefore we had 1125 ms windows in all stimulation protocols. To evaluate the null hypothesis, that the observed potentials were not due to our stimulation protocols (SHAM), we randomized the time occurrences of the stimuli and we repeated the same averaging technique used in the previous description.

Statistical Tests

To assess statistical differences between evoked potential patterns we used an ad hoc hypothesis test. Given the evoked potentials by N trials of all the 16 electrodes in two sites, A = A1, …, AN and B = B1, …, BN, we computed the correlation coefficient (R) between Ai and Bj, ∀i, j ∈ {1, …, N}.

Subsequently we arbitrarily set a threshold of 0.5 for the correlation coefficient: Ai and Bj are considered different matrices if R was below the threshold, similar otherwise. An exploratory analysis revealed that R values (99.87%) were clustered into two groups: those in the range [0, 0.23] and those in the range [0.7, 1]. Therefore the arbitrary choice of the used threshold (0.5) did not produce effects on results. Finally, to estimate the p-value we computed the ratio of comparisons with a R value above the threshold among the set of all comparisons between the trials of two stimulation sites.

To establish the statistical significance of the impedance measures (16 electrodes per day of sampling) over time, we used the Kruskal-Wallis test avoiding the assumption of normality of the data.

Results

We performed repeated the same experimental protocol (see Methods Section) in two dates: the first, approximately 1 month after (D34) the day of surgical implantation and the second after 3 months (D92). In each session we applied the same experimental protocol divided into parts: in the first we produced tactile stimulations through the Arduino microntroller in five different sites, namely the thumb, the index, the middle and the anular fingers of the right forelimb, and the big toe finger of the right hindlimb. In the second part we combined the tactile stimulations with trains of direct current stimulations delivered by the epicortical grid.

Prior to analyze the electrical potentials evoked by stimulation protocols we wondered whether the electrode impedance (measured once a day) changed along the 3 months (104 days). We found that no significant modifications of the electrode impedance emerged during these months (P = 0.591, N = 1664, Kruskal-Wallis test). Furthermore, no conspicuous immune response or evident grid rejection signs were noticed neither at the interface with the cortical surface nor by the removed dura mater during the period of electrophysiological observation.

From the electrophysiological point of view the grid efficiently detected the fine-grain tactile information from peripheral stimuli and the central electrically evoked potentials. By using a specific statistical hypothesis test we evaluated the stability of the evoked potentials in a stimulation site or the statistical difference between the responses of two different sites. We found that evoked potentials of each of the five sites corresponded to stable response patterns (see the diagonal of the Table 3, all P-values are close to 1). In addition we wondered if each stimulation site produced a specific response pattern and we found that this was the case. Indeed, each site evoked a particular and an unequivocal potential along the recording electrodes that fully identified the stimulus location (non-diagonal values of Table 3 that are all smaller than 0.1). Here below are reported the results of the three experimental conditions we tested the grid. In Figure 3 are reported the recorded somatosensory responses to the peripheral point-like stimuli delivered by the Arduino driven device. Stimuli were delivered on four fingertips of the right arm (Figures 3B–D), contralateral to the stimulated cortex as well to the homologous big toe (Figure 3A). Clear patterns of responses are reported in color-code raster images (Blue to Brick Red representing a scale from no to “strong” cortical response, normalized on these maxima). It is interesting to note that the four stimulated fingers produced four different patterns of response. Namely, index and thumb showed precocious responses within 125 ms while the responses to the big toe and the hand middle finger had delayed response onset latency around 250 ms.

Table 3. Statistical comparisons among the tactile stimulation sites.
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FIGURE 3. Average evoked potentials of the cortical recorded responses to the peripheral sensory stimuli (Arduino driven fingertip stimuli) on four regions. Responses from respectively (A) the right big toe. (B) The right index fingertip. (C) The right index fingertip. (D) The right ring (or annular) fingertip.



Eventually, we investigated the potential effects of epicortical current stimulations (whose effects are shown in Video 1) on the somatosensory processing caused by tactile stimulations. This has been planned in order to examine the effects of repeated electrical stimulations over the timing and patterning of the natural peripheral stimuli. For this reason we applied the same statistical framework to verify whether the responses from a given site were statistically similar or different. Taking into consideration the large variability of the responses to peripheral stimuli, no significant influence after the discontinuation of the grid electrical stimuli was noticed in the response profile of sensory peripheral stimuli. As expected by a first visual inspection, electrical stimulation did not interfere with the normal somatosensory processing (see P-values in the last column of Table 3, all close to 1).

In Figure 4 are reported the results from the concurrent electrical vs. natural peripheral stimuli. Left column—Above: the picture shows an example of cortical responses to low-threshold peripheral stimuli delivered to a finger. Bottom: the peripheral stimuli have been delivered after a cycle of grid driven electrical stimuli on the same recording plaquettes. Where the fine grain of the responses was slightly interfered, there was no gross suppression or distortion of sensory signaling after the electrical stimuli delivery.
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FIGURE 4. Average evoked potentials from the ring (annular) finger. Row above: peripheral Arduino driven sensory stimuli (left). With no peripheral stimuli (right). Bottom row: peripheral Arduino driven sensory stimuli just after the central grid driven electrical stimuli on the most responding channels (left). Recording just after the central grid driven electrical stimuli with no peripheral Arduino driven sensory stimuli (right).



Discussion

In this paper we propose a novel ultrathin 16 channel grid apparatus to record/stimulate the cerebral cortex in diverse clinical conditions such as epilepsy or chronic pain. Brain Machine Interfaces (BMIs) are multipurpose devices instrumental in a number of brain pathological conditions from replacement of injured brain circuits to sustenance of weakened functions or of circuitry intermittent failures or again to their supervision (Nicolelis, 2012; Rao, 2013).

The BMI Puzzle

More recently the concept of brain function augmentation has also been set forth with the aim of supporting particularly demanding performances as for instance actions in adverse environments (e.g., in outer space missions or in memory challenging assignments) (Hampson et al., 2012; Deca and Koene, 2014). Most of these applications come from practice on “normal” experimental animals and prospected to find application in pathology (as for instance to vascular, degenerative or traumatic pathologies). Hence, it is advisable to point-out that resident “functional engrams” simply activated in “normal conditions” don't overlap pathological conditions where exogenous “neural programs” are to be re-assigned ab-externo (Birbaumer et al., 2006; Andersen et al., 2014; Grahn et al., 2014; Hu et al., 2014; Lebedev, 2014). The grid presented in this paper has been planned to evolve in a frame apt to intercept anomalous insurgence of seizure signals, to localize them on the cortical thread and ultimately generate interfering or blocking hyper-synchronization codes of epileptic waves. Eventually, it has been, as well, designed to balance the electrical anomalies steadily present in chronic pain. Along a theoretic approach stemmed in our labs, chronic pain relates to a collapse of information transmission within supraspinal sensory networks (Zippo et al., 2011). As prediction, an admittance of coherent information to the involved networks is critical to reestablish natural conditions abating stereotyped signal recursions. Cortically applied magnetic fields or electrical currents have been indeed shown to control chronic pain symptoms (Passard et al., 2007; Fricová et al., 2013; Lefaucheur et al., 2014; Moreno-Duarte et al., 2014). Instead, diversely from these settings, the disruption of epileptic hyper-synchronizations meets less “refined” problems, the goal being to stop abruptly diffuse and “sudden” excitatory wave fronts. Currently, there are no clear indications on “prospective” electrodynamical solutions to balance or cancel these anomalies but thinking of electrical interferences halting the anomalous signal regeneration with different DBS or peripheral stimulation approaches (Goodman, 2004; Boon et al., 2009; Fisher and Velasco, 2014). On a theoretic ground, these devices should subserve fast “interpretations” of degeneracy codes and deliver tuned outputs or re-drive networks within normal ranges. The “interference” over epileptic backgrounds, presents, thus, distinct aims from the “ecological coherences” needed by BMIs in other contexts (e.g., trial and error routines to drive external prostheses; Dromerick et al., 2008; Bongers et al., 2011). A provisional measure counteracting the epileptic surge is expected to either provide rough “antagonistic” currents or to generate “seizure contextual” outputs, a very remote goal because of the poor decoding of epileptic waves achieved until now, but for snapshots of non-deterministic analyses of ictal and interictal epochs (Knowlton et al., 2004a,b; Dwyer et al., 2010).

Function Restorations

A different planning would be obviously to be provided for substitutive tasks, such as in motor and motor-like functions, requiring to re-allocating lost abilities within a (slow) trial-and-error learning context. Surprisingly, in these experiments carried on normal experimental animals, it has been shown that the number of involved neurons seemingly sufficient in prosthesis motion appears notably small with consistent conservation of the collective neuronal frequency (with multiple single unit and unit ensemble tuning; Nicolelis and Lebedev, 2009). These features may hypostatize future synthetic bases enriched with multiple network activation loci where the recruitment of a limited number of neurons for each locus may facilitate textured activations. However these assumptions may be biased by the mismatch between experimental trials on healthy circuits and those providing restitutive implants for lost functions. Namely, in the former conditions, long processes of environmental adaptation and learning may have reduced the network dimensionality by gradual pruning of prototypal neuronal ensembles in conjunction to budding memories and plasticity processes (Koralek et al., 2012; Di Pino et al., 2014) to realize complex outputs with parsimonious expenditures and scaled modulations (Ganguly et al., 2011; Marblestone et al., 2013). In case of brain damages, machines have to be merged within erratic environment connectivity, hardly an achievable context by current devices (Mandonnet and Duffau, 2014). Cutting edge technologies, now, prompt to deep functional refinements such as interventions on cortical minicolumn coherence or stabilization of engrams generated by the prosthetic devices or again able to spot not only surface but also intrasulcal electrocorticographic signals (Ganguly and Carmena, 2009; Matsuo et al., 2011; Opris and Casanova, 2014) or again on intrinsic oscillatory circuit properties to coordinate dispersed neuronal populations (Canolty et al., 2010). These issues don't change even in functional disorders accompanied by cortical microstructural misalignments, such as chronic pain. It has been shown that exogenous transcranial magnetic or epicortical inputs significantly reduce chronic pain symptoms and these results go along with our theory on chronic pain as the result of collapsed information and the assumed symptom conversion by reinstatement of information. This strengthens the idea to adopt implantable brain machine devices injecting opportune or comparable currents to durably control chronic pain.

Advancement of Interface Material

All the above hints highlight the technical novelties to be imported onto future devices. Technical novelties grow significantly and allow for a wide range of applications with constructive (as for instance in sensory-motor supply), modulatory (as in chronic pain control) or disruptive (to counteract epileptic foci dynamic anomalies) scopes. Basic requirements are, obviously, features like adjustable intensity of output and functional coherence with the extant tissue. Examples have been realized recently for extreme flexibility of newly conceived devices (Yin et al., 2011) as well as for even neuroprosthetic device learning reactivation (Gulati et al., 2014). A further step has, been recently done by an organic material–based, biocompatible neural interface array apt to record both local field potentials (LFPs) and action potentials from superficial cortical neurons without penetrating the brain surface, a crucial leap forward in the technique of cortical grids when enabled to be mounted on human patients (Khodagholy et al., 2015). The grid we present here delivers strength enough to provoke sudden gross arm displacements as well as tunings able to elicit fine movements of single fingers. This suggests that, in the first mode, a “stop” sequence might be generated strong enough to halt even a generalized seizure (where a mere quantitative criterion could be held). On the other side the grid, selectively arousing smooth and independent finger movements, prospectively adapts to generate finest motor plans in suitable contexts. The subject becomes even more delicate with future BMIs applied on sensory compartments. Aside from the delivery of conventional stimulus sequences to elicit raw sensory information, BMIs would be loaded by semantics apt to encode the environment information features and keep into account corollary problems such as the forward effects of sensory generated motor activations (O'Doherty et al., 2011; Opris et al., 2013), or input induced sensory learning (Koralek et al., 2012; Tabot et al., 2014). In fact, in experiments on rats, repetitive sensory or prefrontal cortical stimuli have shown coherent motor learning enhancements (Opris et al., 2013).

The Sensorimotor Pathway

Along these lines, we then explored the effect of epicortical stimulus patterns and their potential spreading to nearby grid plaquettes and, in conjunction, we analyzed the interferences of epicortical stimuli with concurrent peripheral sensory stimuli, in keeping with the core idea that local synthetic activations could drift natural stimuli. Indeed, in experiments on rats, mismatches between active and passive activations of the sensory cortex have been reported (Krupa et al., 2004). In our experiments, epicortical stimuli, although disturbing parallel natural sensory stimuli, once discontinued, did not show any extra interference with the responses to those stimuli. The natural stimuli were very light threshold sensory touches, repeatedly presented on single fingertips by a device delivering less than one millisecond-long inputs over some 1 mm2 (Zippo et al., 2014). They were apt to elicit extremely evident responses on a significant cluster of recording electrodes with evident stereotactical distribution. On the other side, artificial grid stimuli were of low or mean intensity (see Table 2) and suitably delivered in turn from one single of the 16 plaquette. As noted above, the four stimulated fingers produced four different patterns of response. Namely, index and thumb showed precocious responses within 125 ms while the responses to the big toe and the hand middle finger had delayed response onset latency around 250 ms. These discrepancies may be explained by potential somatotopic coherence of the stimulated regions with the responding electrode. If the epicortical plaquette was place over the correct somatotopic projection area of the stimulated finger, the response could be clearly and quickly identified. If a mismatch between the projection field and the finger was relevant, it is conceivable to hypothesize that intra-cortical (“horizontal”) paths could transport delayed activations from sources in the focus of inputs but far from the plaquettes. An alternative explanation could hold and namely that the stimulus competent (but non-recorded) cortex could recruit the thalamus (backward recruitment within local recurrent thalamic-cortico-thalamic loops). The thalamus could, in turn, forwardly recruit non-competent (but recorded) cortical areas. The mechanism could simply generate there a “warning sensory condition” in non-somatotopic areas declining in case of stimulus cessation. A balance between specific and non-specific (or core and matrix) thalamic activations could also be prospected. Whatever the origin, a delayed response was well detectable. Handiness and precision thus provide a path for future complex input constructs, meeting at least a number of requirements.

Limitations and Conclusions

As further note, the BMI driven function enhancement deserves some additional reflection. Supplementary feature integrations within natural networks urge questioning on the essence of the envisioned functional increment and, in greater detail, on how and what to achieve it. The increments themselves appear planned imbalances within however “normal” circuitries, well far from the conventional BMI roles in circuit degeneracies (Hu et al., 2014), devoted to achievements in shorter time or with higher efficiency, time endurance or, again, by helping fatigued brain circuitries in defiant conditions. All in all, in a “connectome” perspective, both subsidiary and vicarious devices must recognize spatio-temporal alignments in hosting tissue to avoid anomalous avalanches and signal propagation within the biological environment (Deca, 2012). Finally, biologically-oriented manufacture and dedicated architectures are required to circumvent or strongly reduce immuno-rejection or inflammatory foci hampering the implanted devices by responses such as partial or complete connective encapsulation (McConnell et al., 2009). For instance, gelatine (Lind et al., 2010) or other treatments provided interesting experimental results to counter these effects and, more recently special probe shaping showed improvements in tissue tolerance by reducing the effects of sustained trauma (Sohal et al., 2014). No particular treatment has been operated over the grid, yet obtaining satisfying results during period of the electrophysiological study, due to the particularly suited polymer material surrounding the plaquettes (no apparent reaction observed during the period of the electrophysiological observations). Interesting results have also been obtained with other materials, however only in laboratory experiments and not in surgical epicortical implants (Chou et al., 2013). As a rule, however, the epicortical devices are usually placed for short or very short periods for diagnostic aims and then quickly removed. A long-term placement with negligible or no cortical damage could overcome the conventional diagnostic limits to switch them to long term application. The grid has been in-site showing no generalized rejection signs from an electrophysiological point of view and no blinding of the local electrical cortical contacts. The subtlety of the plastic contact carrier appears, then, contributing to its good tolerance. A prospective suitably engineered grid conformation could extend its application range, by encompassing more than one single cortical region and allow for the accurate studies of intra-cortical stimuli conduction and the careful activations of collection or single mini-electrodes exploring selected subsets of cortical regions.

In conclusion, the grid used in these experiments enabled the fine detail recordings and the conveyance of long-term fine-grain information from and to cortical surfaces. These features will potentially help for future therapeutic applications in sensorimotor and neurodegenerative diseases.

Supplementary Material

The Supplementary Material for this article can be found online at: http://journal.frontiersin.org/article/10.3389/fnsys.2015.00073/abstract

Video 1. Movements elicited by electrical grid stimulation: Fine (little finger) and gross (arm) movements elicited by changing the grid current intensity in the same recording session.
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In the last decade, several studies indicated that neuronal activity can be volitionally modulated using real-time fMRI (rtfMRI) based neurofeedback. Human participants through rtfMRI paradigms can learn to regulate the blood oxygenation level dependent (BOLD) response in several localized cortical and subcortical regions (for extended reviews see Caria et al., 2012; Weiskopf, 2012; Sulzer et al., 2013). Increasing evidence also indicated that strengthening or weakening specific BOLD activity using rtfMRI training leads to significant changes in cognitive, emotional and motor behavior (Caria et al., 2012; Weiskopf, 2012; Sulzer et al., 2013). These findings suggested that rtfMRI might represent an important novel approach in cognitive neuroscience by potentially providing indications of cause-and-effect relationships between brain and behavior, and also in clinical applications (Subramanian et al., 2011; Linden et al., 2012; Ruiz et al., 2013; Sitaram et al., 2014).

Although rtfMRI studies extend and enrich a large body of literature demonstrating operant learning of neuronal oscillations, skepticism still exists on the validity and reliability of studies showing learned control of the BOLD response. In particular, it is still debated whether this phenomenon is a primary effect of learning or it just an epiphenomenon resulting, for instance, from repeated execution of some mental processes.

Here, I will discuss specific psychophysiological and neurophysiological mechanisms presumably underlying learned regulation of the BOLD response to attempt to clarify its nature.

OPERANT LEARNING OF THE BOLD RESPONSE

Direct manipulation of brain activity grounds on the principles of operant conditioning that describe the relationship between changes in behavior (in this case the neurophysiological response) as consequence of contingent environmental events. Reinforcement is the mechanism that allows participants to increase the frequency of specific brain activity and to shape the desired pattern of neuronal activations. During operant learning of the BOLD response participants are reinforced proportionally to how much the ongoing metabolic signal approach or resemble the target level of activation in single or multiple regions of interest. The information of the ongoing signal fluctuations, provided as explicit visual feedback to the participants, represents the intrinsic reward.

Operant learning is an important approach for manipulating brain functions (Birbaumer and Kimmel, 1979) acting on intrinsic physiological properties of neuronal activity, which have been extensively shown to undergo classical and operant conditioning (Kandel and Schwartz, 1982).

The application of operant control principles to metabolic signals builds on several previous experiments demonstrating operant control of neuroeletric activity in non-human and human animals (Birbaumer and Kimmel, 1979; Fetz, 2007). Studies on volitional control of neural activity dates back to the late sixties and seventies when operant conditioning of central nervous system activity was demonstrated (Olds, 1965; Fetz, 1969; Shinkman et al., 1974). CNS unit conditioning was shown by operantly rewarding rats to increase the activity of midbrain neurons using intracranial stimulation (Olds, 1965). In 1969, Fetz demonstrated conditioning of the activity of single neurons in precentral cortex in anesthetized monkeys by reinforcing high rates of neuronal discharge with food reward and auditory or visual feedback of unit firing rates (Fetz, 1969). More recently, Brain-Computer Interface and Brain-Machine interface studies reported volitional control of cortical cell activity, in particular in the motor cortex, in both animals and humans (Serruya et al., 2002; Taylor et al., 2002; Carmena et al., 2003; Moritz et al., 2008), with food reward and visual feedback of neuronal ensembles' activity. Altogether these findings robustly proved that neuronal activity from localized brain areas can be manipulated through operant conditioning.

On the other hand, there are unclear aspects of operant conditioning of the BOLD response in humans that make rtfMRI neurofeedback paradigms not fully established. Among these is the role of mental and cognitive processes for learning. Some rtfMRI studies indicated that successful BOLD regulation relies on the use of mental imagery (Chiew et al., 2012; Banca et al., 2015; Blefari et al., 2015). In particular, these studies suggested that strategies based on mental imagery are important for learning BOLD control considering the partial common substrates for internal representations and overt behavior, which holds in particular for the primary motor (Jeannerod, 1995; Roth et al., 1996; Jeannerod and Frak, 1999; Niyazov et al., 2005) and visual areas (Kosslyn and Thompson, 2003; Klein et al., 2004; Slotnick et al., 2005). On the contrary, other studies indicated that a combination of cognitive strategies (mental imagery) and feedback information is critical for participants to learn BOLD regulation, and that cognitive and imagery alone is not sufficient (decharms et al., 2005; Bray et al., 2007; Caria et al., 2010; Scharnowski et al., 2012). In particular, mere repetition of mental strategies leads to an initial increase of BOLD signal but to a rapid decrease in the following consecutive runs (Caria et al., 2010). In fact, fMRI adaptation paradigms (Kourtzi and Kanwisher, 2001) show that task repetition leads to a decrease of the BOLD signal.

In addition, while it is true that imagery and cognitive processing certainly affect learning and physiological regulation, studies on operant control of brain oscillations suggest that feedback is more important than instructions for successful slow cortical potentials regulation (Roberts et al., 1989; Birbaumer et al., 1990). There are indications from EEG based neurofeedback studies that mental imagery is efficacious initially but it would be then dropped when participants become more confident with self-regulation (Leuthardt et al., 2004). Ultimately, control of neuroelectric activity turns to a highly implicit process over training, and the contribution of higher order cognitive processes becomes negligible. Indeed, control of neurophysiological signals can even be attained when participants have little or no direct experience of it (Rockstroh et al., 1984). However, until now there exist no clear demonstrations that these mechanisms, although plausible, hold also for learned metabolic signals.

In most rtfMRI studies participants were aware of the responses leading to reward. Only one study reported to have employed implicit visual task and feedback to learn BOLD control in V1/V2 areas, however participants still reported to have used explicit mental strategies (Shibata et al., 2011).

In short, the fact that operant control of brain activity, even single cell responses is possible also in animals speaks against a fundamental influence of cognitive factors on the effect of operant brain regulation. On the other hand, it is conceivable that in human participants the combination of specific conscious processes and operant strategies might support retention of learned BOLD control out of the laboratory setting, and might facilitate the (re-)activation of impaired or dormant mechanisms, in particular in patients.

WHAT NEUROPHYSIOLOGICAL MECHANISMS MEDIATE LEARNED BOLD CONTROL?

A further issue of rtfMRI experiments is the unclear neurophysiology of the BOLD signal, which prevents us to univocally interpret the behavioral changes induced by operant learning of the metabolic signal. We know from previous investigations on instrumental learning of neuroelectric signals that the brain has intrinsic neurophysiological processes allowing regulation of neural activity even in the absence of external stimuli (Wolpaw et al., 2002; Birbaumer and Cohen, 2007; Fetz, 2007). While no specific receptors directly support regulation of brain oscillations, it exists a complex neurovascular system that regulates and controls the BOLD signal.

At least three main blood flow regulatory mechanisms have been described: cerebral autoregulation—the brain ability to maintain a constant flow through changes of cerebral perfusion pressure—neurogenic regulation—the cerebral blood flow modulation through extensive arborization of perivascular nerves—and flow-metabolism coupling, or functional hyperemia—the brain capacity to vary blood flow to match metabolic activity (Peterson et al., 2011). Endothelial cells and astrocytes play a central role in all these regulatory mechanisms (Iadecola and Nedergaard, 2007): the former by providing several vasoactive factors for the regulation of cerebral blood flow and the latter because of their anatomical position that physically links the cerebral microvasculature with synapses.

Learned increase and decrease of BOLD activity might indeed be associated with variations in the flow-metabolism coupling. Local changes in neural activity have been shown to influence BOLD signal (Buxton et al., 2004; Logothetis and Wandell, 2004; Lee et al., 2010) through variations in cerebral blood flow (CBF), cerebral blood volume (CBV) and cerebral metabolic rate of oxygen consumption (CMRO2). It has been also demonstrated that changes in the coupling ratio of CBF and CMRO2 in response to neural activity strongly affect the BOLD response (Kim and Ogawa, 2012; Buxton et al., 2014). Considering such complexity of the neurovascular system, it is thus conceivable that learned control of the BOLD response might be based on these sophisticated regulatory mechanisms.

An intriguing perspective for rtfMRI neurofeedback arises from the hypothesis proposing that modulation of brain activity is directly and causally affected by changes of metabolic signals (Moore and Cao, 2008). Specifically, it has been conjectured that the brain vascular system, being a complex and interconnected network under tight regulatory control that occurs in close communication with neurons and glia, might directly contribute to information processing (Moore and Cao, 2008). Accordingly, the hemodynamic processes would not only support metabolic demand but also directly shape brain functions; self-regulation of metabolic signals might thus induce changes of neuronal activations. In line with this perspective non-invasive direct electrical stimulation (e.g., using transcranial direct electric stimulation, tDCS) targeting cerebral microvessels has been proposed to enhance brain functions trough changes of cerebrovascular function (Dutta, 2015; Pulgar, 2015).

So far, despite the increasing number of hypotheses and studies aiming to clarify the nature of the BOLD response, the neurometabolic coupling of this signal remains unclear. It has been shown that the BOLD fMRI response correlates with local field potentials (Logothetis et al., 2001; Viswanathan and Freeman, 2007), with spiking activity (Heeger and Ress, 2002), and with both LFP and spiking activity (Mukamel et al., 2005). In addition, BOLD signal can reflect different brain processing such as excitatory and inhibitory activity, neuromodulation, and bottom-up and top-down signals (Viswanathan and Freeman, 2007; Logothetis, 2008; Lee et al., 2010).

On the basis of this evidence it is difficult to infer whether the net effect of self-regulation of BOLD signal is excitatory, inhibitory or a combination or both. On the other hand, rtfMRI studies, although sometimes controversial, often reported an improvement of subjects' performance associated with increased amplitude of the BOLD response (decharms et al., 2005; Bray et al., 2007; Rota et al., 2009; Caria et al., 2010; Scharnowski et al., 2012, 2015; Zhang et al., 2013; Blefari et al., 2015). For instance, studies showed a decrease in reaction times for task execution associated with increase activity of the primary motor cortex (M1), and for task initiation after up-regulation of the SMA (Scharnowski et al., 2015). M1 activity was also positively correlated with accuracy improvement of performance during an isometric pinching task (Blefari et al., 2015) In the visual domain, increased visual perception was induced by increased BOLD response in the visual cortex (Scharnowski et al., 2012). Moreover, enhanced emotional response was associated with increased percentage BOLD signal change in the left anterior insula (Caria et al., 2010). Importantly, these studies reported poorer performance either during initial regulation runs or after down-regulation. Altogether these findings suggest that learned increase of the BOLD response might be associated with increased excitatory activity. This assumption would be also supported by studies showing improved memory performance associated with decreased BOLD activity in the parahippocampal cortex (Yoo et al., 2012; Scharnowski et al., 2015), which was then interpreted as result of increased brain resources for memory encoding because of decreased cortical processing (Yoo et al., 2012). Indeed, increased BOLD signal might occur from increased net excitation associated with glutamatergic activity (Logothetis, 2008). However, this represents only one possible interpretation, as larger BOLD signal can also be induced by concurrent increase of both glutamatergic and GABAergic activity, with changes in hemodynamic responses reflecting balanced local recurrent activity (Logothetis, 2008). In line with this alternative mechanism, it has been shown that enhanced perceptual sensitivity induced by fMRI feedback training results from a mixture of positive and negative activated voxels in the targeted regions of interest rather than from uniform positive or negative activity (Shibata et al., 2011).

Therefore, fMRI neurofeedback might also rely on, and possibly alter, the capacity of the cerebral cortex to generate persistent activity in the absence of sensory stimulation (Haider et al., 2006), which would in turn influence neuronal responsiveness to a wide range of inputs (Shu et al., 2003a). In addition, as the ongoing network activity can be turned on and off by synaptic inputs via electrical stimulation (Shu et al., 2003b), it can also be postulated its self-regulation via operant conditioning.

CONCLUSIONS

In short, the observed behavioral changes induced by rtfMRI training might be related to several plausible neurophysiological processes, and it is still not possible to conclusively ascertain the actual mechanism on the basis of the current results. Multimodal measurements such as simultaneous EEG-rtfMRI acquisition, as well as alternative real-time functional imaging methods such as MR perfusion and MR spectroscopy, might help to clarify the neurophysiological mechanisms underlying learned control of the BOLD response. Nevertheless, there exist clear indications that self-regulation of BOLD signal is not an epiphenomenon but a primary effect of operant learning, which can rely on precise neurovascular regulatory mechanisms.
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Nanoscale structures have been at the core of research efforts dealing with integration of nanotechnology into novel electronic devices for the last decade. Because the size of nanomaterials is of the same order of magnitude as biomolecules, these materials are valuable tools for nanoscale manipulation in a broad range of neurobiological systems. For instance, the unique electrical and optical properties of nanowires, nanotubes, and nanocables with vertical orientation, assembled in nanoscale arrays, have been used in many device applications such as sensors that hold the potential to augment brain functions. However, the challenge in creating nanowires/nanotubes or nanocables array-based sensors lies in making individual electrical connections fitting both the features of the brain and of the nanostructures. This review discusses two of the most important applications of nanostructures in neuroscience. First, the current approaches to create nanowires and nanocable structures are reviewed to critically evaluate their potential for developing unique nanostructure based sensors to improve recording and device performance to reduce noise and the detrimental effect of the interface on the tissue. Second, the implementation of nanomaterials in neurobiological and medical applications will be considered from the brain augmentation perspective. Novel applications for diagnosis and treatment of brain diseases such as multiple sclerosis, meningitis, stroke, epilepsy, Alzheimer's disease, schizophrenia, and autism will be considered. Because the blood brain barrier (BBB) has a defensive mechanism in preventing nanomaterials arrival to the brain, various strategies to help them to pass through the BBB will be discussed. Finally, the implementation of nanomaterials in neurobiological applications is addressed from the brain repair/augmentation perspective. These nanostructures at the interface between nanotechnology and neuroscience will play a pivotal role not only in addressing the multitude of brain disorders but also to repair or augment brain functions.
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INTRODUCTION

NeuroNanoTechnology (NNT) is an emerging approach in science and engineering not only to assess the unique properties, structures and functions of brain circuits, but also to manipulate or to heal damaged neural circuits. This is largely because the brain functions operate at the nanoscale level, and therefore, in order to access and communicate with the entities of interest, we need tools and techniques that work at nano-scale level as well. The synthesis and characterization, as well as the design of materials with functional organization at nanoscale give us the possibility to engineer and control functional bio-integrated systems. Importantly, the ability to manipulate atoms and molecules, induce unique properties, increase stability, and communicate signals is opening up incredible opportunities for a broad spectrum of scientists. The purpose of this review is to highlight recent engineering advances in the rapidly developing field and its clinical applications, including augmenting brain function. NNT as applied nanotechnology to engineered sensing platforms has the ultimate goal of developing interdisciplinary nanotechnology strategies that can directly investigate specific neural interactions and circuits for treating the broad spectrum of neurological and psychiatric disorders.

The foundation of the “nanoworld” was established in 1980's when for the first time, scientists were able to see the atom (i.e., the tiny “brick” of matter) in 3D real space. This was primarily due to the invention of the scanning tunneling microscope (Binning et al., 1982; Binnig et al., 1983), followed by additional techniques, such as atomic force microscopy (Binnig et al., 1986). The “nanoworld” in science consists of several nano “chapters” such as nanomaterials—materials at nanoscale; nanoarrays—arrays of nanowires; nanotools—tools needed to characterize the nanomaterials; and nanodevices—new devices, many of them using quantum effects. The miniaturization trend and the high output of integrated circuits have stimulated the development of both nanostructured materials and new synthesis methods. Thus, nano-tools bring at the table the “internal” or “external” “nano-surgeons” for operating at the nano- and micro-level in neuronal circuits. The most promising “nano-surgeons” are the carbon nanotubes (CNTs) and nanowires (NWs). Carbon nanotubes and nanowires demonstrate new and/or enhanced functions crucial to neuroscience, offering a bottom-up approach in assembling nanoscale arrays and devices.

Research efforts are concentrated towards increasing the number and the density of extracellular electrodes while decreasing the device size. Acting as “on-site” laboratories, nanostructures arrays can be integrated into sensing, stimulating, monitoring and recording devices for nano-neuroscience. For example, microelectrode arrays use nanomaterials produced for various applications including in vivo penetration for recording, neurostimulation and optogenetic manipulations, surface electrodes measuring event related potentials in human brain, as well as fluidic, in vitro chemical sensing. Although these microelectrodes are made of platinum and iridium oxide, electrochemical degradation and delamination of the coating layer of the electrode may occur in time, recent advances are resolving these problems. Neural probes and micro-devices are currently used for recording activity of large neuronal assemblies (Wise, 2007; Chang-Hsiao et al., 2010; Amaral et al., 2013). For instance, low noise 64-channel neural probes made of silicon with nanoscale leads have been demonstrated feasible by Du et al. (2011). The creation of the nanomaterials—carbon nanotubes in particular—and a general approach to the preparation and applications of nanomaterials using template synthesis are also presented in this article.

Additionally, recent developments in the application of nanotechnological neuroscience to the study of human brain are reviewed (Figure 1). NNT research aims to regenerate and protect the central nervous system (CNS) by developing nanoengineered substrates, for example, to help guide axon growth after damage or degeneration. Other therapeutic strategies for CNS disorders require getting a device or drug to a specific site in the CNS. Acute compression in spinal cord injury, for example, requires laminectomy and in vivo delivery of peptide amphiphile molecules for nanofiber network formation (in rat models) (Silva, 2005). Nanomaterials used as vessels to deliver drugs are discussed in conjunction with methods that help nanoparticles to transfer across the blood brain barrier. Finally, we review exciting advances in various clinical applications to stimulate nerve cells for regeneration and even augmentation of brain function. NNT's promise is to provide chips that will interface with the brain and allowing to detect and correcting online any potential miss-function of the brain's microcircuits bridging the perception with the executive control of behavior.
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FIGURE 1. Illustration of nanotechnology integration into the brain research.



NANOMATERIALS

CARBON NANOTUBES

Nanotechnology of carbon nanotubes and nanowires junctions

Nanotubes and nanowires are nanomaterials that basically represent the quasi-one-dimensional (1D) conductors and semiconductors available for nanotechnology to use. The nanotechnology rush, currently in progress, was generated by nanotubes and nanowires that have evolved into some of the most intensively studied materials (Mao et al., 2013). Carbon nanotubes (CNTs), discovered by Iijima (1991), are exhibiting outstanding mechanical, thermal, and conductive properties. Rolling-up one or more graphene sheets generates CNTs with excellent chemical and thermal stability, extreme electronic properties, large surface area and high mechanical strength while carrying ultralight weight (Ajayan, 1999).

Under well-defined conditions of synthesis, two forms of CNTs can efficiently be prepared: single-wall carbon nanotubes (SWCNTs) or nested multiwall carbon nanotubes (MWCNTs) (Figure 2). Being so close to graphene, CNTs are usually near to atomic-scale perfection making CNTs chemically inert (Enachescu et al., 1999; Bota et al., 2014a,b). Although the CNTs have 1/6th of the weight of steel, similar to graphene under tension, nanotubes are two orders of magnitude stronger than steel. Computer simulations estimation of melting point of nanotubes of about 3700°C is higher than that of any metal, but close to that of graphite. SWCNTs can act as very good conductors of electrons or can show semiconducting behavior, depending on their diameter and the atomic structure of nanotubes. Even the very high thermal conductivity of isotopically pure diamond is expected to be exceeded by that of CNTs (CNTs being excellent conductors of heat) that can be perfectly positioned in the devices to dissipate heat from PC chips. Additionally, CNTs are biocompatible in many environments, similar to the related graphite.
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FIGURE 2. Graphene and carbon nanotubes as (A) single wall carbon nanotube (SWCNT) and (B) multi-wall carbon nanotube (MWCNT) structures.



Different technological fields are witnessing great developments in CNTs devices based on their unique properties: probes, conductive composites, nanometer sized semiconductor devices, field emission displays and radiation sources, hydrogen storage media, sensors, energy storage, and energy conversion devices (Sharma and Ahuja, 2008). Functionalization of the CNTs surface was performed during the last decade using many different approaches, some of which focused on increasing CNTs solubility and lowering their toxic effects in order to fit biomedical applications (Bianco et al., 2011), because CNTs were showing poor solubility and apparently high toxicity (Fabbro et al., 2012). CNTs have been proposed either by themselves or as components for biosensors (Wenrong et al., 2010), ion channel blockers (Park et al., 2003), biocatalysts (Feng and Ji, 2011), photo-thermal probes in cancer therapy (Moon et al., 2009), nanovectors (Klumpp et al., 2006) and imaging applications (Kam et al., 2005a; Wu et al., 2005; Klumpp et al., 2006).

A nanotube can be conjugated with multi-functional agents (Wu et al., 2005). The particularity of CNTs to have a higher surface area to volume ratio compared to spheres allows high loads of therapeutic agents (Kam et al., 2005a). CNTs are very good candidates for new delivery vehicles as well increasing the therapeutic effect of drugs. Viral vectors, lipids (positive charged), polymers, liposomes, and NPs represent the previous delivery vehicles. However, reduced penetration into the cell of certain therapeutic agents is one issue of concern despite the versatility of shape, size and materials of non-viral vehicles (Endo et al., 1990). After surface modification via functionalization, CNTs show low cytotoxicity as measured over a few days (Kam et al., 2004; Lu et al., 2004; Pantarotto et al., 2004a,b; Cai et al., 2005; Kam and Dai, 2005; Kam et al., 2005a; Wu et al., 2005) while CNTs are readily internalized by cells.

In addition, single-walled carbon nanotubes (SWCNTs) show confined heating at near infrared (NIR) absorption because SWCNTs absorb strongly in NIR wavelengths range (Endo et al., 1990). In his work, Kam et al. (2005b) showed that SWCNTs released DNA upon exposure to NIR radiation, which permits its translocation into the cell nucleus. Cell death was demonstrated in the same study by using the same technique. SWCNTs were adopted by folate labeled cells, increasing the CNTs functionalization using a folate moiety.

The transport of nanotubes into cells is of fundamental importance for the biomedical applications mentioned above and below. As yet, the way in which CNTs enter cells is still under hot debate, generating both controversy and confusion about the mechanism of entering cells. Bianco et al. (Pantarotto et al., 2004b) suggested that ammonium-functionalized SWCNTs and MWCNTs are formed via a passive, endocytosis-independent mechanism; however, Dai et al. (Kam et al., 2004) came to the conclusion that the mechanism of the acid-functionalized SWCNTs entering the cell involves an endocytosis pathway. Another mechanism proposed for MWCNTs, which cannot use the endocytosis pathway due to their size takes into consideration the flipping of lipid molecules of the membrane to allow CNTs to enter the cell (Kam et al., 2004; Lopez et al., 2004; Lu et al., 2004; Pantarotto et al., 2004a,b; Cai et al., 2005; Kam and Dai, 2005). The communication between cell and nanotube is constrained by the type of coating on the nanotube surface. By transferring CNTs into cells, proteins are absorbed to the nanotube surface, coating the nanotube with serum-containing proteins, such as albumin and fibronectin. It has been suggested that the CNT transfer into cells has a natural switching mechanism of lipids in the membrane (Lopez et al., 2004; Pantarotto et al., 2004a) and to not exceed an endocytotic pathway for the MWCNTs that are 200 nm in length with 10 nm radius.

An open subject remains regarding what happens to CNTs once they have entered the cell and also about when or how they would be exocytosed by the cells (Sakhtianchi et al., 2013). The possibility for the nanotubes to be subsequently expelled from the cell would be advantageous for most biological applications; however, as yet, this has not been reported in the literature. There is still much work necessary to understand the CNTs cellular transport in order to be able to control the CNTs placement inside cells.

Nanowires junctions

In biology the range of length scale varies by orders of magnitudes—from nanometer sized nucleic or amino acids to several centimeters for organs and neuronal circuits. There is a need for interfaces with nanoscale spatial resolution in order to investigate processes at the subcellular level. Besides carbon nanotubes, these interfaces can be achieved through the use of other nanostructures, such as semiconductor nanowires (NWs). With dimensions that are as small as a protein molecule, CNTs and NWs present the building blocks for nanoscale electronics (McEuen et al., 2002; Lieber, 2003). The critical feature sizes (atomic scale) of these building blocks can be well-controlled during synthesis, in contrast with nanostructures fabricated by “top-down” process. Even for isolated CNTs transistors that have shown exceptional properties (Javey et al., 2003), large scale integration challenges remain due to difficulties in preparing pure semiconductor nanotubes. The issues faced by CNTs could be overcome by nanowires because of the reproducible control over size and electronic properties that current growth methods enable (Cui and Lieber, 2001; Cui et al., 2001a, 2003; Wu et al., 2004). A wide class of NWs have been developed, ranging from NWs based on classic semiconductors, such as silicon NWs (Chen et al., 2006a; Goncher et al., 2006; Yajie et al., 2008), GaP (Dujavova-Laurencikova et al., 2013), GaN (Lee et al., 2007), CdS and ZnS (Barrelet et al., 2003), heterostructures as Ge-Si (Xiang et al., 2006a,b), InAs-InP (Jiang et al., 2007), oxide nanowires MgO (Yin et al., 2002), Cu2O (Jiang et al., 2002), SiO2 (Yu et al., 1998; Liu et al., 2001; Zheng et al., 2002), Ga2O3 (Wu et al., 2000; Sharma and Sunkara, 2002), Al2O3 (Valcarcel et al., 1998; Xiao et al., 2002), In2O3 (Li et al., 2003), SnO2 (Dai et al., 2001), MnO2 (Wang and Li, 2002), Sb2O3 (Guo et al., 2000), TiO2 (Seraji et al., 2000; Miao et al., 2002), ZnO (Tian et al., 2003; Vayssieres, 2003), and LiNiO2 (Zhou et al., 2002).

The field-effect transistors (FETs) configuration of semiconductor NWs is one of the most appropriate detection schemes (Cui and Lieber, 2001; Cui et al., 2001b, 2003; Zheng et al., 2004; Xiang et al., 2006a). Binding to the dielectric gate of a polar/charged species appears analogous to applying a voltage to a gate electrode. For example, accumulation of positive carriers (holes) together with an increase/variation in device conductance can be generated by binding a protein with negative charge to the surface of a p-type FET. Silicon based NWs (or composed of other types of semiconductors) also may function as FET devices (Cui and Lieber, 2001; Cui et al., 2003; Lieber, 2003; Zheng et al., 2004; Li et al., 2006; Xiang et al., 2006a). One-dimensional morphology of NWs is the main feature that determines overcoming sensitivity limitations for planar FET devices. Thus, a more substantial change in device conductance for the NW vs. a planar FET will take place if any analyte binding event will happen (this event leads to accumulation or depletion of carriers).

One of the most powerful and versatile platforms based on NWs devices has emerged to build functional interfaces for biological (including neurons) systems. NWs are non-invasive (highly local) probes of neuronal projections; individual NWs devices are becoming optimal for interfacing with neurons due to the fact that the contact length along the axon (or the dendrite projection crossing a NW) is just about 20 nm. Compared to other electrophysiological methods, with micro-fabricated electrodes and planar FETs, the active junction area for NWs devices is orders of magnitude smaller and is quite similar to natural synapses. This small size creates advantages, such as: (a) spatially resolved signal detection without complicated averaging of extracellular potentials that change over a large portion of a given neuron, and (b) integration of axon's elements together with the dendrite projections from a single cell. The stimulation of neuronal activity through NW/axon junctions is also achievable using NWs devices. Somatic action potential spikes detected with intracellular electrodes, are generated by applying excitatory sequences of biphasic pulses to the NWs of NW/axon junctions (Patolsky et al., 2007).

Also, NW-based FET device can be designed into a device array; neuron growth over dense NWs device arrays is usually achievable nowadays (Patolsky et al., 2007). Thus, interfacing ensembles of NWs inputs and outputs to different neural networks and neurons enables the implementation of stimulation, inhibition, or reversibly blocking signal propagation through specific pathways (while the signal flow is simultaneously mapped throughout the network). Besides single NW-based FET devices or arrays of NW-based FET devices used for investigating neuronal activity, the NWs are also used to design and build NWs-based electrodes for neural recordings in the brain.

The potential to revolutionize neuroscience research and clinical therapy (Benabid, 2007; Kipke et al., 2008; Vaadia and Birbaumer, 2009; Suyatin et al., 2013) is represented even by implantable neural interfaces (Rutten, 2002; Fromherz, 2003; Cogan, 2008). However, the recorded neurons and tissue reactions that encapsulate and insulate the implant are still presenting instability results (Schouenborg, 2011). The nanostructured electrodes are considered as a promising alternative to conventional neuronal interfaces because the recording properties depend, primarily on electrode surface properties and tissue reactions to the surface (Kotov et al., 2009; Timko et al., 2010; Dvir et al., 2011; Voge and Stegemann, 2011; Suyatin et al., 2013). Nanostructured electrodes provide additional advantages such as improved electrical properties (Keefer et al., 2008; Cellot et al., 2009; Martin et al., 2010; Ansaldo et al., 2011; Duan et al., 2012), shorter cell-to-electrode distance (Tian et al., 2010; Duan et al., 2012; Xie et al., 2012), as well as a better spatial resolution. They also have a potential for less tissue damage (Almquist and Melosh, 2010; Martin et al., 2010; Tian et al., 2010; Duan et al., 2012), better biocompatibility (Hallstrom et al., 2007; Kim et al., 2007; Martin et al., 2010; Berthing et al., 2011) and new functionalities, such as selective guidance of neuronal fibers (Hallstrom et al., 2009). Importantly, recent cell signal recordings with different nanowire-based electrodes have been achieved in vitro (Tian et al., 2010; Timko et al., 2010; Brueggemann et al., 2011; Dvir et al., 2011; Duan et al., 2012; Robinson et al., 2012; Xie et al., 2012), demonstrating the epitaxially grown wires of small diameter may provide minimally invasive tissue penetration (Kawano et al., 2010; Takei et al., 2010; Tian et al., 2010; Duan et al., 2012; Xie et al., 2012). Up to now, using mainly carbon nanotubes without structural feature control and in combination with rather big surfaces has been performed with in vivo studies using nanostructured neuronal electrodes (Keefer et al., 2008; Ansaldo et al., 2011; Suyatin et al., 2013). However, recently, it has been shown that with neuronal interfaces for improved cell survival (Hallstrom et al., 2007) and improved cell adhesion with focal adhesions forming specifically on the nanowires, the epitaxially grown gallium phosphide (GaP) NWs have beneficial properties (Prinz et al., 2008). Compared to other material NWs, GaP NWs can be synthesized with very little tapering and exceptional control over their position and geometry, and with a high aspect ratio (over 50) (Suyatin et al., 2009). Also recently, the design and fabrication of a first generation of GaP NW-based electrode with a controllable nanomorphology was reported (Suyatin et al., 2013). The first functional testing in vivo of a NWs-based device was performed during acute recordings in the rat cerebral cortex, where the NWs were used as a backbone for a metal nanostructured electrode with a three-dimensional (3D) structure. This electrode design opened the development of a new model system, with the prospect of enabling more reliable tissue anchoring as well as a more intimate contact between the electrode and the neurons, Xie et al., (2010) furthering research on the functionality of nanostructure-based neuronal interfaces in vivo, given the better electrode-cell electrical coupling (Hai et al., 2010; Robinson et al., 2012; Xie et al., 2012).

In recent years, a broad platform for electronic interfaces with cells and tissue using CNTs and NWs devices has been implemented. Compared to standard techniques used to measure, record and observe extracellular signals from individual tissues and cells, CNTs and NWs devices have orders of magnitude smaller recording area. The mV range signals of CNT/NW platforms device are significantly larger than those measured using planar devices or multiple electrode arrays, likely due to enhanced coupling between the cell membrane and nanoscale device. CNTs and NWs represent also the natural building blocks for biological-nanomaterial interfaces; the creation of hybrid nanoelectronic-neuronal devices is permitting novel directions in neuronal research and applications. The possibility of tuning their material composition and corresponding properties at the time of synthesis is opening up the design of ultra-high sensitivity devices at nanoscale for future opportunities.

Carbon nanotubes use in neuroscience

Carbon nanotubes have an arsenal of properties (electrical, mechanical, and chemical) that make them very promising materials for applications in neuroscience. The ease with which carbon nanotubes can be patterned makes them very useful for studying the organization of neural networks while the electrical conductivity of nanotubes can provide a vital mechanism to monitor or stimulate neurons. Carbon nanotubes themselves can interact with and affect neuronal function, most likely at the level of ion channels (Malarkey and Parpura, 2007, 2010). Both SWCNTs and MWCNTs have been increasingly used as “scaffolds for neuronal growth.” Lately, CNTs were used in the research of neural stem cell growth and differentiation. Additionally, CNTs were applied as interface materials with neurons, where they deliver electrical stimulation to these cells and detect electrical activity. Here are just few applications of the CNTs:

Interfacing cultured neurons with carbon nanotubes. To demonstrate that the electrical simulation produced by single-wall carbon nanotubes (SWCNTs) can indeed induce neuronal signaling, Mazzatenta et al. (2007) developed an integrated SWCNTs neuronal system and demonstrated that hippocampal cells can be grown on pure SWCNTs substrates. Their experimental results point to the fact that SWCNTs can be directly used to stimulate brain circuit activity. These results may have a remarkable impact on the future developments and architectural design of microsystems for neural prosthetics (Mazzatenta et al., 2007).

Intracellular neural recording with pure carbon nanotubes probes. A novel millimeter-long electrode, remarkably simple, can be used to produce extracellular and intracellular recordings from vertebrate neurons in vitro and in vivo experiments, when it is terminated with a tip fabricated from self-entangled pure CNTs with sub-micron dimensions (Yoon et al., 2013). Assembling intracellular electrodes from CNTs using the self-entangled CNTs fabrication technology is opening a new opportunity to harness nanotechnology for neuroscience applications.

Carbon nanotubes in neuro-regeneration and repair. CNTs based technologies are emerging as particularly innovative tools for tissue repair and functional recovery after brain damage, due to their ability to interface neuronal circuits, synapses and membranes (Sakhtianchi et al., 2013). Carbon nanotube technology can now be applied to develop new devices that are capable to drive repair of nerve tissue, neuronal differentiation, growth and network reconstruction.

Analog neuromorphic modules based on carbon nanotube synapses. Shen et al. (2013) recently reported an analog neuromorphic module consisting of an integrate-and-fire circuit and p-type carbon nanotubes (CNTs) synapses. The CNTs synapse resembles a FET structure using as its gate an aluminum oxide dielectric layer implanted with indium ions and as its channel a random CNTs network. Electrons are attracted into the defect sites of the gate aluminum oxide layer by a positive voltage pulse applied to the gate, followed by a gradual release of the trapped electrons after the pulse is removed. Thus, the electrons induce a dynamic postsynaptic current in the CNTs channel by modifying the holes' concentration. The excitatory or inhibitory postsynaptic currents generated by the multiple input pulses via excitatory or inhibitory CNTs synapses flow toward an integrate-and-fire circuit which triggers output pulses. Further, the analysis of the dynamic transfer functions between the input and output pulses of the neuromorphic module are performed. An emulation of biological neural networks and their functions could be implemented by scaling up such a neuromorphic module.

Nanotechnology and nanocomputing. The last decade in nanotechnology research witnessed an increasing use of artificial intelligence tools (Sacha and Varona, 2013). Current and future perspectives in the nanocomputing hardware development can boost the field of artificial-intelligence-based applications. Moreover, convergence of the two sciences, i.e., nanocomputing and nanotechnology, has the potential to shape research directions and technological developments in medical and information sciences. The great potential of combining nanotechnology and nanocomputing is also shown by hybrid technologies (i.e., nanodevice and biological entities), neuroscience, bioengineering combined with new data representations and computer architectures and a large variety of other related disciplines.

Carbon nanotubes platform for regeneration, stroke, brain tumors, and neoplasm

Carbon nanotubes present a broad regenerative spectrum from nerve tissue repair to bone tissue engineering (Newman et al., 2013).

Neuroregeneration and repair. Development of future strategies for tissue repair in order to promote functional recovery after brain damage is one of the main aims of nanotech studies (Fabbro et al., 2012). In this framework, particularly innovative tools are emerging based on CNTs technologies due to their ability to interface with neuronal circuits, synapses and membranes, as well as due to the outstanding physical properties of these nanomaterials. CNTs technology is now applied to the development of devices able to drive nerve tissue engineering, focusing in particular on growth and nerve network reconstruction, neuronal differentiation and nerve tissue repair.

Arslantunali et al. (2014) constructed a nerve conduit from poly (2-hydroxyethyl methacrylate) (pHEMA) that was loaded with MWCNTs. This pHEMA guide was more hydrophobic and more conductive than pristine pHEMA hydrogel when loaded with relatively high concentrations of MWCNTs (6%, w/w in hydrogels). The neuroblastoma cells seeded on pure pHEMA lost their viability when an electrical potential was applied, while MWCNTs carrying pHEMA maintained their viability, demonstrating that MWCNTs are conducting electricity, making them more suitable as nerve conduits. CNTs are instrumental in regeneration and reparation of irreversibly diseased or damaged nerve tissues in the peripheral and central nervous system of the human body (Stankova et al., 2014).

A class of ideal biomaterials for a wide range of regenerative medicine applications is MWCNTs polymer composites because they are hybrid materials combining numerous electrical, mechanical and chemical properties. Using a composite as a substrate to increase electronic interfacing between neurons and micro-machined electrodes (Antoniadou et al., 2011) reported the synthesis and characterization of a novel biomaterial for the development of nerve guidance channels in order to promote nerve regeneration, opening up potential applications for prosthetic devices, neural probes, and brain implants.

Stroke damage repair. Disruption of tissue architecture happens as a result of a stroke. However, in a rat stroke model, amine-modified SWCNTs protect neurons from injury. CNTs used as scaffolds in brain tissues and neural cells have shown promising results, supporting the treatment strategy based on transferring stem cells containing scaffolds to damaged regions of the brain. In rats with induced stroke, protection of neurons and enhanced recovery of behavioral functions were observed for the rats pretreated with amine-modified SWCNTs (Lee et al., 2011a). Also, the amine-modified SWCNTs protected the brains of treated rats, as indicated by the low levels of apoptotic, angiogenic and inflammation markers. In another study, it was shown that CNTs promote recovery from stroke when they are impregnated with neural progenitor cells in subventricular zones. The improvement of stem cell differentiation to heal stroke damage assisted by CNTs was first demonstrated by Moon et al. (2012).

Cancer and brain tumors therapy. It has been shown that the intratumoral delivery of low-dose of free CpG is less effective than immunostimulatory CpG oligodeoxynucleotides conjugated with (CNT-CpG) (Adeli et al., 2012). Moreover, CpG oligodeoxynucleotides conjugated with (CNT-CpG) was shown to induce antitumor immunity that protect mice from subsequent systemic or intracranial (i.c.) tumor rechallenge as well as eradicating i.c. gliomas. Also, it was shown that the treatment of metastatic brain tumors could be more efficient using the same “intracerebral immunotherapy” strategy. Thus, compared to systemic therapy generating antitumor responses that target both brain and systemic melanomas, the intracerebral CNT-CpG immunotherapy is more effective. Moreover, CNTs potentiate CpG.

A novel type of nanoprobe employs SWCNTs as a photosensitizer for application in cancer cell imaging and therapy. Ou and Wu (2013) developed a nanoprobe based on SWCNTs and a fluorescent photosensitizer pyropheophorbide (PPa) for use in cancer cell imaging and therapy in vitro. Phospholipids bearing polyehylene-glycol modified SWCNTs which provide an interface for the conjugation of PPa were prepared by ultrasonication. The polyehylene-glycol modified SWCNTs were then conjugated with PPa using covalent functionalization methods to construct a SWCNTs-PEG-PPa nanoprobe. The functionalization of SWCNTs was evidenced by UV-vis absorption spectra and fluorescence spectra. Imaging cancer cells with SWCNTs-PEG-PPa nanoprobe was confirmed using two cancer cell lines via laser scanning confocal microscope tests, and killing cancer cells with SWCNTs-PEG-PPa was demonstrated using cytotoxicity tests. This indicated that the resulting SWCNTs-PEG-PPa nanoprobe has great potential to be a potent candidate for cancer imaging and therapy. Also, CNTs-polymer interactions play a key role in cancer therapy (Adeli et al., 2012).

NANOMATERIALS AND BLOOD BRAIN BARRIER

Transportation mechanisms through the brain barrier

One of the major challenges for nanotechnology deals with the diagnosis and treatment of BBB-related dysfunctions involving stroke, brain tumors and cancer. Tight junction (TJ) barriers protect the CNS. These barriers are located in three main locations inside CNS: the brain endothelium, the arachnoid epithelium, and the choroid plexus epithelium (Figure 3, Abbott et al., 2006). BBB consists of endothelial cells connected by close fitting junctions that separate the flowing blood from the brain extracellular fluid. Therefore, BBB controls the entrance of biomolecules into the brain and protects the brain from many common bacterial infections. However, the BBB presents a few limitations for nanomedicine approaches. For instance, due to the presence of BBB, the drug delivery to the brain area for tumor therapy or other neurodegenerative diseases such as Alzheimer's is a crucial challenge. The majority of diagnosed brain tumors are currently treated with surgery, radiation, and chemotherapy; nanoscience and technology could be a promising solution to this challenge. There are several comprehensive reviews on the interaction of BBB with nanomaterials that focus on various methods to transfer nanomaterials across BBB (Chen and Liu, 2012; Khawli and Prabhu, 2013; Krol et al., 2013).
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FIGURE 3. The locations of tight junction barriers in the central nervous system. (1) brain endothelium forming the BBB, (2) the arachnoid epithelium forming the middle layer of the meninges, and (3) the choroid plexus epithelium which secretes cerebrospinal fluid. (Reprinted by permission from Macmillan Publishers Ltd: Abbott et al., 2006.)



Figure 4 (Chen and Liu, 2012) presents the main, well-recognized, transport pathways across BBB, which are commonly used for carrying solute molecules. Among all the pathways shown in Figure 4, the “g” route is the most suitable for drug delivery via liposomes or nanoparticles. A summary of the conventional methods used for BBB permeability assessment is given in Stam's work (Stam, 2010).
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FIGURE 4. Transport pathways across blood brain barrier. (Reprinted by permission from Macmillan Publishers Ltd: Chen and Liu, 2012.)



Different approaches and routes possible for transport of drugs across the BBB as summarized in Table 1. Biocompatible nanomaterials such as nanoparticles, liposomes, and supramolecular aggregates are promising drug carriers since their size can be tuned to fit the BBB transport. In addition, their surfaces can be functionalized to facilitate their transport through the BBB. It should be mentioned that the cytotoxicity of NPs must be precisely monitored, using various well-recognized methodologies (Mahmoudi et al., 2010, 2011a; Mao et al., 2013), to ensure their biocompatibility. The surface functional groups enhance the BBB permeability by various mechanisms such as adsorptive-mediated transcytosis and receptor-mediated transcytosis. As an example, Lactoferrin is a receptor located on cerebral endothelial cells that facilitates the transport of NPs across BBB by receptor-mediated transcytosis (Qiao et al., 2012).

Table 1. Possible methods and routes for drug transport across BBB.
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In addition to the brain tumors which require drug delivery to the brain, there are some diseases which are related to dysfunctional BBB (Azhdarzadeh et al., 2013). The BBB diseases are epilepsy, Meningitis, Alzheimer's disease, multiple sclerosis (MS), brain abscess, Neuromyelitisoptica, Progressive Multifocal Leukoencephalopathy (PML), late-stage neurological trypanosomiasis (Sleeping sickness) and De Vivo disease (Mahmoudi et al., 2011b, 2012a; Amiri et al., 2013a). Nanomaterials show promising results for treatment of these diseases. Some of the recent nanomaterials investigations in BBB-related disease are summarized in Table 2.

Table 2. Some of the recent investigations of NPs in the treatment of BBB-related diseases.
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Hidden factors

Several “ignored” factors exist at the nano-bio-interface such as the effects of protein corona, cell “vision,” gradient plasma concentration, and temperature (Laurent et al., 2012; Mahmoudi et al., 2012b; Amiri et al., 2013b; Ghavami et al., 2013). In order to have high-yield NP delivery to the brain environment, these crucial hidden factors should be carefully considered. The protein corona is a tightly formed layer of proteins at the surface of nanomaterials at their entrance into the biological fluids (such as blood plasma) (Monopoli et al., 2012). Thus, the biological species (e.g., cells) interact with the corona-coated NPs, rather than the pristine surface-coated one. In this case, in vitro models evaluating NPs for brain-related diseases should use the corona-coated NPs to reflect the real in vivo situation (Mahmoudi et al., 2012c, 2013a,b, 2014). As mentioned earlier, engineering the surface of drug carriers with functional groups to enhance BBB targeting and transport is one of the main approaches to reach therapeutic agents to the brain environment (as confirmed by in vitro BBB models) (Ragnaill et al., 2011). However, the protein corona may cover the designed functional groups and significantly reduce the ability of NPs to cross through cell barriers (Laurent and Mahmoudi, 2011; Mirshafiee et al., 2013; Salvati et al., 2013). Thus, in order to design NPs with high BBB cross-ability yield, one should control the corona composition in vivo. As the composition and the structure of protein corona depend on the chemistry and the physics of the nanostructured materials (e.g., shape, size and distribution, crystallinity, surface composition, surface functional groups, surface roughness/smoothness, and surface charges), one can tune these characteristics to have desired proteins in the corona composition. For instance, association of apolipoprotein-E in the corona composition could enhance NPs transport across BBB (Wagner et al., 2012). Another important but ignored matter is the effect of temperature on the protein corona. Slight temperature changes may cause considerable variation of protein corona composition at the surface of NPs (Ghavami et al., 2012; Amiri et al., 2013a; Mahmoudi et al., 2013c, 2014). The mean body temperature varies slightly for healthy individuals (mainly in the range of 35.8–37.2°C) but will vary in different parts of the body in different circumstances.

For instance, in the case of disease, the body temperature may have significant variations (e.g., it can reach to 41°C in the case of fever). Therefore, one can expect to have different corona composition at the surface of the injected NPs for different individuals, leading to the various therapeutic effects. In order to have high-yield therapeutic results, the body temperature of the individuals must be tightly monitored/controlled. Additionally, local temperature changes near the surface of NPs (e.g., by laser activation of plasmonic NPs) can change the composition of protein corona (Mahmoudi et al., 2014). Therefore, one can expect that the potential changes in the protein corona following hyperthermia or laser treatment of magnetic and plasmonic NPs may change in vivo toxicity or biodistribution in clinical applications.

Emerging new therapies for stroke, tumors, and cancer

By far the best therapy is to prevent damaging/degenerative effects of any kind. For example, rare earth NPs prevent retinal degeneration (Chen et al., 2006b). It is believed that in blinding diseases such as macular degeneration or retinitis pigmentosa, as well as stroke, Alzheimer's, atherosclerosis, diabetes and other disorders, these NPs could efficiently inhibit cell death. Therefore, a unique technology for multiple diseases can be created by using NPs as a novel strategy to direct therapy for various disorders. Other applications of NPs are as follows:

Improvement in cerebrovascular dysfunction following traumatic brain injury. Cerebrovascular dysfunction that is characterized by a decrease in cerebral blood flow (CBF) is a critical factor that worsens after traumatic brain injury (TBI). To improve cerebral dysfunction, a new class of antioxidants (nontoxic carbon particles) based on poly(ethylene glycol)-functionalized hydrophilic carbon clusters (PEG-HCCs) has been developed. This was demonstrated in a mild TBI/hypotension/resuscitation in rat when administered during a clinical relevant event: the resuscitation (Bitner et al., 2012). A concomitant normalization of superoxide and nitric oxide levels was also noticed. This is highly relevant for patient health improvement under clinical conditions requiring resuscitative care as well as in circumstances of stroke and organ transplantation.

Primary brain tumors: diagnosis and treatment. Since glial tumors seem to be able to create a favorable environment for the invasion of neoplastic cells into the cerebral parenchyma when they interact with the extracellular matrix via cell surface receptors, the prognosis in patients affected by primary brain tumors is still very unfavorable. The major problem for drug delivery into the brain is due to the presence of BBB as discussed above. NP systems can represent ideal devices for delivery of specific compounds to brain tumors, across the BBB. The results described by Caruso et al. (2010) shed light on the emerging novel applications of NP systems in diagnosis and treatment of primary brain tumors, and also on the NP systems as drug delivery carriers in brain tumor diagnosis and therapy.

Applications of boron-enriched nanocomposites in cancer therapy. Nanocomposites have stirred much attention due to their applicability in cancer therapy. In particular the isotope 10B, has a unique ability to absorb a slow neutron in order to initiate a nuclear reaction with release of energetic Li-particles that was not observed in the carbon analogs. The nuclear capture reaction principle has been successfully applied in radiation therapy and further used in boron neutron capture therapy (BNCT). Thus, BNCT may be applied as a promising treatment for malignant brain tumors and in other types of cancer, regardless of the limitation in neutron sources (Yinghuai and Hosmane, 2013). Recent research demonstrated that such development of “boron-based therapeutic nanomaterials” based on BNCT agents holds promise for cancer therapy.

NANOWIRE SYNTHESIS AND INTEGRATION

TEMPLATE SYNTHESIS

Through the years, novel technologies were developed to create nanostructures with a defined set of properties for a particular application. Template synthesis is one of the technologies that emerged in the quest for better nano-electronics. Nanostructure synthesis with a template offers the possibility to grow nanostructures with complex compositions (Quach et al., 2010; Vidu et al., 2012), high aspect ratios, and integrated junctions, such as nanocable structures with integrated p-n junctions (Vidu, 2000; Vidu et al., 2007). The nanosize of these structures, and the diameter in particular, impose a series of interesting properties to this material (Piraux et al., 1999). More importantly, template synthesis offers the direct integration of nanostructures into electronic devices. Once the template is created, nanostructures can be produced by either chemical (electroless deposition), electrochemical, or physical methods. After the nanostructures are synthesized, the template can be removed to expose the nanostructure arrays.

Presently, only polycarbonate track-etch membranes (PCTE) and porous alumina membranes (AAO) have been largely used for template synthesis. The track-etch method is a well-established way to produce micro and nanoporous polymeric filtration membranes (Martin, 1994, 1996; Martin and Mitchell, 1999; Apel, 2001; Vidu et al., 2007). Track-etch polymeric membranes are obtained by bombarding a polymeric sheet of a given thickness (between 6 and 20 μm) with heavy ions to generate tracks that are then etched with acids to form pores in the tracks. The resulting membrane contains transversal pores of uniform diameter that are randomly distributed (Nkosi, 2005). On the other hand, alumina membranes are prepared by electrochemical methods, i.e., by anodization of aluminum foil in acidic solution (Despic and Parkhutik, 1989). Unlike track-etch membranes, the pores in the AAO membrane are almost parallel to the surface normal. Typical membrane thickness is up to 100 μm but more limited in pore sizes compared to PCTE (Foss et al., 1992, 1994; Pang et al., 2002, 2003a,b,c; Tian et al., 2004).

Other nanoporous materials and membrane templates include mesoporous zeolites (Miller et al., 1988; Tierney and Martin, 1989; Beck et al., 1992), nanochannel array glass (Tonucci et al., 1992), polypeptide tubules (Ye et al., 2001), surface relief grating (SRG) templates (Ye et al., 2001; Yi et al., 2002a,b,c), and other nanoporous membrane (Ozin, 1992; Schollhorn, 1996). For example, SRG patterns can be used as a template for nanowire fabrication and colloid self-assembly. Titanium nanowires have been fabricated using a spin-on process on both flat substrates of epoxy-based azobenzene functionalized polymer (AFP) templates and on one-dimensional (1D) SRG patterns (Yi et al., 2002a,b,c).

Template synthesis involves the creation of nanowires or nanotubes inside a template using various deposition techniques. In the following, the electroless and electrochemical deposition will be discussed. In particular, the electrochemical deposition permits the synthesis of nanostructures with unique properties in an integrated approach that allows us to design the sensing device and to control the architecture of the array while reducing fabrication costs.

Electroless deposition

Electroless deposition can be used to create nanoelectrodes in templates that generally speaking are not conductive. Electroless deposition can be used to create nanotubes or nanowires by coating the nanopore wall or by filling up the pore with the material of interest. Nanocables with radial junctions can also be produced (e.g., Au/Te, Ku et al., 2005; Vidu et al., 2006). Slow electroless plating (no mass transfer limitations) allows for a uniform metallic film, where the metal deposition occurs uniformly at the pore walls creating hollow metallic nanotubes inside the pores (Hou et al., 1998; Bergquist et al., 2001; Bercu et al., 2004; Yuan et al., 2004a,b,c).

Electrochemical deposition

In recent years, electrochemical nanotechnology (nanoelectrochemistry) has become a key technology due to the scale up potential and low energy consumption. Typically, a decrease in the size of an electrode causes changes in the diffusion layer from linear to spherical form. For multiscale nanostructures such as nanotubes, nanofibers, and nanocables, it is important to know which characteristic length scale, nm or μm, governs the deposition process (Lebedev et al., 2005). For the μm scale, diffusion limitations can be important if the surface deposition processes are relatively fast.

Electrochemical template synthesis is mainly used to create arrays of nanoelectrodes (Wirtz et al., 2002a,b; Wirtz and Martin, 2003; Ku et al., 2004; Quach et al., 2010; Vidu et al., 2012). Both axial and longitudinal growth of nanocables with p-n junctions can be produced. Figure 5 illustrates the process of creating nanocable structures using a combination of electroless and electrochemical deposition. There are several advantages associated with nanoelectrode arrays, which usually display a small potential drop. This behavior makes possible electrochemical measurements at low electrolyte concentrations. The small size of the nanoelectrodes array maintains a steady-state current and has a high ratio of signal to noise. This property is mainly used in sensors, where the sensitivity of the device could increase more than 100 times. Furthermore, one of the many advantages for preparing multilayered nano-sized materials is that the electrodeposition can be performed at room temperature, which is very important for systems in which undesirable interdiffusion occurs between the adjacent layers.
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FIGURE 5. (A) Metal-nanotube membrane formed by electroless deposition of metal nanotubes inside the PCTE membrane. (B) Electrochemical deposition radially fills in the nanopores (the arrows show growth direction). (C) Nanocables obtained inside nanoporous PCTE membranes.



Electrochemical deposition can also be used to synthesize conductive polymer nanotubes and nanowires, such as polypyrrole, polyaniline, or poly(3-methylthiophene). In this case, the pore walls are favorable sites for nucleation and growth, resulting in polymeric tubules. Various polymeric structures such as thin-walled tubules, thick-walled tubules or solid fibrils can be obtained by simply controlling the polymerization time (Brendel et al., 1997; Cepak et al., 1997; Demoustier-Champagne et al., 1998, 1999; Demoustier-Champagne and Legras, 1998; Demoustier-Champagne and Stavaux, 1999).

However, more recent developments have suggested that a more sophisticated architecture of the NCs arrangement cannot be achieved using commercial templates. More complex NCs or NWs configurations for certain applications in neuroscience can use other technologies to create particular nanostructured arrays for nanoelectrodes, such as nano-imprinting. This is particularly important in designing new nanoelectronics for applications in neuroscience.

NANO-IMPRINTING TECHNOLOGY

The ability to replicate patterns is of crucial importance to the advancement of micro- and nano-devices, and to induce the development of stem cells into the desired cell types (Mahmoudi et al., 2013b).

Recently, nanoimprint technology (NIL, Figure 6), has reproduced nanopatterns on large areas at a much lower cost than e-beam lithography by using mechanical embossing of a polymer at processing temperatures above glass transition temperature. Moreover, NIL technique can resolve patterns beyond light diffraction or beamscattering limitations as in other lithography techniques (Figure 7, Radha et al., 2012). Since it was demonstrated that NIL can achieve a sub-10 nm resolution and alignment (Chou and Krauss, 1997; Chou et al., 1997) with high fidelity on a large area pattern (Khang and Lee, 1999; Perret et al., 2004), this imprinting technique has been applied to produce microfluidics and microelectromechanical system (MEMS) devices, compact disks, field effect transistors, patterned magnetic disks, micro-optics, etc. Additionally, using NIL to create templates offers the benefit of creating templates of desired geometry for further optimization if needed.
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FIGURE 6. Nanoimprinting process consisting of embossing and RIE etching into resist, intermediate mask layers and substrate.
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FIGURE 7. Illustration of imprinting technique using a Si mold. A Pd benzylthiolate film was spin coated on Si substrate and imprinted at temperatures close to its melting point (120řC) by applying pressure. During this process, the pattern of the mold is imprinted (2) and cooled down. After de-molding (3), the patterns on the Si substrate were heat treated to obtain the final Pd patterns. During stage 2, there are a few other patterning possibilities: (A–C) hierarchical patterning can be obtained by using a different Si mold with smaller feature sizes on top of the imprinted Pd benzylthiolate patterns; (D–F) transfer stacking that is realized by using the Pd pattern and (3) as a substrate; (G–I) polycarbonate (PC) transfer that is obtained by using (3) as mold and PC as substrate. (Reprinted by permission from Macmillan Publishers Ltd: Radha et al., 2012).



Using NIL to create nanoelectrodes allows control of the nanostructure size (height, diameter), density, distribution and integration (Kuo et al., 2003; Torres et al., 2003; Hu et al., 2005; Konijn et al., 2005; Tormen et al., 2005; Cui and Veres, 2006; Le et al., 2006; Nakamatsu et al., 2006; Park et al., 2006; Sandison and Cooper, 2006; Zhang et al., 2006). Nanostructure fabrication is flexible in terms of choices of deposition techniques and the substrates on which the deposition takes place (insulators, semiconductors or conductors) and standard thin film fabrication techniques can be used. There is a need for new device architecture that requires less power and uses smaller surface than the multi-channel devices produced by lithographic patterning. Recently, Rehman and Kamboh (2013) reported a novel architecture to amplify the neural signal in implantable brain machine interfaces, which is able to manage both components of the neural signals, i.e., the action potentials, also known as neural spikes, and the local field potentials. Performance metrics could be improved if nanotechology is used to create novel architectures with nanosize features.

Although the template synthesis has been successfully used to create nanostructures such as nanorods and nanocable structures (see Figure 5), the integration of multiple junctions in a nanocable format is more challenging. Because this technology works for more simple nanostructures, the challenge is to finely tune the deposition conditions for creating multi-junction nanostructures using a diameter-controlled synthesis inside the nanopores of a custom made template. The unique properties of these metal core/multi-shell nanocable heterostructures combined with the possibility of building 3D interface between electrodes and neural tissue has great potential for applications at smaller scale than was previously possible.

An example is the nanofabrication of extracellular electrode array with high density electrical leads such as the low noise multi-channel silicone system (Du et al., 2011) presented in Figure 8. These results were obtained in awake, behaving, mice by using nanoarrays with a 64 channel silicone-based neural probe. In the quest to minimize the size and the noise of the system, researchers are searching to decrease the size of neural probes. NIL could be a useful tool to increase the density of recording channels and to achieve high performance recording devices at small scale.


[image: image]

FIGURE 8. Simultaneous recordings of neurons with nanofabricated probes in awake behaving mice. (A) Nissl-stained brain section overlaid with a schematic of the probe at its stereotaxically implanted location. Each silicon shaft is 60 mm wide. Scale bar, 200 mm. (B) Current source density analysis of local field potentials across the hippocampus with a vertical resolution of 28 mm. DG, dentate gyrus. Neural data was collected during home cage exploratory behavior. Current source density is normalized to ś 1. Scale bar, 100 ms. (C) Waveforms of two putative single cells recorded with the nano-probe across all sites together with histograms showing theta phase locking of spikes. Dashed ellipses indicate the sites exhibiting the highest extracellular action potentials for these units. Theta oscillations shown on top of the histograms are for reference. Theta oscillations were measured from the upper rightmost electrode near the CA1 pyramidal cell layer (Adapted with permission from Du et al., 2011).



Engineering a nanostructure-integrated neuroelectrode represents a particularly difficult challenge: characterization by conventional methods reveals the complexity of materials while in fact the devices are quite simple. Unconventional physical properties are expected since the crystalline structure depends on the direction of growth. Device performance cannot be exclusively defined by taking the properties of each component and then applying junction theory to them. Instead, a multidisciplinary approach is required. Given the ability of nanoelectrodes to interact with physiological systems, there is a still work to be done in understanding the relationship between the nanostructure properties and the device properties made from them. Cooperative efforts of many techniques and approaches are required to gain a comprehensive understanding of this relationship. Additionally, many surface-sensitive techniques have been developed for flat and ultraflat surfaces but not for nanostructures.

NANOSTRUCTURES: A PLATFORM FOR BRAIN REPAIR AND AUGMENTATION

The tools needed to study the brain must operate at the same nanoscale as brain functions. Nanoscience together with nanotechnology bring together a “rich toolkit” of unique methods useful for realizing the complexity of brain functions by allowing concurrent recording of thousands of neurons with manipulation of the activity of millions of cells. Huge effort is now devoted to the decoding of specific neural interactions and circuits, a goal that has emerged as the Brain Activity Mapping Project (Alivisatos et al., 2013). Several examples of the synergy between nanoscience and neuroscience contributions to brain study and brain augmentation are given as follows:

MULTI-ELECTRODE ARRAY (MEA) TECHNOLOGIES FOR NEUROSCIENCE

Using “substrate-integrated” microelectrode arrays (MEAs) is the finest approach to study brain circuitry, connectivity, neurophysiology, or pathology both in vivo and in vitro. MEAs add versatility to the real-time, long-term recording of chemical fluctuations in the extra-cellular micro-environment along with neurophysiological activity while being minimally invasive (Wise, 2007; Chang-Hsiao et al., 2010; Amaral et al., 2013). The organization of neural network, its neuronal excitability, and synaptic plasticity, together with drug responses may be monitored by MEAs.

Carbon nanotubes MEAs

Carbon nanotubes (CNTs) array chips are now used for non-invasive measurement of action potentials, real-time concentration of dopamine, and postsynaptic potentials. Suzuki et al. (Suzuki et al., 2013) developed MEA chips of planar CNTs that can measure both the electrophysiological responses (such as action potentials and field postsynaptic potentials) and release of the dopamine neurotransmitter. These CNTs-MEA chips have been fabricated directly on the microelectrode surfaces by electroplating an indium-tin oxide. Chronoamperometric measurements based on such CNTs-MEA chips detected dopamine concentration at nanomolar level with high temporal resolution and a 100-fold better signal to noise ratio. MEA chips may be useful for various applications such as drug screening and toxicity, in vitro stem cell differentiation, synaptic plasticity, or pathogenic processes associated with stroke, epilepsy, Alzheimer's and other neurodegenerative diseases.

Multi-walled carbon nanotubes MEAs

MEAs using MWCNTs have the advantage of decreased physical size of microelectrode with increased impedance and decreased charge-transfer capability (Gacem et al., 2013). To decrease impedance, the effective surface area for recording of the electrode needs to be increased. With a steam-plasma treatment the surface of MWCNTs becomes converted from super-hydrophobic to super-hydrophilic. This hydrophilic property is attributed to the OH bonding on the surface of MWCNTs. A multi-walled MEA was employed to record neural signals from a lateral giant cell of an American crayfish. This electrode type allows the separation of neural signals with their distinct shapes for long-term recordings and improved recording performance.

Multiplexed high density MEA

Recent neural probes based on silicon (Du et al., 2011) employed nanofabricated, high-density electrical leads that can read out multichannel data. MEA uses an application-specific integrated circuit (ASIC) to intensify signals, multiplexing functions and band-pass filtering. Multiplex high density devices with a fully integrated low noise, 64-channel system can perform high spatial resolution extracellular measurements and weighs just 330 mg (Du et al., 2011). These on-chip multiplexers allow recordings with “substantially fewer external wires than the number of input channels.” The combination of ASICs and nanofabricated probes that is both “minimally invasive and highly scalable” (Du et al., 2011) was employed for carrying out large-scale, high-density electrophysiology in small animals.

Similarly, Viventi et al. (2011) integrated “ultrathin and flexible silicon nanomembrane transistors” into a MEA, enabling “dense arrays” of thousands of amplified and multiplexed sensors to be connected with fewer wires. This system was employed to record in cat the spatial properties of brain activity in vivo, including patterns of activity like sleep spindles, single-trial visual evoked responses or electrographic seizures. These developments might provide diagnostic and therapeutic brain-machine interface devices.

Nanowire-based electrode for acute neural recordings in the brain

A new kind of electrode is based on “structurally controlled nanowires,” for neurophysiological measurements in vivo (Xie et al., 2010). This electrode has a sensing part made of a thin metal layer deposited on epitaxial grown GaP nanowires. Suyatin et al. (Xie et al., 2010) realized the first functional NWs-based electrode. The team also has successfully tested the electrode by in vivo recordings in the cortex of rat in multiple brain implantations. This kind of electrode with a controllable geometry of nanowires now can be further used for the investigation of many in vivo functional properties in nanostructured neuronal interfaces.

Substrate-integrated microelectrode arrays

Current methodologies permit the simultaneous, long-term non-invasive recordings of extracellular field potentials, but not the sub-threshold synaptic potentials that are generated by single cells. Because intracellular recordings of the electrophysiological properties (sub-threshold action potentials, synaptic potentials and membrane oscillations) can be acquired only by sharp (or patch) microelectrodes, these recordings may be limited to very short durations and single cells at a time. An emerging approach in a number of laboratories is based on the merging of the advantages of extracellular microelectrode arrays with those of intracellular microelectrodes (Spira and Hai, 2013).

BRAIN-MACHINE INTERFACES AND NEUROPROSTHETICS

The neural prostheses that successfully help patients increase their daily living activities are quite simple implants that yield some definite tissue response and are well recognized as foreign body (Stieglitz, 2007). Based on the latest developments in materials science, new avenues for highly advanced systems to interface the human brain have emerged. Nanotechnology is opening the door to employing macromolecular approaches to implants that mimic the “biologic topology” and take into account the surface interaction of biologic cells. Combinations of neural cells with micro-implants can become the platform of stable bio-hybrid interfaces. Furthermore, converging technologies that exploit synergies between computer sciences and engineering, neuroscience and psychology are envisioned to completely change the understanding of the entire field.

Artificial synapses in neuromorphic circuits based on nanoscale memory devices have been recently accepted as a promising route for creating novel circuit architectures that tolerate variability and/or defects (Gacem et al., 2013). Still, the implementation of the neural network type of circuits that are based on non-CMOS (complementary metal-oxide-semiconductor) memory devices with learning capabilities are rare. Gacem et al. (2013) showed that memory elements based on CNTs may be used as “artificial synapses” combined with “conventional neurons” further “trained” to perform several functions (by applying a supervised learning algorithm). This is possible because the same device ensemble can be trained many times to code successively any type of 3-input combination of Boolean logic functions despite the variability among devices. This approach has huge potential for application to parallel learning of several devices with more complex function.

Carbon nanowires used as interface material in contact with neurons can both deliver electrical stimulation to these cells and detect neuronal electrical activity. Carbon nanowires or nanotubes emerge as materials that do not have recognizable adverse effects. Consequently, they can be successfully used in brain-machine interfaces (Malarkey and Parpura, 2010). In recent years, research on growing CNT substrates has been used to examine in vivo formation of neurons and neuronal networks during guided growth by artificial nano-scaled cues. Additionally, prostheses for monitoring brain activity were developed using interfaces based on nanotube architecture (Stankova et al., 2014). Fabbro et al. (2012) demonstrating the alteration of various hippocampal neurons responses by the CNT substrates in cultures. This observation highlighted the exceptional ability of the CNT substrate to induce nerve tissue growth. They confirmed that CNT scaffolds promote the development of immature neurons isolated from the neonatal rat spinal cord and maintained in vitro. by performing electrophysiological studies associated with gene expression analysis. Results indicated that spinal neurons plated on electro-conductive CNTs show an assisted expansion. These microarray experiments suggest that CNT platforms activate healing activities involving microglia in the absence of reactive gliosis.

APPLICATION OF CARBON NANOTUBES IMAGING

Imaging applications of CNTs to living cells and tissues bring promising advantages to biological applications based on optical properties of nanotubes. Due to the high photostability of SWCNTs' photoluminescence, a longer excitation time is attainable at higher laser fluency compared to quantum dots or organic fluorophores. Also, attenuated absorption combined with autofluorescence and scattering characteristics makes visible the opaque tissue in the range of 700–1400 nm, while nanotubes allow imaging of the whole blood and thick tissue (Heller et al., 2006). This is mainly because the fluorescence profiles of many semiconducting NTs overlaps with the wavelength range. Imaging SWCNTs in tissue sections and the nanotubes concentration measured in blood was also based on nanotube fluorescence (Cherukuri et al., 2006). In addition, CNTs can be detected due to their large resonance-enhanced Raman scattering (Heller et al., 2005).

INTER-LAMINAR MICROCIRCUITS ACROSS NEOCORTEX: REPAIR AND AUGMENTATION

Repair and brain augmentation approaches, such as brain-machine interfaces (Nicolelis et al., 2003; Lebedev and Nicolelis, 2006; Opris, 2013), neural stimulation and other neural prostheses, have experienced rapid development during the last decade (Opris and Bruce, 2005; Lebedev and Nicolelis, 2006; Opris et al., 2013). However, few of these methods target the inter-laminar micro-circuitry of the brain (Jones and Rakic, 2010; Opris et al., 2011, 2012a,b). The potential for employing inter-laminar recording and micro-stimulation of cortical microcircuits with CNT-MEAs to build neural prostheses for repair and augmentation of cognitive function is now being considered. Thus, nanotechnology is instrumental to nanofabricate planar electrode arrays (Figure 9) to be used in high-density neuronal voltage recording (Du et al., 2011; Suyatin et al., 2013). Micro/nano-fabrication technologies raise the prospect for increasing the numbers of electrodes for smaller, less invasive implantable devices. A promising nano-array for brain microcircuits is the new planar electrode array (Viventi et al., 2011; Alivisatos et al., 2013), which is configured on a crystalline, ceramic, or polymer support structure (Figure 9). Recording neural firing with 3-dimensional microelectrode arrays (Zorzos et al., 2012) represents a major advance in brain activity mapping techniques, by providing a tool to demonstrate how intra and inter-laminar/regional neural circuits cooperate together to process information. Building prosthetic minicolumns (Mountcastle, 1957, 1997; Buxhoeveden and Casanova, 2002; Mahan and Georgopoulos, 2013; Opris and Casanova, 2014) as basic modules to repair the damaged cortical tissue will become a valuable approach for cognitive neuroprosthetics. This may be accomplished by designing artificial minicolumns that can be inserted by minor surgery into the human brain, or the use of nanowire contacts to place a device with minicolumn function within the damaged circuitry (Lebedev and Nicolelis, 2006; Bokara et al., 2013; Marmarelis et al., 2014). Moreover, neural enhancement approaches may be applied to inter-laminar microcircuits across the entire cortex (Opris, 2013). In the future, such microcircuit based prostheses will provide efficient therapies for patients with neurological and psychiatric disorders (Casanova, 2007, 2013; Casanova et al., 2008; Chance et al., 2011).
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FIGURE 9. Cortical modularity and parallel recording capabilities of the multiplexed neurophysiological system. (A) Cortical modularity showing laminar anc columnar arrangements of neurons in the primate neocortex (L2/3 is layer 2/3, L5/6, layer 5/6, V2, visual cortical area 2, PPC, posterior parietal cortex, PFC, prefrontal cortex, IT, inferotemporal cortex, TH, thalamus). (B) Parallel recording with nano-array in the mouse brain (Adapted with permission from Du et al., 2011).



ASSOCIATIVE MEMORIES WITH ENHANCED STORAGE CAPACITY

The modeling of associative memories with non-monotonic neural networks (Nishimori and Opris, 1993) was demonstrated by Monte Carlo computer simulations to yield an enhanced storage capacity. Recent experiments employing MIMO micro-stimulation (based on multiplexing principle) of prefrontal cortical inter-laminar microcircuits was shown to enhance cognitive performance and memory in non-human primates performing a behavioral task (Hampson et al., 2012; Opris et al., 2012a,b). Future use of multiplexed high density MEAs (Du et al., 2011) holds the promise to provide an unprecedented enhancement of memory for both artificial intelligence and humans with implanted chips.

BIOCOMPATIBILITY BETWEEN CARBON NANOTUBES AND STEM CELLS

Regenerative medicine, especially for CNS, has looked extensively into the possibility to use stem cell therapy to replace lost cells during CNS injuries (Bokara et al., 2013). However, the survival rate of the transplanted stem cells affecting tissue restoration may be limited by the toxic byproducts and the complexity of the CNS injuries. CNTs are a novel class of nanomaterials that show encouraging results in various areas of nanomedicine including therapy, diagnosis, and prevention of CNS diseases. The use of CNTs as substrates or scaffolds in the study of stem cell differentiation has recently become a dynamic research area. Both SWCNTs and MWCNTs are being used more often as scaffolds for neural stem cell differentiation and for neuronal growth. The use of CNTs-based materials was shown to affect the differentiation of progenitor and stem cells and to guide them in the direction of specific neurons. In addition, they enhanced synaptogenesis and axon regeneration, while being effective in the treatment of brain injuries. Moreover, increasing evidence supports the great potential of CNTs in neurobiological research and their use as a tolerant and biocompatible substrate/scaffold for neural cells.

NANOTECHNOLOGIES USED FOR STEM CELLS

Nanotechnologies have emerged as useful platforms for understanding, measuring, and manipulating stem cells (Ferreira et al., 2008). Examples include: (i) magnetic nanoparticles (NPs) and quantum dots for labeling stem cell and in vivo tracking, (ii) NPs, CNTs, and polyplexes used for the intracellular delivery of genes (i.e., oligonucleotides) and protein (i.e., peptides), (iii) nanometer-scale engineered scaffolds for stem cell differentiation and transplantation, and (iv) nanotechnological use for tracking, differentiation, and transplantation of stem cells.

CONCLUSION

Nanostructures are platforms that can be used in many ways for brain repair and augmentation. In addition, these nanostructures play a crucial role in the study of brain disorders. One exciting approach is to integrate them into arrays for developing sensors and biomarkers. Due to the unique electrical and optical properties of nanowires, nanotubes, and nanocables assembled on sensing platforms, they also hold the potential to augment brain functions. There are many challenges in creating nanowires/nanotubes/nanocables arrays-based sensors, but the goal is to make individual electrical connections between brain microcircuits and nanostructures of interest. Finally, nanostructures represent the interface between nanotechnology and neuroscience, making them promising aids in neurology for the diagnosis and treatment of brain disorders.
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Background: A major challenge in the field of neural interfaces is to overcome the problem of poor stability of neuronal recordings, which impedes long-term studies of individual neurons in the brain. Conceivably, unstable recordings reflect relative movements between electrode and tissue. To address this challenge, we have developed a new ultra-flexible electrode array and evaluated its performance in awake non-restrained animals.

Methods:An array of eight separated gold leads (4 × 10 μm), individually flexible in 3D, were cut from a gold sheet using laser milling and insulated with Parylene C. To provide structural support during implantation into rat cortex, the electrode array was embedded in a hard gelatin based material, which dissolves after implantation. Recordings were made during 3 weeks. At termination, the animals were perfused with fixative and frozen to prevent dislocation of the implanted electrodes. A thick slice of brain tissue, with the electrode array still in situ, was made transparent using methyl salicylate to evaluate the conformation of the implanted electrode array.

Results: Median noise levels and signal/noise remained relatively stable during the 3 week observation period; 4.3–5.9 μV and 2.8–4.2, respectively. The spike amplitudes were often quite stable within recording sessions and for 15% of recordings where single-units were identified, the highest-SNR unit had an amplitude higher than 150 μV. In addition, high correlations (>0.96) between unit waveforms recorded at different time points were obtained for 58% of the electrode sites. The structure of the electrode array was well preserved 3 weeks after implantation.

Conclusions: A new implantable multichannel neural interface, comprising electrodes individually flexible in 3D that retain its architecture and functionality after implantation has been developed. Since the new neural interface design is adaptable, it offers a versatile tool to explore the function of various brain structures.

Keywords: brain machine interface, flexible electronic implant, neural probe, embedding material, brain micro-motions, stable neural recordings, mechanical compliance, neuromodulation

Introduction

A major challenge in the field of Brain-Machine Interfaces (BMIs) is that the stability of neuronal recordings often is insufficient for studies of single neuronal activity over long periods of time. Unstable electrode position in the tissue can occur if the implant is too rigid to follow the movements of the brain during for example the respiratory and cardiac cycles (Britt and Rossi, 1982) but can also be caused by body movements (Jackson and Fetz, 2007; Santhanam et al., 2007). Moreover, the quality, i.e., signal-to-noise ratio, commonly gradually deteriorates over time (Rousche and Normann, 1998; Williams et al., 1999; Polikov et al., 2005). This deterioration may in part also be due to instability, since micro-motions between probe and tissue are likely to cause continuous irritation or indeed injury of the tissue that result in long-term glial activation and unfavorable effects on nearby neurons (Turner et al., 1999; Williams et al., 1999; Szarowski et al., 2003; Biran et al., 2005; Gilletti and Muthuswamy, 2006; Seymour and Kipke, 2007; Thelin et al., 2011; Lind et al., 2013). These glial reactions and effects on nearby neurons are known to impair recording quality (Nolta et al., 2015).

The largest micro-motions occur between the brain and the skull in the awake freely moving animals (Kim et al., 2004; Gilletti and Muthuswamy, 2006; Biran et al., 2007). For this reason, flexible leads on the cortical surface connecting the implanted rather stiff electrodes to the electronics have been developed (Rousche and Normann, 1998; Jackson and Fetz, 2007; Musallam et al., 2007). However, there are also significant micro-motions inside the brain caused by propagating waves of blood inside the vessels (Eide, 2008; Wagshul et al., 2011). The propagating nature of these movements implies that the movements inside the brain are not uniform. On top of these movements, there are movements caused by respiration. If the implanted electrodes cannot follow these tissue movements in all three dimensions, micro-forces/micro-movements between tissue and the recording sites on the electrodes will ensue. Indeed, it is a common experience, when performing acute electrophysiological experiments using stiff microelectrodes for extracellular recordings, that substantial pulsative movements inside the brain can occur as an effect of e.g., heart beats despite stabilization of the surface. As a result, such recordings tend to be short lived if the electrode is too close to the recorded neurons. Hence, to allow close contacts with neurons for longer periods of time, a high degree of mechanical compliance between electrodes and tissue is likely to be beneficial.

To improve mechanical compliance between electrodes and tissue, efforts have been made to increase the flexibility of the implanted electrodes themselves (Rousche et al., 2001; Kipke et al., 2002; Takeuchi et al., 2005; Stice et al., 2007; Bae et al., 2008; Krüger et al., 2010; Andrei et al., 2012; Felix et al., 2012; Lee et al., 2012; Kuo et al., 2013; Ejserholm et al., 2014; Kozai et al., 2014; Sohal et al., 2014). However, some of them are too flexible to be implanted on their own, and thus structural support in the form of a stiff guide or cannula (Kipke et al., 2002; Felix et al., 2012; Kuo et al., 2013; De Faveri et al., 2014; Sohal et al., 2014) has been used. These guides/cannulae cause additional stab wound-like injuries on their own, and on removal risk perturbing the position of the implanted flexible electrodes. Many of these flexible electrodes embed the conductive leads in a polymer sheet. However, this reduces their flexibility to one dimension only, and since the electrode leads are fixed in the polymer they cannot move independently of each other. In addition, such chip-like constructions also permanently split the tissue into two halves, causing an irreversible disruption of communication between neural networks on the two sides and therefore create a less than ideal situation when analyzing the function of neuronal networks. Hence, the challenge of providing an implantable array of independent highly flexible electrodes and that can be provided with an architecture adapted to the target tissue still remains.

The aim of the present project was thus to develop a fully functional and implantable array of ultra-thin electrodes, individually flexible in three dimensions after implantation. We present a new type of array of ultra-flexible electrodes which by being embedded in a hard but dissolvable gelatin based material retains its conformation and arrangement during implantation. Preliminary performance tests in awake rats showed encouraging results.

Materials and Methods

Design and Fabrication of the Electrode Array

We designed an array of eight wavy electrodes, thus flexible/extendable in three dimensions, each equipped with a distal protruding branch from where neuronal recordings could be made (Figure 1). The electrode array conformation was designed to allow recordings from different cortical laminae. The design was created using AutoCAD 2011 software and digitally imported into a Laser Machining System (Laser mill 50, standard micro-milling system, Nd:YAG laser system, New Wave Research, Inc., Fremont, CA). A 4 μm-thick sheet of gold foil (Rosenobel-Doppelgold 23 ¾ karat, J.G. Eytzinger GmbH, Germany) was fastened onto a microscope glass slide using polyethylene glycol (Sigma-Aldrich). Gold leads, 10 μm in width were milled under a fixed 20X objective using pulsed green laser light (wavelength 532 nm, energy density 10 J/cm2).
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FIGURE 1. A schematic of the 3D flexible electrode array. Note the Z-shaped proximal part of the electrode array located between the cranium and the brain surface, and the tips (10 μm) of the distal protrusions which serve as recording sites.



The glass slide containing the milled electrodes was mounted with silicon (Elastosil A07) and aligned on a metal frame to which a printed circuit board (PCB) was attached. The individual leads were manually soldered to the PCB one by one using a flux mixture solution (62% Sn, 36% Pb, 2% Ag) applied between the electrodes to be soldered and the contacts on the PCB. This process was performed under a stereomicroscope (SMZ1500, Nikon Instruments Europe BV, The Netherlands). To wash away the remaining flux mixture from between the PCB leads and to release the electrode leads from the glass slide, the metal frame was immersed in 70% ethanol, after which the glass slide was carefully removed manually.

An acrylic coating (HumiSeal advanced protective coating for electronics) was applied as protection over the soldered leads and over the bottom part of the PCB. The electrode array, including the PCB, was then coated with Parylene C (4 μm thick) using a Compact Bench Top Coating System (Labtop 3000, Para Tech Coating Inc., CA, US).

There were no obvious inherent strain forces in the construct since the gold electrodes were not displaced after being cut out from the gold sheet and also kept their conformation when insulated with parylene C.

To prepare the active recording sites on the protruding tips, the parylene coating was photo-ablated on both sides, over an area extending 10 μm from each electrode lead tip, using focused UV radiation (wavelength 355 nm, energy density 1.4 J/cm2) under a 20x objective. The successful exposure of the lead recording sites was monitored in real time during the ablation process and subsequently carefully confirmed with Scanning Electron Microscopy (SEM).

A ~40 mm long, 150 μm thick, un-insulated silver wire (Advent research Materials Ltd, England) was attached to the chip in the assigned “ground” position in order to be used as animal ground for the recordings. The electrode, connected to the chip, was finally released from the frame.

Impedance Spectroscopy

The electrical properties of each electrode lead were evaluated by impedance spectroscopy (Gamry Instruments, Series G 300, USA). After immersion in 0.9% saline solution, the impedance of the individual channels was measured by applying a 10 mV AC voltage with a frequency of 1 KHz, using a large Pt wire as counter electrode and an Ag/AgCl electrode in phosphate buffer as reference. The mean impedance of the individual channels was 832 kΩ (SD = 230 kΩ). It should be noted that repeated impedance measurements did not significantly change the impedance of the electrodes.

Embedding of the Electrodes

The gold electrodes used in this study are highly flexible, for instance they cannot be inserted into water without bending. To provide structural support during implantation, the ultra-flexible electrode array was embedded in a hard, but dissolvable, gelatin B based matrix material. The gelatin matrix was prepared by slowly heating a mixture of 3 g gelatin (Gelatin powder Ph.Eur., 24360.368, WWR International AB, Sweden), 750 mg PEG 400 (81172-1L, Sigma-Aldrich Chemie GmbH, Germany), 150 mg glycerol 98% (GRP Rectapur, 24 387.361, VWR, BDH Prolabo, France), and 7 mL Millipore water (Millipak-20 Filter Unit 0.22 μm 1/4 in), to 70°C, giving a final concentration of 27.5% gelatin, 1.4% glycerol and 6.9% PEG. The mixture was then placed on a hot plate while stirring. The electrode array was placed inside a custom made Poly Methyl Methacrylate (PMMA) mold and the gelatin mixture was injected. The humidity during drying was held at 21%, and the gelatin was dried first 24 h inside the mold, and then 24 h with the top lid of the mold removed. The remaining water content after drying was estimated to be below 4% (by measuring the weight of the probes (n = 5) before and after drying). This method enabled production of a probe embedded in a gelatin matrix with a sharp rigid tip that allowed for penetration of the brain tissue (Figure 3B).

Finally, a thin coat of a water retardation material was applied in order to delay dissolution of the matrix material until the implant was fully implanted. In short, the gelatin-embedded electrode array was dip-coated in a 5% (w/w) solution of kollicoat (Fluka, Sigma-Aldrich Sweden AB) in 99.7% ethanol, two times with a drying interval of 24 h in between each coat, and at least 1 h between the last coating and implantation.

Animal Surgery

Approval for the experiments was obtained in advance from the Malmö/Lund Animal Ethics Committee on Animal Experiments (ethical permit M60-13) and all experiments in this work conform to the regulatory standards of this approval. All rats had free access to food and water and were kept in a 12-h light/dark cycle at a constant environmental temperature of 21°C and 65% humidity.

Female Sprague-Dawley rats were implanted with the embedded ultra-flexible electrode array in the hind paw area of the primary somatosensory (SI) cortex at the following stereotactic coordinates; 1.5 mm rostral and 2.0 mm lateral from Bregma. The rats weighed 222.5 g (SD = 3.8 g) at the time of surgery, corresponding to approximately 9–10 weeks. In short, anesthesia was induced by placing the rat in a chamber of 2% isoflurane (Isoba®vet., Apoteksbolaget, Sweden) with 40% oxygen and 60% nitrous oxide (Granmo et al., 2013). The animal was placed on a heating pad and its body temperature was monitored and kept at a stable level. The head was shaved and the rat was mounted in a stereotactic frame (KOPF Instruments, USA). After disinfection of the skin with 70% ethanol, the skull was exposed with a midline incision. The skin was retracted and the skull was cleaned from connective tissue under a stereomicroscope (Leica Microsystems, M651, Germany). Two holes (0.8 mm) were drilled anterior to bregma and one posterior to the SI cortex using a high-speed stereotaxic drill (Dest 300 IN, model MM 323IN, Silfradent, Italy). Small custom-made titanium screws with a length of 1900 μm were screwed ~570 μm into the holes. The choice of material was based on the fact that titanium is a well-known biocompatible material commonly used in implants and which has the potential to integrate into the bone of the skull, yielding increased screw stability and thus adherence of the implant to the skull. The screws were used as anchoring sites for the dental cement (FujuCEM, GC, Europe, Belgium), which was applied at a later stage to attach the electrode/PCB to the skull. The ground wire was wired around the screw and inserted in a separate hole so as to be in contact with the CSF, see below.

A craniotomy, ~2 mm in the rostro-caudal direction, and ~3.5 mm in the medio-lateral dimension was made in the bone of the skull at the SI cortex coordinates, while leaving the underlying dura mater intact. The hind paw area in the S1 cortex was targeted using stereotactical implantation (Kalliomäki et al., 1993). Onset latencies of tactile response were measured from the stimulation artifact. The hole was rinsed with 0.9 % sterile saline solution to clear away any possible debris and prevent tissues from drying.

The embedded electrode was mounted in a hydraulic micromanipulator (KOPF Instruments, USA) and positioned above the SI cortex coordinates. The dura mater was carefully incised and deflected. Care was taken to always keep a thin layer of saline on the cortical surface to prevent it from drying. The electrode was implanted at the above mentioned coordinates to a depth of 1800 μm with a speed of 50 μm/s. After implantation, the ground wire was looped around one of the screws, and subsequently inserted under the bone on top of the dura on the contralateral side of the skull. A small piece of collagen biomatrix for dura regeneration (TissuDura, Baxter International Inc., USA) was positioned in the hole on top of the animal ground wire. The wire was secured and the hole was protected by application of dental cement. To increase the adherence of the PCB and dental cement to the skull, a primer, RelyX™ Unicem, Aplicap™ (3M, Sollentuna; Sweden) was applied prior to dental cement application.

In order to roughly estimate how long after implantation a neural signal could be obtained from the electrodes, a short-lasting recording was made in the anesthetized animal after implantation. In the three animals used for recordings (on 2–4 out of 8 electrode sites in each animal), neuronal activity was detectable already 30–40 min after implantation.

During surgery, the eyes were shielded with a compress which was continually refreshed with physiological saline. In addition, care was taken to make absolutely sure that ethanol or disinfectant was not applied anywhere in the vicinity of the eyes.

After surgery the rat was given subcutaneous injections of 0.01 mg/kg of temgesic (buprenorfin; Schering-Plough, Belgium) to relieve postoperative pain and animals were monitored during the awakening phase. At the end of the experimental period, (3 weeks post implantation), animals were killed by an intraperitoneal injection overdose of pentobarbital and transcardially perfused with saline (0.9%) followed by ice-cold 4% paraformaldehyde (PF) in 0.1 M phosphate buffer, pH 7.4. The brains were post fixed in PF overnight.

Tissue Clarification

To evaluate how well the flexible electrode array maintains its conformation after implantation, the head and brain with the probe still in situ was sectioned and processed according to the clarification protocol described below.

In short, after fixation, the whole head was snap frozen in isopentane on dry ice and stored at −80°C. This preparation method was developed in order to prevent distortion or removal of the electrode from the brain during sectioning of the skull and brain tissue. The top part of the skull bone including the upper part of the electrode was cut off using a circular diamond saw blade mounted on a high-speed dental drill (Desk 200 In, Silfradent, Italy) at 10,000 rpm. After this, the frozen head was cut in 4.5–5.5 mm thick slices with a tissue-slicing machine (ABW 300 GM, 242 W, Avery Berkel, UK), while still kept deep frozen. Care was taken to make sure that the entire electrode array was contained within a single tissue slice (Figure 3C).

For clarification the tissue slice was rinsed in 0.1 M phosphate buffered saline (3 × 5 min) to remove the fixative, dehydrated through ethanol of increased concentration (50, 70, and 99.5%, 3–4 h in each), and finally cleared in increasing concentrations (50, 70 in ethanol and 100%) of methyl salicylate (Sigma-Aldrich, Stockholm, Sweden) at least 5 h in each immersion. The conformation of the electrode within the brain slice was examined after clarification and compared with the conformation of the same gelatin embedded electrode before implantation, using 11.5 × magnification stereo microscope (SMZ 1500, Nikon, Japan) with 0.5x WD 136 objective (Nikon, Japan).

In-vivo Electrophysiology in Awake Animals

To evaluate the functionality and stability of the 3D electrode, in vivo recordings of single unit activity were made, in awake and non-restrained animals. Neural recordings were performed 2–5 times a week, starting day 1 (1 day after implantation) up to the end point at day 21.

The in-vivo recordings were performed in a faraday cage to eliminate external electromagnetic interference. Rats were briefly anesthetized with isoflurane (as per above) to connect the PCB to a 64 channel Plexon data acquisition system via a 20X head stage, a commutator and pre-amplifier (OmniPlex, Plexon Inc, Texas, USA) with a 60 cm long cable. The anesthetic gas was discontinued and signals were recorded from awake and non-restrained rats enclosed in a cage-like container.

To verify the physiological nature of the recorded activity, tactile stimulations of the glabrous skin of the contralateral hind paw were performed by triggering a tactile stimulator connected to a Master 8 stimulator (A.M.P.I., Jerusalem, Israel). At least one session of tactile stimulations was performed per animal. For each session a minimum of 150 tactile stimulations were performed and event time stamps were registered together with the electrophysiological recordings.

Data Analysis

The performance of the developed electrode arrays was evaluated by analyzing the noise levels, signal-to-noise ratio (SNR), yield (ratio of active electrodes that recorded single units and total number of electrodes) and stability of the neural recordings over a period of 3 weeks.

Recording Parameters

The electrophysiological data were sampled at 16 bit and 40 kHz per channel using a Plexon data acquisition system (Plexon Inc., Texas, USA). The signals were bandpass-filtered (0.25–8 kHz) using a noncausal filter (Quian Quiroga, 2009) and re-referenced using Common Median Referencing (Rolston et al., 2009) to eliminate common-mode artifacts. All post-acquisition analysis was performed automatically using in-house written Matlab (Mathworks Inc.) programs.

Unit-identification

Putative single-units were identified using an unsupervised algorithm consisting of a simple amplitude-threshold detector (Quiroga et al., 2004) and clustering with Gaussian Mixture Models (GMM) (Pouzat et al., 2002; Ludwig et al., 2006). The threshold for spike detection was set as minus four times the estimated noise level (standard deviation of background noise) and spikes were aligned temporally at the point of maximum amplitude of the detected valley (Mitra and Bokil, 2008). The noise level was estimated using the maximum absolute deviation (MAD) estimator for standard deviation (Quiroga et al., 2004), given by:

[image: image]

As features for spike sorting, the first six principal component analysis (PCA) weights were used (Lewicki, 1998). To estimate the number of units, the feature-distributions were fitted to GMMs with one to six components and the model for which the Bayesian Information Criterion (BIC) converged (BIC < 10% of the BIC-range for all models) was selected. The spikes were assigned to the unit (mixture-component) according to their maximum posterior membership-probability. Spikes that did not have a posterior membership-probability above 0.8 for any unit were classified as outliers (Ludwig et al., 2006).
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where spp is the peak-to-peak amplitude of the unit-waveform and σN is the standard deviation of residuals after subtracting the unit-waveform from each detected spike waveform. ISI (inter-spike interval) violation rate was defined as the percentage of ISIs that were shorter than 1 ms.

An automatic unit-validation procedure largely based on the manual procedure described in Suner et al. (2005) was implemented to identify putative units that could be reasonably assumed to represent neuronal activity. In Suner et al. (2005), this validation was performed by visual inspection of unit-waveforms, and by rejecting units that did not have at least a biphasic component. In order to do this in an objective and consistent manner, we extracted several descriptive features of the unit-waveforms related to this criterion. Those were: (1) polarity of the pre- and post-peak phases of the waveform (identifies strictly monophasic waveforms), (2) the amplitude-difference between waveform endpoints relative to the maximum amplitude (rejecting strongly unbalanced waveforms likely to be artifacts), (3) the number of zero-crossings of pre- and post-peak phases of the waveform (rejecting waveforms with more than 3 zero-crossings in one of the phases) and (4) temporal location of the waveform-peak (rejecting slowly varying waveforms, usually representing artifacts). In addition to these waveshape-related features, we used (5) SNR (rejecting units with SNR < 2 and SNR > 20, representing noise and artifacts, respectively), (6) ISI violation rate (rejecting units with >0.5% ISI violation rate), (7) amplitude-threshold-rate (rejecting units that only marginally crossed the detection threshold), and (8) amplitude (rejecting units with amplitude < 25 uV). The thresholds for the individual metrics were set empirically to obtain consistent rejection of units that would have been likely to be rejected by a manual procedure.

The SNR was further used to classify units as good (SNR ≥ 4), fair (2 ≤ SNR < 4), poor (1 ≤ SNR < 2), and no-signal (SNR < 1). In addition to these classes, we introduced a fifth class containing very-high SNR units (SNR > 6).

Recording Performance Over Time

To make a preliminary assessment of the recording performance over time, we measured noise level (Equation 1), SNR of valid units (Equation 2), yield, and relative difference in amplitude between units with highly correlated unit-waveforms recorded on the same channel but on different days. When evaluating performance, the SNR of recordings was taken as the SNR of the highest-SNR valid single-unit identified in the recording. Yield was defined as the percentage of electrode-sites on which at least one valid unit with SNR ≥ 2 (at least fair) or SNR ≥ 4 (at least good) was identified (Ludwig et al., 2006) and was quantified both on a per-week basis and with all days pooled together. To identify units recorded on the same channel but on different days, that might represent the same neuron, we used a method similar to that described in Fraser and Schwartz (2012) in which both the shapes of unit-waveforms and firing statistics were compared between recording sessions. However, since our experiments were performed mainly during spontaneous behavior, no measures related to firing statistics were included in our procedure. Hence, we emphasize that while suggestive, the analysis applied here does not allow safe conclusion on whether or not pairs of valid units with a high correlation between waveform shapes between different recording sessions indeed represent the same neuron.

For all pairs of valid units with SNR ≥ 2 (at least fair) identified on different days, the similarity-measure was taken as the Fisher-transformed maximum value of the cross-correlation between the unit-waveforms. The waveform-correlation threshold for what to consider as units with highly similar waveforms was set as the 90th percentile limit of the distribution of Fisher-transformed waveform-correlations for pairs consisting of units from separate animals. This resulted in a waveform-correlation threshold of 0.96. The correlation threshold was then applied to all same-animal, same-channel, different-day unit-pairs, and pairs with correlation above 0.96 were assumed to putatively represent the same neuron. When multiple unit-pairs were found, only the pair with the highest waveform-correlation was considered.

Results

Design Features

The resulting electrode array comprised a Z-shaped suspension in the upper part of the shank designed to absorb the major part of the motions between the brain and the skull (Supplementary Video 1). Each of the electrode leads was equipped with a 100 μm long protrusion perpendicular to the main axis, which served a dual function of adding to the flexibility and anchorage in the tissue close to the recording sites. The electrode array was designed to obtain recordings from four different depths, each 400 μm apart, corresponding to layer IV–VI of the rat primary somatosensory cortex. SEM examination of the probe confirmed that a ~100 μm2 area of gold surface was de-insulated at the recording sites. To assess the thickness necessary to allow implantation we implanted probes with a thickness of 75 μm (one animal), 100 μm (4 animals), and 125 μm (3 animals). While a thickness of 75–100 μm was deemed to thin to avoid bending during implantation, 125 um thick vehicles did not bend. From these tests we deduced the minimal thickness.

A compression test (Zwick GmbH & Co. KG, Materials Testing Machine with load cell Zwick/Roell KAP-Z (0.04-4N), zero-point deviation 0.02% and pre-load 0.08 N. Acquisition system Zwick/Roell testXpert II) was performed on five gelatin embedded and coated, dummy probes (gold-sheet corresponding to the total area of all 8 leads before individual cut out). The average maximum deformation force (Fmax, force at which the probe begins to bend) was equal to 0.373 N (SD = 0.18). This stiffness combined with a needle shaped tip was enough to allow implantation of the electrodes into the tissue with only minor dimpling of the surface.

The shape of the gelatin matrix after molding resulted in a probe with a needle shaped tip and an oval shank diameter (~400 μm wide and ~130 μm thick). To avoid dimpling of the cortical surface during implantation, a sharp tip angle (mean tip angle 41.3°, SD = 3.2°) and a tapering distal part is important. The shape used here was therefore a trade-off between the need for stabilization during implantation and a need to keep the size of the probe as small as possible.

Evaluation of Implantation and Electrode Conformation

The implantation into rat cortex proved to be smooth, without bleeding (n = 15) or visible conformational changes of the flexible electrode array. The gelatin matrix remained stiff enough to withstand implantation to the intended depth of 1800 μm. To investigate whether any gelatin is likely to remain non-dissolved around the implanted electrode array, gelatin embedded electrode arrays were implanted into the brains of four animals. The brain surface was kept exposed and monitored for 3.5 h. During this time the brain surface was covered by a thin layer of saline to mimic the conditions of the normal implantation procedure in which the skull opening is sealed with dental cement. These experiments showed that the brain surface had contracted around the implant with no visual trace of gelatin in any of the four animals after 3.5 h (Figure 2). Clarification of brain tissue slices with the electrode array still in situ (3 rats) confirmed that the electrode array could be implanted into the brain and remain in the brain for 3 weeks with preserved conformation (Figure 3).
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FIGURE 2. Photograph taken 3.5 h after implantation of the gelatin embedded electrode, showing that the gelatin has dissolved and the brain surface contracted around the electrode array.
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FIGURE 3. Electrode array comprising eight thin (4 × 10 μm) gold leads insulated with Parylene C, except for an area (10 × 10 μm) at the tip of the 100 μm long protrusions. (A) An electrode array before embedding into a gelatin based matrix. (B) The same electrode array after being embedded into a gelatin matrix shaped as a needle, and in (C), same electrode array inside a section of clarified brain tissue 3 weeks post implantation. Note that the conformation of the electrode array is well preserved inside the gelatin matrix as well as after implantation in the brain.



Quality of Recordings in Non-restrained Awake Animals

Evaluation of electrode functionality showed that single unit activity was readily recorded during the full length of the experiment (3 weeks in 3 rats). Single units often remained quite stable both in amplitude and waveform during individual recording sessions (up to 50 min) as shown in Figure 4, indicating that the electrode recording sites remained relatively stable in the tissue during the time-course of individual recordings.
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FIGURE 4. Samples of 1 s long recordings extracted at 0, 29, and 52 min from one electrode channel in an awake non-restrained rat. The unit spike with the highest signal to noise ratio in each segment is shown to the right of respective sample (mean waveform ± standard deviation). Note the high level of stability of the recordings with respect to spike-waveforms (waveform correlation > 0.99 between the indicated unit waveforms of all three segments) and amplitude, as well as the overall recording qualities. The spike-times of the indicated single-unit are marked in red below the sweeps.



In order to verify the physiological nature of the detected spike activity tactile stimulations of the hind paw were performed and correlated to evoked spike activity through the calculation of a peri-stimulus time histogram (PSTH). An example of a single unit with high correlation to tactile stimulation is shown in Figure 5.
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FIGURE 5. Analysis of unit responses to tactile stimulation of the hind paw in awake, non-restrained rat. (A) Peristimulus-Time-Histogram (PSTH) for an identified single-unit (superimposed 1.6 ms long spike wave-forms for the unit are shown to the right, n = 150). (B) Principal component analysis (PCA). Note that the single unit (black stars) is well isolated from the background noise (gray dots) in the principal component (PC1 and PC2) feature space.



The signal quality was good throughout the experiment with an overall median noise level of 5.42 μV (IQR1 = 2.16 μV) and overall median single-unit SNR of 3.30 (IQR = 2.30), respectively. As can be seen in Figure 6A, the noise level increased significantly (Mann-Whitney test, p < 0.001) between weeks 1 and 2, or from 4.27 to 5.95 μV (median) but remained stable (p > 0.05) between weeks 2 and 3. The SNR remained stable (p > 0.05) between weeks 1 and 2, but increased significantly (p < 0.01) between weeks 2 and 3, from 2.78 to 4.21 (median) (Figure 6B). In some cases, units with very high SNR (SNR > 6) were identified, indicating that the corresponding electrode sites in these cases were located very close to active neurons. In many cases, several single units with lower SNR were identified on the same channel, indicating that signals from more distant or electrically isolated neurons were also recorded.
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FIGURE 6. Characterization of electrode performance over time. (A) Noise level estimated by Equation (1) (distributions shown as median and percentiles values) including all electrode channels. The noise increased significantly (***p < 0.001) between weeks 1 and 2, but remained stable between weeks 2 and 3 (p > 0.05). (B) Signal to noise ratio (SNR) of single-units (distribution including all identified units shown as median and percentile values) remained stable (p > 0.05) between week 1 and 2, but increased significantly between week 2 and 3 (**p < 0.01). This reflects the fact that high amplitude units were added during week 3. The increase in SNR and yield suggest that the overall recording conditions improved during the course of the experiment. (C) Bar diagram depicting yield in percentage (number of channels with units divided by number of channels is shown on top of each bar). It can be seen that yield increased for both good (SNR ≥ 4) and fair (SNR ≥ 2) units (C), although the increase was not strictly monotonic for fair units (peaked during week 2).



Out of all electrode sites, 87.5% yielded at least one fair unit (SNR > 2), and 29.2% at least one good unit (SNR > 4) at some point in time. Over the course of the experiment, the weekly yield for both good and fair units showed a clear tendency to increase (Figure 6C).

On the Stability of Unit Recordings

To assess the positional stability of electrodes within the time-span of individual recording sessions, we measured the variation in mean spike-amplitude for every identified single-unit within a 1-s long moving window applied to the entire recording session. The sliding window was applied in order to diminish the influence of noise on the assessment of amplitude-variation. The amplitude-variation for a given unit was quantified as the standard deviation of relative amplitude deviations across all window positions. This analysis showed that the spike-amplitude remained relatively stable during the time-span of individual recordings, with an overall median standard deviation of 8.65% (IQR = 6.21%) across all identified single-units. Thus, for example, a single-unit with average peak-to-peak amplitude of approximately 130 μV (Figure 4) would be expected to vary around 130 μV by approximately 11.2 μV (8.65% of 130 μV).

Single-unit recordings obtained during different recording sessions with a waveform correlation higher than 0.96 [see Section Materials and Methods (subsection Recording Performance Over Time)] were obtained during the larger part of the experimental period in all animals. The relative difference in amplitude for such correlated waveforms was close to 1 (median = 1.22, IQR = 0.72) during the whole experiment (Figure 7A). No significant (p > 0.05) difference in relative amplitude difference was observed between week 1 and 2, and week 2 and 3. However, the relative difference in amplitude tended to be smaller (closer to 1) between week 2 and 3. Despite this relatively low overall difference in amplitude, we did observe some cases where the amplitude (and thus SNR) differed significantly (up to a factor of around 3) while the waveform remained relatively unchanged (correlation > 0.96) (Figures 7B,C).


[image: image]

FIGURE 7. Characterization of relative amplitudes of single unit spikes with high waveform correlation (>0.96) during two consecutive weeks. (A) Relative difference in amplitude shown as median and percentile values. The amplitude of units showed a tendency to increase over time, but this difference was not significant (p > 0.05). (B,C) Representative recordings (100 ms long) during week 2 and 3 in two different animals. Recordings are made from the same channel and show highly correlated units (waveform correlation > 0.96). Mean waveform ± standard deviation is shown to the right of each recording. In some cases, the amplitude of the units increased from week 2 to 3 (B), whereas in some other cases, the amplitude decreased (C).



In 13 out of 87 recordings where single-units were identified, the units with the highest-SNR had amplitudes greater than 150 μV. The maximum amplitude obtained for a unit was 424 uV. When comparing the waveforms of those units only, and with a stricter fixed waveform-correlation threshold of 0.99, 8 putative same-neuron pairs were identified, extending across a period of 1 day to 1 week, all within the period from day 13 and onward. Given that units with spike amplitudes >150 μV are likely to originate from units that are positioned close to the recordings electrodes (Pettersen and Einevoll, 2008; Thorbergsson et al., 2012), the high waveform correlations between recording sessions in these 8 putative same-neuron pairs is consistent with a high level of positional stability between electrode and neuron. It should be kept in mind, however, that when comparing single-units from discontinuous sessions exhibiting a high correlation of waveform shape (even for cases with correlations >0.99), it cannot be excluded that the recordings derive from different neurons since only spontaneous activity was recorded.

Discussion

In the present study, we provide a viable solution to the long-standing problem of how to implant electrode arrays, which are too flexible to be implanted without support, with retained conformation during and after implantation. The advantage of this new method is that it allows a tailored architecture of ultra-thin, and therefore more biocompatible electrodes, to be implanted in the brain. In other words, the electrode array can be designed to match the architecture of the tissue. In addition, electrodes individually flexible in all dimensions are expected to reduce the effects of micromotions/microforces which are likely to trigger tissue reactions. Furthermore, the free space between individual leads allows for electrode-tissue integration and prevents the array from creating a significant diffusion barrier. Preliminary tests in 3 animals also demonstrate that high quality recordings from single neurons can indeed by obtained using these electrodes, which is very encouraging.

We chose a rather simple array design with relatively few curved ultrathin leads as our first version. However, it should be noted that the gelatin based vehicle can harbor practically any design of electrode array, including individual leads in the nanometer scales (Witteveen et al., 2010; Suyatin et al., 2013), as well as a larger number of individual channels. The design of the electrode array and hence relative position of recording sites can be adapted to the anatomical structure of various target areas demonstrating its potential for a wide range of applications in neuroscience research and in the clinic (Schouenborg, 2013).

On the Quality and Stability of the Obtained Recordings

The SNR and noise levels found in the present study appear to be similar to data from other current electrodes (Ludwig et al., 2006). A fair comparison of signal quality with the performance of other electrodes would, however, require standardized conditions (Ward et al., 2009). The SNR (Equation 2) was defined on a per-unit basis, using the noise level estimation for each unit individually and not the recording noise-level as defined by Equation (1). The reason for this choice was to ensure compatibility with the SNR-classes defined in Suner et al. (2005). In general, the noise-level estimate in Equation (2) was higher than that of Equation (1). Also, the factor 2 in the denominator of Equation (2) is based on the assumption of bipolar unit-waveforms with positive and negative phases of equal amplitude. However, this was very seldom the case for the units reported here, also suggesting a general underestimation of SNR. Moreover, the generally small variation in spike amplitude within the recording-sessions shows that good recording stability can be obtained in the freely moving animal.

For the majority of electrode sites, single-units were detected at different points in time that, according to the waveform shape criterion (waveform correlation > 0.96), might represent the same neurons. For all three animals, such units were detected over the major part of the observation-period of 3 weeks. Some of those units had high spike amplitudes (>150 μV) indicating that the de-insulated electrode recording sites were located close to the neurons. These findings are consistent with the assumption that good positional stability can be obtained when electrodes flexible in 3D are used. Note, however, that while a high correlation is a necessary criterion for classifying unit pairs as originating from same neurons it is not a sufficient criterion. Since recordings were discontinued between sessions it is still possible that unit pairs with a high correlation and with small changes in amplitudes could originate from different neurons (Fraser and Schwartz, 2012).

The presence of small amplitude fluctuations of unit spikes during the recording sessions suggests that micro-motions, while presumably being significantly reduced by the flexible design of the neural interface, still remain between electrodes and recorded neurons. Moreover, due to the embedding technology used here, it is expected that displacement of neurons relative to the electrodes will occur during the initial period after implantation when the tissue retracts as the gelatin gel is dissolved. Characterization of gelatin dissolution showed that gelatin dissolved and the brain contracted around the implant within 3.5 h. The inevitable loss of cells during the implantation procedure, as well as accompanying glial activation (Biran et al., 2005; Polikov et al., 2005; Leach et al., 2010) will also cause some displacement of nearby neurons, and thus instability in recordings, during the initial week (Ludwig et al., 2006). The findings that the SNR and yield of neurons recorded per channel in fact increased over time may be related to such structural changes in the tissue. This also suggests that longer periods of stable and high quality recordings from the same neurons are within reach. Nevertheless, this remains to be evaluated in long-term studies.

Gel Embedded Electrode Arrays—Comparison with Chip-based Electrode Arrays

In this study, we demonstrate that the overall configuration of the array was well preserved after implantation. This implies there were no significant inherent strain forces in the electrode construction, which could have resulted in non-intended changes in electrode conformation after dissolution of the gelatin. Importantly, the individually separated channels (as in contrast to electrodes embedded into a sheet of polymer) allow for better diffusion inside the tissue and the opportunity for the tissue to integrate with the implant thereby creating a seamless integration of electronics and neural networks.

Gelatin was chosen as the main embedding material due to its biocompatible properties. For example, it is well known that neurons thrive on gelatin in cultures (Abranches et al., 2009) and cells embedded in gelatin have been implanted with no adverse signs reported in humans (Watts et al., 2003; Stover and Watts, 2008). Gelatin is also known to minimize bleeding, presumably due the hemostatic properties of collagen, which is the main constituent of gelatin (Marieb and Hoehn, 2010). There was no visual bleeding during and after any of the implantations of these electrodes (total number of implantations in this study n = 15). Thus, the minimal bleeding observed during implantation in this study could be due to the hemostatic properties of collagen.

Moreover, in a previous study in our lab we found that the brain is capable of eliminating implanted pure gelatin needles without forming a permanent scar (Lind et al., 2010). By contrast, a “stab wound” scar was clearly present after 12 weeks when using a non-gelatin embedded needle. More recently, we also found that gelatin coating of flexible probes not only significantly reduces microglial activation but also appears to preserve a normal neuronal density in the area adjacent to the electrode, i.e., a 50 μm wide zone around flexible probes (Köhler et al., 2015). This is in sharp contrast to previous studies reporting a reduction in neuronal density ranging between 20 and 60% in this inner zone (Biran et al., 2005; McConnell et al., 2009; Winslow and Tresco, 2010).

Limitations and Future Directions

The development of biocompatible neural interfaces is a very time consuming process, involving multiple cycles of design changes followed by in vivo testing. In fact, the present study took several years of developmental work. The present work was focused on evaluating the performance in vivo during a relatively short period of time. This short-term study shows that the proposed method makes it possible to manufacture and implant arrays of ultra-flexible, individually separated electrodes whose recording quality is improved after 2 weeks. Given these promising results, long-term studies are a logical next step. Such long-term studies are also needed to compare long-term performance with current neural interfaces and to evaluate several potential improvements of the developed neural interface. For example, the exposed de-insulated tips may be provided with surface enlargements to reduce the impedance and thereby the noise level, e.g., by electroplating procedures (Desai et al., 2010; Ludwig et al., 2011; Ejserholm et al., 2014). Also, the flexibility, and thereby presumably stability, can be further improved by e.g., using thinner leads and/or more curvy shapes of the leads. However, thinner electrodes are more prone to break during manufacturing and implantation procedures and this may thus limit the feasibility of such attempts. Notably, the previous assumption that the size of the electrodes per se is critical for long-term glial reactions (Stice et al., 2007; Thelin et al., 2011) may however be erroneous since also large implanted probes elicit very small chronic reactions provided they are truly floating in the brain, i.e., that their specific weight is close to that of the tissue (Lind et al., 2013).

While the present results are encouraging, future long-term studies of probe functions would benefit from being performed during well-defined behavioral tasks to permit an analysis of possible probe induced alterations in neuronal activity. Moreover, more frequent recording sessions would make the unit-tracking procedure more reliable due to the possibility to include measures related to firing-characteristics (Fraser and Schwartz, 2012) and facilitate a more precise quantification of the day-to-day changes of the relative position of the electrode.

It should also be noted that, while a primary purpose of embedding the electrodes in a hard but dissolvable matrix material was to provide the necessary support for fragile electrodes during implantation, the possibility of adding drugs to the embedding material could potentially also provide new opportunities in e.g., pharmacology (Ek et al., 2010). Moreover, by incorporating drugs in the embedding matrix material, e.g., neurotrophic factors, which are released locally in the brain during and after the implantation, it may be possible to promote restitution of the neuronal circuits after the injury caused by the implantation (Gámez et al., 2004; Chang, 2009).

Concluding Remarks

While this first design of gelatin embedded electrode arrays most likely can be improved as discussed above, the present results are encouraging since they suggests that stable long-term communications with the same neurons are indeed attainable. From a research perspective, the importance of stable communication lies in that it will open up for an extraordinarily detailed analysis of how the neuronal circuits in the brain functions under physiological and pathological conditions (Schouenborg, 2011). In particular, the identification and analysis of plastic long-term alterations in neural networks, e.g., during learning or during neurodegenerative diseases, would benefit considerably by stable long-term recordings from the same neurons.

From a clinical perspective, stable recordings of neural activity is a prerequisite for developing robust and interactive protocols for enhancing efficacy and safety of stimulation based treatment (for example deep brain stimulation). In addition, the finding that the configuration of the highly flexible electrode array was retained inside the cortex cerebri after 3 weeks, indicate that a seamless integration of electronics and neural circuits is possible in the near future. Such integration, in particular if stability can be achieved over long periods of time, has the potential of enabling highly interesting neuroengineering development in the future, aiming at, for example, restitution of neural circuits after injury.
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We usually look at an object when we are going to manipulate it. Thus, eye tracking can be used to communicate intended actions. An effective human-machine interface, however, should be able to differentiate intentional and spontaneous eye movements. We report an electroencephalogram (EEG) marker that differentiates gaze fixations used for control from spontaneous fixations involved in visual exploration. Eight healthy participants played a game with their eye movements only. Their gaze-synchronized EEG data (fixation-related potentials, FRPs) were collected during game's control-on and control-off conditions. A slow negative wave with a maximum in the parietooccipital region was present in each participant's averaged FRPs in the control-on conditions and was absent or had much lower amplitude in the control-off condition. This wave was similar but not identical to stimulus-preceding negativity, a slow negative wave that can be observed during feedback expectation. Classification of intentional vs. spontaneous fixations was based on amplitude features from 13 EEG channels using 300 ms length segments free from electrooculogram contamination (200–500 ms relative to the fixation onset). For the first fixations in the fixation triplets required to make moves in the game, classified against control-off data, a committee of greedy classifiers provided 0.90 ± 0.07 specificity and 0.38 ± 0.14 sensitivity. Similar (slightly lower) results were obtained for the shrinkage Linear Discriminate Analysis (LDA) classifier. The second and third fixations in the triplets were classified at lower rate. We expect that, with improved feature sets and classifiers, a hybrid dwell-based Eye-Brain-Computer Interface (EBCI) can be built using the FRP difference between the intended and spontaneous fixations. If this direction of BCI development will be successful, such a multimodal interface may improve the fluency of interaction and can possibly become the basis for a new input device for paralyzed and healthy users, the EBCI “Wish Mouse.”

Keywords: brain-computer interfaces, human-computer interfaces, gaze interaction, assistive technology, eye tracking, detection of intention, slow cortical potentials, stimulus-preceding negativity

INTRODUCTION

A brain-computer interface (BCI) is a tool of control and communication without using muscles or peripheral nerves, through the use of brain signals only (Wolpaw et al., 2002). The lay public often expects that such tools should directly and effortlessly converts internal intents into actions in the outside physical world. In reality, however, BCIs provide much slower interaction comparing to traditional human-machine interfaces, such as mouse and keyboard computer input. Most of mental operations and states cannot be detected from the electroencephalogram (EEG) or other non-invasive brain signals on single-trial basis within seconds. A typical BCI does not recognize the user's whishes or action plans directly; to send a command, a user needs to execute one of a limited range of motor imagery, cognitive or perceptual tasks that can evoke recognizable brain signals. Such tasks are typically unrelated to the current activity and their use imposes additional mental load and decreases the fluency of BCI use. Invasive BCIs are promising, but high risks and costs associated with brain surgery require further efforts to make this technology acceptable even for severely paralyzed patients (Lahr et al., 2015; Bowsher et al., 2016; Waldert, 2016).

Can a machine recognize our intentions more directly at least in certain situations? Consider, for example, using a computer Graphical User Interface (GUI) by a healthy person. When he or she decides to click a screen button or a link, they need to take a mouse with their hand, move the cursor to the screen button or link and then click the mouse button (Figure 1, upper panel). Imagine that the computer analyzes his or her brain signals and can detect signal patterns related to the intention to make an action, so that the mouse is no longer needed. It is likely that, under these settings, the user could better focus on their main activity, because they would not need to switch to any motor task (Figure 1, bottom panel).
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FIGURE 1. A direct way to convey your desire to a computer: just look! When using a monitor, we normally look at a screen button or a link before clicking on them (upper panel). Between looking and clicking, we take the mouse (if we are not holding it all time), locate the cursor, move the cursor to the button or link, check if it reached the target. Gaze fixation at a given monitor location, however, can be promptly recognized with an eye tracker. If our intention to click would be recognized with some technology based on brain signal analysis (lower panel, blue line), computer control could be obtained without the above listed range of motor and sensory activities. (Generally, detection of gaze fixations alone is not enough due to the Midas touch problem, see text for details).



In this case, gaze positioning would play important role, and eye muscles need to be used intensively. However, the same is true for the operation of any non-invasive BCI when high information transfer rate is demonstrated: it is always a gaze-dependent operation, in a partial contradiction to Wolpaw et al. (2002) strict definition of a BCI. The user of such BCIs (the Steady State Visual Evoked Potential based BCI, SSVEP BCI; the codebook Visual Evoked Potential based BCI, cVEP BCI; the P300 wave based BCI, P300 BCI, when it is used by healthy people and some of the EEG electrodes are placed over the visual areas) selects one of a number of spatially distinct stimuli with his or her gaze, and the BCI task is actually to find where the user is looking by analyzing the brain's fully automatic response to stimulation.

In other words, these BCIs play the role of an eye tracker, and the brain's response to stimuli is used in such BCIs somewhat similarly to the use of the corneal reflection in a video based eye tracker. Moreover, a BCI that uses spatially distinct visual stimuli is an eye tracker with limited capabilities: unlike the usual eye trackers, it cannot determine coordinates of an arbitrary gaze position, but only indicate at which one of the stimuli the user is looking. Although attention is involved, and attempts were made to use overt and covert attention as separate BCI control channels, its direct (not gaze-mediated) effect is low comparing to gaze dependent effects. This is one of the main reasons why performance of the same BCI systems is, unfortunately, much lower in severely paralyzed users who do not control their gaze well (e.g., Sellers et al., 2010). In addition, as these BCIs depend on repetitive presentation of visual stimuli, GUIs should be significantly modified to become compatible with them.

The technology that enables direct interaction with computers using eye gaze also exists and is already used to assist paralyzed people in such tasks as typing and web browsing, with better performance than typical BCIs offer (Bolt, 1982; Jacob, 1990, 1991; Velichkovsky et al., 1997; Majaranta and Bulling, 2014). In a frequent variant of this technology, a video based eye tracker captures gaze direction. Intentionally prolonged gaze fixations (dwells) on elements of GUI, such as screen buttons, are detected and converted into equivalents of mouse clicks. It was, however, recognized early in the development of gaze-based interaction that the eye movements and fixations used for sending commands in such interfaces are similar to eye movements and fixations that are a part of normal eye behavior unrelated to interaction, such as viewing (Jacob, 1990, 1991). The interaction systems that are based on gaze direction, therefore, cannot distinguish between attempts to issue a command and the visual gaze fixations, and this leads to the Midas touch problem (Jacob, 1990, 1991): wherever the user looks, a command is activated, even if he or she has no intention to produce any command.

It was also stated at that early stage of developing gaze-base interaction with computers that the main issue in this field is “appropriate interaction techniques that incorporate eye movements into the user-computer dialogue in a convenient and natural way” (Jacob, 1990, p. 11). Such techniques have not been developed so far, despite many attempts to solve the Midas touch problem. For example, if only fixations on screen buttons exceeding a long (1000 ms or longer) threshold produce “clicks,” erroneous command activations will be rare, but the need to use such long fixation will slow down the control and make it tiresome. Impressive speed of interaction was recently achieved with dwell-free typing approach (Kristensson and Vertanen, 2012; Sarcar et al., 2013; Pedrosa et al., 2015), however, it seems to impose high attentional demands. Another recently developed approach to increase the speed is to use, as a marker of control, a saccade to a new position of interest that naturally occurs immediately after the feedback at the position where the user currently looks for control (Publicover et al., 2016). In this case, short fixation duration thresholds can be used because unintended selection are typically not confirmed by such well-timed saccades. This system, by definition, cannot work when the user does not respond to feedback quickly enough. Thus, attentional demands imposed by this system can also be high. Other attempts to provide markers for command-related gaze fixations or eye movements (see, e.g., Velichkovsky et al., 1997; Majaranta and Bulling, 2014, for reviews) possessed the same or other drawbacks.

One may expect that brain state and/or course of brain activity differs strongly during gaze fixations related to attempts to send a command and gaze fixations related to other activities, such as free viewing or mind wandering. A “click” on a fixated GUI element could be made on the basis of fast detection of brain activity patterns that correlate with the intention to activate a command (Figure 1, bottom panel). The joint use of the information from “eyes and brains” for GUI control (“point with your eye and click with your mind!”) was proposed as early as in 1996 (Velichkovsky and Hansen, 1996).

Several attempts to enhance gaze based control with a “mental click” recognized by BCI has been made. However, the use of additional mental tasks, such as motor imagery (e.g., in Zander et al., 2010) or mental concentration (Kim et al., 2015) does not seem to be effective, because BCIs cannot reliably recognize such activity within a fixation unless it is very long. Moreover, the use of additional mental task may itself interfere with the main mental activity. It is, therefore, not surprising that in a recent extensive review of hybrid BCIs only 3 of 55 reviewed journal papers addressed the Midas touch problem (Banville and Falk, 2016; see also other reviews on hybrid BCIs by Pfurtscheller et al., 2010; Müller-Putz et al., 2015). It seems that mechanistically combining gaze based technologies with existing BCIs cannot lead to the development of an efficient input system.

Zander and colleagues (Ihme and Zander, 2011; Protzak et al., 2013) proposed to make use of the EEG patterns that naturally accompany gaze based control. Their works were based on the “passive BCI” approach, i.e., the detection of brain signal patterns that naturally accompany the brain activities of interest, without the need from the user to do anything voluntarily to evoke these patterns (Zander and Kothe, 2011). The passive BCI approach seems to be exactly what is needed for detecting intentions in the most unobtrusive way, while gaze dwells effectively reveal the time intervals where the markers of intentions can be searched for in the brain signals. The EEG was collected during fixations intentionally used for control and during non-controlling fixations and successfully classified off-line (Ihme and Zander, 2011; Protzak et al., 2013). However, gaze dwell time thresholds were again quite long, 2000 ms in Ihme and Zander (2011) and 1000 ms in Protzak et al. (2013). Moreover, the participant task in both studies involved visual search, and the classification could rely mainly on fixation-related potential (FRP) components related to finding a target, rather than to intention to act.

When a target is searched for among a range of distractors, one may use the EEG potentials that accompany target detection, such as the P300 wave. Recent studies of the FRPs in the visual search tasks demonstrated that finding an object, area or position of interest can be detected using a combination of eye tracking and EEG (Healy and Smeaton, 2011; Kamienkowski et al., 2012; Brouwer et al., 2013; Kaunitz et al., 2014; Devillez et al., 2015; Finke et al., 2016; Ušćumlić and Blankertz, 2016; Wenzel et al., 2016). In particular, Finke et al. (2016) reported high performance, with area under ROC curve (AUC) of about 0.9, for classification of short target vs. non-target fixations. Similar phenomena could be a basis of classification in studies by Ihme and Zander (2011) and Protzak et al. (2013). This approach, however, is limited, because a click on a screen button or link is not always required immediately after they are found. In many applications, the user should be at least given an option to execute control in less automatic way. The P300 wave, which plays important role in this approach, can decrease and even vanish under many conditions, for example, when the target is always found at the same position. Classification of FRPs can be also related to the effects from planning a saccade to a new location of interest (Graupner et al., 2011; Nikolaev et al., 2013), but its possible use in BCI is limited for similar reasons. An effective general-purpose interface may include algorithms for supporting fast responses to just-found targets, but has to be primarily focused on more direct procedures of intention detection.

The current study followed the proposals of Zander and colleagues (Ihme and Zander, 2011; Protzak et al., 2013), i.e., it relied on finding EEG (FRP) markers for gaze dwells intentionally used for control. However, we aimed on investigating the possibility to find the FRP markers of controlling fixations when relatively short (500 ms) dwell time threshold is used. Fixations of this length are frequently observed in normal viewing, and do not require significant effort when they should be produced voluntarily. Special attention was paid to equalizing irrelevant factors that could confound the difference between the fixations used for control and spontaneous fixations. We took a straightforward approach of collecting the synchronized gaze and EEG data from the participants in a realistic scenario, when they played a game with their gaze only. The gaze controlled variant of a known, sufficiently engaging computer game was designed for this study, to make possible obtaining a large number of fixations of required duration, both intentionally used for control and spontaneous ones.

Results from a pilot study of the FRP markers of controlling fixations and summaries of the current work were presented at a few conferences (Shishkin et al., 2015, 2016b,c). This publication provides the detailed description of the approach, methodology and results.

METHODS

Participants

The study was conducted in 8 healthy participants (age 21–48, mean 29, one female) in accordance with the Declaration of Helsinki and the local institutional regulations. All participants gave written informed consent. They had normal or corrected to normal vision. Two of them (participants 6 and 7) had no previous experience with gaze based control. The others already participated in a few pilot experiments with the same gaze controlled game as in this study.

Apparatus and Software Used in Online Experiments

Electroencephalogram (EEG) was recorded at 500 Hz and 24 bit voltage resolution with an actiCHamp amplifier and actiCAP active electrodes (Brain Products, Germany) from 19 positions (Fz, F3, F4, Cz, C3, C4, Pz, P1, P2, P3, P4, POz, PO3, PO4, PO7, PO8, Oz, O1, and O2). More electrodes were placed in the posterior area than in the anterior one, because our pilot studies indicated that the marker for controlling fixations was likely to be found in the occipitoparietal region. Reference EEG electrodes were located at earlobes. Electrooculogram (EOG) was captured with the same amplifier and active electrode set. For horizontal EOG, electrodes were placed about 1 cm from the outer canthi. Vertical EOG was recorded with an electrode about 2 cm below the right eye and another one at Fp2 position (this location was preferred to more standard lower locations to avoid interference with the forehead rest). Ground electrode was located at AFz. Electrode impedances were kept below 20 KOhm. Gaze coordinates were recorded monocularly at 500 Hz sampling rate with the EyeLink 1000 Plus video based eye tracker (SR Research, Canada).

Recording of EEG and EOG, their synchronization with the eye gaze data, online processing of the eye gaze data and running the gaze controlled game were made with custom programs under Resonance, a framework for prototyping multimodal (hybrid) BCIs being developed by one of the authors of this study (Y.O.N.). For offline synchronization of the data, markers were sent from the eye tracker computer's parallel port to the EEG amplifier's TTL port in the beginning of each game. To control the stability of synchronization, this procedure was repeated in the end of the games (the time difference was typically no larger than two samples).

Dwells were detected online using a spatial (dispersion-based) criterion: gaze position range on each of X and Y coordinates should not exceed 2° for the specified dwell time (500 or 1000 ms, depending on condition). This criterion was chosen for two practical reasons: first, it could be easily implemented in the online software; secondly, it provided subjective experience of reliable control, according to our observations in the pilot experiments with the gaze controlled game used in this study. Several additional criteria had also to be met: no dwell detected in a 3 × 3° squared region centered around the previous click's position for previous 3000 ms, and no dwell detected in any position for 500 ms or 1000 ms (depending on condition). Each time all these criteria were met, a “click” was produced in the game (an event with the same effect as of a computer mouse click), and this time minus 500 or 1000 ms (for 500 or 1000 ms conditions, relatively) was designated as the beginning of the dwell event. The location of each “click” was computed as medians of X and Y coordinates of the gaze within the dwell time interval (excluding subintervals corresponding to the blinks reported by the eye tracker).

For simplicity, we call in this paper all the detected intentional and spontaneous dwell events “fixations.” Although the criteria for their detection were rather loose and, theoretically, small amplitude saccades and re-fixations could happen within the dwell interval, it seemed unlikely that they could bias our analysis results.

The Gaze Controlled Game

To collect the EEG during diverse, intensive and realistic gaze-mediated interaction with a computer, we designed a gaze controlled game EyeLines. It was based on a computer game Lines (or Color Lines) (“Color Lines,” in Wikipedia. Retrieved June 27, 2016, from http://en.wikipedia.org/wiki/ColorLines). Like the original game, the EyeLines is a simple computer puzzle game, with the goal to construct as many “lines” from colored balls as possible. The player is presented with a square board on which three colored balls appear in the beginning of the game. On each turn, the player has to move one ball to a free cell on the board. When the required or higher number of balls with the same color form a “full” line, either horizontal, vertical or diagonal, these balls disappear. If no such line is formed, three new balls randomly selected out of seven different colors are put on random cells. The game is over when the board is full.

In Lines, a move is typically made with a mouse click first on a ball and then on a free cell where it should be moved. In EyeLines (Figure 2), gaze dwells are used as an equivalent to mouse clicks, following the approach most often used in gaze controlled software. To avoid unwanted actions resulting from spontaneous long fixations and also to make possible collecting sufficient number of such fixations, gaze based control in the game board was off by default. After deciding which ball to move and to which free cell, a participant had to switch control on by gaze dwell on the only location where control was permanently on. This location was an additional cell (the button) positioned outside the game board either left, as in Figure 2, or right to it.
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FIGURE 2. An example screenshot of the EyeLines display. The participants moved the color balls in order to construct lines from balls of the same color. Each move was made with gaze fixations only. A participant could make any number of spontaneous fixations (S) without any visible effect; however, their time was recorded. A dwell on the button (1) lead to appearing a ball in the button position, indicating that “control is on.” After this, a dwell on any ball in the game board (2) led to its “selection” (a frame appeared around it), and then the ball could be placed to a new position by a dwell on a free cell (3). (The digits 1, 2, 3, and the letter “S” were not a part of the actual display and were added to the screenshot for illustrative purposes).



The participants were instructed to make the moves in the game by three subsequent controlling fixations: on the button, on a ball and on a free cell where the ball should be moved. A 500 or 1000 ms dwell time threshold was used (same in all games that constituted one experiment block) for all these actions. When fixation duration exceeded the threshold, a visual feedback was given. It was specific to each action: dwell on the button led to appearing, in this separate cell, a ball of color different from the board balls (the participants were told that this indicates switching the board control on); dwell on a ball within the board led to ball selection indicated by a gray square frame that appeared around the ball; dwell on a free cell led to moving the selected ball into this cell.

When control was off, fixations on the balls made no effect. They were considered as presumably spontaneous fixations (used for viewing or related to mind wandering) and constituted a separate type of non-controlling fixations.

To ensure more reliable gaze based control and to reduce complexity of the gameplay (so that even novices could make sufficient number of moves per game without long practice), we made some features of EyeLines simpler comparing to typical implementations of Lines. In particular, the board size was made 7 × 7 instead of 9 × 9 in ”classical” Lines, and the minimal number of balls required to form a full line was decreased from five to four. To support more detectable gaze fixations, a dot was put in the center of each ball and each free cell, the balls were drawn as plane circles (not as “3d like” spheres, to avoid asymmetrical features that could significantly shift the gaze from the center), and cells were designed as small squares with substantial spaces between them (Figure 2).

The game was presented on a 27″ LCD monitor positioned at the distance of 60 cm from participant's eyes. The game board subtended 18 × 18° on the monitor screen.

Procedure

Participants were seated in a chair in front of the monitor. Chin and forehead rest was used to ensure stable head positioning. Participants were asked to relax and make no bodily movements during calibration and playing the game. They were instructed to make moves in the game by still looking sequentially at the button, the ball and the free cell, each time until they saw the feedback. After a move was completed, they could freely look at the board and fixate any ball or free cell for any time without evoking any action, until they dwelled at the button again for a time exceeding the threshold.

Participants were told to refrain from hurrying up with each move and to find “better” moves whenever possible, but not to think for too long time. In the preliminary experiments, however, we found that the EyeLines players often tend to makes moves as fast as possible even when they were urged not to do so. Due to this, sufficient number of non-controlling fixations could be not always collected. Therefore, an additional feature was introduced to EyeLines: after each 4–8 moves the cell outside the board that indicated the button's position disappeared from the screen for 10 s and the dwell on its former position had no effect, so that the participant could not make moves during this time. The participants were told that they had to use this time for planning the further moves. In addition to encouraging higher number of long fixations within this time, this trick presumably could help to prevent the participants from playing the game at too fast pace.

To those participants who had no prior experience with EyeLines or Lines, rules of the game were explained prior to EEG electrode mounting. They played two games with short duration (2 min) for practice.

In the main part of the experiment, all the participants played, in total, eight games with maximum duration of 5 min. The session was divided into two blocks of equal size, differed by the dwell time threshold, which was set at either 500 or 1000 ms. The order of the blocks was randomly assigned to the participants (three of the eight started with the 500 ms threshold block). The switch-on button position (left or right to the board) was alternated every game throughout the session. Its position in the first game was also chosen randomly (counterbalanced over the group). A 5 to 10 min rest was offered between the blocks, and shorter (typically up to minute) rest intervals were inserted between the games. Prior to each game, a nine-point calibration of the eye tracker was run.

Offline Data Analysis

In this study, all EEG analysis, including classification, was made offline using the EEG data collected during the online gaze-based control. However, to make single-trial FRP classification performance evaluation realistic, the procedures for signal processing, feature extraction and application of the classifier to the new data were designed so that they could be used online without introducing any significant delay.

Signal preprocessing and segmentation were made mainly with R, while MATLAB (MathWorks) was used for visualization and classification. EEGLAB (Delorme and Makeig, 2004) routines eegplot and topoplot were used, relatively, for manual checking the quality of EEG/EOG epochs and for plotting scalp topographies. MANOVA was performed using STATISTICA 7 (StatSoft).

Electroencephalogram (EEG) was re-referenced offline to linked earlobes, and bipolar EOG was calculated as the difference of amplitude in right/left and upper/lower channels, respectively. Line noise in EEG and EOG was reduced with 50 Hz notch filter (2nd order Butterworth). For creating the ERP time plots (but not for the other types of analysis), low-pass 7 Hz filter (2nd order Butterworth) was also applied.

For EEG and EOG analysis, [−500 +1500] ms epochs were extracted related to the start of four types of fixations exceeding the dwell time threshold: three types of controlling fixations (button, ball and free cell) and one type of non-controlling fixations. As non-controlling fixations, only fixations on balls made without fixating the button prior to them were considered; fixations of this kind on free cells were very rare and could not be used in the analysis. Data were analyzed separately for 500 and 1000 ms dwell threshold conditions. In some cases, they were also divided into subconditions related to left and right position of the button.

Fixation-related potentials (FRPs), by definition, are synchronized with the eye movements and, therefore, can be systematically contaminated by EOG artifacts. To deal with this problem, we set the baseline interval and borders of the EEG time intervals used for analysis and classification within the fixation. Our pilot studies suggested that the difference between the EEG amplitude in controlling and non-controlling fixations in the EyeLines game was most pronounced in the late part of fixation. In contrast, the amplitude of the lambda wave, the component of the fixation-related potentials with the latency of about 100 ms from fixation start, did not exhibit pronounced dependence on gaze-based control. To make the baseline less sensitive to the lambda wave and other visual components that could be irrelevant for control detection, we decided to use as the baseline 200–300 ms interval relative to the fixation start. No high-pass filter was used (the EEG amplifier used in this study allowed for DC recording), so the amplitude shifts related to eye movements could not influence the fixation interval through the transient response of the filter. Because our study was focused on the EEG features that could be used in fast online classification of the controlling and non-controlling fixations, the upper border of the analyzed interval was set at 500 ms both in 500 ms and 1000 ms dwell threshold conditions.

After baseline subtraction, we checked the number of epochs with amplitude higher than 70 μV in 200–500 ms interval in any channel, per fixation type, condition and participant. The highest incidence of such epochs was only five, while in most cases no such epochs were observed at all. Therefore, no artifact rejection procedure was applied to the data.

Feature Extraction and Classification

Electroencephalogram (EEG) features were extracted from only 13 posterior channels (P1, P2, P3, P4, Pz, PO3, PO4, PO7, PO8, POz, O1, O2, and Oz). Due to low number of non-controlling fixations exceeding 1000 ms threshold, the classifier was trained using only the data from the condition where this threshold was used. Therefore, the right border of the interval for feature selection was set as the lowest dwell threshold in our experiment, i.e., 500 ms. (In online mode, not implemented in this study but supposed to be the main application of its results, a fixation exceeding this threshold should be classified as soon as possible, thus features could be taken only before the threshold.) The left border was set at 200 ms after the fixation start, to exclude the EOG artifacts. As in the EEG analysis described above, mean amplitude of the 200–300 ms baseline interval was subtracted from the EEG amplitudes channelwise, and no filter was used (except for the 50 Hz notch filter during EEG recording).

To capture the development of the negative wave, we used overlapping windows of 50 ms length and time step 20 ms (200–250, 220–270, and 440–490 ms, total n = 13 windows). The feature vector (169 features) for each fixation k was composed of the mean values of EEG amplitude mk(i, c) computed for each of these windows (i = 1–8) in each channel (c = 1–13).

One class of the data was the non-controlling fixations. The other class was formed either from the button fixations only (Trainset 1) or from all controlling fixations (Trainset 2). Trainset 1 was used because button FRPs differed most strongly from the non-controlling fixations, so their classification could provide an upper estimate of the performance. It is also possible that only the first fixation in a controlling sequence of fixations should be detected in the EBCI. Trainset 2 was used to explore how well the classifier could be used with different type of controlling fixations without additional tuning to each of them.

Two classification approaches were applied to the data separately. The first one was the Linear Discriminate Analysis (LDA) with shrinkage regularization (Blankertz et al., 2011) implemented in Fieldtrip toolbox for EEG/MEG-analysis (Oostenveld et al., 2011, http://www.ru.nl/neuroimaging/fieldtrip), further referred to as Shrinkage LDA. The second approach, the Committee of Greedy Classifiers, further referred to as Committee, was to create a pool of weak threshold classifiers performing in one-dimensional feature spaces (one classifier per feature), to select classifiers with a greedy algorithm and to use them in a classifier committee. More specifically, each weak classifier was trained independently on one of the 169 features, and a greedy algorithm was used to select 15 features and corresponding classifiers from the pool (at the first iteration, the classifier which had the minimal classification error was chosen to become a committee member; at each of further iterations, the classifier which minimized the error of committee was added to it). The Committee classified fixations by simple voting of the selected weak classifiers (Trofimov et al., 2015).

Thresholds for the classifiers were adjusted using validation subsets to obtain at least 0.90 specificity. The reason to aim on relatively high specificity in expense of sensitivity was that in EBCIs, i.e., interfaces based on combining gaze based control and the BCI technology, low sensitivity of an EEG classifier can be partly compensated by additional gaze based control routines. In particular, if users found that the interface does not respond to their intention as fast as they expect, they can simply dwell longer, so that the interface may recognize the intention without the EEG, just with an additional, longer dwell time threshold. In contrast, the specificity of the interface should be kept high in most cases, because too frequent false alarms can be annoying and even dangerous (e.g., in robotic applications).

For each classifier, performance was estimated separately for training and testing using either Trainset 1 or Trainset 2, and for testing on data from either 500 ms or 1000 ms dwell threshold conditions, to estimate if the same classifier could be used effectively for different types of data.

Five-fold cross-validation was used for estimation of the classifiers' performance, except for the cases when training and testing was done on different subtypes of fixations. Details on how the data were divided into training, validating and testing subsets are given in notes under relevant tables (Tables 2–5) in the Results section.

RESULTS

Behavioral Data

Each participant was able to play EyeLines with gaze control only, i.e., without any manual input. The control was very stable: participants reported that they encountered from 1 to 4 errors per session, including ball selections or free cell selection incorrectly recognized by the software, as well as their own errors. Offline analysis of gaze data showed that there were also rare cases when the participants dwelled on two or more balls in a row when control was on, or attempted to make a move that violated the rules and therefore was not actually executed; these cases were excluded from the analysis, except for some of the rarest cases which were difficult to separate due to technical reasons (the latter lead to slightly higher number of ball selections comparing to button activation events). On average, a participant made about 150 moves in the condition with 500 ms dwell threshold and about 120 moves in the condition with 1000 ms dwell threshold.

The number of controlling and non-controlling threshold-exceeding fixations collected in the experiment is given in Table 1. About 160 spontaneous fixations of 500 ms or longer duration were collected with 500 ms threshold, while the number of 1000 ms or longer spontaneous fixations was about 15 times lower. Except for these long spontaneous fixations, the number of collected fixations was sufficient for analysis, varying from 74 for free cell selection with 1000 ms threshold (in participant 2), to 208 for non-controlling fixation with 500 ms threshold (in the same participant). The number of controlling fixations was higher in every participant in the 500 ms compared to 1000 ms threshold conditions (see Table 1), possibly due to the restriction of the total game duration that was same in both conditions. However, the size of this difference was small in all participants (varying from 20 to 34%), therefore, no correction of the EEG analysis procedure was needed.


Table 1. Number of controlling and non-controlling (spontaneous) fixations exceeding the dwell time threshold in the 500 ms and 1000 ms threshold conditions (collapsed over left-button and right-button conditions).
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Overview of the Fixation-Related Potentials (FRPs)

Our main interest was to characterize the EEG features that can be used for online detection of the dwell-based gaze control and, therefore, should appear earlier than the dwell time threshold. In the current study, for the sake of simplicity, we focused only on amplitude (not spectral and not synchrony based) features, on current fixation (not the preceding one) and only on the features that could not be affected by eye movement artifacts.

Before starting to analyze the FRPs, we had to check if the EEG at the output of our preprocessing algorithm was sufficiently free from the EOG contamination. The highest contamination could be expected in the case of button fixations, when the gaze fixated an extreme position and the horizontal EOG could be added to the EEG signal especially strongly and systematically. Figure 3 shows FRPs (as a “butterfly plot”) and EOG for the button events averaged separately for left and right button positions. While the EOG contamination was evident in the FRP waveforms before the start of the fixation (0 on the time scale) and after approximately 250 ms following the dwell threshold at 500 ms (right vertical line), the horizontal EOG had very low amplitude in the 200–500 ms range. This interval was used for the analysis of EEG amplitude in both 500 and 1000 ms dwell time threshold conditions.
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FIGURE 3. Butterfly plots showing grand average (n = 8) superimposed channels with fixation-related potentials (FRPs, upper panels) and corresponding electrooculogram (EOG, lower panels) for fixations on button. The signals were low-pass filtered at 7 Hz and baseline corrected (high-pass filtering was not used). Note the similarity between the waveforms for left and right button positions (in the left and in the right, respectively) within most of the fixation interval. Zero millisecond corresponds to the beginning of fixation. The baseline interval (200–300 ms) is shown by dark gray bars. The light gray bars show 400–500 ms interval from which the EEG amplitudes were averaged to obtain estimates of the trend over the fixation used in the subsequent analysis (Figures 4, 5). Dwell time threshold was 500 ms (marked with the vertical lines in the right edges of the light gray bars).



Figure 3 reveals a nearly linear negative trend in most of the EEG channels used in the study, possibly related to the expectation of the visual feedback (note that the experiment was organized in such a way that the gaze dwells intentionally used for control led to an equivalent of mouse click on the fixated position of the screen). Since we already used an interval near the start of this trend (200–300 ms) as the baseline, an average over an interval near the threshold can be used as a robust estimate of the trend. To view the topography of this negativity, we averaged EEG amplitude over 400–500 ms interval and plotted the results. Figure 4 shows grand average maps (individual maps had a similar pattern). According to this figure, the negativity was prominent in the parietooccipital area in all conditions. The maps also demonstrate a left-right asymmetry in Button condition that depended on button position: it was slightly stronger in the hemisphere contralateral to the gaze controlled switch-on button position where gaze dwelled in these fixations. Specifically, the difference between PO4 and PO3 amplitude in Button fixations with 500 ms dwell threshold was −0.4 ± 1.7 μV (M ± SD) in left button condition and +2.2 ± 1.3 μV in right button condition. The difference was significant, according to paired Student's t-test [t(7) = −3.2, p = 0.02]. In Ball fixations, no difference between the two positions of the button was observed [the corresponding values were + 0.5 ± 0.9 μV and + 0.3 ± 0.8 μV, t(7) = 0.5, p = 0.6].
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FIGURE 4. Grand average (n = 8) amplitude topography of the negative potential developed within different types of fixations and different dwell time thresholds. L, left button position; R, right button position (note that the switch-on button was “clicked” not manually but by gaze fixations only). Amplitude estimates were obtained by averaging over 400–500 ms interval relative to fixation start (baseline 200–300 ms). Small white circles highlight the electrodes which were used in statistical analysis (POz, PO3, and PO4). Note that non-controlling fixations were rare in Dwell 1000 ms condition (see Table 1), thus the corresponding maps can be considered only as a rough estimate.



Note that Button fixations were the most extreme fixations required for playing the game (the switch-on button was positioned left or right to the game board), while Ball fixations were all within the game board. The presence of the laterality effect in the Button but not in the Ball fixations means that it was not related to the direction of the previous saccade but is not sufficient to decide whether it was related to the current fixation or to the direction of the saccade to the next position that could be planned within this fixation. Nevertheless, the laterality effect is interesting because it was not reported so far for the Stimulus-Preceding Negativity (SPR) that could be the closest “relative” of the observed negative variation in the psychophysiological literature (see Discussion for more details).

In the rest of the amplitude analysis, POz electrode was used, because it the negativity that marked control-on fixations was typically highest at this location.

Factors Influencing the FRPs

Generally, FRPs may depend on many factors that may vary significantly during gaze interaction. These effects may negatively affect the stability of EBCI classifiers built using the FRPs or can be used for increasing the amplitude of the FRPs markers and, thus, for improving the EBCI performance. Detailed analysis of such effects could not be performed within the current study. However, we were interested to estimate if the negativity in the intentional fixation can be influenced by several factors which were well controlled in our experiment: left or right position of the switch-on “button” (which was already shown to produce a laterality effect), dwell time threshold (low effect of this factor would suggest that varying time of the feedback can be applied in online operation of EBCI likely without strong reduction of performance) and fixation type (it was most important to confirm the difference between spontaneous (non-controlling) and controlling fixations, but the difference between different types of controlling fixations should also be taken into account in EBCI development).

For this analysis, each participant's POz amplitudes averaged over 400–500 ms interval (with 200–300 ms baseline) for each fixation type and dwell time threshold were submitted to a 3-way MANOVA, with the following repeated measures factors:

- Button Position, with 2 levels: Left and Right,

- Dwell Threshold, with 2 levels: 500 ms and 1000 ms dwell time,

- Fixation Type, with 4 levels: Button, Ball, Free Cell, No-Control.

Significant effect was found for Fixation Type [Wilk's λ = 0.06, F(3, 5) = 24.6, p = 0.002], whereas the Button Position effect [Wilk's λ = 0.96, F(1, 7) = 0.32, p = 0.6], Dwell Threshold effect [Wilk's λ = 0.99, F(1, 7) = 0.02, p = 0.9] and all interactions between factors were not significant. According to post-hoc Tukey HSD test, amplitude at POz in 400–500 ms interval was significantly more negative in Button comparing to No-Control fixations (p = 0.0002), in Ball comparing to No-Control fixations (p = 0.01) and in Button comparing to Free Cell fixations (p = 0.0007). In Ball fixations, POz was nearly significantly more negative than in Free Cell fixations (p = 0.064), while the difference between No-Control and Free Cell fixation as well as between Button and Ball fixations was not significant (p = 0.18 and p = 0.8, respectively).

Mean amplitudes and confidence intervals are shown in Figure 5. Individual data generally followed the same pattern, with largest POz amplitude in Button fixations. With 500 ms dwell threshold, POz amplitude ranged −3.6 to −10.3 μV in the Left button condition (−5.5 ± 2.1 μV) and −3.4 to −7.4 μV (5.1 ± 1.4 μV) in the Right button condition (the values in the parenthesis are M ± SD). POz amplitude in No-Control fixations, however, tended to be also negative (Left button: −0.4 to −4.0 μV, −2.0 ± 1.3 μV; Right button: +0.6 to −3.2 μV, −1.1 ± 1.2 μV).
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FIGURE 5. Grand mean (n = 8) values and 95% confidence intervals of the negative potential at POz developed within different types of fixations, using different dwell time thresholds and button positions. Amplitude estimates were obtained by averaging over 400.500 ms interval relative to fixation start (baseline 200. 300 ms). Note that No-Control fixations were rare in Dwell 1000 ms condition (see Table 1), thus the average for these data can be considered only as a rough estimate.



Individual and averaged over the groups FRPs at POz for Button fixations and both 500 ms and 1000 ms thresholds are shown, separately for the left and right button conditions, in Figure 6. Note that in the 200–500 ms interval the signal pattern was similar for all the compared conditions, and the amplitudes and time courses were, in general, very similar in different dwell threshold and button position conditions (Figure 6). Importantly, during Button and Ball fixations the negativity at POz was developed over the first 500 ms in all participants (this was not the case only in the Free cell fixations for several participants).
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FIGURE 6. Comparing different dwell time thresholds and button positions: grand average (n = 8) and individual FRP waveforms observed at POz in Button fixations. Fixation start and the 500 ms dwell time threshold are denoted by vertical lines. Filtering and baseline as in Figure 3.



FRPs time courses for all fixation types averaged over the left and right button positions are presented in Figure 7 (only for the 500 ms dwell threshold condition). This figure confirms the difference between fixation types: subsequent fixations were progressively weaker within the triplets used to make moves. More detailed analysis is needed to estimate possible impact of the negativity from previous fixation(s) on the baseline, that could, theoretically, cause this progressive decrease. Also, additional experiments and analysis are needed to rule out the possibility that it was an extreme eye position that enabled high effect in Button fixations and to rule out possible effects that the preceding high-amplitude saccade could have on it or (through its effect on the lambda wave) even on the beginning of the baseline (cf. Nikolaev et al., 2016).
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FIGURE 7. Comparing different types of fixations: grand average (n = 8) and individual FRP waveforms observed at POz with 500 ms dwell time threshold. Here, left and right button data were averaged. Fixation start and the dwell time threshold are denoted by vertical lines. Filtering and baseline as in Figure 3.



Figure 7 shows that, although No-Control fixations were accompanied by the negativity at POz in some participants, its growth tended to terminate in these fixations earlier than in the controlling fixations. It was possible that the participants sometimes forgot to switch control on before fixating a ball and quickly recognized their fault but could made a saccade before the dwell time threshold, so such fixations were erroneously considered as non-controlling ones in our analysis.

Classification

Finally, we estimated the possibilities to use the EEG marker of the gaze dwells used for intentional control by training statistical classifiers on the collected data and testing their performance offline under different settings that could be generally reproduced in online operation of the hybrid gaze interaction/BCI system (EBCI). Only 300 ms long EEG segments corresponding to fixations (200–500 ms relative to fixation onset) were used for single-trial classification.

The classifiers were trained using non-controlling fixations as the non-target class. The target class was represented either by Button fixations only (Trainset 1), or by all controlling fixations (Trainset 2). For the LDA classifier with the shrinkage regularization, performance results are provided in Table 2 (Trainset 1) and Table 3 (Trainset 2). For the committee of weak classifiers selected by the greedy algorithm, performance results are presented in Table 4 (Trainset 1) and Table 5 (Trainset 2).


Table 2. Performance of the LDA classifier with shrinkage regularization trained using only fixations on button as target fixations (Trainset 1).
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Table 3. Performance of the LDA classifier with shrinkage regularization trained using all controlling fixations as target fixations (Trainset 2).
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Table 4. Performance of the committee of 15 greedy classifiers trained using only fixations on button as target fixations (Trainset 1).
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Table 5. Performance of the committee of 15 greedy classifiers trained using all controlling fixations as target fixations (Trainset 2).
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As follows from Tables 2–5, the procedure for setting the classifier threshold using the validation subset provided a good approximation to the target specificity value of 0.90. Insufficient number of the non-controlling fixations in the 1000 ms dwell threshold condition (see Table 1) made calculation of specificity for this condition impossible. For the 500 ms dwell threshold data and LDA classifier, specificity was almost the same for Trainset 1 and Trainset 2: M ± SD was 0.87 ± 0.11 and 0.86 ± 0.15, respectively. A similar pattern was observed in the case of the committee of classifiers, but the mean values were slightly higher comparing to LDA: 0.90 ± 0.07 and 0.91 ± 0.07, respectively, for Trainset 1 and Trainset 2. Since the average number of non-controlling fixations in 4 games with the 500 ms dwell threshold was about 160 (Table 1) and one game lasted 5 min or (rarely) slightly less, the rate of 500 ms or longer non-controlling fixations was about 160/(4 × 5) = 8 min−1, and the specificity of 0.9 corresponded to 8×(1–0.9) = 0.8 false alarms per minute.

It was not possible to compare the two classifiers using ROC AUC values (the index which integrates performance estimates for different thresholds), because they could be computed not in all cases. However, given that the specificity values did not strongly differ between the classifiers and the training sets, we decided to compare the sensitivity values directly between different settings (Figure 8). We run a single 4-way MANOVA analysis on all sensitivity data, with the following repeated measures factors:

- Classifier, with 2 levels: Shrinkage LDA, Committee of Greedy Classifiers,

- Training Set, with 2 levels: Trainset 1 (only fixations on button as controlling fixations), Trainset 2 (all controlling fixations),

- Threshold, with 2 levels: 500 ms dwell time, 1000 ms dwell time,

- Fixation Type, with 3 levels: Button, Ball, Free Cell.
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FIGURE 8. Classifier sensitivity on the test data. Grand mean (n = 8) values and 95% confidence intervals for different classifiers, different types of fixations and different dwell time thresholds. The target (controlling) class in the train data was either button fixations (Trainset 1) only or all controlling fixations (Trainset 2).



MANOVA results are presented in Table 6. They generally followed the effects observed in the analysis of EEG amplitudes reported above, such as significant main effect for Fixation Type factor (sensitivity was significantly higher for Button fixations, according to post-hoc analysis). Main effect and almost all interactions were not significant for Classifier, except for Classifier × Training Set × Dwell Threshold interaction (p = 0.04). There was a tendency of better sensitivity provided by the committee of classifiers comparing to the LDA in the case of training on all types of fixations and applying the classifier to 1000 ms data (p = 0.08, post-hoc Tukey test).


Table 6. Four-way MANOVA results for sensitivity.
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Although main effect was not significant for Training Set (p = 0.32), its interaction with Fixation Type was significant (p = 0.012). Post-hoc analysis revealed that the classifiers that were trained using all controlling fixations (Trainset 2) overperformed the classifiers trained on Button fixations only (Trainset 1) in the case of Ball and Free Cell fixations (p = 0.005 for both of them). With Trainset 1, sensitivity for the fixations not used for training (Button and Free Cell) was close to random level, especially with LDA classifier (Table 2), while improvement for Button fixations in the case of Trainset 1 did not reached statistical significance (p = 0.09, post-hoc Tukey test).

As one could expect, the classifier was more sensitive when the train and test data were recorded with the same dwell time threshold (p = 0.0002 for main effect of the factor Threshold). However, as follows from Tables 2, 3, the average difference was relatively small (on average, not higher than 0.03 for Trainset 1 and not higher than 0.06 for Trainset 2).

DISCUSSION

This study, for the first time, demonstrated that gaze fixations used for the interaction with a computer can be differentiated from spontaneous fixations using EEG markers from short time intervals (here, 200–500 ms relative to fixation start). This result opens the perspective of developing a hybrid “eye-brain computer interface,” the EBCI, as an unobtrusive communication and control tool both for paralyzed patients with preserved gaze control and for healthy users.

In addition, with special measures taken to obtain the fixation-related EEG potentials (FRPs) free from contamination with EOG artifacts, we revealed and quantitatively characterized a pattern differentiating the controlling and no-controlling (spontaneous) fixations in each of the eight participants.

The analysis of FRPs is challenging due to the systematic contamination of the EEG from electrical potential shifts accompanying the eyeball movements. Such contamination cause problems either when the EOG artifacts appear in the time intervals that are the main focus of analysis or when they are present during intervals used for baseline correction (Finke et al., 2016; Nikolaev et al., 2016). In addition, EEG components within the first 200 ms after fixation onset depend on the size of saccade preceding the fixation (Nikolaev et al., 2016). In our study, only the 200–500 ms interval relative to fixation start was used for FRP analysis and classification of fixations to avoid any interference. Moreover, we did not filter out low frequencies, to avoid contamination that can extend into this interval due to strong transient response after saccade-related shift of the EOG potential, and set the baseline intervals borders within the analyzed interval, i.e., at 200–300 ms relative to fixation onset. Positioning of the baseline in this interval means that results should be interpreted with care taking into account possible dampening of the activity of interest due to its presence in the subtracted signal. However, for demonstrating the possibility of developing an EBCI it was more important to prove that we obtained an EEG marker that was free from EOG contamination. As Figure 3 shows, the EOG contamination indeed was absent in the 200–500 ms interval of the analyzed data that could be affected by it most strongly, i.e., in Button fixations.

The Negative EEG Wave

The topography of the EEG amplitudes in the 400–500 ms interval relative to fixation onset revealed a negativity focused at POz (Figure 4). Surprisingly, it was already developed in this interval even when the dwell threshold was 1000 ms. In the first and second of the three dwells used to make a move in the game (Button and Ball fixations), the EEG negativity at POz was strong in the 400–500 ms interval in all participants and significantly differed from the values in long non-controlling (spontaneous) fixations.

The EEG negativity that was characteristic for the fixations used for control in our study was growing along the course of fixations, while Ihme and Zander (2011) and Protzak et al. (2013) reported EEG markers (also in the form of negativity) early within the controlling fixations. This difference could be caused by the differences in study design and processing approaches. In particular, the FRP in the study by Ihme and Zander (2011) could be influenced by EOG (although it unlikely influenced the classification results, according to the classifier weight scalp maps), while Protzak et al. (2013) focused on a time interval that immediately followed finding the target by the participants and could contain related activity. However, the FRPs presented in the latter work also showed, in the later part of the fixation intervals (mostly not used for classification), a deflection in negative direction, that could resemble the negative wave observed in our study if the authors would choose the baseline in the same time interval as we did it.

When a fixation is intentionally used for sending a command to computer, a user is expecting a feedback signal. In such situations, Stimulus Preceding Negativity (SPN) is observed. This EEG phenomenon can have a form of sustained negativity in anterior areas (unlikely to be detected with our baseline) and a sharp growth of negativity in parietal areas (Brunia, 1988; Brunia and Van Boxtel, 2001; Van Boxtel and Böcker, 2004; Brunia et al., 2011; Kotani et al., 2015). However, in our study the negativity was shifted to the hemisphere contralateral to the fixated location in the condition where the gaze was strongly shifted to the left or to the right (dwell on the switch-on button), an effect not known for SPN. Saccade preparation (possibly accompanying Button and Ball fixations, and, in some cases, even Free cell fixations) is characterized by a similar negative wave in the parietal area and is stronger in the hemisphere contralateral to saccade direction (Klostermann et al., 1994; Berchicci et al., 2012; Krebs et al., 2012). However, in our experiment the saccades following dwell on the button should be made in the direction opposite to the fixation location, i.e., the negativity had higher amplitude in the hemisphere ipsilateral to the direction of the saccade that followed the dwell; one may hypothesize that the mechanism enabling an intentional fixation at some location may have something in common with planning a saccade to this location, but we failed to find an evidence for this in the literature. Other slow negative EEG components related to preparation for action, Contingent Negative Variation (CNV) and Readiness Potential (RP), have more anterior localization.

Thus, we could not reliably identify the nature of the negative wave that marked the intentionally used gaze fixations, and additional studies are needed to clarify this question. In particular, it will be of practical importance to understand if the amplitude decreases within the controlling triplets (Button–Ball–Free cell) was just the order effect (the feedback for the second and especially third fixations in the sequence could be less informative, or affected by a refractory effect, etc.), or it resulted from factors specific to gaze position and object properties. Note, however, that when the classifier was trained on all types of data its performance was nonrandom even for Free cell fixations. If the EEG markers of intention to act will turn to be sensitive to various factors (properties of fixations, fixated objects, visual context, previous fixations, previous or planned saccades, variations in difficulty of maintaining a fixation intentionally, etc.; see, e.g., Nikolaev et al., 2016), different classifiers could be used for each specific case.

EBCI Performance

To enable fluent interaction, an EBCI should use short EEG segments. Our results demonstrated, for the first time, that EEG segments as short as 300 ms were sufficient to detect gaze fixations intentionally used for control.

In this study, the classifier threshold was adjusted for achieving specificity of about 0.9, that corresponded to false alarm rate of about 0.8 per minute. This rate is far from perfect, but can be acceptable in certain situations provided that the errors can be easily corrected. For example, in a game like EyeLines, if it was controlled on-line with an EBCI always switched on (with no need for the switch-on button), the player could simply attempt to choose another ball if a wrong one was selected, so the wrong selection would go harmless. (To complete the move, a free cell should be selected after the selection of a ball, but spontaneous dwells on free cells are not frequent even if the player do not make any effort to refrain from them, and can be easily avoided intentionally in the case of erroneous ball selection).

The best group average value of sensitivity, among all conditions and processing schemas, was only 0.38 ± 0.14 (in one participant, it was 20, and in others, ranged 0.31 to 0.47). This value was obtained for Button fixations using Trainset 1 (only Button fixations as the target class, non-controlling fixations as the non-target class) and the committee of greedy classifiers. Such sensitivity, of course, is not sufficient if the command always should be issued using the classifier.

However, as Protzak et al. (2013) suggested, an additional gaze dwell threshold can be used to ensure issuing a command even if it was not recognized by the BCI component of the system. We observed the high similarity of the FRPs before the 500 ms from the fixation onset under the 500 ms and 1000 ms dwell threshold conditions (Figures 4, 6) and the relatively small decrease of the 500 ms trained classifier sensitivity when it was applied to the data from the 1000 ms condition (Figure 8). These results are in accordance with the recommendation by Protzak et al. (2013), demonstrating that the use of two thresholds will not likely lead to substantial drop in the classifier performance.

Classifier sensitivity followed the pattern observed for the amplitude of the negative wave that served as the marker of the controlling fixations, tending to decrease within the triplets of gaze dwells (Button–Ball–Free cell). The factors that are responsible for this decrease are yet to be determined, but it is likely that the key role was played by the order of dwells that closely followed each other. There are serious alternatives for the dwell-based EBCI in fast serial operation, such as dwell-free (Kristensson and Vertanen, 2012; Sarcar et al., 2013; Pedrosa et al., 2015) or response-based control (Publicover et al., 2016). The EBCI, thus, can be more suitable for single “clicks” or for starting a sequence, so that the rest of it will be entered using one of these alternative approaches.

Although the LDA classifier with shrinkage regularization is one of the methods of choice for ERP based BCIs (see, e.g., Blankertz et al., 2011), a simple classification approach based on the committee of greedy classifiers demonstrated at least comparable performance with our FRP data. In future studies, other classification approaches should be tested for the EBCI, especially those that were successful with similar data patterns, such as Locality Preserving Projections algorithm that provided good results for movement-related potentials (Xu et al., 2014). A relatively low intersubject variability of the negativity that marked the controlling fixations suggests that the classifier training can provide higher results when trained on the same data with priors obtained from other participants.

A thorough search for better feature sets can result in even higher improvement in performance. For example, in a preliminary study adding wavelet features extracted from the same data to the amplitude features provided significant increase of AUC up to 0.75 ± 0.04 (M ± SD for the same group) for shrinkage LDA classifier (Shishkin et al., 2016a). Note that in the current study we avoided using any data from the EEG earlier than 200 ms after fixation onset for most reliable exclusion of any contamination by artifacts, although earlier EEG samples from the fixation interval and pre-saccadic activity may include additional useful information. Moreover, our baseline choice could prevent extraction of any activity that was stable within our interval (e.g., the anterior component of SPN). Non-EEG information, especially gaze data and data about the fixated objects, their environment, possible types of current activity of the user and so on can be used as additional features, or, in some cases, for selecting a classifier (e.g., specific classifiers can be trained for different steps in sequences of actions, as in action triplets in our game). If sufficiently large amounts of gaze-synchronized EEG data will be harvested during the use of EBCIs, it will become possible to apply deep learning algorithms (LeCun et al., 2015; see also Nurse et al., 2016, on deep learning implementation at TrueNorth chip for EEG/ECoG/LFP data) that are able to find hidden patterns in the data and strongly improve classification performance.

However, it is possible that the sensitivity will not be improved to values close to 100%. What can be the added value of the BCI component if its sensitivity would be, for example, about 0.7, and the long dwells (without a BCI!) should be yet used in the rest of trials? We expect that even in this case the hybrid EBCI can provide advantage over usual gaze-based interaction when the interaction should require as little effort as possible. Indeed, the user will not need to take care about his or her attention and gaze to prevent unwanted “clicks,” to confirm the command, etc., except to be ready to fixate slightly longer in certain cases. Moreover, it is possible that many of the misses are caused by low attentional concentration. In such cases, it might be even useful to avoid too fast interface response.

It is also possible that practice will lead to more stable and higher EEG marker amplitude through the operant conditioning mechanism. Practice can improve intentional regulation of the slow cortical potentials when they are used for BCI-based communication (Neumann et al., 2004), and the same may appear to be also true for the EBCI based on SPN-like slow activity. To test this hypothesis, the FRP dynamics and EBCI performance can be studied during prolonged use of the online EBCI. The use of additional, longer dwell time threshold makes possible intensive practice even with low sensitivity of the classifier. It was thus important that the study demonstrated high similarity of the 200–500 ms interval of FRPs of controlling fixations with 500 ms and 1000 ms dwell time thresholds.

Fast Fixation-Based EBCIs: An Emerging Class of Effective Hybrid BCIs

The gaze fixation and FRP data complement each other when used as an input to a hybrid interface: the fixation onset provides the temporal marker required for EEG segmentation and FRP extraction, the FRP provides features for a passive BCI classifier that automatically recognizes target finding (in the case of visual search) or issuing a command (in intentional dwell-based control), and the gaze position indicates the target (Protzak et al., 2013; Finke et al., 2016). This combination may enable fluent interaction both in visual search (Finke et al., 2016; see also Introduction) and in intentional dwell-based control (Protzak et al., 2013, and the current study).

These two types of interaction are rather different. In a visual search, the user typically makes the decision about what target he or she is looked for in advance, but the target location is not known and should be found during exploration of a scene. In intentional control, the scene and all objects in it can be well known to the user, who should be given an option not to evoke any interaction even when looking at them until the decision to interact will be made. Moreover, it is not unlikely that such an EBCI will be able to make “clicks” even at freely chosen places without any defined objects, for example, when used for drawing. While the P300 wave is important in the search tasks (Finke et al., 2016), in the intentional dwell-based interaction a negative SPN-like wave and no signs of P300 were observed (Figures 6, 7 in the current paper). Nevertheless, in both cases the BCI task is the same: to detect a target fixation among non-target fixations, in other words, just to provide “yes” or “no” answer for each fixation. Given the limitations of non-invasive brain signals and the need to use single-trial data, it is important that the BCI task is made as simple as this. Gaze single-trial data provide much more reach information, but they lack the modalities that can be extracted from brain signals. Therefore, it is natural to combine the gaze and brain state data in a multimodal (hybrid) human-machine interface (Velichkovsky and Hansen, 1996).

It seems possible that some other psychophysiological paradigms of interaction with computer GUI elements (and, possibly, with other visual media, virtual and real objects, robot parts, etc.) can be also useful for evoking brain activity that can be quickly recognized and used to act at a fixated location. Due to similarity of the input data, all such tasks can be implemented in interfaces, for the use in different situations, with the same hardware and even software. A “second-order-hybrid” BCI built in this way may provide a highly fluent and natural means of interaction. Other functions of passive BCI (Zander and Kothe, 2011) and brain state monitoring (Van Erp et al., 2012), such as based on estimation of attention level for different objects or using error potential detection, also can benefit from fixation-based EEG segmentation and can be easily incorporated into the same system to support adaptation (immediate or based on long-term data analysis) of the interface and connected machines to the user's attentive states and interests.

Augmentation of Human-Computer Interaction with Passive Dwell-Based EBCIs

Although in most cases computers assist people in their mental, not physical activities, for every interaction with a computer the motor system should be used. Effects of physical workload on mental activity have not been much studied (DiDomenico and Nussbaum, 2011), and effects of light physical load on some specific kinds of mental activity, such as creative and/or highly focused, seems not been investigated at all. It is not unlikely that even a light physical load can interfere with mental work, at least in certain individuals, and that full freeing from physical activity can provide certain benefits, at least in certain cases of high focus on a mental task. In addition, certain forms of computer use, e.g., viewing artistic images, may benefit from enabling this activity in a highly relaxed state, without any use of skeletal muscles. To test the hypothesis that the non-motor interaction with computers can provide special benefits for the intellectual activities requires an interface enabling such interaction in unobtrusive way. Such an interface must have much better performance than the existing BCIs and without the burden of the Midas touch problem (or of existing solutions to it) associated with the gaze control technologies. EBCIs may become the first type of interface suitable for this.

With a tool for the separation of intentional and spontaneous fixations, potential benefits of the gaze based interaction could be high, due to the natural co-ordination between gaze and action. A user often fixates their gaze on a GUI button or a link earlier than approaches them with the mouse cursor (Huang et al., 2012; Liebling and Dumais, 2014) or before manually touching it on a touchscreen (Weill-Tessier et al., 2016). Fixating gaze at action location prior to reaching it or prior to the action is also observed when locations or objects in the physical world are reached and manipulated (Land et al., 1999; Neggers and Bekkering, 2000; Johansson et al., 2001). Gaze leadership should not be overemphasized: for known locations, the mouse typically leads the gaze, and the gaze often goes to a new location before the mouse click occurs (Liebling and Dumais, 2014), a behavior that is impossible with a dwell-based EBCI. In addition, it is not likely that it will not be possible to significantly reduce the dwell duration in dwell-based EBCIs comparing to our settings, where it was at least 500 ms plus the time of reaction to feedback. For serial operation and automatized actions, dwell-free approaches seem more relevant to optimize gaze based interaction. However, gaze dwells are a natural mean to convey intentions in social interactions, and it seems natural to use them in interaction with computers as well. What the dwell-based passive EBCI may offer is not speed but fluency of operation: it could become a tool to convert intentions into actions seamlessly and without any involvement of motor system. Ideally, such an EBCI will not require from the user anything more than just looking and willing to act.

The use of passive BCIs can be not the only way to enable such a fluent interaction. For example, for the interaction with anthropomorphic robots that could be considered as partners rather than tools, we proposed to use “joint attention” gaze patterns (gaze gesture sequences) that are developed in infancy and can be automatically used by adults. Most of our participants easily found the ways to interact with a simple model of an anthropomorphic robot which responded to such patterns, although no information was provided to them about these patterns (Fedorova et al., 2015). However, we believe that for a certain range of tasks the use of dwell-based EBCIs will be optimal.

From the Wish Switch to the Wish Mouse

Gray Walter, who discovered the CNV, created the first BCI, the “wish switch” (Regan, 1989, p. 218) as early as in 1964. It sent a command to a projector to present the next picture when the patient was just going to press the button to advance the projector. The BCI was directly connected to the patient's motor cortex and could detect “the wish” even before the actual button press (Graimann et al., 2010). Later, Gray Walter proposed separate use of the CNV components, the Expectancy Wave (for direct control) and earlier Intention Wave (“so that the subject has the desired experience before any action has been taken”—Walter, 1966), but it seems that such experiments were never made.

Later on, slow negative potentials that could be related to expectation and intention (but possibly to other mental activities as well) were used, together with positive deflections, by Birbaumer and his colleagues in their “Thought Translation Device” (e.g., Neumann et al., 2003, 2004), and the Lateralized Readiness Potential (LRP) was used in the Berlin BCI group's early works (Blankertz et al., 2002, 2003). Computer screen color control through a BCI, that presumably responded to individual's wishes (here, unconscious ones), was demonstrated by Kaplan et al. (2005) with the use of rhythmic EEG components instead of the negative deflections. The majority of BCI studies were focused on techniques that do not respond to wishes and intents directly, such as motor imagery and responses to stimuli. Recently, slow premotor potentials were employed for developing neurorehabilitation BCIs (Niazi et al., 2011; Ibáñez et al., 2014; Lew et al., 2014; Xu et al., 2014; Jiang et al., 2015; Shakeel et al., 2015). But probably only the works by Zander's group (Ihme and Zander, 2011; Protzak et al., 2013) addressed the direct conversion of intentions into actions in line with the elegant approach by Gray Walter, now also enhanced with gaze capabilities. In the current work, we demonstrated that this combination can be efficient in realistic settings, and described an EEG marker for the controlling gaze fixations. As we discussed above, this marker is similar to SPN, the phenomenon that is again a member of the family of slow negative cortical potentials related to anticipation (Van Boxtel and Böcker, 2004).

Gaze is an ideal complement to brain activity in an interface aiming on a direct conversion of intentions into actions: it is itself driven by interest and wishes, but is able to convey the information about location, not easily available even from invasive brain signal recordings. Thus, combining eye tracking with the detection of FRP correlates of the wish to make a click at the fixated location will lead to creation of a “wish mouse,” a tool that will possibly provide unusually fluent interaction with computers both for people with motor disabilities and for healthy individuals.

CONCLUSION

This study demonstrated that intentional gaze fixations for 500 ms, used to control a computer interface through eye tracking technology, can be discriminated from spontaneous gaze fixations of the same duration using only 300 ms EEG segments. This was done by recording EEG from healthy participants who played a game with real-time control by 500 ms gaze fixations and by running an offline BCI simulation. We also described an EEG marker for the controlling gaze fixations, which was prominent in all our 8 participants. The marker was a negativity with occipitoparietal focus, similar to Stimulus-Preceding Negativity (SPN) but differed from it by its lateralization. In the subsequent work, we plan to test the online version of the Eye-Brain-Computer Interface (EBCI) using this EEG marker.
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Hand amputation can dramatically affect the capabilities of a person. Cortical reorganization occurs in the brain, but the motor and somatosensorial cortex can interact with the remnant muscles of the missing hand even many years after the amputation, leading to the possibility to restore the capabilities of hand amputees through myoelectric prostheses. Myoelectric hand prostheses with many degrees of freedom are commercially available and recent advances in rehabilitation robotics suggest that their natural control can be performed in real life. The first commercial products exploiting pattern recognition to recognize the movements have recently been released, however the most common control systems are still usually unnatural and must be learned through long training. Dexterous and naturally controlled robotic prostheses can become reality in the everyday life of amputees but the path still requires many steps. This mini-review aims to improve the situation by giving an overview of the advancements in the commercial and scientific domains in order to outline the current and future chances in this field and to foster the integration between market and scientific research.
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INTRODUCTION

It is estimated that 41,000 persons were living with a major loss of an upper limb in 2005 (Ziegler-Graham et al., 2008). A hand amputation is one of the most impairing injuries and it can dramatically affect the capabilities of a person. Recent scientific and commercial advances in man-machine interfaces are promising and suggest that dexterous, naturally controlled, proportional and simultaneous robotic prostheses could be reality in the future of amputees. Nevertheless, the outline of the situation in the market and scientific field is complex and the path to naturally controlled prostheses still requires several steps.

Man-machine interfaces have been developed to control hand prostheses via the brain (Lebedev and Nicolelis, 2006), peripheral nerves (Navarro et al., 2005) or the muscles (Cipriani et al., 2011). The first two methods are promising but they usually require invasive procedures to obtain robust performance, thus they are currently applied only in scientific research. The third method (surface electromyography, sEMG) is probably the most widely used both in commercial settings and in scientific research.

Myoelectric hand prostheses with many degrees of freedom and very good mechanical capabilities are now commercially available. However, prosthetics companies target most of their communication efforts to end users. Thus they highlight the practical capabilities of the hands, but they usually do not provide information regarding the technical functionalities and specifications of the prostheses that can be exploitable by academic researchers. Previous papers presented some hand prostheses in detail (Belter et al., 2013) but the market changes quickly.

The scientific research field is even more complex and quickly changing. Many papers have been written in scientific research about the natural control of robotic hands by intact and transradial hand amputated subjects. Most of the methods rely on the use of sEMG and of pattern recognition or proportional control algorithms. The first commercial products exploiting pattern recognition to recognize the movements have recently been released. Targeted muscle reinnervation (TMR) can allow the exploitation of these methods even on subjects with above-elbow amputations. Benchmark databases to compare the performance of different methods and setups have been released (Atzori et al., 2014a). However, several steps are still required to obtain proportional, naturally controlled, robust and usable robotic hand prostheses (bionic hands).

Since the market and the scientific field are so complex and changing so quickly, it can be difficult to have a complete overview of them and to remain constantly updated in both fields. This mini-review aims to be a resource for young and experienced researchers in academia and prosthetic companies by providing a synthetic but complete overview of the current level of advancement in the commercial and scientific reality.

MARKET OUTLINE

A relatively wide choice of devices is available to restore the capabilities of hand amputees by myoelectric robotic prostheses. Such devices are continuously evolving according to technology, scientific research, market needs and user requirements. The devices usually include two main parts: prosthetic hands and control systems.

Prosthetic Hands

Currently, hand prostheses include cosmetic prostheses, kinematic prostheses and myoelectric prostheses. Cosmetic prostheses offer esthetical and psychological support. Kinematic prostheses also have functional capabilities, since the user can control the opening and closing of a gripper hand through the motion of the shoulder. Myoelectric prosthesis users can control a battery-powered hand through the electrical signal emitted by the remnant muscles, usually located in the forearm.

The continuous improvements in the field and the different targets and aims of the papers published by the companies can make it difficult for researchers to remain updated with the capabilities of available prostheses. For example, Belter et al. (2013) performed a very thorough description of the mechanical properties of prosthetic hands produced by four companies, but in less than 2 years several companies produced new versions or made substantial changes to the products from a mechanical or electronic point of view. Thus, the market and research achievements often remain disconnected.

Many prosthetic hands are commercially available. However, few have the capability to reproduce many movements. The following selection represents some of the currently most advanced hand prostheses and gives a representation of different companies and approaches: (1) Touch Bionics i-limb Quantum; (2) Otto Bock Michelangelo; (3) Steeper Bebionic v3; and (4) Vincent hand Evolution 2. Table 1 summarizes the most important features that can be useful in a laboratory. The features are grouped into the following four categories: general technical data, dexterity related features, force related features and control related features.

TABLE 1. Characteristics of the examined prosthetic hands.
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Control Systems

Usually two or three sEMG electrodes are located in the socket in correspondence to specific muscles (Figure 1). A myoelectric impulse (i.e., an increase in the amplitude of the electrical signal emitted by the muscles) is used to open and close the prosthetic hand. The number of movements can be increased employing specific (e.g., sequential) control strategies. Such control strategies are usually still far from being natural, thus controlling prostheses requires a high level of skill and a training procedure. Control problems contribute to the scarce capabilities and acceptance of sEMG prostheses (Atkins et al., 1996), but they are likely promising for improvements in a near future.
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FIGURE 1. Scheme of a generic myoelectric control system: (i) for commercial prosthesis without pattern recognition (blue rectangle); and (ii) for research (or control system with pattern recognition; red ellipses). The same architecture is assumed in the external forearm.



In Table 1 we summarize some of the most important control related features for the considered prosthetic hands including: number of electrodes, movement control type, movement command and particular features of each control system. As can be noticed in Table 1, despite the mechanical characteristics of the prosthesis allowing to reproduce up to 24 hand movements, the control systems rely in most cases on few (1–3) electrodes and on sequential control strategies or on specific movement triggers (in some cases tunable through a mobile app or other strategies). In sequential control strategies, a specific signal (for example, a simultaneous activation of two sEMG electrodes, usually called co-contraction) is used to switch between a set of predefined movements. In movement triggers on the other hand specific patterns of electrode activation are related to specific movements of the prosthesis. The mentioned methods are not natural, in the sense that they do not correspond to the movement that the subject would have thought to do before the amputation. However, they offer robust results, which is one of the main needs in real life.

Several of the considered prostheses include external sources of information as well. In particular, Touch Bionics i-limb Quantum recently introduced gesture control (recorded via gyroscope, accelerometer and magnetometer) and grip chips (that use blue-tooth chips attached to specific objects) to perform movement selection, while Steeper Bebionic exploits finger position encoders to perform falling object prevention. Sometimes research achievements translate to clinical practice too. In 2013 a pattern recognition system similar to the ones described in the scientific literature was made commercially available (http://www.coaptengineering.com/). The Coapt system can include up to eight sEMG electrodes. It is generic and it is typically set up to control the number of powered DOFs the patient’s prosthesis has. That is, if a powered elbow, wrist, and terminal device are built into the prosthesis then the Coapt system is set to control these. If, however the prosthesis only has a powered terminal device and/or wrist, the Coapt system is set up for those DOFs. Wherever possible, Coapt performs natural control. The technician is encouraged to work with the patient to determine which are the most physiological, repeatable, consistent, and intuitive movements to use for control. Slight variations can be attempted if necessary, also through re-calibration procedures. The number of natural grasping patterns that can be achieved varies. According to Coapt, typically users can select between 3–6 naturally. It should be noted that the physical interconnection of the Coapt system and several prostheses has yet to be implemented. An example of movement-triggered control that we received by Coapt is the following one:


1.     Hand closing: closing prosthesis.

2.     Hand opening: opening prosthesis.

3.     Wrist clockwise/counterclockwise rotation: powered wrist clockwise/counterclockwise rotation.

4.     Double impulse of natural hand opening: grip A.

5.     Triple impulse of natural hand opening: grip B.

6.     Holding the hand open: grip C.

7.     Single impulse of natural hand opening: grip D.



SCIENTIFIC RESEARCH OUTLINE

Many papers have been written in scientific research about the control of robotic hands and prostheses by intact and hand amputated subjects.

Usually several electrodes are placed on the forearm of the subject to record the myoelectric signals (Figure 1) with a dense sampling approach (Fukuda et al., 2003; Tenore et al., 2009; Li et al., 2010) or a precise anatomical positioning strategy (De Luca, 1997; Castellini et al., 2009a). The most common control procedures can be subdivided into pattern recognition or proportional control approaches, which can be applied to sEMG and multimodal signals.

Pattern recognition algorithms are used to classify the movement that the subject aims to perform according to a label (Scheme and Englehart, 2011). Pattern recognition results provided in several cases classification accuracy over 90–95% on less than 10 classes (e.g., Castellini et al., 2009b), however average results are usually below 80–90% (Peerdeman et al., 2011). Movement classification methods require movement labeling and they are restricted to a predetermined set of hand movements. Simultaneous pattern recognition has been studied recently (Jiang et al., 2013b; Ortiz-Catalan et al., 2013; Young et al., 2013), however usually such procedures consider simultaneous motions as new classes, thus they can reduce the robustness of the classifier.

Proportional and simultaneous control of a large number of degrees of freedom of the prosthesis can allow achieving more natural and dexterous control using unsupervised or supervised methods (Fougner et al., 2012; Farina et al., 2014). Unsupervised methods are usually based on signal factorization (e.g., through Non-Negative Matrix Factorization, NMF), they require a short calibration phase and they are relatively independent on the number and exact location of the electrodes (Jiang et al., 2009, 2014a,b; Muceli et al., 2014). Supervised methods (Nielsen et al., 2011; Muceli and Farina, 2012; Ameri et al., 2014a,b; Gijsberts et al., 2014b; Hahne et al., 2014) are usually based on regression techniques (e.g., Linear Regression, LR, Artificial Neural Networks, ANN, Support Vector Machines, SVM) that require a reliable ground truth for hand kinematics. This is easy for intact subjects (e.g., using data gloves), but it can be difficult for amputees, for whom the ground truth can be acquired only via bilateral mirrored contractions (Nielsen et al., 2011) or via visual cues (Ameri et al., 2014a,b). Recently, semi-supervised methods (NMF) and supervised methods (LR, ANN) were compared to evaluate the impact of precise kinematics estimation for accurately completing goal-directed tasks (Jiang et al., 2014b). The results showed that, although the three algorithms’ mapping accuracies were significantly different, their online performance was similar. These results underline the hypothesis that good proportional myoelectric control can be achieved by the interaction and adaptation of the user with the myoelectric controller through closed-loop feedback. The same hypothesis is also demonstrated in other recent papers on multiple degrees of freedom for intact subjects (Pistohl et al., 2013; Antuvan et al., 2014) and hand amputees (Jiang et al., 2014a). Despite most of the proportional studies concentrating on full hand movements (e.g., hand supination, pronation, rotation, flexion, extension), proportional and simultaneous control has a strong potential for decoding finger kinematics as well. In particular, recent work described average correlation coefficients of up to 0.9 for the estimation of single finger movements (Smith et al., 2008) and 0.8 for the estimation of simultaneous and complex movements (Ngeo et al., 2014).

Also in scientific research, additional sources of information can be used to improve the performance of myoelectric control. Computer vision has been integrated to predetermine the type and size of the required grasp in relation to the object (Došen et al., 2010; Markovic et al., 2014). Accelerometers showed excellent capabilities to recognize hand movements using pattern recognition and regression methods, both alone and in combination with sEMG electrodes (Atzori et al., 2014b; Gijsberts et al., 2014a; Krasoulis et al., 2015).

A common problem in the field is that often the studies are highly specific and they are not directly comparable, due to different acquisition setups, protocols and analysis pipelines. Moreover, often the datasets are not publicly available. The NinaPro project (Atzori et al., 2015) released a publicly available benchmark with EMG, kinematic and dynamic data sources from intact and amputated subjects to help the scientific community to overcome control problems (http://ninaweb.hevs.ch/). Ninapro was recently used to evaluate regression methods for the continuous decoding of finger movements from sEMG and accelerometry (Krasoulis et al., 2015), to apply Dynamic time warping (DTW) in the context of myoelectric control (AbdelMaseeh et al., 2015) and to present the Movement Error Rate, an alternative to the standard window-based accuracy in pattern recognition (Gijsberts et al., 2014a).

Many factors can theoretically influence sEMG controlled prosthesis, including anatomical characteristics of the subjects (Farina et al., 2002), training in using myoelectric prostheses (Cipriani et al., 2011), clinical parameters of the subjects (e.g., level of the amputation, phantom limb sensation intensity; Atzori et al., in press), fatigue, sweating, changes in electrode or arm positioning, surgical procedures used during the amputation and even cortical reorganization. However, few studies addressed these effects.

Implanting intramuscular EMG-recording devices reduces the number of parameters affecting the EMG signal and it can improve simultaneous control of multi-DOF prosthetic wrist and hand (Smith et al., 2014, 2015).

TMR is a surgical procedure that redirects the nerves that used to control the muscles of the hand to innervate accessory muscles from which surface sEMG is recorded. Impressive results have been obtained with this method, especially in persons with above-elbow or shoulder amputations (Kuiken et al., 2009). The same technique has also been applied on muscles transferred to the forearm to better integrate with traditional commercial prostheses (Aszmann et al., 2015).

The opposite neural direction, i.e., transferring information from the hand prosthesis to the brain, has been studied in several papers as well. Several attempts have been performed using non-invasive or invasive methods. Electrocutaneous and vibratory stimulation channels have been extensively studied in the past Szeto and Saunders (1982). TMR represents a promising solution also in this case, since it theoretically allows a certain amount of sensory feedback (Marasco et al., 2009). However, to date, the only example of real-time use of neural interfaces for the effective bidirectional control of dexterous prosthetic hands performing different grasping tasks is given by Raspopovic et al. (2014).

Despite the achievements described in this article, there are still several challenges before amputees can benefit from the mentioned signal processing developments (Jiang et al., 2012). First, robustness is probably the most important and challenging problem, in particular for simultaneous and proportional control. Second, the sensory-motor loop should be closed with proper feedback systems, thus opening new possibilities for effective and intuitive prosthetic control. Third, most of the studies are performed in controlled laboratory conditions with non-amputated subjects, which do not adapt to several different real life conditions of amputees (Fougner et al., 2011; Jiang et al., 2013a; He et al., 2015a,b).

CONCLUSIONS

Hand amputation can dramatically affect the capabilities of a person. The augmentation of the functionalities of the nervous and muscular system through external devices can already improve the situation of amputees. The market and the scientific field are complex and changing quickly, thus it is often difficult for young researchers to have a complete overview of them, as well as for experienced researchers to remain constantly updated in both the fields. In this mini review, we provide a synthetic but complete overview of the current level of advancement in the commercial and scientific reality, addressing each field in a specific section.

The commercial outline highlights the existence of very advanced prosthetic hands and control systems. Four of the most advanced prosthetic hands were analyzed, showing important mechanical and control differences. In particular, the number of actuators ranges between 2 (Otto Bock Michelangelo), 5 (Steeper Bebionic 3) and 6 (Touch Bionics i-limb Quantum and Vincent Evolution 2) while the number of finger position encoders ranges between 0 (Touch Bionics i-limb Quantum), 2 (Otto Bock Michelangelo, Vincent Evolution 2) and 5 (Steeper Bebionic 3). The first commercial control system based on pattern recognition has been released and it seems a great advancement with respect to previous ones. However natural, proportional and simultaneous control of a large number of degrees of freedom is currently not available.

The scientific research outline shows a large variety of control methods and several possible improvements. Pattern recognition, proportional control and TMR are extremely promising. Common sEMG data resources and benchmarks have been proposed recently to compare different sEMG analysis methods. Most of the factors that can theoretically affect the control of myoelectric prostheses, such as clinical data (e.g., level of the amputation, phantom limb sensation intensity) were recently studied. Finally sensorial feedback recently showed very promising advancements.

In conclusion, the path to proportional, naturally controlled, robust and usable robotic hand prostheses with sensorial feedback (bionic hands) seems to be well initiated and extremely promising for the coming years even though it is still a challenging work in progress.
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In recent years, several assistive devices have been proposed to reconstruct arm and hand movements from electromyographic (EMG) activity. Although simple to implement and potentially useful to augment many functions, such myoelectric devices still need improvement before they become practical. Here we considered the problem of reconstruction of handwriting from multichannel EMG activity. Previously, linear regression methods (e.g., the Wiener filter) have been utilized for this purpose with some success. To improve reconstruction accuracy, we implemented the Kalman filter, which allows to fuse two information sources: the physical characteristics of handwriting and the activity of the leading hand muscles, registered by the EMG. Applying the Kalman filter, we were able to convert eight channels of EMG activity recorded from the forearm and the hand muscles into smooth reconstructions of handwritten traces. The filter operates in a causal manner and acts as a true predictor utilizing the EMGs from the past only, which makes the approach suitable for real-time operations. Our algorithm is appropriate for clinical neuroprosthetic applications and computer peripherals. Moreover, it is applicable to a broader class of tasks where predictive myoelectric control is needed.

Keywords: handwriting, electromyography, pattern recognition, dynamical modeling, the Kalman Filter, the Wiener Filter

1. INTRODUCTION

Handwriting is a unique development of human culture. A skill learned during the early childhood, it remains among the primary means of communication and self-expression throughout the course of life. From the physiological point of view, handwriting is a complex interplay between the nervous system and the numerous muscles of the upper extremity. Despite several attempts to study this intricate activity theoretically (Plamondon and Maarse, 1989; McKeague, 2005) and experimentally (Linderman et al., 2009; Huang et al., 2010; Li et al., 2013), it is still not well understood and can not be reliably replicated in prostheses.

The relationship between the muscle force and the pen trajectory is complicated by the motor redundancy phenomenon (Bernstein, 1967; Guigon et al., 2006). One and the same movement can be accomplished via basically infinite number of muscle activation patterns. Relatively fine spatial scale inherent to the handwriting process and the natural variations of the limb's kinematic variables further complicate the issue.

Additional obstacle in studying the physiology of handwriting is the difficulty of measuring the muscle force directly. Surface and intramuscular Electromyography (EMG) are the common methods to register neuromuscular activity during a motor task. Surface EMG is a non-invasive method which implies placing the electrodes on the skin above the muscles of interest. Being easy and safe to implement, this technique, however, does not yield sufficiently accurate biomechanical measurements, due to the complex relationship between the EMG and muscle force, complicated anatomy of muscles and the inability to record from all the muscles involved, especially from the deep muscles. Intramuscular EMG (iEMG) is invasive and uses needle electrodes inserted into the muscle tissue to yield more spatially specific measurements with less leakage and disturbance. The invasive nature of iEMG limits its utility.

Both EMG registration methods posit several substantial difficulties, primarily related to signal quality and associated issues of noise filtering and source extraction from the observed data. Nonetheless, it was shown that even the surface EMG carries valuable information about the neuromuscular interactions and can therefore be used effectively in modeling and interpreting movements (Reaz et al., 2006; Ahsan et al., 2009).

Despite the evident difficulties of measuring and interpreting neuromuscular activity with the currently available techniques, understanding such complex motor tasks as handwriting is important for both theoretical and practical reasons. Once we learn how to model the relationship between EMG patterns and pen movements during handwriting, we can introduce this knowledge to many rapidly expanding fields and practices, including biomedical engineering, robotics and biofeedback therapy. For instance, we can substantially improve the existing treatment and rehabilitation techniques for patients with a loss or an injury of an upper limb (Xiao and Menon, 2014), create rules for diagnostics of motor diseases based on handwriting (Van Gemmert et al., 1999; Stanford, 2004; Silveri et al., 2007), and even assist young children in learning how to write (Carter and Russell, 1985). Besides, an accurate model and methodolgies for building such models, establishing the correspondence between the handwriting and muscle activation patterns has a potential to become a foundation for creating intelligent neural prosthesis with a substantial number of degrees of freedom and fine spatial scale (Chan et al., 2000; Ohnishi et al., 2007; Shenoy et al., 2008; Bu et al., 2009; Castellini and van der Smagt, 2009).

However, such appealing advances and practices are still in their infancy. To date, the existing research on decoding of handwriting from electromyography is small and restricted to laboratory conditions. Several papers addressed the question of written character classification based on surface EMG, which involved implementation of machine-learning techniques to distinguish between muscle activation patterns for different written characters, such as digits, alphabet letters or simple geometric shapes. Linderman et al. (2009) classified symbols from 0 to 9, using eight bipolar surface electrodes placed on the hand and the forearm muscles. They implemented Fisher Linear Discriminant Analysis to obtain, on average, 90% accuracy of classification across subjects. Huang et al. (2010) used Dynamic Time Warping (DTW) to classify symbols based on 6-channel EMG recordings. Their average classification accuracy was 98.25% for digits, 97.89% for Chinese symbols and 84.29% for Latin capital letters. Li et al. (2013) improved the DTW algorithm by substituting Euclidean Distance with Mahalanobis Distance, to increase classification precision to almost 95%. In their experiment, subjects were instructed to write lower-case letters, while 4-channel EMG signals were recorded from their forearm.

The other studies considered a rather complex task of on-line decoding of the pen traces, based on the incoming EMG signals from the measurement electrodes. Among the most successful methods known to the authors, is the Wiener Filter (Linderman et al., 2009), which allows to attain accuracy of reconstruction of 47 ± 2% for X-coordinate and 63 ± 15% for Y-coordinate, measured by the coefficient of determination. However, the method used the data samples from the future, which would lead to extra delays in cases when used in the on-line mode.

In this paper, we consider the same multisubject data-set as in Linderman et al. (2009) and present our approach to EMG-based pen tracking that by taking into account the dynamic model of the pen coordinate process allows to outperform the previously reported techniques. The main idea behind our method is to fuse two information sources available about the process of handwriting. The first information source comes from the physical and the kinematic characteristics of handwriting. The second information source comes from the multichannel electromyography that indirectly measures the strength of the upper extremity muscles, activated to move the pen. To perform the fusion of the two sources optimally, we employ the Linear Kalman Filter (Kalman, 1960), which is a well-known recursive algorithm for dynamic statistical model-based inference.

2. MATERIALS AND METHODS

2.1. The Kalman Filter

2.1.1. Preliminary Remarks

In its classical formulation the Kalman Filter (KF) (Kalman, 1960) is an algorithm that fuses several (usually two) noisy sources of information to produce an estimate of the dynamical system's state vector, which is optimal in the “minimum squared error” sense. The method is over 50 years old, but it is still very popular, due to its intuitive structure, ease of implementation and computational efficiency.

In our application, the first information source is the dynamical model that captures the physical properties of the arm-wrist-pen device and is formalized as a multivariate autoregressive (MVAR) process, whose parameters are estimated from the data. The noisy vector of EMG measurements is the second source of information, whose relation to the pen coordinate is modeled via multivariate linear regression equation with coefficients determined from the training data-set.

For simplicity, the derivations provided in this section are based on the assumption of multivariate normality of the fused sources (Faragher, 2012), which is essential for the Kalman Filter to be the optimal estimator (the best among all other kinds). However, in the general Kalman Filter framework, this does not have to be the case (Arulampalam et al., 2002). When the assumption of normality does not hold, it is still possible to derive the KF equations based on the orthogonality principle (e.g., Jazwinski, 2007), which would guarantee the KF to be the best linear estimator, but not necessarily be optimal. In this case, it might be possible to increase accuracy by employing non-linear techniques that exploit higher order dependencies in the data, such as the Extended Kalman Filter (Julier and Uhlmann, 1997) or its “distribution-free” version, called Unscented Kalman Filter (Wan and Van Der Merwe, 2000). However, since the majority of trials in our multisubject dataset appear to test positively for the normality (see Appendix, Section Testing the Assumptions of the Model) the extent of improvement furnished by the use of the non-linear approaches is hard to predict theoretically. This leaves the question in the empirical realm to be addressed in the future studies.

As demonstrated by the statistical tests described in the Appendix (Section Testing the Assumptions of the Model), we could not reject the hypothesis of independence for the majority of trials. Based on this and, for the simplicity reasons, we base our developments in this paper on the assumption of independence of the two fused sources. In case the independence assumption is violated, the performance gained by taking into account the dynamics of the reconstructed process could have been more sizable should we use a slightly modified form of equations (Shimkin, 2009) to account for the non-trivial cross-covariance structure of the residuals. However, the extent to which modeling the cross-covariance structure of residuals would improve the performance is not entirely clear, due to the inherent non-stationarity and the associated estimation errors.

2.1.2. State Transition Model

As the first information source, we assume that, at each time moment t, the system evolves from the previous state at time t − 1, according to the rule:
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where

• [image: image], is a 6K × 1 state vector containing pen coordinates and their first and second rates of change for the window of K time moments starting from t;

• A is a [6K × 6K] state transition matrix, which performs the mapping between the state vectors at the two consecutive time moments;

• vt is a [6K × 1] vector containing process noise, which is assumed to be drawn from a multivariate Gaussian distribution with zero mean and covariance matrix Q.

Based on Equation (1), we can derive the following expressions connecting the mean and the covariance matrix of the state vector at the two consecutive time moments.

• μ1t = Aμ1(t−1) is a 6K-dimensional mean state vector at time t;

• [image: image] is a 6K × 6K positive-definite covariance matrix of the state vector at time t.

Detailed derivations of the model parameters can be found in the Appendix (Section Testing the Assumptions of the Model).

2.1.3. Measurement Model

Usually, in the KF framework, the measurement equation appears in the z = F(s) form, describing the way the process to be estimated (s) is related to the available vector of indirect measurements (z). However, in our application, due to causal and physiological reasons, it is more natural to think that the EMG registered muscle activity gives rise to the pen movement. Therefore, we use the “inverse” form of what is usually called the observation equation in the KF framework and write

[image: image]

where

• zt is a [8L × 1] observation vector containing L groups of eight EMG measurements corresponding to the [t − L + 1, t] window of L most recent samples;

• H is a [6K × 8L] measurement transformation matrix, mapping the measurement domain to the state vector domain;

• wt is a [8L × 1] vector of measurement noise with zero mean and covariance matrix R. Additionally, the measurement noise wt is assumed to be independent from the process noise vt.

The 6K-dimensional state mean vector at time t is given by

[image: image]

Since we do not model zt as a stochastic process, the covariance matrix of st reduces to covariance matrix of the measurement noise, so that [image: image]. Note that this noise is assumed to be stationary.

2.1.4. Information Fusion

As outlined in the previous two subsections, we have two independent sources of information about the state vector. The first endogenous source bases its predictions on the dynamical characteristics of the pen coordinates during the handwriting and yields f1(st|st−1) as the state vector distribution (red distribution in Figure 1). The second source is exogenous and uses externally registered EMG signals to suggest f2(st|zt) as the state vector distribution (blue distribution in Figure 1). In order to reconstruct the state vector, optimally taking into account the predictions from both sources, we perform the statistical fusion of the estimates based on the dynamical and the measurement models. The schematic procedure of the source fusion is illustrated in Figure 1.


[image: image]

FIGURE 1. Information Fusion by means of the Kalman Filter allows to improve reconstruction accuracy by adaptively balancing the contribution from the two information sources.



The joint conditional estimate of the state vector is distributed as ffused(st|st−1, zt) (green distribution in Figure 1). Assuming independence of the sources, the problem of finding f(st|st−1, zt) reduces to a simple multiplication of the two probability density functions, i.e.,
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The product of two multivariate normal distributions is also a multivariate normal (Rencher, 2003). Its mean and covariance can be easily expressed in terms of the mean vectors and the covariance matrices of each of the two normal multipliers.

Specifically, Σfused is the covariance matrix of the fused distribution can be computed as

[image: image]

and the 6K-dimensional mean vector of the fused distribution is found to be the following weighted sum of the two mean vectors of the fused information sources:

[image: image]

It is instructive to reformulate the expressions for the mean and the covariance matrix of the new distribution and to separate the influence of the two distributions being fused.

Using the matrix inversion lemma (Henderson and Searle, 1981), and setting

[image: image]

we can rewrite Equations (5) and (6) as
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and

[image: image]

For detailed derivation of the parameters see the Appendix.

The term Kt in Equation (7), commonly known as the Kalman Gain, plays a crucial role of the dynamic scaling factor reflecting the distribution of trust in each of the two information sources. It depends on the relative amount of uncertainty present in the estimates by each of the information sources alone, and varies over time.

Since covariance matrices are positive definite, Equation (8) shows that by fusing the two distributions we reduce the variation associated with the state estimate, proportionally to the Kalman gain. At the same time, the fused mean (Equation 9) becomes the weighted average of the endogenously predicted and the measurements-based mean estimates.

2.1.5. The Algorithm

Based on the above equations we are now ready to formulate the algorithm for calculating the Kalman Filter estimate. At each time moment the computation can be split into three consecutive steps.

1. Endogenous state prediction and error covariance update:
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2. Kalman Gain Calculation:
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3. Measurement Update:
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In order to relate our approach to the classical KF paradigm in the equations above, we assigned the variables used in the previous subsection to the standard symbols, commonly employed in the KF literature. In the above algorithm, the first step is to use the State Transition Equation only and to calculate the so-called a priori estimate [image: image], with associated variance Pt|t−1 (Equations 10 and 11).

Then, we calculate the Kalman Gain based on the a priori covariance matrix and the covariance matrix of the Measurement Model (Equation 12).

Finally, the a posteriori estimate [image: image] is computed by adjusting the endogenous a priori estimate with the EMG measurements. The amount of adjustment is governed by the time-varying Kalman Gain (Equation 14) and the innovations process [image: image], informing the algorithm on the amount of mismatch between the endogenous and exogenous estimates. The a posteriori uncertainty, associated with the prediction, based on the two models, is given by Pt|t (Equation 15), which shows that, in the final estimate, the a priori uncertainty gets reduced proportionally to the Kalman Gain.

2.2. The Experiment

2.2.1. Data

Six healthy participants were instructed to write symbols from 0 to 9, repeating each symbol approximately 50 times. At the same time, muscle activity was recorded with eight bipolar-surface EMG electrodes, placed on each participants leading hand muscles: opponens pollicis, abductor pollicis brevis, medial and lateral heads of first dorsal interrosseus, and four forearm muscles: flexor carpi radialis, extensor digitorum, extensor carpi ulnaris, and extensor carpi radialis. The reference electrode was placed on each subject's forehead. Position of the pen was recorded using the special digitizing tablet, yielding a pair of coordinates in the two-dimensional space. For a detailed illustration of the experiment set-up, see Linderman et al. (2009).

2.2.2. Preprocessing

Before applying the algorithm, we preprocessed EMG signals to extract the envelope via the standard rectification procedure. For each channel separately, we first calculated the absolute value of the EMG signals and then low-pass filtered the result with a second-order Butterworth Filter with the cut-off frequency of Fc. We optimized the value of the cut-off frequency based on the training subset of the recorded data to obtain the best reconstruction performance. In the final results reported here Fc = 2 Hz. Additionally, we have applied square-root transformation to each signal's envelope, obtained via the described rectification procedure.

2.2.3. Training and Testing

Half of the trials of each symbol was randomly assigned to training the parameters of the model, while the remaining half was used for testing the performance (Figure 2). During training, the parameters of the dynamical model (Equation 1) and the measurement model (Equation 2) were estimated. We applied Ordinary Least Squares Method to estimate matrix A in the state transition equation and matrix H in the measurement equation. Covariance matrices R and Q were estimated based on the residuals of the two fitted models. Note that estimation of the covariance matrices of the error processes is particularly simple here, since, at the model identification step, we have the direct access to both state vector and the actual EMG measurements, thanks to the experimental setup described in Linderman et al. (2009). Figure 2 shows the data flow diagram in the model identification and coordinate reconstruction modes.
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FIGURE 2. Implementation of the Kalman Filter algorithm. For each participant of the experiment, the trials are randomly divided into training trials (black) and testing trials (white). Then, the training trials are used for learning of the parameters of the state transition model (matrices A and Q) and the measurement model (matrices H and R). The EMG data from the testing trials and the learned matrices are then used for the prediction of the state vector in both models. Finally, the predictions of the two models are merged via the Kalman filter algorithm and the result of the filter is compared to the actual state vector. The squared correlation coefficient (R2) is used as a measure of efficiency of reconstruction.



We used two basic experimental designs to calibrate our pen tracking algorithm.

1. Within-Group Design

A single set of parameters (A, H, R, and Q) was estimated using the training trials from all symbols at the same time and then tested on the remaining test trials.

2. Between-Group Design

A separate set of parameters (An, Hn, Rn and Qn, n ∈ 0, ..9) was estimated for each symbol and then tested within the data from the trials of the same symbol.

Note that for Within-Group Design, only one set of matrices was estimated by pooling all the training samples together, while in Between-Group Design the four matrices were estimated separately for each of the ten symbols. Then, the out-of-training sample measurements were used to reconstruct handwriting via the recursive process outlined in Section 2.1.5.

The testing procedure was the same within each experimental design (see Figure 2). For each trial, the starting pen location point was set to zero vector. Then, the estimate of the pen position was computed recursively (Section 2.1.5). Reconstruction accuracy was measured by the squared correlation coefficient R2 between the actual coordinate and its fused estimate (Figure 2). This criterion corresponds to the percentage of energy in the actual pen traces (Total Sum of Squares - SSt) explained by the reconstructed ones (Explained Sum of Squares SSe), i.e.,
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The accuracy was computed within each trial, and then averaged across trials for each symbol. Confidence intervals were computed to account for the standard errors associated with the variation across the participants.

2.2.4. Comparison with Other Models

We compared the accuracy of our model to the accuracy of the Wiener Filter (WF) estimate, which was originally tested on the same data-set by Linderman et al. (2009). The Wiener Filter approach is directly equivalent to predicting the pen coordinates, using only the measurement equation of the KF-framework alone (Equation 2). In other words, the Kalman filter is the Wiener filter, accompanied by information about the system's physical properties. Therefore, a comparison between the two models would not only show the possible improvement associated with the Kalman Filter, but also highlight the isolated benefit furnished by employing the dynamical properties of the system.

In the framework of handwriting recognition from electromyography reported in Linderman et al. (2009), the pen trace at time t was represented as a linear combination of EMG signals recorded in the non-causal interval of t: [t − δ1, t + δ2]. The unknown weights, mapping rectified EMG signals into the pen-tip coordinate vector, were estimated using the Ordinary Least Squares Method. It is important to stress that, in contrast to the approach reported in Linderman et al. (2009), our reconstruction procedures (both Kalman Filter and Wiener Filter based) operate causally and use only the samples from the immediate past. For each time moment t, only the samples from the [t − δ1, t] interval were used. It is, therefore, interesting and instructive to test, whether or not the use of the dynamical model compensates for the reduced amount of information in the external measurements. In the situation when both methods use the same amount of exogenously registered data, the Kalman Filter is expected to outperform the Wiener Filter. To test the hypothesis, we performed the coordinate reconstruction with the two filters, fixing all other external parameters related to the data preprocessing step and compared their performance on the testing set of trials.

3. RESULTS

3.1. Finding Optimal Model Order

The dynamical model (Equation 1) and the measurement model (Equation 2) contain model order parameters K and L, corresponding to the number of past samples used. In order to find the optimal values of these parameters, we applied the cross-validation procedure. We used R2 as a metric of the goodness of reconstruction achieved (Figure 3).


[image: image]

FIGURE 3. Reconstruction accuracy as a function of model order parameters (K and L) for 6 subjects separately.



To search for the combination of K and L that delivers the highest performance, we looked for the values of these parameters that maximize the g = E(R2)/std(R2) ratio. The expected value E(R2) and the standard deviation std(R2) were computed over the trials in the data-set used for cross-validation. Therefore, high values of g correspond to the combination of high accuracy and stability of the reconstruction quality. Figure 4 shows the average over all subjects value of g and R2.
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FIGURE 4. Average reconstruction accuracy as a function of model order parameters (K and L). Left: average over all 6 subjects value of g. Right: Average over all 6 subjects value of R2 for the mean reconstruction accuracy in the two coordinates (X + Y)//2.



Based on these maps, we set K = 1 and L = 2 to obtain the results reported in this paper. Note that the number of optimal measurement lags was reduced from 20 to 2, comparing to the original paper by Linderman et al. (2009), which significantly reduces computational complexity of the problem and reduces the response time of the system and potentially allows to track brisker movements.

3.2. Within-Group Design

We first trained one set of parameters for all symbols and used it to reconstruct pen traces from the EMG data in the testing set. Figure 5 shows the result of reconstruction of several trials of each character for one of the participants. Despite being noisy and, at times, inaccurate, the symbols are still identifiable and reproducible between trials.
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FIGURE 5. Within-Group Reconstruction: several reconstructed trials of each symbol from cross-validation sample of one of the participants.



Table 1 gives a detailed accuracy distribution for all symbols. Each of the entries in the table were found as follows: we computed accuracy of reconstruction for each test trial available for each symbol, then calculated the statistics within trial of the same symbol to determine the reported mean and standard deviation. Finally, we computed 95% confidence intervals for the average accuracy of every symbol reconstruction, based on the sample of 6 participants. We report reconstruction accuracy by coordinates independently, and as an average between the two coordinates.

Table 1. Within-Group Reconstruction Performance: 95% confidence intervals for the average reconstruction accuracy of each symbol between the 6 participants.

[image: image]

Statistically speaking, we managed to achieve the average accuracy of 63 ± 17% and 73 ± 14% with 95% confidence, for the two reconstructed coordinates, as estimated for the six participants of the experiment. Note that the average accuracy in both coordinates is higher than that found by Linderman et al. (2009) (47 ± 2% and 63 ± 15% for the two coordinates, respectively), where non-causal Wiener Filter based reconstruction was employed. Additional improvement over that pioneering work lies in the use of the smaller number of measurement lags (L) (2 instead of 20, see Section 3.1) which reduces the response time of the system. These observations demonstrate the benefits brought in by the use of the dynamical properties of the process being identified.

3.3. Between-Group Design

In the Between-group design, we attempted to learn the parameters of the Kalman Filter for each symbol separately, and then reconstruct the traces of the same symbol. Figure 6 shows the results of reconstruction of several trials of each symbol for one of the participants. As predicted, the separate Kalman Filters for each symbol perform a more specific and accurate reconstruction, which is visually evident from the figure.
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FIGURE 6. Between-Group Reconstruction: several reconstructed trials of each symbol from cross-validation sample of one of the participants.



The average reconstruction in the two coordinates between subjects was 78 ± 13% and 88 ± 7%, respectively. Table 2 reports 95% confidence intervals for the average reconstruction accuracy of each symbol with separate Kalman Filters.

Table 2. Between-Group Reconstruction Performance: 95% confidence intervals for the average reconstruction accuracy of each symbol between the 6 participants.
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3.4. Comparison with the Wiener Filter

In the previous subsection we have shown that, as expected, the Kalman Filter improves the reconstruction performance, as compared to the previously proposed method (Linderman et al., 2009). The parameter search (Section 3.1) shows that adding non-zero autoregressive lag(s) to the model, and as a result, capturing the dynamical properties of the system, leads to the increase in accuracy of reconstruction for all subjects (Figures 3, 4).

To consider the increase in accuracy, specifically associated with the dynamical model, we reconstructed pen traces of several symbols by Within-group design (one set of parameters for all symbols), and then repeated the procedure on the same samples using the Wiener Filter, fixing all other external parameters, including those related to the training-testing split of the data and data preprocessing techniques.

On average, introduction of the KF framework leads to a significant increase in accuracy for both reconstructed coordinates across the six participants (Figure 7). The increase is more or less homogeneous between different symbols. Figure 8 shows the distribution of the difference between the Kalman Filter accuracy and the Wiener Filter accuracy for separate symbols. For all symbols, the difference is significantly greater than zero with at least 95% confidence, guaranteed by the one-sided Wilcoxon test for matched pairs.
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FIGURE 7. Distribution of the difference in the average performance of the Kalman Filter (KF) and the average performance of the Wiener Filter (WF) for all written characters across subjects. Statistical Difference between the average KF and the average WF performance is measured by one-sided Wilcoxon matched-pair test for X-coordinate, Y-coordinate and the average of the two, i.e., (X+Y)/2: **significantly greater than zero at 1% significance level.
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FIGURE 8. Distribution of the difference between the Kalman Filter Accuracy (KF R2) and the Wiener Filter Accuracy (WF R2) between subjects, measured for each written character independently. Statistical Difference between the KF and the WF performance is measured by one-sided Wilcoxon matched-pair test for each character: *significantly greater than zero at 5% significance level, **significantly greater than zero at 1% significance level.



The ergonomics of the reconstructed handwriting traces plays an important role. The use of the dynamical model to enforce natural smoothness of handwriting yielded improved ergonomics of the recovered traces. Figure 9 allow to visually compare the reconstruction of the pen traces for each symbol obtained with the two methods (left—the Kalman Filter reconstruction, right—the Wiener Filter reconstruction). As we can see from the figures, the use of the Kalman filter furnishes a smoother coordinate reconstruction than that based exclusively on the measurements. While both filters make it possible to visually discriminate between different symbols, the smoothness of the traces, obtained with the Kalman filter, makes them more natural and ergonomically plausible.


[image: image]

FIGURE 9. Pen trace reconstruction of digits zero to nine with the Kalman Filter (left) and the Wiener Filter (right), Within-Group Method for several cross-validation trials of one of the participants.



4. DISCUSSION

In this work we applied the Kalman Filter approach to reconstruction of handwritten pen traces on the basis of EMG measurements. We have demonstrated that it is possible to obtain accurate and ergonomic reconstruction of pen traces and still remain in the linear framework to utilize all the benefits associated with it. Our results show a significant improvement over the figures, previously reported by Linderman et al. (2009). In contrast to that pioneering work, we used only causal filtering and exploited fewer past samples of the EMG signals.

Although the accuracy of reconstruction does not generally go above 90%, in terms of the coefficient of determination, the method still offers a reliable and ergonomic reconstruction for all symbols. Approximately 25 trials of each symbol were enough to learn the parameters of the filter and yield comparable results in testing samples.

The method works well for both specific (Between-Group design) and general (Within-Group design) models, which reveals its potential for a wide range of applications. The Between-group design, although quite limited at first sight, is not entirely unrealistic, due to the fact that handwritten figures are very well discriminated between each other on the basis of EMG signals (Linderman et al., 2009; Huang et al., 2010). It means that separate Kalman filters can be applied as a second-stage algorithm in the off-line experiments, after another algorithm (such as the Hidden Markov Model of Linear Discriminant Analysis) is used to classify the symbols into groups.

The Within-group design, on the other hand, is more applicable to on-line handwriting reconstruction, when no prior information about the class of the symbol being written is available. In this framework the causality of our approach offers additional benefits and makes the EMG-controlled handwriting feel natural to the user. Also, the natural smoothness of the traces, recovered with the use of the KF, provides for an improved feedback, which is crucial in the real-life on-line scenario.

While our method has shown improvement over the previously proposed technique, it still requires thorough consideration before it can be reliably applied in neuroprosthetic devices and rehabilitation practices. One of the main difficulties in applying the Linear Kalman filter is the high variability of results across subjects. The confidence intervals in Tables 1, 2 clearly show very high margins of error, which indicate that handwriting is very person-specific.

Such heterogeneous performance across individuals apparently stems from a combination of behavioral and physiological factors, which we could not control in this study. Participants vary in the style and neatness of handwriting, including the way they hold and press the pen, and the strategies they apply to write the same symbol. Anatomical differences, such as the individual muscle length, muscle size and attachment to the bones and the differences in the amount of subcutaneous fat might be significant factors influencing the patterns of the recorded neuromuscular activity (EMGs). Additional source of variability may come from the variation in electrode placement sites.

The problem of EMG variability has received significant attention in the recent experimental literature (Linssen et al., 1993; Araújo et al., 2000; Nordander et al., 2003). Fundamentally, one and the same movement can be reproduced by different force patterns in multiple agonist and antagonist muscles. This phenomenon, called motor redundancy (Bernstein, 1967; Guigon et al., 2008) allows a certain kinematic pattern to be reproduced by virtually infinite number of distinct muscular activation patterns (Amis et al., 1979). The EMG recordings which we used captured relatively consistent EMG patterns in individual subjects, which were, however, different from subject to subject. The approach proposed in this paper appears to have sufficient generalization power to capture the within subject variability (both natural and the one that stems from instructed variations of symbol writings to be produced). However, initial training of the algorithm is required for each individual subject independently.

Additionally, the results can be further improved by individually tuning the latent parameters, such as the model orders, filter cut-off frequency and sensor locations. In this work, however, we intentionally used a single set of latent variable values in order to emulate the out-of-box performance of such a system. Methods for non-supervised on-line adaptation and individual tuning of the latent variables need to be developed to address these issues and make the fine-tuning seamless to the user.

The linear framework of the filter offers significant benefits, such as stability and good generalization ability. However, the non-linear nature of the relation between the recorded EMG signals and the actuator trajectory prompts to explore the use of non-linear models in this application. The benefits brought in by the non-linearity, however, have to be leveraged against the additional complexity and potential instability associated with the use of such models.

5. CONCLUSIONS

In this paper we investigated the relationship between handwriting and neuromuscular activity measured by electromyography. We built and optimized the Kalman filter in order to reconstruct the pen coordinates based on the dynamical characteristics of handwriting and the corresponding EMG measurements.

We showed that the Kalman filter significantly outperforms previously proposed method (Linderman et al., 2009) and yields a mean accuracy of 68% in Within-Group design and 83% in Between-Group design, measured by the coefficient of determination, averaged for the two reconstructed coordinates. Our method is suitable for real-time applications as it is causal and utilizes only the EMGs from the past. The dynamical nature of the Kalman filter provides for the time-varying optimal fusion of the information and allows to take into account not only the EMG activity, but also the physical properties of handwriting.

The main attraction of the proposed method is its ability to smooth the noise and, as a result, provide a comprehensible and realistic reconstruction. Further progress in this field would potentially create intelligent rehabilitation techniques for patients with hand injuries, as well as become useful in human-computer interfaces, associated with handwriting.
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APPENDIX

Parameters of the State Transition Model

Equation (A3) shows the distribution of the estimate of the State Transition Model given by Equation (1).

The mean of the distribution is

[image: image]

The covariance matrix is derived the following way:

[image: image]

Since the state estimate noise vt is uncorrelated with the estimate,

[image: image]

and the covariance matrix reduces to:

[image: image]

The Fusion

Under the normality assumption the probability density function (pdf) of the state space vector st can be written as

[image: image]

Since the additive noise term wt in Equation (2) is assumed to be Gaussian, while each of the observed EMG signals are not modeled as stochastic processes, the state vector follows the Gaussian distribution

[image: image]

By multiplying pdf in Equation (A3) by pdf in Equation (A4) we get a scaled fused Distribution of the state estimate:
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with parameters
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and a normalization constant
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Let us reformulate the expressions for the mean and Covariance matrix of the new distribution in such a way that they separate the influence of the two fused distributions.

Using the Matrix Inversion lemma (the Woodbury matrix identity) for two matrices of the same dimension (Σ1t and Σ2t) and setting [image: image] the parameters of the fused Gaussian can be neatly rewritten in the form of Equations (8) and (9), i.e.,
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Testing the Assumptions of the Model

We ran the Royston test for multivariate normality on the residuals of each training sample and concluded that for most samples the assumption of normality is not violated (at 1% significance level). Table A1 summarized the percentages of samples, in which the assumption of normality of the error term holds in the two reconstructed models and in the joint model.

Table A1. Percentages of trials across participants, in which the assumption of multivariate normality of the error term is not violated at 1% significance level.

[image: image]

The fusion of the two information sources described in this paper is heavily based on the assumption that the two merged sources are independent.

Then, we checked to what extent the two information sources can be considered independent. Taking into account the results of the test for multivariate normality, we checked for the absence of correlation between the error terms of the two merged models (Equations 1 and 2). We used the residuals of the two models to calculate the sample cross-correlation matrix and assessed the significance of its elements for each trial.

Given the sample size and the multiplicity of the tested hypothesis (36), we could not reject the null-hypothesis of no-correlation at 5% group level significance for the majority of trials (74%). Detailed distribution of the test performance across the participants is given in Table A2.

Table A2. Percentages of trials across participants, in which the test for uncorrelatedness of residuals of the two fused models was not rejected at 5% significance level.
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Feedback design is an important issue in motor imagery BCI systems. Regardless, to date it has not been reported how feedback presentation can optimize co-adaptation between a human brain and such systems. This paper assesses the effect of realistic visual feedback on users' BCI performance and motor imagery skills. We previously developed a tele-operation system for a pair of humanlike robotic hands and showed that BCI control of such hands along with first-person perspective visual feedback of movements can arouse a sense of embodiment in the operators. In the first stage of this study, we found that the intensity of this ownership illusion was associated with feedback presentation and subjects' performance during BCI motion control. In the second stage, we probed the effect of positive and negative feedback bias on subjects' BCI performance and motor imagery skills. Although the subject specific classifier, which was set up at the beginning of experiment, detected no significant change in the subjects' online performance, evaluation of brain activity patterns revealed that subjects' self-regulation of motor imagery features improved due to a positive bias of feedback and a possible occurrence of ownership illusion. Our findings suggest that in general training protocols for BCIs, manipulation of feedback can play an important role in the optimization of subjects' motor imagery skills.
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INTRODUCTION

Brain computer interfaces (BCIs) have widely become popular in many fields as a new communication and control channel between the human brain and an external device. However, the application of this technology is not as simple and intuitive as its concept suggests. To operate a BCI, subjects need to perform certain tasks and learn how to intentionally modulate certain characteristics of their brain activities in order to express their intentions. The motor imagery method, for instance, is one of the most commonly employed methods for BCI control of intended motions (Curran and Stokes, 2003). Subjects imagine the movement of a certain limb of their own body to induce changes in mu and beta rhythms over the corresponding sub-region of sensorimotor cortex. These changes are detected by BCI and translated into control commands. Motor imagery task requires relatively longer training compared to other BCI paradigms such as P300 or steady state visually evoked potential (SSVEP) since the mental rehearsal of a movement without actual execution is not a normal and daily practice for subjects and hence the task of motor imagery is an unfamiliar experience to most of them.

While the importance of subject's motor imagery skills in BCIs is well recognized, most studies have focused on the computer side and improving classification algorithms and very few have attended the human side and training paradigms that can facilitate the skill acquisition process for subjects (Lotte et al., 2013). As in any form of interface, users of BCIs learn to co-adapt with the system through the feedback they receive of their performance. Therefore feedback design is particularly influential in the process of motor imagery learning and performance improvement. Standard BCI protocols typically provide online visual feedback in the form of a moving cursor or target on the computer screen. Neuper et al. compared realistic presentation of feedback, in form of a grasping hand vs. abstract feedback in the form of an extending bar, on a computer screen (Neuper et al., 2009). However, they found no evidence of a significant difference between the performances of two feedback groups. In another study, the influence of motivation on BCI performance was also investigated by biasing the feedback accuracy (Barbero and Grosse-Wentrup, 2010). The results indicated that subjects with poor performance benefitted from positive biasing while those with better performance were impeded by inaccurate feedback. In a similar work (Gonzalez-Franco et al., 2011), authors provided subjects fake negative and positive feedback of their performance and reported that negative feedback had a greater learning effect on motor imagery BMIs.

Although in the above works, the effect of feedback presentation and accuracy has been probed, none of them has actually discussed the direct interaction between subject and BCI system. When performing a motor imagery task, subjects are asked to imagine their own body movements while the output is fed back in the form of movement for objects other than their own body. This mismatch and dissociation between subject's life experience and BCI task can in fact interfere with the imagination and impair the performance of motor imagery especially for novice users.

The goal of the present study is to explore the influence of feedback design on enhancement of user's performance and interaction with a BCI system. Previously we showed that BCI-operation of a pair of humanlike robotic hands by motor imagery while watching first-person perspective images of robot's movement could induce an illusion of body ownership transfer (BOT) for the operators (Alimardani et al., 2013). In post-experiment interviews, some subjects stated that when the robot moved as they intended, it felt like their own hand was moving and motor imagery became easier. We hypothesize that inducement of such feeling of ownership and the sense of agency driven toward the seen motions may have a positive loop effect on execution of motor imagery during BCI-operation. In other words, we speculate that once the thought of “I am the one moving the hands” raises the feeling of “These hands are mine,” the illusion of owning hands enhances the imagery ability in subjects and boosts the inverse thought of “These are my hands so I can move them.”

To that end, in this study we used the same BCI-teleoperation paradigm while exposing naïve subjects to different feedback conditions in order to probe the relationship between subject's experience of BOT and BCI-performance. Two experiments are presented. In the first experiment, by manipulating the presentation of misperformance, we surveyed how subjects' perception of their own performance could affect the intensity of BOT. In the second experiment, we then examined how this effect can be influential on subjects' real performance and trend of motor imagery learning.

Both experiments in this study were approved by the Ethics Committee of Advanced Telecommunications Research Institute International (12-506-3). All subjects read and signed a written consent form prior to experiment and received payment for their participation.

EXPERIMENT 1

This experiment was designed to investigate the inducement of body ownership illusion for a pair of BCI-operated human-like robotic hands under different presentations of feedback.

PARTICIPANTS

Forty healthy participants (26 male, 14 female, age M = 21.13, SD = 1.92) were selected for the experiment. Thirty eight participants were right-handed and 2 left-handed. All participants were naive to the research topic and received explanation prior to the experiment.

METHOD

Participants sat in a comfortable chair and were asked to remain motionless. They wore an EEG electrode cap and 27 EEG electrodes were placed over their primary sensori-motor cortex according to the international 10–20 system (FT7, FC5, FC3, FC1, FCz, FC2, FC4, FC6, FT8, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP7, CP5, CP3, CP1, CPz, CP2, CP4, CP6, TP8). A reference electrode was mounted on the right ear and a ground electrode on the forehead. Participants were asked to imagine a grasp or squeeze motion for their own hand while their cerebral activities were recorded by g.USBamp biosignal amplifiers (Guger Technologies). In an initial training session, they practiced a motor imagery task by extending a feedback bar to left or right side on a 15-inch laptop computer screen. A visual cue in the form of a horizontal pointing arrow specified the timing and the hand they were supposed to hold image for. Each trial lasted 7.5 s and started with the presentation of a fixation cross on the display. After 2 s an acoustic warning was given in the form of a “beep.” From second 3 to 4.25, an arrow pointing to the left or right side randomly was shown. Depending on the arrow's direction participants were instructed to perform motor imagery. They watched the feedback bar and continued the imagery task until the fixation cross was erased. After a short pause, which took 1 second, the next trial started. The first run consisting of 40 trials (20 trials per class left/right presented in a randomized order) was conducted without feedback and lasted 5 min. The recorded brain activities in the initial non-feedback run were used to set up a subject specific classifier for the classification in the following feedback runs. In the feedback runs, participants performed similar trials but received online classification results of their performance in form of a horizontal feedback bar on the screen. Subjects' task was to extend the feedback bar in the correct direction.

The classification of recorded signals was conducted under Simulink/MATLAB (Mathworks) for offline and online parameter extraction. This process included bandpass filtering between 0.5 and 30 Hz, sampling at 128 Hz, cutting off artifacts by notch filter at 60 Hz, and adopting the Common Spatial Pattern (CSP) algorithm for discrimination of Event Related Desynchronization (ERD) and Event Related Synchronization (ERS) patterns associated with the motor imagery task (Guger et al., 2000). The classifier was trained using CSP analysis of calibration measurements. CSP found weight vectors that weighed each electrode based on its importance for the discrimination task. The spatial filters were designed such that the resulting signal had maximum variance for left trials and minimum variance for right trials. Therefore, the difference between left and right populations was maximized to show where the EEG variance fluctuated the most. Finally, when the discrimination between left and right imaginations was made, the classifier outputted a linear array signal in the range of [−1,1], where −1 denotes the extreme left and 1 denotes the extreme right. Negative values were then translated as the robot's left hand grasp motions and positive values as the robot's right hand grasp motions. A threshold of ±0.1 was considered in the system, in order to avoid multiple movements of both hands for subjects with unstable classification results.

Following training sessions the main test sessions commenced, in which subjects wore a head mounted display (Vuzix iWear VR920) and tele-operated the robot's hands using the same BCI system. They performed a motor imagery task for their right or left hand while they watched first-person images of the robot's hands performing the motions respectively (Figure 1A). Two LED-embedded balls were installed in the robot's grasp and provided motor imagery cues by randomly lighting. During the experiment subjects were told to look down as if they were watching their own hands and the same blankets were laid on both the robot's and participants' legs to give a similar view. Participants placed their arms in a similar position and orientation as the robot's arms. In order to measure subjects' physiological reactions to a threatening stimulus, skin conductance response (SCR) electrodes were installed on their left palms. A bio-amplifier recording device (Polymate II AP216, TEAC, Japan) with sampling rate of 1000 Hz was used to record SCR measurements. Prior to the testing sessions, participants watched an act of injection via a syringe to the robot's hand (painful stimulus) through the head mounted display, which was explained to them as a necessary procedure for preparing the robot. The injection was continued until subjects' SCR responses disappeared (Armel and Ramachandran, 2003). Afterwards, testing sessions were carried out in a random order under three conditions (Figure 1B):

(1) Still (no feedback): The robot's hands did not move at all throughout the whole session although a subject performed motor imagery according to cues.

(2) Match (no negative feedback): The robot's hands moved only in those trials that the classification result was correct and in accordance with cue.

(3) Raw: The robot's hands moved according to the classification results in all trials. In case of wrong result that was not in accordance with cue, the robot's opposite hand moved.
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FIGURE 1. Experiment setup. (A) EEG electrodes installed on a subject's sensorimotor cortex recorded brain activities during a motor imagery task. Subjects watched first-person images from a robot's perspective through a head mounted display. A lighting ball in front of each of the robot's hands gave motor imagery cues and subjects imagined grasping their corresponding hands. The classifier detected two classes of results (right or left) and motion command was sent to the robot's hand. (B) Subjects repeated the experiment under three different conditions: Still, where the robot's hand didn't move at all. Match in which the robot's hand only moved in successful trials, and Raw where the robot's hand also performed failed trials using the wrong hand. (C) Experimental procedure consisted of a non-feedback session for classifier setup, training sessions and three operational sessions.



Still was designed as control condition where visual images of hands without motion feedback were expected to raise no body ownership illusion. The last session is called Raw since we inputted the unprocessed values obtained from the classifier as the robot's motion parameter. In all conditions above, participants performed trials that were designed to be identical to the trials in training sessions regarding duration and stimulus timing. Each session was followed by a break of 3 min. Test sessions comprised 20 trials, lasting 2 min and 40 s each (Figure 1C). Following the last trial, an injection was applied to the robot's left hand to examine if the illusion of ownership could cause a response to a pain-causing stimulus (Nishio et al., 2012). Immediately after injecting the session was terminated and participants were orally asked the following questions: (Q1) When the robot's hand was injected, did it feel as if your own hand was receiving the injection? (Q2) Throughout the entire session while you were operating the robot's hands, did it feel as if they were your own hands? Participants scored Q1 and Q2 based on the seven-point Likert Scale, 1 meaning, “Didn't feel such thing at all” and 7 meaning, “Felt it very strongly.” In addition to the self-assessment, we physiologically measured the body ownership illusion by recording the SCRs.

RESULT

The response variables for 40 participants were obtained from questionnaires and SCR recordings. Participants' responses in three conditions of Still, Match and Raw were averaged and compared. The mean value, standard deviation, and p-value are depicted on each graph (Figure 2).
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FIGURE 2. Results for experiment 1 (A) Mean values and standard deviations for Q1 in each session, with Match significantly higher than Still and Raw (B) Mean values and standard deviations for Q2 in each session, with Match and Raw significantly higher than Still (C) Mean values and standard deviations of SCR values for 35 subjects, with Match associated with significantly higher responses to injection than Still (D) Subjects' performances vs. their scores of illusion in the Match condition. For those with the same performance and score, the score has been slightly modified to a non-integer neighbor value to avoid the overlap of the markers. A significantly positive correlation was found between BCI-performance and intensity of illusion.



For both Q1 and Q2, the Match condition showed a higher average value compared to the other two conditions (Figures 2A,B). Non-parametric statistical analysis was used to compare as Shapiro-Wilks test rejected the normal distribution for the Likert scores. Kruskal-Wallis tests showed a significant effect of BCI tele-operation on the level of BOT between the three Still, Match and Raw conditions for Q1 scores [χ2(2) = 19.11, p < 0.0001] and for Q2 scores [χ2(2) = 34.52, p < 10−6]. Post-hoc Mann-Whitney U-tests for comparison with Bonferroni adjustment indicated that in Q1 Match (M = 4.38, SD = 1.51) raised BOT significantly higher than Still (M = 2.83, SD = 1.43); [Match > Still, p < 0.0001] and than Raw (M = 3.15, SD = 1.57); [Match > Raw, p < 0.01]. Similarly, Mann-Whitney U-tests with Bonferroni adjustment for Q2 scores showed significant difference between Match (M = 5.15, SD = 1.10) and Still (M = 2.93, SD = 1.25); [Match > Still, p < 10−6] and also between Raw (M = 4.18, SD = 1.38) and Still; [Raw > Still, p < 0.01].

The SCR peak value within a 6-s interval (1 s after the appearance of syringe in the participant's view to 5 s after the injection) was selected as the reaction value (Alimardani et al., 2013). In this experiment, we only evaluated the response values of 35 participants, since five participants showed unchanged responses during the experiment and were excluded from analysis. Results showed a higher mean value for the Match condition compared to the other two conditions (Figure 2C). Due to non-normal distribution of SCR values revealed by Shapiro-Wilks test, we performed Kruskal-Wallis tests on participants' reaction values and the analysis was significant, [χ2(2) = 8.39, p < 0.01]. Post-hoc comparisons by Mann-Whitney U-tests with Bonferroni adjustment confirmed significant differences only between Match (M = 1.68, SD = 1.98) and Still (M = 0.90, SD = 1.42); [Match > Still, p < 0.05]. Moreover, a significantly positive correlation was found between subjects' performances and the Q1 scores only in the Match condition (Pearson correlation coefficient r = 0.56, p < 0.05, Figure 2D). The term performance here refers to the rate of trials subjects could successfully grasp the lightened ball out of the total 20 trials in each run scaled in percentage.

DISCUSSION

In study 1, we investigated the inducement of body ownership illusion for a pair of BCI-operated human-like robotic hands under different feedback conditions. Results from both measurement methods (Q1 and SCR) indicated significantly high responses to the injection in the Match condition, where robot's hands moved only if the classification result was correct and same as the cue. This shows that the feeling of receiving an injection was significantly stronger when the robot's hands moved exclusively in agreement with the operator's intentions than when the robot made no motion (Still) or performed a wrong motion in the case of errors (Raw). Since this is a feeling aroused due to the illusion of ownership over robot's body, we can state that the transfer of body ownership could be evoked more reliably by precise mind-control of a robot's hands.

On the other hand, in Q2 participants directly scored their sensation of ownership for robot's body during the entire operation time. Based on participants' assessments, the feeling of ownership was significantly stronger in both the Match and Raw conditions, when the robot dynamically moved and reacted to the participant's intentions, compared to the control condition, Still, when the robot did not show any motion at all. Although Match showed a higher average response compared to Raw, no significant difference between these two conditions was confirmed in Q2. This can imply that in both the Raw and Match conditions the robot's successive motions following the participant's act of motor imagery raised a sense of agency during the session that led to a perception of owning the hands in participants.

Meanwhile, the results of this experiment showed a wide dispersion over the response values of illusion in each condition, which we presumed is due to the difference of performance level among subjects. A positive correlation was confirmed between participants' performances and their indicated scores for Q1 (Figure 2D), which indicates that participants with a better operational performance experienced a stronger illusion of BOT. Therefore, we can tell that subjects' skill in a motor imagery task and BCI performance are associated with the intensity of ownership illusion in such a tele-operational system.

From the obtained results in this experiment, we conclude that in a BCI-teleoperation system for humanlike hands, the feedback presentation could affect the eliciting of ownership illusion over the controlled hands; the illusion was augmented when negative feedback of subject's misperformance was eliminated. Also, a positive correlation was found between the intensity of BOT and subjects' performance, which suggests that subjects with better BCI-performance experienced a stronger illusion. Therefore BOT could be affected both by subjects' BCI-performance, and feedback design, which regulated subjects' perceptions of their own performance. On the other hand, although an intuitive conclusion of this experiment could be that better BCI-performance caused a stronger perception of illusion in subjects, the reverse thought could also be claimed; that is, higher BOT motivated subjects to perform better on the motor imagery task. Therefore, it remains to be clarified how the mutual interaction between performance and BOT is formed and how feedback design contributes to improvement of each element and their interaction (Figure 3). Thus, in experiment 2 we focused on the effect of feedback design on a subject's BCI-performance and examined how manipulation of subjects' perceptions of self-performance can affect the trend of their motor imagery learning and BCI-performance.
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FIGURE 3. Model diagram for effect of feedback design. Feedback bias can affect the interaction between BCI-performance and BOT illusion.



EXPERIMENT 2

From experiment 1 we found that subjects' perceptions of their own performance was important for the inducement of ownership illusion. Moreover, a close relationship between the intensity of illusion and a subject's performance was found. We were further interested in knowing how the subjects' self-evaluations and subsequent inducement of BOT can directly affect their skills in a motor imagery operational system. Therefore in this experiment, by manipulating the presentation and accuracy of subjects' performances we designed four different feedback conditions including two in which each subjects' performance was positively and negatively biased in the first half of each session. We then examined how conditioning feedback can affect the trend of learning by two methods; (1) measuring subjects' online performance in the second half of sessions and (2) comparing time-variant distribution of EEG features regarding right and left hand imagery in each half of the session.

PARTICIPANTS

Sixteen healthy subjects (6 male and 10 female, age M = 21.1, SD = 1.4) participated in this experiment. 15 participants were right-handed and one left-handed. None of them had participated in our previous experiments and they were all unfamiliar with the research topic. Participants received explanation prior to the experiment.

METHOD

The BCI devices, preparation procedure and session paradigms of Experiment 2 were identical with Experiment 1, except in this experiment we used a new type of head mounted display (Sony HMZ-T1) for the real time first-person visual feedback (Figure 1A).

Participants performed 4 experimental sessions each consisting of 40 imagery trials which lasted 5 min. Each session was followed by a break of 3 min. The first half of each session (20 trials) was randomly conditioned as below:

(1) Raw: Participants' performance was not biased. The robot's hands grasped the ball according to the classification result.

(2) Match: Participants' performance was not biased. However, the robot's hands only grasped the lit ball when the classification results matched the cue.

(3) Positive Feedback (Fake-P): Participants' performance was biased positively. The robot's hands grasped the lit ball correctly in 90% of trials regardless of the subject's real performance.

(4) Negative Feedback (Fake-N): Participants' performance was biased negatively. The robot's hands grasped the lit ball correctly only in 20% of trials regardless of the subject's real performance.

In the first two conditions, Raw and Match (Figure 1B), a subject's performance was not biased although the robot's hand motion in mistaken trials differed—one with execution of wrong hand motion and one without robot motion. Raw is an equivalent feedback design of the one used in general motor imagery BCIs where subject's failure in executing motor imagery for one class results in feedbacks of the other class. However, since Raw and Match conditions previously revealed a different level of illusion (Experiment 1) we made the assumption that presentation of negative feedback affects subject's perception of self-performance and therefore influences subject's interaction with the system. To clarify this point, we respectively designed two more sessions (Fake-P and Fake-N) in which we deliberately biased feedback of performance regardless of subjects' real performance accuracy in order to extremely enhance or decrease their self-evaluation. In the second half of all sessions subjects received feedback of their real performance as they did in Raw. The goal was to seek changes in BCI-performance and motor imagery skills in the second half of each session due to the positive or negative bias of feedback. Subjects' performance in the second half of all sessions was registered.

In addition to subjects' online performance, we conducted an offline re-analysis of data to extract the feature distribution of right and left motor imagery in each session. We speculated that by receiving biased feedback or experiencing illusion, subjects may consciously or unconsciously modify the generation of their brain activity patterns throughout the experiment, although the classifier could fail to detect these changes because it did not use a learning algorithm and once the classification boundary for the two classes, Right and Left, was defined within the feature space in the initial training session, the same classifier and parameters were used to the end of the experiment. Therefore, we used the original brain signals and ran the following offline processing to seek changes in motor imagery patterns.

After artifact removal and temporal filtering (Guger et al., 2000), the features used for classification were obtained by the method of CSP. Having N channels of EEG for each left and right trial X, the CSP builds an N × N projection matrix W. With the projection matrix W, the mapping of a trial is given as
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The columns of W−1 are the CSPs and can be seen as time-invariant EEG source distribution vectors. By design the variance for imagining left hand motion is largest in the first row of Z and decreases with the increasing number of subsequent rows. To obtain reliable features, it is not necessary to calculate the variances of all N time series. The optimal number of CSPs used to build the feature vector is four (Müller-Gerking et al., 1999). Therefore, only the first and last two rows (p = 4) of W were used to filter data X and build a new signal Zp (p = 1… 4). The variance of the resulting four time series is obtained for a time window T = (t0, t1)
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where window length was set to be 1 s, starting 1500 ms after the presentation of the cue (Pfurtscheller and Neuper, 2001). Feature vectors were obtained after normalizing and log-transforming as following:
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The online classifier uses each trial's feature vector fp to categorize it into two classes of right and left. In order to estimate the goodness of this classification, we used Fisher's discriminant criterion measures in a linear discriminant analysis to observe the distribution of two classes feature vectors in a 4-dimential space. Fisher's parameter J is defined as
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where [image: image] and [image: image] are the means of feature vectors for two right and left classes and the quantity [image: image] is the distance between the two classes' means. For each class [image: image] and [image: image] were defined as the scatter, an equivalent of the variance, and obtained by
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The quantity [image: image] indicates the within-class scatter. When performing motor imagery a larger J corresponds to closer dispersion of feature vectors per each class and further distance between two class means, which represents better feature distribution for classification, and therefore better execution of motor imagery task.

In each session, the J parameter for the first 20 conditioned trials (J1) and for the second 20 test trials (J2) was calculated. Since subjects' initial skills were diverse, and for every subject the order of sessions was considerable in the amount of motor imagery skills, the ratio ΔJ = J2/J1 was selected as a measurement of subjects' motor imagery learning in that session.

RESULT

Online performance

Performances of 16 subjects in the second half of each session were averaged and demonstrated in Figure 4A. The term performance refers to the percentage of successful trials among the post 20 trials. Fake-P (M = 60.78, SD = 10.24) showed the highest performance compared to Raw (M = 49.22, SD = 9.07), Match (M = 54.37, SD = 10.89) and Fake-P (M = 50.47, SD = 10.58). However, One-Way ANOVA test did not reject the null hypothesis, [F(3, 60) = 2.51, p = 0.07].
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FIGURE 4. Results for experiment 2 (A) Mean value of subjects' performances in the second half of each session is demonstrated. No significant difference was found. (B) Mean value of the ratio J2/J1, an identifier of motor imagery quality, showed significantly higher values in the Fake-P and Match conditions compared to Raw.



Offline classification

We calculated ΔJ for 16 subjects. Using interquartile range (IQR) for statistical dispersion in each condition (Moore and McCabe, 1998), two outliers were detected in the Fake-N condition (S2 and S4) and one outlier was detected in the Raw condition (S15). The data of these three subjects were discarded from further analysis. The mean value of ΔJ for the remaining 13 subjects was highest in the Fake-P condition (M = 2.12, SD = 1.78) compared to the other three conditions, Raw (M = 1.07, SD = 0.75), Match (M = 1.87, SD = 0.95) and Fake-N (M = 1.35, SD = 0.84) (Figure 4B). A One-Way ANOVA test yielded a significant effect of feedback design for the four conditions, [F(3, 48) = 3.53, p < 0.05]. Using Tukey post-hoc comparisons, a significance difference was obtained between Fake-P and Raw; [Fake-P > Raw, p < 0.05] and between Match and Raw; [Fake-P > Raw, p = 0.08].

DISCUSSION

In experiment 2, we biased the visual feedback of performance in a BCI-teleoperation system of a human-like robot in order to probe the effect of positive and negative feedback on subjects' BCI-performance and motor imagery skills.

Online results demonstrated no significant changes in the subjects' real time performances and the mean value of subjects' performances remained in the chance level for all conditions. On the other hand, results from offline classification revealed that the ratio J2/J1, an identifier of class separation between the two halves of sessions, was significantly higher in the Fake-P than in the Raw condition. This indicates that subjects could generate motor patterns that are more classifiable by CSP algorithm by receiving positive feedback of their performance in the Fake-P condition. Using a statistical significance level of 10%, a similar relation was confirmed between Match and Raw conditions, indicating that in the Match condition where subjects did not receive negative feedback of their failed performance, motor imagery improved and they could produce more separable activity patterns for two classes of right and left hand movement. Both results imply that positive bias of feedback had an enhancing effect on motor imagery learning which is consistent with some previous reports (Lotte et al., 2013). One probable cause could be the inducement of a stronger BOT due to biased feedback, which facilitated imagination of movement in motor imagery task and eventually enhanced self-regulation of brain patterns in subjects (Figure 3).

Unlike previous reports on biased BCI feedback, no significant improvement (Gonzalez-Franco et al., 2011) or impediment (Barbero and Grosse-Wentrup, 2010) was found in the Fake-N condition compared to other conditions. However, S2 and S4 who were discarded from analysis as outliers showed drastic ΔJ increase in Fake-N. Since subjects majorly received enhanced learning in Fake-P condition, we assume that the effect of biasing is closely relevant to the subject's personality and the influence of motivation on different individuals. While there are learners who benefit from encouragement and positive feedback of their performance, there are a few who benefit more from negative feedback and try harder when the feedback informs them that they are not performing well. In future experiments, a personality test could be used in order to categorize subjects into groups, so that results can be analyzed according to stratified personality groups.

Lastly, although in this experiment we hypothetically assume that enhancement of motor imagery learning due to positive bias of feedback was associated with ownership illusion over the controlled robot's hands (Figure 3), further study is required to veritably measure the intensity of illusion at the end of each conditioned section. In this experiment we suspected that pausing the sessions and asking assessment questions could shatter the illusion. In the future, comparison between human-like and non-human-like visual feedback under biased feedback is necessary to precisely verify whether illusion of body ownership influences the trend of motor imagery learning.

CONCLUSION

In this study, we designed two experiments to answer the following questions: (1) How can presentation of visual feedback affect the inducement of body ownership illusion in the BCI-operators of human-like hands, and (2) How can positively and negatively biased feedback in such a system influence operators' interaction with the system and improve their BCI performances. Results of the first experiment revealed that negative feedback of subjects' errors impeded the intensity of ownership illusion. Also BOT was correlated with subjects' performance in BCI and how well subjects felt they were in control of the hands. In the second experiment, we realized that biasing feedback could not immediately boost subjects' performance in the same session. However, the analysis of brain patterns showed that in fact it could change the trend of motor imagery learning.

In terms of feedback design for future BCI systems, it is conceivable that a more realistic feedback presentation can assist novice users to train and adapt to a system faster and more efficiently. Also, BCI users may benefit from positive bias of feedback in training sessions, although their personality should be taken into account. Meanwhile, since subjects motor imagery skills dynamically change during a session based on their state of mind, further development of sophisticated classifiers that customize classification parameters in an online session are required.
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Gaze-independent event-related potential (ERP) based brain-computer interfaces (BCIs) yield relatively low BCI performance and traditionally employ unimodal stimuli. Bimodal ERP-BCIs may increase BCI performance due to multisensory integration or summation in the brain. An additional advantage of bimodal BCIs may be that the user can choose which modality or modalities to attend to. We studied bimodal, visual-tactile, gaze-independent BCIs and investigated whether or not ERP components’ tAUCs and subsequent classification accuracies are increased for (1) bimodal vs. unimodal stimuli; (2) location-congruent vs. location-incongruent bimodal stimuli; and (3) attending to both modalities vs. to either one modality. We observed an enhanced bimodal (compared to unimodal) P300 tAUC, which appeared to be positively affected by location-congruency (p = 0.056) and resulted in higher classification accuracies. Attending either to one or to both modalities of the bimodal location-congruent stimuli resulted in differences between ERP components, but not in classification performance. We conclude that location-congruent bimodal stimuli improve ERP-BCIs, and offer the user the possibility to switch the attended modality without losing performance.
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INTRODUCTION

Event-related potential (ERP) based brain-computer interfaces (BCIs) can be used to actively and voluntarily control a system, e.g., for communication (Farwell and Donchin, 1988) or navigation (Bell et al., 2008; Thurlings et al., 2010). ERP-BCIs make use of stimuli that correspond to control options (e.g., “left” or “right”). The user can select an option by attending to the corresponding stimulus (target) while ignoring other stimuli (nontargets). Stimulus-locked brain responses (ERPs) differ between the attended targets and ignored nontargets.

Most ERP-BCIs employ visual stimuli and require the user to gaze at the target stimulus, i.e., such a BCI is gaze-dependent. When the user does not directly gaze at the target but only covertly attends to it, the high-level endogenous ERP components but not the low-level perceptual ERP-components differ from those of nontargets. This results in a reduced BCI performance in terms of classification accuracy (and hence bitrate) (Brunner et al., 2010; Treder and Blankertz, 2010). BCIs for which users do not have to gaze at the stimuli or to shift focus (alter viewing direction) in order to control it are called gaze-independent. An example is the Hex-o-Spell of Treder and Blankertz (2010). The importance of developing BCIs independent of the ability to shift focus has been expressed in studies investigating the rapid serial visual presentation paradigm (Orhan et al., 2012; Acqualagna and Blankertz, 2013). Yet, in that paradigm participants are required to directly focus at the visual stimuli.

When users cannot reliably direct their gaze, or when other tasks interfere with gaze, stimuli can also be presented in other modalities like the auditory modality (Schreuder et al., 2010, 2011; Höhne et al., 2011). In application domains such as driving and gaming, BCIs must be gaze-independent as gaze is required for control and navigation tasks and the visual (and auditory) channel is already heavily loaded (Van Erp and Van Veen, 2004). The tactile channel has also been suggested as a viable alternative for these situations, and Brouwer and Van Erp (2010) demonstrated the feasibility of employing tactile stimuli around the waist in a tactile ERP-BCI. The natural correspondence of tactile stimuli around the waist with navigation directions (Van Erp, 2005) makes a tactile ERP-BCI especially interesting for navigation applications.

BCI performance of tactile ERP-BCIs (Brouwer et al., 2010; Thurlings et al., 2012a,b) is generally lower than that of gaze-dependent BCIs (Thurlings et al., 2012a,b). In addition, when a BCI is used as a control device in the context of a dual-task, for example to navigate in a game, BCI performance is even lower than in BCI-only tasks (Thurlings et al., 2013). Therefore, in order to achieve effective use of BCI outside the lab, it is highly important to increase BCI performance of gaze-independent BCIs.

This study focusses on potential benefits regarding brain activity resulting from stimulus presentation in multiple sensory modalities, using a gaze-independent setup, and addresses three main research questions which are introduced in the next sections.

THE BIMODAL ERP-BCI

The processing and integration of multisensory stimuli is likely to cause additional neuronal activity (Ernst and Bülthoff, 2004; Driver and Noesselt, 2008; Stein and Stanford, 2008). Integration may take place at perceptual stages (Molholm et al., 2002; Philippi et al., 2008), higher cognitive stages (Schröger and Widmann, 1998), and/or during motor preparation and execution (Giray and Ulrich, 1993). Bimodal stimuli generally yield faster behavioral responses and more accurate perceptual discrimination (Gondan et al., 2005; Teder-Sälejärvi et al., 2005; Philippi et al., 2008).

Multisensory integration has extensively been investigated in cognitive science, but has barely received attention in the field of BCI. In a recent BCI-study, we showed that an additional (early) ERP component was present when participants were presented with and attended to stimuli in two modalities rather than one, due to multisensory interaction (Thurlings et al., 2012a). To the best of our knowledge, only two other BCI-related studies investigated bimodal stimuli: visual-tactile stimuli (Brouwer et al., 2010), and audio-visual stimuli (Belitski et al., 2011). In both studies the authors reported increased classification accuracies (i.e., the percentage of correctly classified target responses) for bimodal compared to unimodal conditions, which is in line with the trend we reported in Thurlings et al. (2012a).

Multisensory or bimodal ERP-BCIs can be regarded as a type of hybrid BCIs (Pfurtscheller et al., 2010a). Hybrid BCIs are BCIs that “can either process their inputs simultaneously, or operate two systems sequentially”. By allowing the processing of two inputs simultaneously, the second input could improve the classification accuracy of the first BCI (Pfurtscheller et al., 2010a; Yin et al., 2013).

As motivated in the beginning of the introduction, we are interested in multisensory BCIs, as a way to potentially increase BCI performance of (traditional) unimodal ERP-BCIs, in particularly the gaze-independent variants. From the three above mentioned bimodal studies, only Brouwer and Van Erp (2010) used a gaze-independent setup with visual-tactile stimuli. However in that study the effects on target and non-target responses of endogenous (voluntary) attention and exogenous (stimulus driven) attention were confound. Both endogenous and exogenous attention can affect ERP components (Woldorff and Hillyard, 1991), but only endogenous attention is relevant for BCI operation. Thus, the question whether or not gaze-independent ERP-BCIs benefit from bimodal stimulus presentation remains unanswered.

Multisensory integration has been shown to start as early as 80–120 ms after stimulus onset for visual-tactile stimuli (Sambo and Forster, 2009), but is modulated by endogenous attention at different stages of processing (Talsma and Woldorff, 2005). As reported in Thurlings et al. (2012a), positive effects of bimodal stimulus attending have been shown on an early stage of processing, i.e., early negative activity (N1) in the difference ERP (target minus nontarget ERP) was stronger for the bimodal compared to the unimodal conditions. However, we observed negative effects of bimodal stimulus attending on a late stage of the ERP, i.e., positive late activity (P300) in the difference ERP was stronger for one of the unimodal conditions (visual) compared to the bimodal condition. We hypothesized that the latter effect was caused by the spatial relation of the two unimodal stimuli that formed a bimodal stimulus pair. More specifically, although the spatial relation unambiguously indicated which unimodal stimuli formed a pair, those stimuli were not co-located. Possibly, this affected spatial attention and top-down stimulus processing. Therefore in the present study we focus on co-located (i.e., location-congruent) bimodal stimuli, with the expectation to lose the negative effects on late ERP components.

Thus, our first research question is: Are ERP components (quantified in the topographic Area Under the Curve or tAUC; Thurlings et al., 2012a,b) and corresponding classification accuracies of a bimodal visual-tactile ERP-BCI enhanced compared to its unimodal counterparts? We hypothesize enhanced bimodal ERP tAUCs both on early and late stages of processing when employing location-congruent bimodal stimuli in a gaze-independent setup, which should result in enhanced classification accuracies.

EFFECTS OF LOCATION-CONGRUENCY ON THE BIMODAL ERP-BCI

In case we find a benefit of bimodal compared to unimodal stimulus presentation and attending, as hypothesized in the previous section, it is relevant to know whether or not that effect depends (partly) on the spatial relation within the bimodal stimulus pairs. This is important for the designing of bimodal ERP-BCIs, especially since the most straightforward design might employ location incongruent bimodal stimulus pairs as in Thurlings et al. (2012a). In that study, a display presented visual navigation information and included visual stimuli located at the possible navigation directions. Tactile stimuli were presented around the waist, corresponding with navigation directions around us. To make the spatial relation as congruent as possible in that setup, the display was oriented in the horizontal plane, to match the horizontal lay-out of the tactile stimuli (Thurlings et al., 2012b). Therefore the bimodal stimulus pairs were directional-congruent, but not location-congruent. We showed in Thurlings et al. (2012a) that location-incongruency resulted in negative effects of bimodal (compared to unimodal) stimulus attending on a late stage, while effects on the early stage were positive (see previous section).

Literature on the effects of location-congruency is not unequivocal. According to the spatial rule (Meredith and Stein, 1986), stimuli from different modalities are only integrated when stimuli are spatially co-located (or proximate). Stein et al. (1989) showed for example that the performance of animals that were trained to approach visual stimuli is improved when matched with (unattended) auditory stimuli, but only if the visual-auditory stimulus pairs were spatially co-located (or proximate). Frassinetti et al. (2002) replicated these results in humans. However, also when bimodal stimulus-pairs are not location-congruent, behavior performance has been found to be enhanced (Gondan et al., 2005; Teder-Sälejärvi et al., 2005; Philippi et al., 2008). These studies differ in tasks, but have in common that the task does not enforce selective attention to one modality (as in the studies of Meredith and Stein), but rather both modalities need to be attended. Apparently the role of the spatial relation within multisensory information and if and how it affects multisensory integration depends on the specific circumstances (We address the role of selective attention to modality in the next section). Nevertheless, also when bimodal benefits are found for location-incongruent bimodal stimuli, behavioral performance may be further improved by location-congruency (Gondan et al., 2005). Teder-Sälejärvi et al. (2005) did not observe such a behavioral benefit, but did report differences in the ERP for location-congruent and location-incongruent bimodal stimuli after 100 ms. They concluded that there are overlapping and distinct processes involved in processing of location-congruent and incongruent stimuli.

Multisensory studies typically involve a task that requires participants to distinguish targets from nontargets based on physical stimulus characteristics, instead of on (only) spatial differences such as is the case in a BCI-setup (which uses spatial selective attention). Possibly, the role of the spatial relation is larger when the task is only based on spatial discrimination. Therefore it is important to study the role of the spatial relation of bimodal stimuli in ERP-BCIs.

Our second research question is: What is the effect of location-congruent compared to location-incongruent bimodal stimuli on the ERP tAUCs and corresponding classification accuracies in an ERP-BCI? We hypothesize positive effects for location congruent bimodal stimuli at late stages (e.g., P300 tAUC) of stimulus processing, which should correspond to enhanced classification accuracies.

EFFECTS OF SELECTIVE ATTENTION TO MODALITY ON THE BIMODAL ERP-BCI

Both exogenous and endogenous attention affect the ERP (Eimer et al., 2001). When participants are presented with bimodal stimuli, but they endogenously attend to either one or both modalities, exogenous attention involved in both cases is the same (as the physical characteristics have not changed). However, the amount of attentional resources allocated endogenously for processing the stimulus information of the two modalities involved differs between these cases (Macaluso, 2010). For example, when participants are precued and (pre)attending to the visual rather than the auditory modality, audio-visual stimuli are processed differently, resulting in enhanced early activity starting around 110 ms and peaking around 150 ms (Foxe and Simpson, 2005). Talsma et al. (2007) showed that for the earliest multisensory integration effect (a superadditive effect) of audiovisual stimuli to occur, both modalities need to be attended. Nevertheless, if only a single modality was attended integration still occurred but the process appeared to start later (after 250 ms after stimulus onset) and was dependent on which modality was attended.

Users of a bimodal ERP-BCI could choose to attend to either one or both modalities, which could affect the resulting ERP and may require modality-specific trained classifiers for optimal performance. In this study, we investigated the trade-off between possibly affected classification accuracies (when a bimodal classifier trained with attending to both modalities is used also when only one modality is attended to) and the advantage of the flexibility offered to the user to choose the modality to attend to.

Our third research question is: Does, and if so how does, attending to the visual or tactile modality, or both modalities affect ERP components’ tAUCs and corresponding classification accuracies in a bimodal ERP-BCI? We hypothesize that when both modalities (as opposed to either one alone) of bimodal (location-congruent) stimuli are attended, the early stage of the bimodal ERP tAUC is enhanced. Such an enhancement of the ERP tAUC could also result in enhanced classification accuracies.

Following up on the third main research question, a sub-question is: (3a) How do these classification accuracies depend on the degree of overlap in the attended modalities of the datasets during training and classification. That is, would it be possible to switch the attended modality during use, or does the classifier then need to be retrained? We hypothesize that classification accuracies are negatively affected if the applied classifier is trained on data with a different attended modality than the data that are being classified. When attended modalities during training and classifying partly overlap (i.e., visual and bimodal, or tactile and bimodal) higher classification accuracies are expected than when they do not overlap (i.e., visual and tactile).

MATERIALS AND METHODS

PARTICIPANTS

Ten students voluntarily participated in this study. Participants were aged between 22 and 26 years (mean age 23.5 years). All participants were male and had normal or corrected-to-normal vision. None had previously participated in a BCI-experiment and one was left-handed. The participants signed informed consent forms.

TASK

The task was to select one of two possible control options: left or right. In this study we used the index fingers to present stimulus information, in contrast to locations around the waist (corresponding to navigation directions around us) used in our previous tactile studies. The reason is that we here focus on a gaze-independent and location-congruent setup of bimodal stimuli, and participants should be able to comfortably perceive visual and tactile information from the same location(s). Because the bimodal stimuli should in addition be located at equal distances and angles from fixation, we opted to only employ two bimodal stimuli.

The two control options were presented sequentially in random order, at the left and right index finger through a tactile actuator, an LED, or both. To select an option, participants had to attend to a target stimulus location and modality, and count the number of tactile, visual or visual–tactile activations at that location. At the beginning of each trial the current target (i.e., a combination of finger and modality) was indicated by means of a short activation of the particular target stimulus. Participants were instructed to attend to all targets (and count them internally), and ignore nontargets. Within one trial, each control option (target and nontarget) was activated 10 times.

Note that although ERP-BCIs typically make use of more than two control options (i.e., more than one nontarget), Brouwer and Van Erp (2010) have shown that the P300 is also elicited in a 2-class tactile BCI and operation is not significantly reduced compared to a 4- or 6-class BCI.

DESIGN

The experiment involved six conditions, named after the type of stimuli and attended modality involved. In four conditions targets had to be attended in the modalities that the stimuli of that condition were presented in (no selective attention to modality): Visual, Tactile, Bimodal, Bimodal-Incongr (i.e., short for “Incongruent”). In the Bimodal condition a control option consisted of the simultaneous activation of a visual and tactile actuator at the same finger, while for Bimodal-Incongr a visual and tactile actuator of opposite fingers were matched. In the two other conditions, only one modality had to be attended, while bimodal (location-congruent) stimuli were presented. For attending the visual or tactile modality, the conditions were named: Bimodal-Att-V and Bimodal-Att-T, respectively. The order of the conditions was counterbalanced over participants.

Each condition consisted of three sets. In each set, each of the two control options was designated as the target three times, i.e., there were six trials. Each trial consisted of 10 consecutive repetitions of the control options in random order, i.e., in each set there were 60 target and 60 nontarget activations. The data of the first two sets (the training sets) were used for the training of a classifier, which was applied to classify the data in the third set (the test set). Online BCI-feedback was given to participants in the test set about which stimulus was classified as the target. The training (but not the test) set was also used for the analysis of participants’ ERP components.

MATERIALS

General

An actuator pair, consisting of a tactile vibrator and a visual LED, was attached with Velcro to each index finger (22 degrees from a fixation cross). The target and nontarget stimuli consisted of a single pulse with a pulse duration of 187.5 ms. The interval between pulses was 437.5 ms. To indicate the designated target control option at the beginning of a trial and the classified control option for BCI-feedback at the end of a trial, a 2 s and a 1 s single pulse were presented, respectively.

Stimuli

Tactile stimuli: The tactile stimuli were presented through a vibrating element called a tactor. The tactors were custom built and consisted of a plastic case with a contact area of 1 × 2 cm containing a 160 Hz electromotor (TNO, The Netherlands, model JHJ-3, see: Van Erp et al., 2007). To prevent participants from perceiving auditory information from the tactors, they listened to pink noise via speakers during the experiment in all conditions.

Visual stimuli: Visual stimuli were presented through two white LEDs of 5 mm, 3.2 V.

Bimodal stimuli: For all bimodal conditions, except for Bimodal-Incongr, bimodal stimuli consisted of the simultaneous activation of the visual and tactile stimulus on the same index finger (location-congruent). For the Bimodal-Incongr condition, the visual stimulus of one index finger and the tactile stimulus of the other index finger were activated simultaneously.

EEG recording equipment

EEG was recorded from eight linked-mastoids-referenced scalp electrodes (Fz, Cz, Pz, Oz, P3, P4, PO7, PO8) that used a common forehead ground (g.Tec medical engineering, GmbH). The impedance of each electrode was below 5 kΩ, as was confirmed prior to and during the measurements. EEG data were recorded with a hardware filter (bandpass 0.1–60 Hz, notch at 50 Hz) and sampled at a frequency of 256 Hz.

DATA ANALYSIS

EEG preprocessing and selection

To prepare the recorded EEG for ERP-analysis, we followed similar procedures as taken in Thurlings et al. (2012a,b): selecting (non)target responses, baseline correction, threshold rejection of responses, and computation of a difference ERP. However, the data were not additionally low-pass filtered (the relatively large band was chosen because of potential multisensory effects in the 30–60 Hz band).

Selecting (non)target responses: For ERP-analysis, both target and nontarget responses were used when preceded by a nontarget. Responses preceded by a target were discarded (i.e., there were no (other) targets presented between −625 and 625 ms relative to (non)target onset) (see also Treder and Blankertz, 2010).

Baseline correction: For the selected targets and nontargets, epochs from all electrodes were extracted from −100 to 625 ms relative to stimulus onset and baseline corrected relative to the average voltage during the 100 ms preceding the stimulus onset.

Threshold rejection of responses: We discarded epochs from all electrodes belonging to a certain stimulus, if any epoch contained amplitude differences exceeding 100 μV, indicating movement artifacts. On average, the previous steps left us with 58.8 target epochs (with a range over participants and conditions from 35 to 70) and 54.0 nontarget epochs (with a range over participants and conditions from 32 to 67). Subsequently, the selected target and nontarget epochs were averaged per participant, per condition and per electrode.

Difference ERP: We subtracted the averaged clean nontarget epochs from the averaged clean target epochs for each participant, each condition and each electrode. With this step, we removed exogenous (involuntary or automatic) attention effects. Further analyses were performed regarding this difference ERP (or endogenous ERP).

Identifying and quantifying ERP components

To identify and quantify ERP components triggered by endogenously attended stimuli, we applied the detection method as reported in Thurlings et al. (2012a,b). Only data of the training set was used, to prevent influence of BCI feedback. We identified significant effects of attending stimuli by performing a sample-by-sample t-test on the difference ERP (between 0 and 625 ms relative to (non)target onset) for each electrode and condition and clustered the stable segments (i.e., in this case at least seven consecutive significant samples; see also: Guthrie and Buchwald, 1991). Clusters were considered robust if they contained segments of at least two electrodes. These robust clusters defined the topographic distribution and the interval of the endogenous ERP components, taking the beginning of the earliest segment and the ending of the latest segment in the clusters as ERP component intervals.

We quantified the endogenous ERP components by using the tAUC-value (topographic Area Under the Curve), as described in Thurlings et al. (2012a,b). The tAUC reflects the magnitude of an ERP component not only by taking the averaged amplitude and duration of the component into account but also by considering the topographic distribution.

Online and offline BCI performance

Classification accuracies were calculated both online and offline. Online analysis was performed using BCI2000 (Schalk et al., 2004), which made use of SWLDA (stepwise linear discriminant analysis) on epochs from 0–797 ms after stimulus onset, decimation factor 4 (i.e., 64 Hz), and other standard parameters (maximum of 60 features, p-values initially included and backward excluded from the model <0.1 and >0.15 respectively; see Krusienski et al., 2008). The classifier was trained using the training set for each participant and for each condition.

We investigated classification accuracies more detailed offline. Standard classification parameters are based on visual ERP-BCI research. We established potentially more appropriate parameters for bimodal BCIs, and using those parameters assessed the results of the research questions in practical use. To this end, for all conditions we executed a parameter sweep with all combinations of decimation factors (between 4 and 26), and the number of blocks of downsampled windows (between 1 block and the maximum number of blocks approaching a correspondence of 800 ms). The parameter-pair resulting in the highest overall classification accuracies (averaged over all six conditions) after 10 repetitions was selected for further analyses. Then for each condition, we calculated accuracies after each repetition and established the number of repetitions which is expected most appropriate in practical use. We considered the number of repetitions the most appropriate, when classification accuracies of 70% or higher were achieved using a minimal number of repetitions (Kubler et al., 2004; Birbaumer and Cohen, 2007; Pfurtscheller et al., 2010b).

For all conditions, classification accuracies were determined by classifying the test set using a classifier trained on the training set. Additionally, to assess what the costs on BCI performance are of switching attended modality during BCI operation, analysis was done cross-conditionally: that is, for each of the conditions Bimodal, Bimodal-Att-V, and Bimodal-Att-T, the test set was classified using a classifier trained on the test set of each of the other two conditions. From the nine resulting classes of responses, we clustered three categories: (1) trained and tested on data of the same condition (“Equal”); (2) trained and tested on data of two different conditions, but with an overlap in the attended modality (e.g., trained on Bimodal, tested on Bimodal-Att-V; attending of the visual modality is overlapping) (“Overlap”); and (3) trained and tested on data of two different conditions, but without an overlap in the attended modality (e.g., trained on Bimodal-Att-V, tested on Bimodal-Att-T (“No Overlap”). Within each category the included classes were averaged per participant.

Statistical analysis

ERP components’ tAUC-values and classification accuracies were statistically analyzed using Statistica 8.0 (StatSoft, Tulsa, USA). To test for normality Shapiro-Wilk tests were applied, and when normality could not be assumed the data were log-transformed. We used separate one-way repeated-measures ANOVAs to examine different subsets of data appropriate to answer each of the three research questions when comparing three conditions, and paired t-tests when comparing two conditions. The dependent variables were tAUCs and classification accuracies. For the three main research questions, the independent variables were: (1) Bimodality (three levels: Visual, Tactile, Bimodal); (2) Location-Congruency (two levels: Bimodal, Bimodal-Incongr); and (3) Attending Modality (three levels: Bimodal, Bimodal-Att-V, Bimodal-Att-T). For sub-question (3a) the dependent variable was classification accuracies, and the independent variable was Cross-training (three levels: Equal, Overlap, No Overlap). Tukey post-hoc tests were applied when appropriate.

PROCEDURE

After the participant was verbally instructed and had read and signed the informed consent form, we attached the visual-tactile actuator pairs on his index-fingers using Velcro. The participant was seated in a dimly lit, electromagnetically shielded room and positioned his arms on the desk in front of him. We allowed the participant to become accustomed to the stimuli, by activating them for several minutes. The participant was asked to gaze at the fixation cross in front of him on the table.

During EEG preparation, we repeated the outline of the experiment and instructed the participant to move as little as possible during stimulus presentations. Before each condition, we informed the participant about the oncoming condition. When the participant indicated to be ready to begin, we started the condition. In the test sets, online BCI feedback was given after each trial (i.e., the 10th repetition). Each condition (including two training and one test recording) took approximately 3.8 min recording time. Conditions followed each other with 1–15 min breaks in between, depending on the participant’s preferences.

RESULTS

First we describe the general observed results (General) considering ERP components and BCI performance for each condition. Subsequently, the effects for each of the three main research questions (regarding the effects of bimodality (The effect of Bimodality), location-congruency (The effect of Location-Congruency), and selective attention to modality (The effect of Selective Attention to Modality)) are reported both with respect to ERP components and classification accuracy. Additionally, the effect of the sub-question of the third main research (addressing the effect of Cross-training) is presented in terms of classification accuracies (Classification accuracies of Cross-training (attended modality cross classifier)).

GENERAL

Endogenous ERP components

Spatiotemporal presentations of the amplitudes of the endogenous ERPs are presented in Figure 1A. For all conditions, endogenous activity was observed during one or two periods within the analyzed interval from 0 until 625 ms after stimulus onset. In Figure 1B, spatiotemporal plots show the significant stable segments. The red and blue areas in that figure indicate the polarities (positive and negative, respectively) of the clustered segments that were found to be robust and were thus identified as endogenous ERP components.
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FIGURE 1. Spatiotemporal representations of the endogenous ERP for each condition, with time (ms) on the x-axis and electrodes on the y-axis. Electrodes from top to bottom: Fz, Cz, Pz, Oz, P3, P4, PO7, PO8. (A) The Grand Average of the amplitudes of the endogenous ERP (μV) for each condition. (B) The statistical significance of the endogenous ERP (p-values) resulting in stable segments, clustered in ERP components. ERP components are marked by colored overlays in red and blue for positive and negative components, respectively.



As apparent from Figure 1B, only one endogenous ERP component was identified in all six conditions: the P300. In Figure 2, the ERP components are visualized by means of scalp plots (averaged amplitudes of the endogenous ERP at all electrodes, within the ERP components’ intervals). The P300 amplitudes were largest in the central-parietal area, it appeared to be the strongest in the Bimodal and Bimodal-Att-V conditions, and the weakest for the Visual condition. The windows in which the P300 was detected were: 203–367 ms (Visual), 230–441 ms (Tactile), 188–402 ms (Bimodal-Incongr), 203–348 ms (Bimodal), 230–442 ms (Bimodal-Att-V), and 297–430 ms (Bimodal-Att-T) after stimulus onset.
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FIGURE 2. Scalp distributions of the endogenous ERP for the identified endogenous ERP components. Only that part of the scalp is visualized, in which electrode information could be interpolated. Amplitudes (μV) are averages calculated within each ERP component’s interval, averaged over participants. If no ERP component was identified, the overlapping interval (of the windows of the ERP component for conditions in which it was identified) was used to visualize that activity for comparison. In that case, the scalp plot is left semitransparent, and the corresponding interval is shown in gray and italics.



Furthermore, early positive activity was detected and identified as P1 for the Visual, Bimodal-Att-V and Bimodal-Incongr conditions, in the windows 86–137 ms, 59–105 ms, and 66–164 ms respectively, after stimulus onset. For the Tactile and Bimodal-Att-T conditions a different early component was detected. Early negative activity was identified as an N2 in the windows 184–230 ms, and 180–223 ms respectively after stimulus onset.

The complete ERPs are visualized for each condition for electrode Pz in Figure 3 (grouped per research question). The main effect of conditions on the ERP components’ tAUC-values are visualized in Figures 5A–C.
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FIGURE 3. Grand average of the endogenous ERP. The averaged endogenous ERP is visualized for electrode Pz for each condition included in the comparison for each research question.
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FIGURE 4. Offline and online classification accuracies. (A) Offline and (B) online classification accuracies after each repetition for the conditions involved in the analysis of the first research question (the effect of Bimodality). (C) Offline and (D) online classification accuracies after each repetition for the conditions involved in the analysis of the second research question (the effect of Location Congruency). (E) Offline and (F) online classification accuracies after each repetition for the conditions involved in the analysis of the third research question (the effect of Attending Modality).
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FIGURE 5. Mean and standard errors over participants of the P300 (A–C) and classification accuracies (D–G), for each research question: the effect of modality (A,D), the effect of location-congruency (B,E), the effect of selective attention to modality (C,F), and the effect of cross-training (G). Condition pairs that significantly differed from each other are indicated by an asterisk (*) symbol.



BCI performance

A parameter-sweep was performed for combinations of decimation factors and the length of the epoch used (divided into blocks of downsampled windows). The parameter-pair of decimation factor 5 (i.e., 51.2 Hz) and epoch length of 625 ms resulted in the highest overall classification accuracies of 82.2% (SD: 11.1) over conditions. Thus, these parameters were further used for offline analysis.

Both online and offline classification accuracies are visualized in Figure 4. Overall classification accuracies (averaged over participants) are highest for all bimodal conditions employing location-congruent stimuli (i.e., Bimodal, Bimodal-Att-V, and Bimodal-Att-T). For all conditions offline classification accuracies increase with each repetition, except for the Bimodal-Incongr condition. After six repetitions, the averaged classification accuracies for five out of the six conditions exceeded the threshold of 70% necessary for effective control. For the Bimodal-Incongr condition this threshold was not reached at all. Therefore the sixth repetition is considered the most appropriate to assess effects of all research questions in a practical setting, and was used for statistical analysis.

THE EFFECT OF BIMODALITY

ERP components’ tAUCs

The P300 tAUC (Table 1) was significantly affected by Bimodality (F(2,18) = 23.93, p < 0.001). The P300 tAUC was larger for the Bimodal condition compared to both unimodal conditions (both p < 0.001), and did not differ significantly between the unimodal conditions (Figure 5A).

Table 1. Mean and standard errors averaged over participants of the tAUC-values (μV*ms) of all identified ERP components for each condition.
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The P1 was only identified for the Visual condition (neither for Tactile nor for Bimodal) and the P1’s tAUC (Table 1) differed significantly from 0 (t(9) = 6.69, p < 0.001).

The N2 was only identified for the Tactile condition (neither for Visual nor for Bimodal) and the N2’s tAUC (Table 1) differed significantly from 0 (t(9) = 6.41, p < 0.001).

Classification accuracies

The effect of Bimodality on classification accuracies was significant (F(2,18) = 7.30, p < 0.01), with higher accuracies for Bimodal compared to Visual (p < 0.05) and Tactile (p < 0.01) (Figure 5D).

THE EFFECT OF LOCATION-CONGRUENCY

ERP components’ tAUCs

An increased P300 tAUC (Table 1) for Bimodal compared to Bimodal-Incongr approached significance (t(9) = 2.19, p = 0.056) (Figure 5B).

The P1 was only identified for the Bimodal-Incongr condition (not for Bimodal) and the P1’s tAUC (Table 1) differed significantly from 0 (t(9) = 5.91, p < 0.001).

Classification accuracies

An effect of Location-Congruency on classification accuracies was found, with higher accuracies for Bimodal compared to Bimodal-Incongr (t(9) = 3.88, p < 0.01) (Figure 5E).

THE EFFECT OF SELECTIVE ATTENTION TO MODALITY

ERP components’ tAUCs

The P300 tAUC was significantly affected by Modality (F(2,18) = 7.50, p < 0.01). The P300 was stronger for the Bimodal and Bimodal-Att-V conditions compared to the Bimodal-Att-T condition (p < 0.05 and p < 0.01, respectively) (Figure 5C).

The P1 was only identified for the Bimodal-Att-V condition (neither for Bimodal-Att-T nor for Bimodal) and the P1’s tAUC (Table 1) differed significantly from 0 (t(9) = 8.19, p < 0.001).

The N2 was only identified for the Bimodal-Att-T condition (neither for Bimodal-Att-V nor for Bimodal) and the N2’s tAUC (Table 1) differed significantly from 0 (t(9) = 6.20, p < 0.001).

Classification accuracies (attended modality specific classifier)

For the attended modality specific classifier, the data used for training of the classifier and for the actual classification are recorded under the same attending-modality conditions (using bimodal location-congruent stimuli only).

No effect of Attending Modality on classification accuracies was found (Figure 5F).

Classification accuracies of Cross-training (attended modality cross classifier)

In this subsection the results of sub-question 3a are reported. For the attended modality cross classifier, training of the classifier occurred for each of the attending-modality conditions, and the resulting classifier was used to cross-classify the data of each of the attending-modality conditions.

Table 2 shows the results of the cross-condition classification analyses. In Figure 5G the effect of Cross-training on the clustered categories is visualized. Cross-training affected classification accuracies (F(2,18) = 4.86, p < 0.05), with higher accuracies for Equal compared to No Overlap (p < 0.05).

Table 2. Classification accuracies (averages and standard deviations) for each class of cross-conditional classification.
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DISCUSSION

THE EFFECT OF BIMODALITY

The first and main research question addressed in this study was: Are ERP components’ tAUCs and corresponding classification accuracies of a bimodal visual-tactile ERP-BCI enhanced compared to its unimodal counterparts? As we hypothesized, we found an enhanced late effect on the ERP (P300 tAUC) and corresponding enhanced classification accuracies for the location-congruent bimodal compared to the unimodal conditions, using a gaze-independent setup. In our previous bimodal work (Thurlings et al., 2012a), we did not find an enhanced bimodal P300. Instead, the bimodal P300 was even decreased compared to the visual P300. We hypothesized that effect to be a result of location-incongruent bimodal stimuli, as the P300 is affected by spatial attention (Kramer and Strayer, 1988). In this study, we showed that attending to (location-congruent) bimodal (compared to unimodal) stimuli does indeed result in an increasement of the P300 tAUC. The different findings in these two studies hint that location-congruency may indeed affect the processing of bimodal stimuli, which we will further discuss in the next section (The effect of Location-Congruency).

In contrast to our expectations, we did not find positive effects of attending to bimodal stimuli on the early stage of processing. In fact, we did not detect an early bimodal ERP component at all for location-congruent stimuli when both modalities were attended. However we did observe early ERP components for both unimodal conditions: a visual P1 and a tactile N2. Because the unimodal conditions resulted in early ERP components with opposite polarities, the lack of a bimodal early ERP component in this study may be explained by counterbalanced activity. In Thurlings et al. (2012a) we did find a bimodal early ERP component (N1), which was not detected in either of the unimodal conditions. The early ERPs of those unimodal conditions, however, appeared much more alike and already showed a slight negative drift. Also in Talsma and Woldorff (2005)—in which positive effects of audiovisual stimulus attending on early and late stages of processing are reported- the unimodal early ERPs were quite alike. The same is the case in other bimodal studies (e.g., Gondan et al., 2005; Teder-Sälejärvi et al., 2005; Philippi et al., 2008). In multisensory literature there is an on-going debate about whether or not superadded activity is elicited when multisensory integration takes place, and how integration effects can be measured (Barth et al., 1995; Gondan and Röder, 2006; Boll and Berti, 2009; Senkowski et al., 2011). Perhaps ERP summation is the driving factor behind enhanced effects of bimodal compared to unimodal ERPs in our study.

If unimodal ERP components need to be alike to elicit bimodal effects usable in BCI, it is relevant to understand why in the current study this was not the case. For the tactile condition the early ERP component (N1) resembles the tactile N2 described in Thurlings et al. (2012a), but occurred slightly (~25 ms) earlier in this study. The P1 from the visual condition also occurs ~25 ms earlier compared to the visual N2 in Thurlings et al. (2012a), but has a reversed polarity. Possibly, these visual early components do have the same generator: The polarity of the P1 can be reversed if the concerning electrode is measured in reference to for example the nose instead of linked-mastoids (Chiappa and Chiappa, 1997). Indeed in this study linked-mastoid references were used (with which a visual P1 is expected: Mangun, 1995) while in Thurlings et al. (2012a) a nose-reference was used. Not every ERP component has to be affected by such a difference: depending on the generator of a certain ERP component and the recorded electrode(s) this can affect polarity.

Attending to bimodal compared to unimodal stimuli may have increased exogenous as well as endogenous attention. Therefore the cause of the bimodality effect here could theoretically be either bottom-up, or top-down driven, or by an interaction between the two. In this study Bimodality affected the ERP positively at the late stage. Since Hopfinger and West (2006) found the P300 to be unaffected by increased exogenous attention, we think that top-down controlled endogenous attention caused the Bimodality effect. While this study does not map out the exact mechanism behind the effect, it is clear that BCI performance was much higher when congruent bimodal stimuli were used compared to unimodal stimuli. We therewith provide a way to improve performance of a gaze-independent ERP-BCI.

THE EFFECT OF LOCATION-CONGRUENCY

The second research question concerned the effect of location-congruent compared to location-incongruent bimodal stimuli on the ERP components’ tAUC and corresponding classification accuracies in an ERP-BCI. As we hypothesized, we found an indication that location-congruency positively affects the late ERP component tAUC in response to bimodal stimuli (p = 0.056), and this trend corresponded to increased classification accuracies.

Although we only expected location-congruency to influence the late stage of the ERP, we also found a difference at the early stage: A P1 was observed for the Bimodal-Incongr condition, whereas we did not detect early ERP components for the Bimodal condition at all. This P1 resembles the P1 from the conditions in which the visual modality was relevant (Visual and Bimodal-Att-V). Therefore the occurrence of the P1 in the Bimodal-Incongr condition could be due to (stronger) attending to the visual modality. Although for that condition, participants were instructed to attend both modalities equally, the task may have been too difficult as the locations of the visual and tactile parts of the bimodal incongruent stimuli were rather far apart, and even in opposite hemifields. This could have caused participants to attend more to one of the modalities, in this case, the visual modality. The P1 seems even stronger in the Bimodal-Incongr compared to the Visual condition and compared to the Bimodal-Att-V condition, suggesting that in the Bimodal-Incongr condition participants tried to focus even more on the visual part of the stimulus to not have themselves distracted by the tactile stimulus.

BCI performance was clearly affected by location-congruency. Therefore bimodal BCIs (based on spatial attention) should be based on location-congruent bimodal stimuli for optimal performance. The performance drop caused by location-incongruent bimodal stimuli is expected to depend on the degree of incongruency.

THE EFFECT OF SELECTIVE ATTENTION TO MODALITY

The third research question was does, and if so how does, attending to the visual or tactile modality, or both modalities affect ERP components’ tAUCs and corresponding classification accuracies in a bimodal ERP-BCI? We hypothesized a positive effect on the late ERP component tAUC when both modalities of bimodal (location-congruent) stimuli were attended rather than just one. Indeed attending to both modalities resulted in a stronger P300 compared to attending to the tactile modality alone, but it was equally strong as attending to the visual modality alone. Possibly, and in line with our interpretation of effects on the P1 as discussed in the previous section (processing of), the visual stimulus was dominant over (processing of) the tactile stimulus.

Selectively attending modality also had an effect on the early ERP components’ tAUCs. When the visual modality was attended in a bimodal BCI, a P1 was detected, similar as in the visual BCI. Likewise, when the tactile modality was attended in a bimodal BCI, an N2 was detected, similar as for the tactile BCI. Thus, these early ERP effects appear unrelated to multisensory interaction and solely explainable by unisensory (bottom-up) effects of stimulus processing at attended locations and within attended modalities.

The effect of Cross-training

BCI performance in terms of classification accuracies was equally good for the three bimodal attention conditions. This means that users can choose a preferred modality to attend to for operating a bimodal BCI when training and classifying occurs using the same attended modalities (attended modality specific classifier). We additionally assessed the effect of switching the attended modality during BCI operation by cross-classifying each one of the three bimodal attention conditions (sub-question 3a). The results indicate that when the attended modalities are different during bimodal BCI operation and training of the bimodal classifier (attended modality cross classifier), this causes a drop in BCI performance. The size of this drop depends on the degree of overlap in the attended modalities. However, even if there is no overlap, operation of the bimodal BCI is still feasible and performance is similar to that of unimodal BCIs. That means that bimodal BCIs offer the option to be used flexibly, i.e., users can switch the modality to attend to during operation.

CONCLUSION

Multisensory effects can be used to enhance BCI performance (as reflected by classification accuracies) by employing bimodal stimuli. In this study we investigated bimodal effects in gaze-independent ERP-BCIs, using visual-tactile stimuli. The P300 tAUC and corresponding classification accuracies were enhanced when participants were attending to (location-congruent) bimodal vs. unimodal stimuli. Unexpectedly, we did not observe early bimodal effects for the specific condition where stimuli were location-congruent and both modalities were attended. This is possibly due to reversed polarities of early unimodal ERP components. We suggest that bimodal BCI performance may further be improved when the early unimodal ERP components are more similar, which may be achieved with different locations of the EEG reference electrode.

Furthermore, bimodal classification accuracies were improved when bimodal stimuli were location-congruent. Thus bimodal BCIs should be designed location-congruent for optimal performance.

Additionally, BCI performance was invariant for the specific modality attended, although the underlying ERP components’ tAUCs were affected. When the bimodal classifier was not trained for the specific modality attended, the drop in BCI performance depends on the degree of overlap in attended modalities between training and classifying, but was still at least as good as for the unimodal ERP-BCIs. Thus bimodal BCIs may increase BCI performance and offer more flexibility in use. This implies that for the practical use of BCIs, people who are either restricted physically or by the context of use (e.g., sensory overload of the visual channel while driving) to attend to a certain modality may benefit from using bimodal BCIs.
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Maintaining equilibrium is basically a sensorimotor integration task. The central nervous system (CNS) continually and selectively weights and rapidly integrates sensory inputs from multiple sources, and coordinates multiple outputs. The weighting process is based on the availability and accuracy of afferent signals at a given instant, on the time-period required to process each input, and possibly on the plasticity of the relevant pathways. The likelihood that sensory inflow changes while balancing under static or dynamic conditions is high, because subjects can pass from a dark to a well-lit environment or from a tactile-guided stabilization to loss of haptic inflow. This review article presents recent data on the temporal events accompanying sensory transition, on which basic information is fragmentary. The processing time from sensory shift to reaching a new steady state includes the time to (a) subtract or integrate sensory inputs; (b) move from allocentric to egocentric reference or vice versa; and (c) adjust the calibration of motor activity in time and amplitude to the new sensory set. We present examples of processes of integration of posture-stabilizing information, and of the respective sensorimotor time-intervals while allowing or occluding vision or adding or subtracting tactile information. These intervals are short, in the order of 1–2 s for different postural conditions, modalities and deliberate or passive shift. They are just longer for haptic than visual shift, just shorter on withdrawal than on addition of stabilizing input, and on deliberate than unexpected mode. The delays are the shortest (for haptic shift) in blind subjects. Since automatic balance stabilization may be vulnerable to sensory-integration delays and to interference from concurrent cognitive tasks in patients with sensorimotor problems, insight into the processing time for balance control represents a critical step in the design of new balance- and locomotion training devices.

Keywords: sensory integration, sensory reweighting, haptic, vision, equilibrium, quiet stance, dynamic balance

INTRODUCTION

Maintaining balance involves complex sensorimotor transformations that continually integrate several sensory inputs and coordinate multiple motor outputs to muscles throughout the body (Ting, 2007). The control of quiet-standing posture consists in the maintenance of the center of mass (CoM) of the body within narrow limits. Also under dynamic balance conditions, like riding a platform periodically moving in the antero-posterior direction (Buchanan and Horak, 1999; Corna et al., 1999), the body requires accurate control of the CoM displacement within the range of the platform displacement. In both cases, the spatio-temporal activity of the agonist postural muscles (Schieppati et al., 1994, 1995; Tokuno et al., 2007; Kelly et al., 2012; Wright et al., 2012; Sozzi et al., 2013) is orchestrated by the central nervous system (CNS) based on one or multiple frames of reference (Peterka, 2002; Mergner et al., 2003; Schmid et al., 2007) upon which the body scheme is constructed (Haggard and Wolpert, 2005).

While keeping our body stable during the so-called “quiet stance” condition, feed-forward mechanisms are paramount in modulating the tonic activity in our antigravity extensor muscles and the correcting bursts in the antagonist muscles, which together control the displacement of the center of foot pressure (CoP; Morasso and Schieppati, 1999; Jacono et al., 2004; Bottaro et al., 2005, 2008; Loram et al., 2011; Vieira et al., 2012). In turn, these spatio-temporal patterns of activity rely on the knowledge of our orientation in space and of the relative position of our body segments during stance. This knowledge is built on multiple sensory inputs, which concur in the more or less accurate construction of the “internal model” of our body and of its relationship with the environment (van der Kooij and Peterka, 2011). The accuracy depends on the number and quality of the inflow from the various sensory modalities that have access to the centers integrating and using such information. Feedback obviously contributes to the instant-to-instant control of the stabilizing effort both by engaging reflex responses and by continuously updating the internal model (van Emmerik and van Wegen, 2002). Under steady-state conditions, the feedback contribution may be down-weighted by the brain (Peterka and Loughlin, 2004; Assländer and Peterka, 2014). Under dynamic but stabilized conditions, as when standing on a tilting platform and holding onto a still frame, the proprioceptive feedback from the legs is also down-weighted (Nardone et al., 1990; Schieppati and Nardone, 1991). During locomotion, alteration of the proprioceptive input from the leg muscle produces little effects on gait variables (Courtine et al., 2001). Thus, under predictable, steady-state conditions and tasks, be they static or dynamic, voluntary or produced in response to equilibrium perturbation, the excitability of the circuits ultimately called forth in the control of equilibrium may be tuned down. In general, sensory gating optimizes the execution of ongoing motor tasks (Clarac et al., 1992) by minimizing the effects on the motor command due to the inescapable delay from detection of the relevant information to its transmission to the neural generators of muscle activity (Suzuki et al., 2011). In this context, it is helpful to introduce an operative definition of postural set as it applies to both the control of body orientation in space and to the particular temporary level of excitability of the sensorimotor circuits underpinning the actual state of the body in its environment: “sensorimotor set is a state in which transmission parameters in various sensorimotor pathways have been adjusted to suit a particular task or context” (Prochazka, 1989). As such, the postural set, and in particular the neural circuits’ excitability to impending stimuli, is modifiable by the intention to change motor task and by the prediction of a change in the environment.

Stance stability depends on the availability and accuracy of the afferent stimuli that are integrated by the brain. The time-period whereby a sensory input is integrated and incorporated in the control of equilibrium is critical. For example, when the CoM is close to the border of its fixed support base (Schieppati et al., 1994), a handful of milliseconds can be enough to pass this limit and reach a condition that prevents any useful reaction. Any stabilizing information (e.g., vision) must therefore be rapidly integrated and rapidly produce corrective actions. Further, when we maintain the equilibrium during repeated and predictable perturbations of balance, anticipatory postural adjustments occur and in this context changes in visual conditions can quickly lead to appropriate modification in the anticipatory activities with appropriate changes in the balancing strategy (Corna et al., 1999; Schieppati et al., 2002).

The dependence of the control of human stance on sensory information has been the object of a great deal of investigations (Paulus et al., 1984; Day et al., 1993; Bronstein and Buckwell, 1997; Maurer et al., 2006; Guerraz and Bronstein, 2008). Much attention has been devoted to the central integration of afferent input from visual, somatosensory and vestibular receptors (Massion, 1994; Mergner and Rosemeier, 1998; Meyer et al., 2004; Borel et al., 2008). Changes in these sensory inputs lead the CNS to re-evaluate the respective contribution of the different sources of information for regulating posture (Oie et al., 2002; Peterka and Loughlin, 2004).

Ultimately, the more rapid the gain modulation on the insertion (or withdrawal) of a new stabilizing input, the shorter the time-period to reach the new appropriate postural set. Any information from the environment and from the body itself would concur in creating the better condition for the release of the postural muscle bursts apt to brake the displacement of the body’s CoM. It would be therefore appropriate if the CNS could integrate the stabilizing information within the shortest possible period of time.

The effects of changing sensory inflow during the performance of a coordinated complex motor task such as maintaining balance under quiet stance or dynamic conditions have received little attention so far (Rabin et al., 2006; Tax et al., 2013). The likelihood that sensory inflow changes during a complex movement is high, not only because of the obvious movement-related changes in proprioceptive input, but also because movement can imply passing from a dark to a lit environment, or from a stationary to a moving visual flow, or from a tactile-guided body displacement to an abrupt loss of such haptic-stabilized condition (Bove et al., 2006). The basic information for addressing these aspects of sensorimotor integration is fragmentary. Hence, the purpose of this review is to discuss sensory reweighting during static or dynamic balancing tasks. Particularly, the review focuses on the time-interval necessary for integration of balance stabilizing haptic or visual inputs, since this topic area is still relatively unexplored with most of the most relevant work having occurred in recent years.

VISUAL INFORMATION AND STANCE STABILIZATION

Vision affects both body sway during quiet stance (Schieppati et al., 1994; Nougier et al., 1998; Slobounov et al., 1998) and postural synergies when balancing on an oscillating platform (Buchanan and Horak, 1999; Corna et al., 1999; De Nunzio et al., 2005; Schmid et al., 2007). In a variety of situations, vision dominates over the proprioceptive input from a great number of postural muscles, the activity of which necessarily accompanies the standing task (Nardone et al., 1990; Bronstein and Buckwell, 1997; Redfern et al., 2001; van Emmerik and van Wegen, 2002; Hagura et al., 2007; Schmid et al., 2008; Carpenter et al., 2010; Murnaghan et al., 2011).

INTERACTION OF VISION AND PROPRIOCEPTION

Regardless of the weight assigned to vision and proprioception by the brain, the interaction between the two sensory inputs may not be based on a simple algebraic sum, not least because of the different time-period necessary for the two inputs to access the brain, as shown by the different latency of their primary components in the cortical evoked potentials (Schieppati and Ducati, 1984; Bodis-Wollner, 1992; Shokur et al., 2013) or to reach consciousness (Barnett-Cowan and Harris, 2009). Further, the ultimate functional effects of either input or of their interaction over time relates to the particular current balance or movement constraints. For example, anticipatory muscle action preceding a predictable perturbation of quiet stance eyes-open is delayed by vibration of leg muscles (Mohapatra et al., 2012). On the other hand, relatively minor effects of muscle vibration are induced on the balancing behavior on a continuously oscillating platform in spite of vision being denied (De Nunzio et al., 2005). These findings open the issue of the effectiveness of leg muscle tendon vibration per se in modifying the control of balance, i.e., of a task strongly dependent on proprioception. This is not a matter of interest for this present review. Suffice it to mention here the intriguing finding that tendon vibration operates by triggering a vibration-frequency entrained discharge of the primary afferent fibers from the spindles (Hagbarth et al., 1973; Burke et al., 1976; Roll and Vedel, 1982; Matthews, 1988; Naito, 2002), while quiet stance relies mostly on the inflow of the secondary spindle afferent fibers (Schieppati and Nardone, 1995, 1999; Marque et al., 2001; Nardone and Schieppati, 2004; see also Pettorossi and Schieppati, under review).

Postural control provides an experimental context appropriate to highlight the interaction of multiple sensory inputs originating from different sensory systems (Hatzitaki et al., 2004). Body stability strongly depends on the non-linear aspects of the sensory fusion process and its temporal dynamics (Black and Nashner, 1984; Jeka et al., 2000; Horak and Hlavačka, 2002; Barnett-Cowan and Harris, 2009; Rowland and Stein, 2014). In turn, this depends to a large extent on the nature of the signals involved and their spatiotemporal relationship (Hlavačka et al., 1999). Experiments on the ability of young and elderly subjects to reconfigure their mode of stance control when submitted to successive reduced and augmented visual sensory conditions have shown a deficit in the operation of their central integrative mechanisms responsible for promptly modifying their postural control in the elderly (Teasdale et al., 1991). Young and elderly subjects’ body sway increased when occluding vision, while adding vision had a better effect on sway in young than the elderly, suggesting that elderly persons have a deficit in exploiting the stabilizing effect of vision (Jeka et al., 2010).

In a recent study, it was assumed that the sensory organization and the consequent postural set were influenced by the temporal relationship between visual and neck input (Bove et al., 2009), on the premise that re-weighting sensory inputs and re-shaping the postural reference frame must be a time-consuming process. In that paper, the authors investigated whether a given visual condition affects the postural response to neck vibration, and for how long does vision need to be absent prior to perturbation, before its stabilizing contribution be fully abolished. To this aim, the visual condition was time-manipulated to study its effects on the postural response to a balance-perturbing stimulus produced by neck muscle vibration. Notably, neck muscle vibration produces whole-body postural effects under both static and dynamic conditions (Lund, 1980; Roll et al., 1989; Lekhel et al., 1997; Ivanenko et al., 1999, 2000; Kavounoudias et al., 1999; Bove et al., 2001, 2002). The smallest postural response to vibration was observed when the eyes were open with respect to eyes-closed. This shows that vision is sufficient to significantly attenuate sway evoked by neck vibration. Conversely, the postural response to vibration eyes-closed that followed a period during which vision was allowed was significantly smaller than when vision was denied in the foreperiod. This indicated that the postural response to vibration is influenced not only by the visual condition during the administration of the vibratory stimulus, but also by the visual condition immediately preceding the vibration. A second finding was that, in the complete absence of visual references, the amplitude of the postural responses to vibration became progressively larger as a function of the repetition of the stimuli: in spite of the recovery to the initial position after each vibration pulse, the center of pressure moved forward to an increasingly larger extent during the successive neck vibration pulses, as if each vibration pulse found the postural control system progressively more susceptible to the abnormal proprioceptive input, when the absence of vision persisted. In a sense, the repeated proprioceptive perturbation eyes-closed progressively reinstated a heavy dependence of the postural control on proprioception or cancelled any postural reference constructed by visuo-somatosensory integration (Bottini et al., 2001). This sway-increasing phenomenon was not observed under eyes-open/eyes-closed condition, independently of the number of successive vibration pulses in the sequence. Clearly, presence of vision up to the beginning of vibration allows the CNS to define, and retain for a while, a stable postural reference able to cope with the threat represented by the abnormal proprioceptive inflow.

EFFECTS OF VISION ON BALANCING BEHAVIOR DURING A CONTINUOUS PREDICTABLE PERTURBATION OF STANCE

Standing upright quietly can hardly be considered a real balance challenge. Surprisingly, balance control under dynamic conditions (such as standing on a back-and-forth continuously translating platform) is not much more challenging either, at least as based on the observation that neither sensory nor motor impairment represent an unsustainable challenge to the elderly and patients with peripheral neuropathy or movement disorder (Nardone et al., 2000, 2006, 2007, 2008; Nardone and Schieppati, 2005, 2006). Certainly, subjects put in much more cognitive effort to sustain the performance level than under quiet stance (Beckley et al., 1991). Dynamic balancing behavior is an excellent experimental condition for assessing the role of vision in dynamic with respect to static equilibrium. There is indeed a remarkable difference in strategy depending on the availability of vision, whereby the balancing behavior shifts from that of a pendulum to an inverted-pendulum, passing from “head-fixed-in-space” behavior with eyes open to maximal body compliance to the perturbation with eyes closed (Corna et al., 1999). Incidentally, when blind subjects perform the task of balancing while riding a periodically moving platform, their strategy matches that of the sighted subjects performing eyes-closed (Schmid et al., 2007). This shows that long-term absence of visual information cannot be substituted by other sensory inputs (e.g., proprioception) for the selection of the balancing strategy in the control of equilibrium, in spite of the demonstrated cross-modal plasticity in blind subjects (Cohen et al., 1997; Kupers and Ptito, 2014). The findings point to the obligatory (though not unique, e.g., Panichi et al., 2011) role of vision in the processing and integration of other sensory inputs.

Schmid et al. (2008) investigated two competing hypotheses regarding the relationship between visual acuity and balance control strategy. One hypothesis referred to the existence of a threshold value of visual acuity as a turning point between the eyes-open and eyes-closed strategy. The other assumed that the change from eyes-open to eyes-closed balancing behavior is continuous and varies progressively with the worsening of the visual acuity. The findings showed that, in order to stabilize the head in space, visual information of the environment must be distinct. Reducing visual acuity leads to a graded modification of the “head-fixed-in-space” behavior. Thus, the body can produce a continuous mode of balancing patterns as a function of visual acuity. In a sense, this had already been shown by Paulus et al. (1984) for visual control of quiet stance. The findings suggest the notion that the central mechanisms for head and body stabilization operate through linear integration of the visual input with the general somesthetic feedback.

ABRUPT CHANGES IN VISION DURING THE CONTINUOUS PERTURBATION OF BALANCE

The previously mentioned studies have considered balancing behaviors to periodic balance-perturbing stimuli, under stationary sensory conditions (e.g., vision, reduced vision, or no-vision). They ignored relevant aspects of the postural behavior connected to transient sensory events. In subsequent studies, the time interval between the occurrence of a change in the sensory (visual) condition and the corresponding change in the motor behavior was investigated (De Nunzio and Schieppati, 2007). This interval includes the time to (a) integrate subtraction or addition of the sensory inputs; (b) shift from an allocentric reference (vision) to an egocentric reference (no-vision) or vice versa; and (c) adjust the calibration of the motor activity in time and amplitude to reach the best control appropriate to the new sensory set. A related question of adaptation to transient conditions had been previously addressed by Schweigart and Mergner (2008), who described a “sensory reweighting switch”, by which subjects change from a control that is referenced to the support to one that is referenced to space. Under optimal visual-acuity levels, on changing visual inflow during the trial (from eyes open to eyes closed or vice versa), the pattern of head and hip movement and of muscle activity turned into that appropriate for the new visual condition in a time-interval broadly ranging from about 1–2.5 s (De Nunzio et al., 2007). On the one hand, the findings indicate that subjects can rapidly adapt their balancing behavior to the new visual condition. On the other hand, the ample range of latencies across trials suggests that subjects refrained from releasing the new behavior when it was inappropriate, but rather released it at an appropriate time in the next platform translation cycle.

ABRUPT CHANGES IN VISION DURING CONTINUOUS PERTURBATION OF BALANCE IN PATIENTS WITH PD

Processing of sensory information and timing operations could be affected in Parkinson’s disease (PD) patients, who show abnormal calibration of postural responses (Schieppati and Nardone, 1991) or impaired flexibility of motor strategies (Horak et al., 1992). The capacity and swiftness to pass from a kinesthetic- to a vision-dependent behavior of these patients was investigated during the dynamic balancing task on the same continuously moving platform mentioned above. It turned out that both patients and normal subjects changed kinematics and EMG patterns to those appropriate for the new visual condition. However, PD patients were generally slower in changing their behavior under the eyes-closed to eyes-open condition (De Nunzio et al., 2007). These findings show abnormal temporal features in balancing strategy adaptation when shifting from kinesthetic only to kinesthetic plus visual reference in PD. The delay in the implementation of the vision-dependent behavior was unexpected, given the advantage vision is supposed to confer to motor performance in PD (Cooke et al., 1978). The delay on addition of vision in PD might be connected to an insufficient integration of a new sensory information in their body scheme, or to a delay in the implementation of the change in the appropriate balancing strategy (Bandini et al., 2001; Contreras-Vidal and Buch, 2003). This state might play a role in the instability of patients performing dynamic postural tasks under changing sensory conditions. Although static visual feedback reduces the walking patients’ reliance on kinesthetic feedback thereby favoring gait execution (Azulay et al., 1999; Lewis and Byblow, 2002), fast shifting to a new sensory reference may not be adequately exploited in everyday postural tasks. Venkatakrishnan et al. (2011) have suggested that gradual shifting of a new afferent input allows PD to better process the sensory input in a pointing movement.

MEASURING THE DELAY BETWEEN VISUAL SHIFT AND IMPLEMENTATION OF THE NEW BALANCING BEHAVIOR IN STATIC CONDITION

The great variability under the dynamic balancing conditions described above (Schieppati et al., 2002) does not allow to adequately address the issue of the sensori-motor processing time during sensory reweighting, owing to the complex motor task at hand. In a much simpler balancing condition, unaffected by the continuously variable kinesthetic inflow and relevant mechanical instability, the onset and time course of postural adjustments may be more clearly detected following abrupt sensory changes (from no-vision to vision or vice versa). Under these conditions, the stabilizing effect of vision is much less conspicuous than under more complex, balance challenging conditions (Buchanan and Horak, 1999; Corna et al., 1999; Ravaioli et al., 2005; Schmid et al., 2007); but it is definitely present (Paulus et al., 1984). The simple question was how long does it take for vision (eyes-closed to eyes-open) to stabilize posture, or how long does it take for the body to become less stable when vision is withdrawn?

The promptness of adaptation of stance control mechanisms was quantified by the latency at which body oscillation and postural muscle activity varied after a shift in visual condition. In a study aimed at estimating the promptness of adaptation to changes in visual conditions (Sozzi et al., 2011), volunteers stood on a force platform with feet parallel or in tandem. Shifts in visual condition were produced by electronic spectacles (LCD goggles that allowed or removed vision on receiving a TTL impulse). On allowing or occluding vision, decrements and increments in the CoP oscillation start occurring within about 2 s. These were preceded by appropriate changes in muscle activity, regardless of the visual-shift direction and the foot position during the standing task (feet parallel or in tandem). After the initial changes, EMG and CoP oscillations slowly reached the steady-state level corresponding to the new sensory condition within about 3 s. These figures were not dependent of the position of the feet, in spite of the overall larger sway under tandem condition, pointing to a constant duration of the sensorimotor integration process, hardly affected by the particular stance conditions at hand.

HAPTIC INFORMATION AND STANCE STABILIZATION

Very much as with vision, contact of the index finger with a stationary surface (Lederman and Klatzky, 2009) attenuates postural sway during quiet stance, even if the applied force itself (1 N) cannot provide mechanical stabilization. It has been proposed that slight changes in contact force at the fingertip give sensory cues about the direction of body sway (Holden et al., 1994; Jeka and Lackner, 1994; Jeka et al., 1997; Rabin et al., 1999, 2006; Krishnamoorthy et al., 2002; Kouzaki and Masani, 2008). Under steady state conditions, the effect of passive tactile cues during standing has been evaluated (Rogers et al., 2001) and the conclusion drawn that, if passive sensory input is available, the postural control process adapts to this input, better so the more cranial the point of application of the stimulus.

Sensory information from light fingertip touch (LFT) on a stationary surface can help in the case of loss of vestibular function (Lackner et al., 1999; Creath et al., 2002; Horak and Hlavačka, 2002). Therefore, LFT is relevant in the control of body orientation in space. Fingertip somatosensory input from an external reference provides spatial cues, which, akin to vision, facilitate the control of body equilibrium (see Wing et al., 2011). LFT has also been shown to suppress the destabilizing effect on posture induced by lower limb muscle vibration (Lackner et al., 2000). Of note, light touch contact between two individuals induced interpersonal stance symmetry (Johannsen et al., 2012). In other terms, the sway of the persons oscillating more would be reduced while the sway of the one oscillating less would be increased.

Stabilizing effects of LFT have been also described in normal subjects after lower-limb muscular fatigue (Vuillerme and Nougier, 2003), in healthy older adults (Tremblay et al., 2004; Baccini et al., 2007), in patients with peripheral neuropathy (Dickstein et al., 2001, 2003) or multiple sclerosis (Kanekar et al., 2013), and in patients with PD (Rabin et al., 2013) or bilateral vestibular loss (Lackner et al., 1999). Interestingly, LFT is able to relieve the perturbing effects of vibration-induced proprioceptive input from the neck, a segment central to postural control and orientation. LFT during neck vibration also attenuates vibration post-effects, further suggesting that its action is not merely mechanical (Bove et al., 2006). All these findings point to a paramount effect of the sensory inflow from light haptic touch on balance control.

HAPTIC EFFECTS ON REFLEX RESPONSES OF POSTURAL MUSCLES

Haptic information from a stable structure not only reduces the sway of the CoP during quiet stance, therefore of the CoM of the body, but also deeply modifies the excitability of the spinal proprioceptive reflexes that normally subserve the reaction to postural perturbations. By using a conditioning-test protocol, major effects of the haptic stabilization on reflex responses to postural perturbations have been observed (Nardone et al., 1990; Schieppati and Nardone, 1991). It was shown that stabilization of stance induced by holding onto a stable frame had a profound depressive action on the size of the medium-latency response to stretch of the postural leg muscles. This phenomenon was attributed to the change in the postural set. Interestingly, the reflex responses began to decrease about 200 ms before subjects touched the frame, but were not fully expressed until well after contact. The initial changes in amplitude of leg muscle responses are therefore not triggered by the go-signal or the contact with the frame itself, suggesting that the modulation is related at least in part to the central command to transition to a new stabilized postural set.

ACTIVE AND PASSIVE INSERTION OR WITHDRAWAL OF HAPTIC INFORMATION DURING STANCE

Thus, touch helps stabilize our standing body very much as vision does, but little is known about the time-interval necessary for the brain to process the haptic inflow (or its removal) and exploit the new information (or counteract its removal). Moreover, under conditions in which haptic information plays a stabilizing role, it would be interesting, on the basis of both basic and applied research data, to assess whether active touch or passive touch are equally effective (Chapman, 1994; Winter et al., 2008; Smith et al., 2009; Sciutti et al., 2010; Waszak et al., 2012), or significant differences exist, since our sensory systems are simultaneously activated as the result of our own actions and of changes in the external word (Von Holst and Mittelstaedt, 1950; Cullen, 2004). Active touch refers to the event where the subject would deliberately touch a surface, while passive touch refers to the event where contact with the surface would be established by external action without movement or anticipation of the stimulus by the subject.

Sozzi et al. (2012) estimated the latency of onset and the time-course of the changes in postural control mode following addition or withdrawal of haptic information produced by touching (eyes-closed) with the tip of the index finger a strain-gauge instrumented touch-pad. Subjects were asked to actively touch the pad, or it was suddenly lowered or raised permitting to study the passive condition. The EMG of postural muscles during tandem stance was also recorded (in order to enhance muscle activity and body sway), to try to get as close as possible to the neural processing of the sensory information by eliminating the effect of the electromechanical delay. It had been shown previously that light touch stabilizes stance under both tandem stance and feet parallel 12 cm apart (Clapp and Wing, 1999). A summary representation of the modification in the medio-lateral and antero-posterior axes occurring around the instant of visual or haptic information shift is reported in Figure 1.
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FIGURE 1. Reweighting of visual or haptic information during tandem stance. This figure shows an elaboration of the results obtained by Sozzi et al. (2011) in one subject standing upright under tandem-stance condition. In this experiment, the subjects’ visual sensory information was shifted from vision to no-vision (no touch), while haptic simulation was from touch to no-touch (blindfolded). The sensory shifts occurred at 10 s and were involuntary. The upper panel shows the ellipses of 95% confidence interval of CoP position (mean of 50 trials) during the vision/no-vision shift (A1) and touch/no-touch shift (A2). Vision as well as haptic inflow decrease the area of the ellipse. The lower panel shows the “synchro-squeezed” (Daubechies et al., 2011) wavelet transform using a Morlet wavelet of AP CoP (upper traces) and ML CoP (lower traces) between 0.2 and 6 Hz. (B1) shows the transform during the vision/no-vision shift, (B2) during the touch/no-touch shift. The wavelet transform seen here is the mean of the transforms of 50 trials. The colors in the Figure represent the amplitude of the wavelet coefficient. Dark red represent the highest while dark blue is the lowest wavelets coefficient. Bins of 0.1 s have been chosen in order to better highlight the temporal changes in the coefficients after the sensory shift. Occluding vision or haptic information increases the wavelet coefficients in the frequencies ranging from 0.2 to 3 Hz, which indicates increase in the amplitude of the ML and AP oscillations. Higher frequency components were added up to the spectrum when sensory information was lost. The changes in the wavelets coefficient start increasing after a delay of approx. 1 s, to reach a stationary state in a few more seconds.



Muscle activity and sway adaptively decreased in amplitude on adding stabilizing haptic information. Across the subjects, the time-interval from the sensory shift to decrease in EMG and sway was ~0.5–2 s (Rabin et al., 2006). CoP followed the changes in tibialis anterior muscle EMG by ~0.2 s. Only slightly shorter intervals were observed following active sensory shifts (Pais-Vieira et al., 2013), in line with the conclusions by Winter et al. (2008) based on a stimulus timing-matching paradigm, who found no advantage on the perceived timing of an active over a passive touch. Latencies of EMG and postural changes were the shortest on removal of haptic information. Following the earliest detectable changes in amplitude, EMG and body sway reached the steady-state corresponding to the new sensory condition within ~1–3 s, under both active and passive tasks. Under control conditions, when subjects were asked to produce deliberate muscle activation in response to the sensory shift in a reaction-time mode, EMG bursts and CoP changes appeared at ~200 ms from the haptic shift, therefore much earlier than the adaptive postural changes seen during stance, signifying the operation of a different order of magnitude of the time scale of these events. Therefore, as much as for the visual information shifts mentioned above, changes in postural behavior require a finite amount of time from haptic shift. In particular, this delay from the sensory shift to the change in postural control mode was significantly longer for haptic than visual cues, the difference being much longer than that between the reaction times to the respective stimuli (Barnett-Cowan and Harris, 2009), indicating a modality-dependence and a heavier computational load for haptic information processing (Vuillerme et al., 2006; Tommerdahl et al., 2010; Bolton et al., 2011a).

The output of the sensory integration process seems to be issued to all relevant muscles. However, the latency of the change was shorter for the tibialis anterior muscle than soleus, likely because the latter rather plays a weight-bearing role (Schmid et al., 2011) while the former, along with peroneus longus, is responsible for providing medial-lateral stability in tandem-stance (Sozzi et al., 2013). Consistent with this role, the cortical projection to the tibialis anterior is stronger than to soleus (Valls-Solé et al., 1994). In this light, the shorter latency of the tibialis anterior changes would be an expression of a prominent supraspinal sensorimotor integration (Bolton et al., 2012) and fast cortical descending control. This finding would be in keeping with the proposals that the cerebral cortex plays a non-negligible role in the control of stance (Tokuno et al., 2009; Pasalar et al., 2010; Murnaghan et al., 2014).

It should be recalled here that the above delays are the result of a statistical estimation. Using statistics to document when a change occurs relies on assumptions and depends on the number of the cases upon which statistics is performed and the data variability, and cannot detect the “true” time at which a change at the CNS level occurs. Rather, the procedure will likely overestimate the true temporal locus of this change at the level of the CNS. Changes at the CNS level in response to visual or tactile inflow certainly occur before a value determined by using statistical tests (Soto-Faraco and Azañón, 2013; Heed and Azañón, 2014; Quinn et al., 2014). However, the same statistics and the same number of cases had been used in Sozzi et al. (2011) and Sozzi et al. (2012) when assessing both addition and withdrawal of information, and when comparing the time-periods to integration of haptic and visual addition (or withdrawal) in body stabilization, allowing a fair comparison to be made between the findings obtained with different sensory modalities and conditions. Admittedly, the “fuzziness” around when actual sensory events influence postural responses requires caution to be exercised to avoid precise claims on absolute times for when sensory signals play their role.

On reflection, one might wonder whether, in spite of all other things being equal, it was legitimate to compare the effect of the haptic sense from a minimal body surface (the tip of the index finger) with the visual information coming from a full binocular visual-field stimulation by the lighted and structured environment. Surprisingly, in spite of these disparities, the duration of the time-periods behind these sensory integrations and the extent of body-sway stabilization was remarkably consistent under both circumstances (Rogers et al., 2001), pointing to a sensory re-weighting phenomenon underpinning a change in reference frame rather than a central detailed analysis of the incoming information. Based on another analytical approach, Riley et al. (1997) had suggested an equivalent time-structure of the haptic and visual effects on the trajectory of the CoP.

HAPTIC INTEGRATION IN BLIND SUBJECTS

Major reorganization of brain areas and reduced cross-modal interaction at the behavioral level follow congenital visual deprivation (Hötting and Röder, 2009; Fiehler and Rösler, 2010; Renier et al., 2014). Vision and touch rapidly lead to postural stabilization in sighted subjects, but is touch-induced stabilization more rapid in blind than in sighted subjects, owing to cross-modal reorganization of function in the blind? In people with impaired visual function, only minor differences in quiet stance control compared to sighted people have been reported (Rougier and Farenc, 2000). Jeka et al. (1996) found no differences between sighted and blind subjects on postural stability while using a cane, a task to which blind people are accustomed. Moreover, when exposed to sudden stance perturbation, the automatic postural responses of the blind are not substantially different from those of sighted persons (Nakata and Yabe, 2001). The same is true also for balancing while riding a periodically moving platform, where the balancing strategy of the blind subjects is similar to that of the sighted subjects performing eyes-closed (Schmid et al., 2007). The sensorimotor integration time of blind subjects should therefore be validly compared to that of sighted people under equal stance conditions. The aim of the Schieppati et al. (2014) study was to assess whether, in spite of known deficits in the processing speed of visual stimuli in the intact visual field of patients with visual system damage (Bola et al., 2013), blind subjects are more prompt than sighted subjects eyes-closed in reducing body sway in response to a haptic cue, based on their past experience and acquired skill in the use of their remaining senses (Pascual-Leone et al., 2005; Cattaneo et al., 2011).

Blind and sighted subjects, standing eyes closed with feet in tandem position, touched a pad with their index finger (LFT) and withdrew the finger from the pad in sequence. Steady-state body sway (with or without contact) did not differ between blind and sighted subjects. On adding the haptic stimulus, postural muscle activity and sway diminished in both groups, but at a significantly shorter latency (by about 0.5 s) in the blind (Schieppati et al., 2014). These data showed that blind are rapid in implementing adaptive postural modifications when granted an external haptic reference. Interestingly, the short delays appeared to be, at least in part, the consequence of a rapid learning process at the beginning of the series of trials, whereby the differences with respect to sighted subjects became obvious after some 10 task repetitions or so.

These findings show that fast processing of the stabilizing haptic spatial-orientation cues may be favored by neural plasticity in the blind, and add new information to the field of sensory-guided dynamic control of equilibrium in man. Under steady-state conditions, the balance control of blind subjects is not superior to that of sighted subjects eyes-closed. However, the former are considerably more rapid than the latter in implementing the appropriate modifications in postural set when confronted with a change in the relationship between body and environment. Coping with the haptic transient (rather than body stabilization per se under steady-state condition) seems to be favored by the loss of vision, perhaps through increased reliance on the sense of touch (Wong et al., 2011) and the enhanced functional connectivity between sensory and visual cortex (Ioannides et al., 2013; Ricciardi et al., 2014). The fact that the early-blind subjects showed a more prompt stabilization than late-blind subjects and that the latter were faster than in sighted subjects (Schieppati et al., 2014) suggests a progressive modification over time of the sensorimotor integration processes controlling body orientation in space, as part of their adaptation implying increased attention to non-visual events (Burton et al., 2014). Perhaps, the relatively lesser problems encountered by early-blind subjects in their activities of daily life compared to elderly, low-vision subjects (Chen et al., 2012) may be related to the early onset of plastic changes. In the view of these findings, protocols may be developed for enhancing both postural capacities and tactual object exploration and recognition (Tzovaras et al., 2004).

WHAT DETERMINES THE LENGTH OF THE SENSORIMOTOR PROCESSING TIME?

What mechanisms contribute to the rapid decline in body sway following access to stabilizing haptic or visual sensory inflow? In stance control, under both static and dynamic conditions, we not only track with the CoP the random displacement of the CoM, but we bypass its instantaneous position, in the presumed direction along which it moves, in order to create the torque necessary for braking and reverting its displacement. Indeed, we act on the movement of the CoM, in order to constrain its displacement within a relatively narrow space. In doing so, we rely on the operation of complex processes, whereby ongoing sensory information may be able to inform about future states of instability in a predictive manner (Slobounov et al., 1997, 2009). This may not be dissimilar from the sheepdog task, promptly gathering and fetching moving animals to a pre-defined goal position (Vaughan et al., 1998). The narrower the surface of the ellipse within which the center of feet pressure—the flock—moves, the smaller the energy spent, and the more stable the CoM of the body. In the sheepdog model, the size of the overshoot can be greatly reduced by appropriately tuning the gain parameter—or increasing the dog’s anticipatory capacities.

Reducing the overshoot of the CoP with respect to the instantaneous position of the CoM to the extent sufficient for balancing with the minimal possible energy and computation costs would be achieved by increasing the gain of the system controlling the reciprocal positions of the CoM and of CoP, as if the sheepdog became “smarter” in controlling the flock. Changing the gain is likely operating by successive approximations, therefore time consuming, which might explain the relatively long delay of the onset of the changes in postural control mode and the slow time constant of the reduction in sway. Under different conditions (a computer-generated expanding visual field), likely requiring more complex processing than the simple abrupt change in haptic and visual information mentioned above, Jeka et al. (2008) measured the delay necessary for the nervous system to determine the most relevant sensory information for successful control of semi-tandem stance. Seconds from the change were necessary before a steady state was reached. Additionally, their data indicate a low speed for reweighting, when the visual scene motion was reduced, suggesting a temporal asymmetry (a slower process) whenever the change in the information does not threaten balance. Differences in the same sense (longer times to reach steady-state) have been also found on addition compared to withdrawal of stabilizing haptic and visual information, as mentioned above (Sozzi et al., 2012). Notably, under the condition of withdrawal of visual or haptic information, our nervous system could rely on its capacity for sustaining a working memory trace of recent information about the environment for guiding the reaction to postural perturbation (Bove et al., 2009; King et al., 2010; Cheng et al., 2012). Such a memory trace appears to explain our ability to guide targeted compensatory arm responses in the absence of online vision when a postural perturbation occurs (Cheng et al., 2013). However, this mechanism would not justify the shorter latencies of sway oscillation changes on withdrawal than addition of visual and haptic information under conditions of maintenance of unperturbed stance.

The timing of sensory modulation may differ when the task demands it and if the threat of an imminent fall increases the rate of gain modulation. For instance, threat of falling (Bolton et al., 2011b) or startling stimuli (Valls-Solé et al., 1999; Alibiglou and MacKinnon, 2012; Stevenson et al., 2014) can drive cortical motor responses faster than expected under normal conditions of voluntary control. Sensorimotor processes could as well be quickened when the task demands it. The slightly shorter latency of postural changes on withdrawal than addition of visual and haptic information would be affected by a similar event, since standing in tandem is more demanding in the absence of stabilizing information. Overall, one might note here that, however difficult the task of tandem standing, there is no urgent need to drive a rapid (and possibly metabolically costly) reweighting on the CNS, if a sufficient result can be managed with slower modulation.

CONCLUSIONS AND PERSPECTIVES: BRAIN AUGMENTATION AND NEUROPROSTHESES

The likelihood that the inflow from different senses changes concurrently, or within a short time-interval, is non-negligible. This gives rise to new questions. Do concurrent changes in the “stabilizing” direction (e.g., from no-vision to vision and from no-touch to touch) summate and ultimately assure a “better”, more rapid performance? Are there differences when both changes occur in the opposite condition? Each stage of processing sensory information takes a certain amount of time, unique for each sensory modality (Barnett-Cowan and Harris, 2009): do these differences have an impact on the performance? Does the CNS, faced with a movement-balance integration problem, “select” one modality over the other in case of both changing? If so, are there “rules” for this selection? To what extent does the temporal order prevail over the modality? In this context, the expectation that the sensory condition(s) changes during the maintenance of a given (more or less critical) posture or in the preparation of a movement can play a role in the selection of the leading sensory information.

These questions should be taken into account when considering problems of sensorimotor integration in elderly subjects or patients, and when designing simulation models of human balance. In perspective, aged persons (Nardone et al., 1995), Parkinsonian patients, and patients affected by peripheral neuropathies, and blind subjects (Bugnariu and Fung, 2007; Striem-Amit et al., 2012; Maidenbaum et al., 2014) represent examples of different conditions liable to affect the variable at hand, i.e., the sensori-motor processing time, due to progressive losses in function across multiple systems, including sensation, cognition, memory, motor control (Mahncke et al., 2006; De Nunzio et al., 2007; Nardone et al., 2007; Konczak et al., 2008, 2012; Schmid et al., 2008; Aman et al., 2014). A rough attempt at identifying possible steps of the sensorimotor integration process is reported in graphic form in Figure 2, where different reweighting coefficients are assumed for different modalities of posture-stabilizing information. Whether the coefficients also affect the delays should be checked by further investigations.


[image: image]

FIGURE 2. Simplified scheme of the reweighting process during quiet stance. Vestibular, proprioceptive, visual and haptic signals are coded by the peripheral receptors and reach the brain after a corresponding delay. The information is first processed in 2nd order neurons. The afferent information then diverges to higher integrating centers and may be then reweighted according to the availability and accuracy of the other sensory inputs and balance constraints. Then information converges again (Σ) in the centers responsible for the control of balance. Following a short delay the information is transferred to the spinal cord interneuronal circuitry that generates the appropriate spatio-temporal pattern of muscle activity. This implies activation of MN activity and relevant muscle force, the effect of which is measured as displacement of the center of pressure (CoP). Most likely, the main part of the interval between the shift in sensory condition and the change in CoP displacement (approx. 1–2 s) conditional to active or passive addition or withdrawal of sensory information) depends on the operation of the central mechanisms generating the adaptive gain changes.



These mechanisms should have an impact on both basic knowledge and applied science: (1) The duration of the process of integration of a change in sensory information is an important variable in the field of sensory-motor coordination. It can be affected by various sensory and motor conditions, and be a marker of a normal state under a given condition. (2) Cognitive processing and integration of sensory inputs for balance require time, and attention influences this processing time, as well as sensory selection by facilitating specific sensory channels. Since performing a concurrent information-processing task may have an effect on the time delay, balance processes in older adults (Papegaaij et al., 2014) or sensory-impaired patients may be vulnerable to sensory-integration delays and to interference from concurrent cognitive tasks (Lacour et al., 2008). (3) Implementation of an appropriate time-lag between changes in a sensory modality, including its effects on balance, seems to represent an important aspect of the design of the control system for humanoid robots (Mahboobin et al., 2008, 2009; Peterka, 2009; Klein et al., 2011; Lebedev et al., 2011; O’Doherty et al., 2011; Rincon-Gonzalez et al., 2011; Demain et al., 2013). Biologically-inspired computational architectures, which are continuous in time and parallel in nature, do not map well onto conventional processors, which are discrete in time and serial in operation (Higgins, 2001). The findings briefly mentioned here would probably foster power- and space-efficient implementation technology. (4) “Rehabilitation robotics” is a new field of investigation between science and technology (Volpe et al., 2003; Casadio et al., 2008). Robots are being used to understand (Mergner, 2007; Mergner et al., 2009) and assist in maintaining balance and equilibrium (Forrester et al., 2014), or in helping movement practice following neurological injury (Krebs and Volpe, 2013), also providing insight into movement recovery. (5) Augmentation protocols of brain function offer enhancements for sensorimotor functions (this issue). For instance, appropriate patterns of vibratory stimulation to the dorsal axial trunk muscles easily reproduce functional medio-lateral oscillations of the standing body (De Nunzio et al., 2007) as well as enhance walking cadence and velocity in PD patients (De Nunzio et al., 2010). Moreover, evolved neuroprostheses employing functional neuromuscular stimulation (FNS) can restore basic standing function (Mushahwar et al., 2007; Braz et al., 2009; Capogrosso et al., 2013). Cochlear implants providing vestibular electrodes can enhance the function of the vestibulo-ocular reflex (Perez-Fornos et al., 2014).

Robots can haptically assess sensorimotor performance, administer training, and improve motor recovery. In addition to providing insight into motor control, robotic paradigms and sensory augmentation devices may eventually enhance motor learning and motor recovery beyond the levels possible with conventional training techniques (Steffin, 1997; Bach-y-Rita, 2004; Kärcher et al., 2012; Proulx et al., 2014; Wright, 2014). We hope that defining the sensorimotor processing time for balance can represent a small but critical step in the direction of building new, smarter balance and locomotion training devices.
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With age, a decline in the temporal aspect of movement is observed such as a longer movement execution time and a decreased timing accuracy. Robotic training can represent an interesting approach to help improve movement timing among the elderly. Two types of robotic training—haptic guidance (HG; demonstrating the correct movement for a better movement planning and improved execution of movement) and error amplification (EA; exaggerating movement errors to have a more rapid and complete learning) have been positively used in young healthy subjects to boost timing accuracy. For healthy seniors, only HG training has been used so far where significant and positive timing gains have been obtained. The goal of the study was to evaluate and compare the impact of both HG and EA robotic trainings on the improvement of seniors’ movement timing. Thirty-two healthy seniors (mean age 68 ± 4 years) learned to play a pinball-like game by triggering a one-degree-of-freedom hand robot at the proper time to make a flipper move and direct a falling ball toward a randomly positioned target. During HG and EA robotic trainings, the subjects’ timing errors were decreased and increased, respectively, based on the subjects’ timing errors in initiating a movement. Results showed that only HG training benefited learning, but the improvement did not generalize to untrained targets. Also, age had no influence on the efficacy of HG robotic training, meaning that the oldest subjects did not benefit more from HG training than the younger senior subjects. Using HG to teach the correct timing of movement seems to be a good strategy to improve motor learning for the elderly as for younger people. However, more studies are needed to assess the long-term impact of HG robotic training on improvement in movement timing.
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Introduction

Movements are made up of spatial (e.g., direction of movement) and temporal (e.g., reaction time and timing of muscle activation) aspects, which can be controlled separately depending on the task that is to be performed (Georgopoulos, 2002). The temporal aspect of movement plays an important role in the accomplishment of many everyday activities like playing tennis (Marchal-Crespo et al., 2013) or using a motorized wheelchair (Marchal Crespo and Reinkensmeyer, 2008). With age, and as compared to younger individuals, a decline in the temporal aspect of movement occurs, translating into a slowing of internalized timing processes, as highlighted by the synchronization-continuation paradigm, and by deficits in temporal predictions for accurate movement production (Carnahan et al., 1996; Wishart et al., 2000; McAuley et al., 2006; van Dijk et al., 2007; Marchal-Crespo et al., 2010; Seidler et al., 2010; Pietschmann et al., 2011; Turgeon and Wing, 2012; Hoogendam et al., 2014), negatively impacting daily activities. Explanations for this age-related timing deficit may be explained by changes in the nervous system (Seidler et al., 2010). For example, a decrease in the nigrostriatal region’s dopamine (DA) functioning, important for motor learning, is observed with age (van Dijk et al., 2007). In fact, van Dijk et al. (2007) found that the availability of the DA transporters (DAT) was negatively correlated (r = -0.40) with older individuals’ reaction times; in other words, the slower the reaction time, the higher the deficiency in DAT. Other studies have also found significant relations between decreased functional performance found with aging and decreased fractional anisotropy, a measure of fiber density (Zahr et al., 2009), or decreased volume in the cerebellum, which plays an essential role in movement timing (Raz et al., 2005; Seidler et al., 2010). In addition, it is suggested that elders strategically prioritize the spatial aspects of movement over the temporal aspects, in other words favoring a better control of movements over their speed in order to achieve a required task (Seidler-Dobrin et al., 1998).

Despite these drawbacks, seniors can still learn new motor skills (Voelcker-Rehage, 2008), although often at a significantly slower pace (Marchal-Crespo et al., 2010; Pietschmann et al., 2011). The fact that they have the potential for motor learning is important because the elderly population needs to be able to learn new timing tasks like driving a powered wheelchair, or playing sports such as golf in order to maintain a good quality of life as they age (Carnahan et al., 1996; Wishart et al., 2000; Marchal-Crespo et al., 2010). Yet, few studies have attempted to improve elderly movement timing.

One solution is robotic training (Patton and Mussa-Ivaldi, 2004; Marchal Crespo and Reinkensmeyer, 2008; Marchal-Crespo et al., 2010, 2013; Milot et al., 2010; Luttgen and Heuer, 2013). Two emerging types of robotic training, haptic guidance (HG) and error amplification (EA), are increasingly used as effective training methods for improving movement execution in both healthy persons and those having a pathology (Liu et al., 2006; Patton et al., 2006a,b; Cesqui et al., 2008; Marchal Crespo and Reinkensmeyer, 2008; Marchal-Crespo et al., 2010, 2013, 2014; Milot et al., 2010; Luttgen and Heuer, 2013). HG is based on the principle that guiding the person to make the correct movement would provide the nervous system with additional proprioceptive and somatosensory cues to allow for a better planning of movement and thus reducing timing errors and improving movement execution (Marchal-Crespo et al., 2010; Milot et al., 2010; Luttgen and Heuer, 2013). EA, on the other hand, is based on the theory that error is an essential neural signal for motor adaptation (Thoroughman and Shadmehr, 2000), where the nervous system detects and corrects these errors for future movements (Milot et al., 2010). By artificially increasing movement errors, EA training would then allow a faster and more complete learning (Emken and Reinkensmeyer, 2005). In a previous study, we evaluated and compared the immediate impact of HG and EA robotic trainings on movement timing for 20 young healthy participants, while they played a computerized pinball-like game (Milot et al., 2010). The results showed that both EA and HG training were effective in improving timing accuracy so that it was appropriate for hitting a target with the pinball. Moreover, the effectiveness of the robotic trainings was dependent on the participant’s initial skill level, where less-skilled participants seemed to benefit more from HG and better-skilled participants from EA. The results of our study further supported studies that used HG or EA robotic trainings, where faster execution times (Feygin et al., 2002; Bluteau et al., 2008) and improved timed movement for the task (Marchal Crespo and Reinkensmeyer, 2008; Luttgen and Heuer, 2013; Marchal-Crespo et al., 2013, 2014) were noted following HG or EA training. However, these studies were conducted on young and healthy individuals. Very few studies have compared the effectiveness of both EA and HG to improve movement timing in the elderly, despite there being a negative impact of aging on movement timing. Only one study by Marchal-Crespo et al. (2010) trained elders with HG on a computerized steering task. The authors found that after receiving HG training, elders improved their timing by straightening their wheel faster after having just coming out of turns.

With respect to the benefits of HG and EA robotic training on the performance of timed movement in young healthy individuals, the goal of the study was to directly compare and evaluate the impact of both types of robotic trainings on improving movement timing accuracy in elders. Since learning can still take place with age (Carnahan et al., 1996; Wishart et al., 2000; Marchal-Crespo et al., 2010; Pietschmann et al., 2011) and following our previous results on young healthy individuals (Milot et al., 2010) which showed that timing error can be improved using HG and EA robotic trainings, we expected both EA and HG to be equally effective in improving seniors’ timing errors. However, knowing that there is a decrease in motor skill observed with older age (Hoogendam et al., 2014), we hypothesized that our oldest senior participants would more likely have a poorer task performance and would thus benefit the most from HG, whereas our younger senior participants would not necessarily be bad performers and would therefore benefit more from EA.

Materials and Methods

Participants

Thirty-two healthy participants (10 male; 22 female) between the ages of 61 and 75 (mean age 68 ± 4 years) took part in the study. In order to participate in the study, individuals had to meet the following criteria: (1) be at least 60 years of age, (2) be right-handed [Edinburgh Handedness Inventory (Oldfield, 1971)], and (3) be able to flex the right wrist by at least 10° without any pain. The exclusion criteria were: having a cognitive impairment as evaluated by the Montreal Cognitive Assessment exam [score < 26 on the Version 7.3 (Gluhm et al., 2013)]; having an active neurological (e.g., stroke) or orthopedic (e.g., fracture) problem in the right upper limb; having a visual problem (e.g., a cataract) that was non-corrected and would prevent the proper viewing of a computer screen. This project was approved by the CSSS-IUGS ethics board and all participants signed the consent form.

Timing Exerciser Orthosis (TEO)

Timing exerciser orthosis (TEO) is a modified version of TAPPER, which was used in a previous study (Milot et al., 2010). TEO is a one degree of freedom robot that allows 10° of wrist flexion of both the left and right hands. It is mounted on an aluminum frame and is mechanically actuated by a Dynamixel MX-106 servomotor (Robotis Inc, USA), sampled at 1,000 Hz for the recording of the servomotor’s torque and position data. A forearm brace also ensures the participant’s comfort and safety. A button, placed on the frame, allows the participants to experience sensory feedback during each trial but pressing the button did not play a role in triggering the sequence of the timing task (see Figure 1).
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FIGURE 1. (A) The Timing Exerciser Orthosis (TEO) robot; (B) Description of the computerized pinball-like game: a red ball appears at the top of the screen and falls toward the virtual flipper. Subjects flex their right wrist to activate TEO. TEO moves the wrist at an angle of 10°, allowing the subject’s fingers to touch the button while rotating the flipper. The ball touches the flipper, and then bounces toward the target.



Since the task was time dependent, a photodiode (BPW21R, Vishay, Germany), placed at the bottom right corner of the computer screen, was used as a time reference in order to detect the start of the task. This was done by the appearance of a luminous white dot at the bottom right corner of the computer screen, which was read by the photodiode, as a red ball appeared at the top of the computer screen simultaneously. This photodiode and TEO were plugged into a USB-6008 data acquisition card (National Instruments, USA), sampled at 5,000 Hz. This acquisition card allowed the synchronization between the photodiode and the servomotor for the timing task.

Pinball Simulation Game

The pinball-like game is similar to the one used in a previous study [for more details see (Milot et al., 2010)]. In sum, the goal of the game was to hit targets to earn as many points as possible. A total of five colored-targets located at specific positions across the computer screen were randomly presented to the participants. A red ball that fell toward a flipper could be seen on the computer screen during each trial. In order to hit a specific target, participants had to activate TEO with the correct timing (with a timing accuracy of 4 ms) so the flipper could rotate and have the ball to bounce upward toward the target. TEO was activated when the participants flexed their wrists at a torque ≥ 0.5 Nm. One out of three feedback messages were provided during each trial, depending on the participant’s timing accuracy (“Wow! Just on time!,” “Too early! Hit later!,” and “Too late! Hit sooner!”). The pinball simulator was created using LabVIEWTM 2013 software.

Haptic Guidance and Error Amplification Algorithms

The algorithms were slightly modified from those that we used in a previous study (Milot et al., 2010). To decrease participants’ timing errors during HG, we wanted to delay or speed up the start of the robot when the participants initiated wrist movement too early or too late, respectively. The exact opposite was done to increase errors during EA. More specifically, t = 0 was defined as the time in which the ball began to fall toward the flipper. Tbp was defined as the time in which TEO was activated. So:
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where Tip was the time in which the motor sensors detected the initiation of the participant’s wrist flexion and Dc was defined as the programmed delay in which the participant initiated movement and TEO was commanded to move. The values that ensured success for hitting each target were defined as Tbd and Tid, therefore:
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where Tbd was defined as the time in which TEO needed to move in order for the ball to bounce back in time to hit the target, Tid was the desired time in which the participant should have initiated movement, and Dcd was a constant (0.5 s).

Next, Ep was defined as the timing error in which the participant initiated movement, thus:
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Furthermore, Eb represented TEO’s timing error, where:
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We wanted Eb to be proportional to Ep, so:
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where k was defined as the EA gain. By substituting equation 4 into equation 5 and solving for Dc, we obtained the following equation for the programmed delay:

[image: image]

Equation 6 was used to establish the delay between when the participant initiated wrist movement, and when TEO began to move, in order to proportionally decrease or increase the participant’s timing errors. Note that no HG or EA trainings were provided when k = 1, where a k > 1 caused an increase in timing errors and a k < 1 resulted in a decrease in timing errors.

Furthermore, knowing that baseline skill level can influence motor learning during HG or EA (Milot et al., 2010), we wanted to adjust each participant’s k-value to his own skill level. We did so during a 39-trial baseline adjustment phase (B2), where participants played at a constant game difficulty (k = 0.4). When the B2 phase was completed, we classified each participant’s timing errors in an ascending order and chose the 12th Ep-value. This 12th Ep-value was chosen based on the fact that we wanted subjects to experience at least a 30% rate of success in the subsequent baseline (B3) and retention conditions (RCs). Afterward, taking the upper limit of timing accuracy in order to ensure a successful hit, that is 4 ms (corresponding to Eb), we calculated each participant’s final k-value using equation 5.
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The choice of a k = 0.4 was driven by our previous study, where the maximum k-value reached among the young participants was 0.27. It was reasonable to think that seniors would not reach a k-value higher than 0.27 at the end of the B2 adjustment phase. Thus, the robot was providing some help during B2 but to a much lower level than what the subjects really needed to be successful at least 30% of the time, just like during B3 and the RCs.

For each condition, the k-value was increased or decreased by 90%, in EA and HG, respectively, to increase and decrease the participant’s timing errors. This 90% change in the k-value was sufficient to significantly produce a difference in error between both HG and EA training conditions (Milot et al., 2010).

Study Design

Participants were randomly assigned to the two testing conditions; those in Condition 1 experienced the EA training first and the HG second, whereas those in Condition 2 received the HG training first followed by EA (see Figure 2).
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FIGURE 2. Study design. EA, error amplification; HG, haptic guidance.



Before each condition, participants played a Baseline (B1) phase to gain familiarity with the task to be played. B1 was set at a fixed k-value of 1, meaning that no HG or EA trainings were provided for 40 trials. Next, a 39-trial adjustment phase (B2) served to determine each participant’s k-value. After, participants played a B3 phase according to their k-value determined in B2, for 40 trials. Afterward, participants received the training phase (EA or HG), depending on which condition they were in. Each training phase had 75 trials and a 60 s pause after the first 40 trials. During both HG and EA, 20% of the trials were catch trials, meaning that the k-value unexpectedly returned to baseline to ensure that the participants would remain watchful throughout the training, especially during HG. A RC equal to B3 followed each training session to allow evaluating the impact of HG or EA robotic training. During HG and EA, three targets (yellow, orange, blue) were presented one at the time to the subjects whereas during B3 and the RC conditions, the two remaining targets were shown along with the three trained targets to assess generalization of the task to untrained targets.

Statistical Analysis

Subjects’ timing errors were calculated for each trial of each condition. Then, for each subject, two values were computed: (1) mean absolute timing errors and (2) related SDs. Afterward, across subjects, the mean and SD of values #1 and #2 were computed and retained for analysis. The normality of data was assessed using Shapiro–Wilk W-test, where non-parametric statistical methods were used for non-normally distributed data that could not be transformed. An independent t-test was used to assess if the two groups (EA1 and HG1) were comparable at baseline in regards to age and baseline timing errors during B3. Also, Wilcoxon signed-rank tests were used to evaluate the stability of the learning curve for the timing task (comparison of the mean of the first and last 10 trials of B3 for the entire group of subjects) and introduction to HG and EA training (comparison of the last 10 trials of B3 to the first 10 trials of HG or EA for each training group). Next, a paired t-test was used to determine the efficacy of each training type (EA1-B3 and HG1-B3) on the improvement of the timing task, not taking into account the crossover study design, as well as a Wilcoxon signed-rank test to look at the SD of the absolute timing errors. The Hill–Armitage approach (Senn, 2002) to crossover study analysis was used to evaluate: (1) the difference in efficiency between the two types of trainings, by comparing the mean change (EA1 - HG2) of the EA1 group with that of the HG1 group (HG1 - EA2), and (2) whether there was no influence of training order administration, by comparing the mean of the sums (EA1 + HG2) and (HG1 + EA2) between groups. Finally, to evaluate the impact of age on the improvement in timing errors, two approaches were used. First, for each training group, a Pearson product moment correlation was performed to evaluate the relation between age and the change in absolute timing score following HG and EA, respectively. Second, following Senn (2002) procedure, a cross-over difference (mean change in absolute timing errors between the RCs of HG and EA, regardless of treatment order) was calculated and put in relation to age, using a Pearson product moment correlation. One-tailed tests were used and the significance level was set at 0.05. All statistical analyses were performed using IBM SPSS® software version 18.

RESULTS

Success Rate, Learning Stability, and Baseline Group Comparison

At B1, where no robotic assistance was provided, the mean success rate of the entire group of subjects reached 2 ± 2%. However, at B3, when the game difficulty was adjusted to each subject’s skill level, the overall mean success rate reached 25 ± 13%; confirming that the adjustment phase worked properly.

Also, when comparing the first and last 10 trials of B3 for the entire group, no difference in the subjects’ absolute timing errors was noted (11.2 ± 5.6 ms vs. 10.1 ± 4.4 ms; z = -0.88; p = 0.19), meaning that a learning stability of the task has been reached before HG or EA trainings were introduced.

Finally, when comparing HG1 and EA1 training groups, no significant difference was noted in regards to age (68 ± 4 years vs. 68 ± 3 years, t(30) = 0.24; p = 0.41), and overall mean absolute timing errors at B3 (11.7 ± 4.3 ms vs. 9.8 ± 3.8 ms, t(30) = -1.33; p = 0.10).

Introduction to HG and EA

When introduced to HG, a significant decrease in the subjects’ absolute timing errors was noted as compared to the last 10 trials of B3 (10.5 ± 4.8 ms vs. 1.4 ± 0.84 ms, z = -3.52; p < 0.05). On the contrary, when introduced to EA, a significant increase in the subjects’ absolute timing errors was noted when comparing the last 10 trials of B3 to the first 10 trials of EA (9.8 ± 4.2 ms vs. 18.7 ± 6.5 ms, z = -3.52; p < 0.05). This means that HG and EA robotic training adequately decreased and increased subjects’ timing errors, respectively.

Impact of Each Training Type on Timing Errors

When comparing the subjects’ baseline performance on trained targets to that of their RC following HG training, a significant decrease in absolute timing errors was noted (11.7 ± 4.4 ms vs. 9.7 ± 3.4 ms, t(15) = 1.76; p = 0.049). At the same time, subjects were less variable in their timing errors as a significant improvement in the SD of their absolute timing errors was noted when comparing the value of B3 to that of the HG RC (9.5 ± 3.6 ms vs. 7.4 ± 3.2 ms; z = -2.17; p = 0.01; see Figure 3). In addition, when comparing the subjects’ performance on untrained targets between B3 and HG RC, a trend toward a generalization of learning to untrained targets occurred with HG training (11.6 ± 3.2 ms vs. 10.4 ± 3.9 ms; t(15) = 1.35; p = 0.09). Further analysis also showed that during HG training, the subjects remained alert throughout the training, even though the robot provided them help, since no difference between the absolute timing errors of HG catch trials and B3 was observed (11.0 ± 3.9 ms vs. 11.7 ± 4.4 ms; t(15) = 0.68; p = 0.25).


[image: image]

FIGURE 3. Improvement in absolute timing errors and related SD following HG and EA robotic trainings. B3, baseline 3; RC, retention condition, ∗p < 0.05.



Following training with EA, no difference in the subjects’ absolute timing errors on trained targets was observed when comparing timing errors of B3 to that of the EA RC (9.8 ± 3.8 ms vs. 11.4 ± 5.9 ms; t(15) = -1.16; p = 0.13). In addition, a trend toward a worsening in the variability of the absolute timing errors was observed (7.9 ± 4.9 ms vs. 9.5 ± 7.2 ms; z = -1.5; p = 0.07; see Figure 3) as well as no generalization to untrained targets (10.6 ± 5.1 ms vs. 11.7 ± 5.6 ms; t(15) = -1.08; p = 0.15). Finally, like HG training, no difference between the subjects baseline performance at B3 and the one during EA catch trials was noted (9.8 ± 0.94 ms vs. 10.7 ± 5.3 ms; t(15) = -1.02; p = 0.16).

Finally, when comparing the change in absolute timing errors between HG1 and EA1 groups, a significant difference was noted (1.9 ± 4.5 ms vs. -1.6 ± 5.3 ms; t(30) = -2.02; p = 0.03). In other words, training with HG was more beneficial to learning the timed-based task than training with EA.

Comparison of the Efficacy of HG and EA Robotic Training on Improvement of Timing Errors and the Impact of Age

When looking at the subjects’ absolute timing error on trained targets, the Hill–Armitage statistical analysis revealed no difference in the efficacy between HG and EA robotic trainings (U = 102; p = 0.17) and no effect of training order administration on the learning of the timing task (U = 109; p = 0.25). Although no significant difference in efficiency between the two types of training was noted, when looking at the change in absolute timing errors between RCs of both training groups (HG1/EA2 vs. and EA1/HG2), we performed further analyses by comparing the absolute timing errors of B3 to those of EA2 and HG2. Thus, if looking at the absolute timing errors of B3 to that of EA2, for the group that trained first with HG, a significant improvement in timing errors was noted (11.7 ± 4.4 ms vs. 9.9 ± 4.3 ms; t(15) = 2.01; p = 0.03). In addition, no difference in absolute timing errors between HG1 and EA2 was noted (9.7 ± 3.4 ms vs. 9.9 ± 4.3 ms; t(15) = 0.14; p = 0.44). This means that if training first with HG, no worsening in the subjects’ performance occurred after training with EA. On the other hand, when looking at the absolute timing errors between B3 and HG2, for the group that trained first with EA, a trend toward a worsening in timing errors was noted (9.8 ± 3.8 ms vs. 11.7 ± 4.4 ms; t(15) = -1.5; p = 0.08). In addition, no difference between the absolute timing errors of EA1 and HG2 was observed (11.7 ± 4.4 ms vs. 12.6 ± 7.7ms; t(15) = 0.81; p = 0.22). This means that HG training was not effective, if given after EA training.

When looking at the impact of age on the subjects’ absolute timing errors for each training group, no significant relation was found for the HG1 group (r = 0.12; p = 0.33). On the other hand, a significant relationship was obtained for the EA1 group (r = -0.59; p = 0.008); meaning that for the oldest subjects, training with EA was even more detrimental to learning. In addition, age was not related to the change in subjects’ performance from HG RC to EA RC (r = 0.04, p = 0.41; see Figure 4).
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FIGURE 4. Correlation between age and: (A) the change in absolute timed performance for EA1 group and HG1 group. Note that a negative value means a worsening of performance; (B) the cross-over difference between the absolute timing errors of the HG RC, and EA RC, p < 0.05.



Discussion

The results of the current study showed that a robotic hand device aimed at reducing healthy seniors timing errors was effective in improving learning a timing-based task, regardless of age. However, improved learning was mostly limited to trained targets. On the other hand, artificially increasing seniors’ timing errors with the use of the robotic device did not promote learning and its generalization. It actually worsened performance with increasing age.

The fact that HG training did improve subjects’ performance further supports the use of HG training for learning time-based tasks (Marchal-Crespo et al., 2010, 2013; Milot et al., 2010; Luttgen and Heuer, 2013). For example, the study of Marchal-Crespo et al. (2010) obtained a significant improvement in steering timing when healthy seniors trained with HG as compared to no guidance. Likewise, in our previous study on healthy young subjects using a similar pinball-like task (Milot et al., 2010), for subjects less-skilled at the task, that is having a k-value < 0.1, HG seemed to benefit learning more. Looking at the mean k-value of the current subjects (mean k-value of 0.06), they did fall within this less-skilled subcategory. As mentioned by Luttgen and Heuer (2013), if a task’s characteristic is difficult to demonstrate either visually or verbally, such as the timing of a task, robotic guidance may provide a helpful role, especially for subjects who struggle with the task.

However, HG training did not translate into generalization of performance, although a trend was noted. Lack of generalization following HG training has been found in several other studies using a variety of tasks (Marchal Crespo and Reinkensmeyer, 2008; Marchal-Crespo et al., 2013). As mentioned by Marchal Crespo and Reinkensmeyer (2008), it could be thought that the current subjects relied too much on the robotic assistance during training with HG, hindering generalization of learning to other targets. Yet, this is not the case as the subjects’ timing errors during HG catch trials did not increase when the robotic assistance was unexpectedly removed as compared to their B3 timing errors. Another explanation could come from the formation of an internal model of the task by the motor system. Indeed, formation of an internal model of the task is important to allow generalization of performance beyond the position (Grafton et al., 2008) or timing (Milot et al., 2010) of trained targets. In young healthy subjects, it was demonstrated that the motor system does indeed create an internal model of timing that can serve for generalization (Milot et al., 2010). However, the creation of an internal model is driven by errors (Thoroughman and Shadmehr, 2000) and because our subjects’ k-values were small, they experienced a reduced range of timing errors (Marchal Crespo and Reinkensmeyer, 2008). This might have prevented the motor system to form an adequate internal model of the timing task to allow generalization of performance to untrained targets.

The fact that the subjects’ timing errors decreased after HG training suggest that as one ages, learning can still occur, supporting results of previous studies on seniors’ ability to learn new tasks (van Dijk et al., 2007; Marchal-Crespo et al., 2010; Pietschmann et al., 2011). Knowing that with age, motor performance usually worsens (Hoogendam et al., 2014) it was expected that HG would have been more beneficial for the oldest subjects. However, no relation with age and the change in timing errors following HG was obtained. Further looking at the data, no relation between age and k-value was also noted (data not shown); meaning that our oldest subjects did not systematically perform worst at the task to begin with and thus did not necessarily need more help from the robot while playing. To support, Marchal-Crespo et al. (2010) did not find an age dependent relation with motor performance while training with HG on their timing task. Age became an important factor when looking at the long-term retention of the learned task, which was not assessed in the current study.

When looking at the impact of EA training on improvement in timing errors, no significant change in either the absolute timing errors or related SDs was noted. This is not in line with studies on young healthy subjects where EA training translated into a significant improvement in learning various tasks (Patton and Mussa-Ivaldi, 2004; Milot et al., 2010; Marchal-Crespo et al., 2014). Consequently, it seems that exaggerating timing errors in the course of learning for individuals that are more prone to present baseline timing deficits because of normal aging might not be a good strategy to boost learning as for young individuals. Contrarily, following the results of our previous study, for young subjects that were less-skilled at the timing task, EA training did not improve learning (Milot et al., 2010). Explanation of this result was based on the challenge-point theory (Guadagnoli and Lee, 2004), which suggests that learning is a function of both skill level and task difficulty. Thus, for the less-skilled subgroup of young healthy subjects, it was thought that EA training was too challenging for their skill level, overwhelming the motor system with too much information to process and thus hindering any learning. This could be especially true for the current senior subjects knowing that slowness in information processing is observed in the elderly as compared to young individuals due to changes in structural and functional features of the nervous system (Seidler et al., 2010). This is supported also by the significant negative relation found between age and deterioration of timing accuracy following EA training. Thus, with age, EA training could have a more pronounced detrimental effect on learning. On the other hand, it seems that if EA training is given after HG training, no worsening of performance occurs. It is possible that teaching seniors how to perform a timing-task first allows them to improve their skill level and thus makes EA training less challenging.

Although age had a significant negative impact on learning for the EA training group, it did not play an important role when related to the change in score between HG and EA RCs when taking into account all subjects. This could be related to the fact that even though HG training significantly improved subjects’ timing errors, its efficacy was not superior to EA training, when looking at the mean change in absolute timing errors of the RCs between the two groups. The high variability in training responses, often observed with aging (Seidler-Dobrin et al., 1998; Marchal-Crespo et al., 2010), could have prevented the detection of the superiority of HG robotic training over EA when taking into account all subjects, and in parallel precluded to a significant impact of age on the change in score between both types of training.

Limits

Even though the task that was practiced in this study was similar to the one used in a previous study on young healthy subjects, it was difficult to directly compare the results of both studies since the robots, as well as the determination of each subject’s skill level, differed. The inclusion of a control group with young healthy individuals in the current study would have helped to better interpret the impact of aging on the learning of movement timing. However, when looking at the k-value of both studies, representing each subject’s baseline skill level, it is noticeable that the senior subjects did have on average lower k-values than young subjects (0.06 vs. 0.15), possibly suggesting a decline in motor timing ability with age. In addition, since no k-values reached a value greater than 1 during EA, one could say that no true EA was provided during EA. This fact was also acknowledged in a previous study with young healthy subjects, where it was hypothesized that providing true EA could have been too demanding and thus detrimental to learning. This is even truer with the elderly subjects of this study since, as opposed to young healthy subjects, no learning occurred with EA when the error gains were smaller than 1. Nevertheless, our elderly subjects experienced a significant increase in their timing errors when comparing their baseline performances to their performances when being introduced to EA. Also, one could ask about the relevance of using a pinball-like game to assess timing performance of seniors instead of a more meaningful timing task. The rationale behind the choice of this task was based on the study by Wishart et al. (2000) which suggested that to better evaluate the impact of age on learning, the task should be an unfamiliar one, requiring effortful processing, as opposed to a task that is automatic, involving almost unconscious processing. Thus, by choosing a pinball-like game, we thought that this task was unfamiliar enough to the subjects to properly assess the effect of age on learning. Finally, the long-term retention as well as the clinical importance of a 2-ms improvement in timing following HG training were not established in the current study. Was the improvement in timing maintained over time? Was the change in timing important enough to positively impact seniors’ performance in their everyday activities? Because studies on motor timing in the elderly are scarce, these questions are yet to be answered and more studies are needed to explore these questions. Nevertheless, knowing that the current robotic training significantly and positively helped improve elderly timing, its use with neurologically impaired individuals, where timing deficits can be even more substantial, is worth evaluating. A study is underway to assess the impact of both HG and EA robotic trainings on timing improvement for post-stroke individuals.

Conclusion

This study evaluated the impact of both HG and EA robotic trainings on the improvement of motor timing in healthy seniors. The results showed that HG was beneficial to learning, with subjects improving their timing accuracy regardless of age. However, learning was restricted to the targets in which practice occurred. No improvement in seniors’ timing errors was noted following EA training. Moreover, a worsening of performance was noted with age after EA training, suggesting that this type of training can be detrimental to learning as one age. Future research should look at the long-term impacts of HG and EA robotic trainings as well as the effects of these robotic trainings on the performance of daily activities to validate their clinical usefulness, particularly with impaired populations.
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Visual information is paramount to space perception. Vision influences auditory space estimation. Many studies show that simultaneous visual and auditory cues improve precision of the final multisensory estimate. However, the amount or the temporal extent of visual information, that is sufficient to influence auditory perception, is still unknown. It is therefore interesting to know if vision can improve auditory precision through a short-term environmental observation preceding the audio task and whether this influence is task-specific or environment-specific or both. To test these issues we investigate possible improvements of acoustic precision with sighted blindfolded participants in two audio tasks [minimum audible angle (MAA) and space bisection] and two acoustically different environments (normal room and anechoic room). With respect to a baseline of auditory precision, we found an improvement of precision in the space bisection task but not in the MAA after the observation of a normal room. No improvement was found when performing the same task in an anechoic chamber. In addition, no difference was found between a condition of short environment observation and a condition of full vision during the whole experimental session. Our results suggest that even short-term environmental observation can calibrate auditory spatial performance. They also suggest that echoes can be the cue that underpins visual calibration. Echoes may mediate the transfer of information from the visual to the auditory system.

Keywords: audio, vision, bisection, multisensory, calibration, space perception, echoes

Introduction

The visual system is the most accurate sense to estimate spatial properties. Many studies involving adult individuals support this idea, showing that when the spatial locations of audio and visual stimuli are in conflict, vision usually dominates, generating the so-called “ventriloquist effect” (Warren et al., 1981; Mateeff et al., 1985). This effect is possibly due to an optimal combination of cues performed by the human brain, where modalities are weighted by their statistical reliability. Vision dominates over audition in localization tasks (Alais and Burr, 2004). When visual and auditory systems are simultaneously presented to get spatial information, the final multisensory estimate tends to be more precise than either unisensory estimate (Clarke and Yuille, 1990; Ghahramani et al., 1997; Ernst and Banks, 2002; Alais and Burr, 2004; Landy et al., 2011). Interestingly, vision can interact with audition even when a visual stimulus is not provided during an auditory task: specifically. For example, although the angle of incidence of a sound source can be estimated with the use of only auditory cues, performance improves when vision is also present (Jackson, 1953; Shelton and Searle, 1980). A recent study by Tabry et al. (2013) has shown that the mere possibility of observing the setup by keeping eyes open during auditory horizontal and vertical localization tasks can improve audio accuracy, even if no visual cues of the stimuli are provided.

Another example of the connection between audio-spatial and visuo-spatial information is given by a technique used by some blind people, called echolocation. Some studies have shown that this technique can operate as a crude substitute for vision, because some purely visual phenomenona, such as size constancy (Milne et al., 2015) or size-weight illusion (Buckingham et al., 2015), are present in expert echolocators, who use echoes to navigate in unknown environments.

However, it is still unknown which are the visual cues that allow an improvement in audio-spatial tasks, nor it is understood how long visual cues should last to determine such improvement. As well, it is unknown whether this phenomenon can be task-specific, i.e., if audio-spatial abilities are improved in general or if the influence of vision depends on the complexity of the audio task. Can it be argued that increased audio-spatial abilities are due to a transfer of information from the visual to the auditory system? Which is the information that is transferred? Is vision more informative for some aspects than for others?

In this paper we tested two audio tasks under various environmental conditions and visual feedbacks to answer these questions. In particular we investigated: (i) whether the environmental visual cues (i.e., prior short observation of the environment and full vision during the tasks) can improve auditory precision; (ii) whether this improvement is task-specific; and (iii) which are the environmental cues that mediate the auditory improvement due to the interaction between vision and audition.

To investigate the first point about whether environmental visual cues can improve auditory precision we tested a sample of blindfolded sighted participants twice: the first time with no visual input of the environment where the auditory task was performed; the second time after they observed for 1 min the environment. We compared the performance with no visual input of the environment with that with 1 min observation. We also tested a different group of sighted participants, who performed the two tasks with a full vision of the room but without being blindfolded. We compared the performance of this last sample with the other. Our hypothesis was that if the visual cues coming from the environmental observation can help to improve the auditory precision, then the improvement should occur at least with full vision and possibly with short-term observation.

The second question was about whether auditory precision improvement was task-specific. We tested all participants in two audio tasks: the minimum audible angle (MAA) task and the spatial bisection. In the MAA task the participant had to judge which of the two sounds generated by an array of loudspeakers was more from the right. Instead, in the spatial bisection task the participant heard three sounds coming from three distinct locations and had to judge whether the second sound was closer to the first or third sound coming from the array. The difference between these two tasks is that the spatial bisection task requires subjects to encode the position of three sounds, remember them over a period of 1 s and compare their remembered positions. Contrarily, in the MAA task, the subject has to compare the position of the two sounds relatively to the subject’s position. Moreover while MMA requires estimating a relation of order between two acoustic directions; bisection requires estimating a relation of order between two estimated acoustic distances. To summarize, while the space bisection requires a Euclidian representation of space and involves higher abstraction capabilities, for the MMA task a topological representation of space is sufficient.

Moreover, we chose these two tasks because we recently reported that the visual information is fundamental for the bisection task and not essential for the MAA task (Gori et al., 2014). A visual dominance over audition during development was observed for the space bisection task (Gori et al., 2012), while the absence of visual input in congenitally blind individuals negatively impacts their performance on audio space bisection tasks (Gori et al., 2014). However the absence of vision does not affect the ability of performing the MAA task in visually impaired individuals (Gori et al., 2014; in agreement with Lessard et al., 1998).

The apparent influence of the visuo-spatial knowledge on space bisection tasks leads to our second hypothesis: if the environmental visual information can improve acoustic spatial precision, then the improvement should be bigger for the space bisection task than for the MAA task.

With regard to the third point, which consists in investigating the environmental cues that possibly mediate the auditory improvement after observation, we replicated all audio tests in an anechoic room. In such a room, the walls absorb part of the sound energy; therefore the auditory system almost exclusively acquires the direct path of the sound, i.e., not reflected by walls. Conversely, in the normal room, a wall reflects sounds and generates echoes. Our hypothesis is that if the interpretation of echoes is triggered by visual observation, an improvement of acoustic precision should occur only in the normal room, while not in the anechoic chamber.

Materials and Methods

Participants

We measured auditory spatial discrimination in 33 sighted individuals with normal or corrected to normal vision (an average age of 28, 5 years, with 18 females and 15 males), all with normal hearing (assessed by Ear Test 1.0 software) and no cognitive impairment. All participants gave informed consent before starting the tests. The study was approved by the ethics committee of the local health service (Comitato Etico, ASL3, Genova).

Apparatus and Stimuli

The participants sat 180 cm away from the center of a bank of 23 speakers, 161 cm long (see Figure 1), and spanning ±25° of visual angle.
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FIGURE 1. (A) Space Bisection Task. (B) Minimum audible angle (MAA) task.



During the auditory space bisection task, three stimuli, each having a duration of 75 ms, were presented at interval of 500 ms (see Figure 1A). The first stimulus was always at −25°, the third always at +25° and the second at an intermediate speaker position which was determined by QUEST (Watson and Pelli, 1983), an adaptive algorithm which estimates the best stimulus value to be presented after each trial, given the current participant’s estimate. To ensure that a wide range of positions was sampled, that estimate was jittered by a random amount, drawn from a Gaussian distribution of space covering the full width of the loudspeaker’s array, and the nearest speaker to that estimate chosen. In the MAA task, two 75 ms pink noise (Will and Berg, 2007) stimuli were presented with a 500 ms interval. One sound came from the central loudspeaker (12th speaker) and the other one at a random distance from center on its left or on its right (Figure 1B). Also in this case, the QUEST algorithm determined the position of the second stimulus. For both tasks, the proportion of rightward responses was calculated for each speaker distance. Gaussian functions by means of the Maximum Likelihood method were used to estimate both the mean, or PSE (Point of Subjective Equality), and the standard deviation, or JND (Just Noticeable Difference). The standard deviation of the fit was taken as an estimate of the threshold, indicating the precision of the task.

To better generalize our results, in 15 participants we used three different sound sources (randomized across trials), all with a 75 ms duration and a 60 dB SPL intensity (measured at the participant’s position): a 500 Hz sound (for which interaural time differences are more important for sound localization); a 3000 Hz sound (for which interaural level differences are more important); and pink noise (ranging from 0 to 5 KHz) for which both are important. As the precision in sound localization varied very little among the three sounds, only pink noise burst data were considered.

Procedure

Two audio spatial tasks were considered: an auditory space bisection task and a MAA task. The entire group of participants were divided into three groups. The first group (composed of 11 participants) performed four audio tasks (two times the bisection task and two times the MMA task) in an anechoic chamber (3 m × 5 m), the second groups (composed of 11 participants) performed four audio tasks (two times the bisection task and two times the MAA task) in a normal room (7, 20 m × 3, 5 m). The participants of these two groups were blindfolded before entering the room; during the first two audio tasks (one audio bisection and one MAA task), they had no notion of the room or the acoustic stimulation setup. After having performed both the audio tasks, the participants were allowed to remove the blindfold and observe for 1 min the room: in one case an anechoic chamber (first group) and in the other case a normal room (second group). Afterwards they were blindfolded again to repeat both audio tasks again. The last group (composed of 11 participants) was not blindfolded, so they had a full vision of the room and the setup during the tasks. They performed two audio tasks (one time the bisection task and one time the MAA task) just on the normal room. For all the groups the bisection and MAA tasks were presented in a random order.

In the auditory space bisection, participants reported verbally whether the second sound was spatially closer to the first sound (produced by the first speaker on the left, number 1) than the last sound (produced by the last speaker on the right, number 23). Each subject performed 60 trials.

In the MAA task, the participants had to verbally report which sound was more from the right, choosing between the first or the second sound. Each subject performed 60 trials for each task.

Results

Figure 2 show psychometric functions of the proportion of trials judged “closer to the right sound source”, plotted against speaker position (in cm). On the top of the figure are shown the results obtained by one of the participant took as an example of the global trend in the anechoic chamber for the space bisection (Figure 2A) and the MAA (Figure 2C). In the same way, on the bottom, the Figure 2 show the results of one of the participant for the normal room in the space bisection (Figure 2B) and the MAA (Figure 2D).
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FIGURE 2. Results of the Space Bisection Task and MAA of two participants, one for each group (normal room and anechoic chamber) as example. (A,B) Space bisection: proportion of trials judged “closer to the right sound source”, plotted against speaker position (in cm). The area of the dots is the proportion of trials at that position, normalized by the total number of trials performed by each participants. At the top-left the results obtained in the anechoic chamber by participant AT (A); at the bottom-left the results obtained in the normal room by participant CP (B). Both sets of data are it with the Gaussian error function. (C,D) MAA: proportion of trials where the second of a two-sound sequence was reported to the right of the first, plotted against difference in speaker position. At the top-right the results obtained in the anechoic chamber by participant AT (C); at the bottom-right the results obtained in the normal room by participant CP (D) Again the fits are the Gaussian error function.



Figure 3 shows the thresholds obtained before and after having observed the environment, it also shows the performance with eyes open for both the tasks: the MAA (Figure 3A) and the space bisection (Figure 3B). In both figures, the solid colors refer to the performance before room observation, while the colors with reticulus refer to the performance after the room observation.
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FIGURE 3. Shown here are the average precision thresholds obtain in the MAA (A) and Space Bisection (B) tasks. (A) The dark green bars, on the left, represent the average precision thresholds obtained in the normal room before (fill in dark green bar) and after (reticulus dark green bar) environmental observation. On the right the light green bars are the average precision thresholds obtained in the anechoic chamber before (fill in light green bar) and after (reticulus light green bar) environmental observation. The violet bar is the average precision obtained by the subject in full vision in the normal room. The dots represent individual data. (B) For the space bisection, dark blue bars, on the left, represent the average precision thresholds obtained in the normal room before (fill in dark blue bar) and after (reticulus dark blue bar) environmental observation. On the right the light blue bars are the average precision thresholds obtained in the anechoic chamber before (fill in light blue bar) and after (reticulus light blue bar) environmental observation. Also in this case the violet bar represent the average precision obtained by the subject in full vision in the normal room. The dots represent individual data. (**) Indicates a significant difference of precision between before and after environmental observation in the normal room (p < 0.01).



We conducted a mixed model 2-way (2 × 2) ANOVA for both MAA and Space Bisection tasks with a between factor, room kind (normal room vs. anechoic chamber), and within factor, room observation (before environmental observation vs. after environmental observation). For the space bisection task the ANOVA revealed significant main effect for both factors, room observation (F(2,22) = 6.55, p < 0.02) and room kind (F(2,22) = 7.35, p < 0.01). It has been observed a significant room observation × room kind interaction (F(4,11) = 6.86, p < 0.01). Then we ran Student’s t-test that indicate a significant difference between the groups who performed the space bisection task in the normal room and anechoic chamber before observing the room (two tailed two-sample t-test, t(20) = 3.44, p < 0.01) and in the normal room between before environmental observation and after environmental observation (two tailed pair-sample t-test, t(10) = 5.46, p < 0.001). On the other hand, for the MAA, no significant effect was found (room observation, F(2,22) = 0.48, p = 0.49; room kind, F(2,22) = 1.49, p = 0.28; room observation × room kind F(4,11) = 0.506, p = 0.481).

No significant difference was obtained in the precision after environmental observation and full vision (violet bars) for the space bisection task (two tailed two-sample t-test, t(20) = 1.279, p = 0.27) and for the MAA (two tailed two-sample t-test, t(20) = 0.257, p = 0.799).

No change was observed in the localization bias (PSE) for both groups and tasks (bisection task: 2-ways (2 × 2) ANOVA with factors room observation—F(2,22) = 0.79, p = 0.38—and room kind—F(2,22) = 1.48, p = 0.23—and room observation × room kind interaction, F(4,11) = 0.088, p = 0.77; MAA task: 2-ways (2 × 2) ANOVA with factors room observation—F(2,22) = 0.373, p = 0.545—and room kind—F(2,22) = 1.91, p = 0.175—, and room observation × room kind interaction, F(4,11) = 0.001, p = 0.97).

Discussion

Recent works suggest that vision can interact with the auditory modality even when visual information is not useful for the auditory task, by improving the accuracy of auditory localization judgments (Jackson, 1953; Shelton and Searle, 1980; Tabry et al., 2013). For example acoustic performance has been found to be better when participants were allowed to observe the setup by keeping eyes open even if no visual cues were provided (Tabry et al., 2013). Thus even the simple observation of the setup and the environment during the task can improve auditory performance.

Why does this process occur? Which are the visual cues used by the visual system that allow for such an auditory improvement?

In this paper we investigated these issues by studying: (i) the environmental visual cues that are involved in auditory precision improvement; and (ii) whether this improvement is task related.

We tested the first point by asking the participants to perform two audio tasks twice. The first time the tasks were performed without observing the room; the second time, after having observed the room for 1 min. The results suggest that the observation of the environment for a brief period improves the auditory space precision and that the improvement is environment dependent. The improvement was only found after the observation of a natural environment, while, when the test was replicated in an anechoic chamber, no improvement was obtained. Besides, the improvement was task dependent. Two tasks were tested: a MAA task and an audio spatial bisection task; the improvement was observed only for the space bisection task but not for the MAA.

The first question that arises from these results is why the improvement is task-specific, giving that it occurs only for the audio space bisection task. We think that this specificity can be related to the role of visual information on the calibration of the auditory system.

Most recent works on multi-sensory interactions concentrated on sensory fusion, investigating the efficiency of the integration of information from different senses. Equally important, but somewhat neglected aspect, is sensory calibration.

Our idea is that, while precision has the highest weight for sensory integration, the most important property for sensory calibration is accuracy. Precision is a relative measure defined as the degree of reproducibility or repeatability between measurements, usually defined as the standard deviation of the distribution. Accuracy, conversely, is defined in absolute terms as the vicinity of a measurement to its true physical value.

We have recently observed that during an audio-visual bisection task, sighted children show a strong visual dominance before multisensory integration occurs (Gori et al., 2012). It is reasonable that for the audio bisection task, the sense of vision is the most accurate for estimating the space. Therefore, it may be used to calibrate the audio system for this spatial task. An important question inferring from our cross-modal calibration theory is: what happens when the calibrating sense is impaired or absent, as is the case of visually impaired adults? We recently tackled this question by testing blind adults in an spatial audio bisection task demonstrating that, in absence of visual input, they have deficits in understanding the spatial relationship between sounds (Gori et al., 2014). The audio deficit was not observed, in agreement with previous studies (Lessard et al., 1998), for the MAA task.

Several physiological works confirm that vision is fundamental for some kind of auditory spatial localization: a series of experiments on animals have documented that displacing vision (Knudsen and Knudsen, 1985) or producing total visual deprivation (King and Carlile, 1993) often lead to systematic and persistent biases in auditory tasks. In the same way, transitory visual distortions in humans produce dramatic changes in auditory spatial maps (Recanzone, 1998; Zwiers et al., 2003).

On the basis of this evidence we can infer that the visual environmental information is not directly involved in the calibration of acoustic system in tasks such as the MAA. This idea would explain why we found a specific audio improvement after environment observation only for the audio bisection task and not for the MAA task.

A second interesting result is that: (i) before the environment observation, audio space bisection performance was worse in the normal room than in the anechoic room; and (ii) after the environment observation, an audio improvement was observed in the normal room and not in the anechoic room. Why performance for the space bisection task did not improve in the anechoic chamber and why it was worse before environment observation in the normal room than in the anechoic chamber? The observed null effect of the short environmental observation in the anechoic room might have been caused by a ceiling effect, i.e., performance was best already before room observation. However, this was not the case in the normal room, suggesting an alternative interpretation: in an anechoic chamber part of the energy of sounds produced by the loudspeakers is absorbed by the walls, therefore the hearing system acquires almost exclusively the direct sound. This is not true in the normal room, where the sound produced by the speakers is reflected by the walls, therefore producing echoes. This results in stimuli with scattering patterns or spectral coloration, or both, which are as much different as source locations are far apart. These echoes add perceptual information to the direct path of the sound, which may not be immediately interpretable without visual input, therefore causing a mismatch and worse performance in the normal room than in anechoic condition. However, the visual system could help the auditory system to compensate for such mismatch and obtain performance again comparable to those obtained in anechoic condition.

For similar reasons, observing an anechoic room does not improve acoustic precision because visual knowledge of the room structure is by no means related to any acoustic cue. Obtaining improvements in both rooms (or in the anechoic room only) would have supported the hypothesis that vision helps in estimating mainly the direction of arrival of acoustic direct paths, i.e., the only cue present in an anechoic room. However, this did not happen, supporting instead the hypothesis that visual cues related, even if implicitly, more to a global footprint given by room acoustics than to the local and specific acoustical feedback of our stimulation setup.

As discussed above, the fact that only the space bisection task results improved after room observation suggests that the transfer of information from the visual system toward the auditory one occurs only for those aspects for which the visual system can be used to calibrate the auditory one. In this vein, gaining knowledge about room acoustics through vision seems to be involved much more when estimating complex relationship between sound sources: while estimating audible angles requires comparison between the estimated direction of two sound sources, space bisection requires establishing a specific ordering relation between the direction of three sound sources, of which two are far apart in space. This operation may require Euclidian representation of space (Gori et al., 2014) and involve more spatial processing, possibly related to cues linked to the room structure that visual input helps to interpret.

A final interesting result is that no difference was observed between the performance obtained for the space bisection task after 1 min of environment observation and in the condition in which the eyes were maintained open for the entire experimental session. This suggests that the visual system needs only a brief period of environment observation to allow an improvement in this audio task.

In our past works we suggested that a process of cross-modal calibration might occur during development (Gori et al., 2008). During this process the visual system seems to be involved in the calibration of auditory space bisection (Gori et al., 2012, 2014). A possible interpretation of the results presented in this paper is that vision can calibrate audition also in a short-term form in adult individuals. It can indeed improve auditory space precision through a transfer of information about environmental cues from the visual system. In particular our results suggest that visual information might help the hearing system to compensate for the mismatch produced by echoes, and that visual knowledge of the room structure is linked to understanding of room acoustics.

If this interpretation is correct, then our results can be discussed in relation to the echolocation technique. Some blind individuals use the echoes produced by the environment to their advantage, thanks to echolocation. Human echolocation is an ability of humans to detect objects in their surroundings by sensing echoes from those objects. By actively creating sounds, such as clicks produced by rapidly moving the tongue in the palatal area behind the teeth (Rojas et al., 2009) or sounds produced by external mechanical means such as tapping a cane against the floor (Burton, 2000), people trained to orientate with echolocation can interpret the sound waves reflected by nearby objects. Many studies conducted under controlled experimental conditions have shown that echolocation improves blind people’s spatial sensing ability.

For example a recent study (Vercillo et al., 2015) has compared the performance of expert echolocators, blind and sighted people with no previous experience of echolocation, in a space bisection task. It was found that blind expert echolocators performed the spatial bisection task with similar or even better precision than the sighted group. Moreover, in several studies were demonstrated that echolocation improves the ability to determine other characteristics as distance (Kolarik et al., 2013), motion (Thaler et al., 2011, 2014), size (Teng and Whitney, 2011; Teng et al., 2012), shape (Thaler et al., 2011; Milne et al., 2014).

Therefore we can assume that echolocation could serve to recalibrate the ability of blind individuals to represent sounds in some spatial configurations and compensate the lack of vision. Our results support the idea that the visual system might in some form compensate for the mismatch produced by echoes in unknown environments by helping to interpret them. Visual information and spatio-acoustic representation appear therefore intertwined. If this is correct then the use of the echolocation technique can be a way of substituting the role of the visual system on this process. This would partially explain the improved spatial skills of blind expert echolocators. To conclude, the current findings suggest that vision is not only important for the auditory system during the development of space auditory representation, but also during adulthood. Although the mechanisms that subtend this process still have to be completely understood, our results suggest that the visual system can improve some forms of auditory spatial perception also in adults and after short-term environmental observation.
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Many recent studies using healthy adults document enhancements in perception and cognition from playing commercial action videogames (AVGs). Playing action games (e.g., Call of Duty, Medal of Honor) is associated with improved bottom-up lower-level information processing skills like visual-perceptual and attentional processes. One proposal states a general improvement in the ability to interpret and gather statistical information to predict future actions which then leads to better performance across different perceptual/attentional tasks. Another proposal claims all the tasks are separately trained in the AVGs because the AVGs and laboratory tasks contain similar demands. We review studies of action and non-AVGs to show support for the latter proposal. To explain transfer in AVGs, we argue that the perceptual and attention tasks share common demands with the trained videogames (e.g., multiple object tracking (MOT), rapid attentional switches, and peripheral vision). In non-AVGs, several studies also demonstrate specific, limited transfer. One instance of specific transfer is the specific enhancement to mental rotation after training in games with a spatial emphasis (e.g., Tetris). In contrast, the evidence for transfer is equivocal where the game and task do not share common demands (e.g., executive functioning). Thus, the “common demands” hypothesis of transfer not only characterizes transfer effects in AVGs, but also non-action games. Furthermore, such a theory provides specific predictions, which can help in the selection of games to train human cognition as well as in the design of videogames purposed for human cognitive and perceptual enhancement. Finally this hypothesis is consistent with the cognitive training literature where most post-training gains are for tasks similar to the training rather than general, non-specific improvements.
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INTRODUCTION

Over the last decade, effects of videogame play on human perception and cognition have been intensely studied and debated. Most studies have examined effects from action videogame (AVG) play. With a few exceptions (e.g., Boot et al., 2008; Irons et al., 2011), results from independent laboratories have shown experienced AVG players outperforming non-players in a variety of cognitive and perceptual tasks (e.g., Green and Bavelier, 2003; Colzato et al., 2010; Vallett et al., 2013).

What type of games can be considered an AVG? While the complexity and cross-fertilization across videogames makes pigeonholing each game into a distinct category difficult and somewhat arbitrary, AVGs contain many characteristics that make them unique. These include unpredictability, fast speed in presentation and response requirements, high perceptual load, the selection between multiple action plans and an emphasis on peripheral processing (Green et al., 2010a; Hubert-Wallander et al., 2011). Most of the games used in AVG studies have been first-person shooters (FPS) like Call of Duty, Counterstrike, Unreal Tournament and Medal of Honor (see also Latham et al., 2013 for more detailed descriptions of different AVGs). Although games of other genres like role-playing (e.g., Final Fantasy), puzzle (e.g., Tetris) may have one or two features in common with AVGs (e.g., speeded responses), they rarely, if ever, present these all the aforementioned demands in combination. Note that exactly what part of the AVG that leads to transfer is not yet clearly understood, and whether all or only some of the components are necessary for the transfer effects that have been observed.

Although cross-sectional comparisons suggest playing videogames leads to cognitive enhancements, they actually have little bearing on causality (Boot et al., 2011; Kristjánsson, 2013). Primary problems include issues of directionality (i.e., it is unclear whether people develop superior cognitive skills because of gaming or whether people with superior skills become gamers) and expectancy effects (people recruited for their gaming expertise are more motivated and expect to perform better) (Boot et al., 2011; Kristjánsson, 2013).

In contrast to cross-sectional studies, longitudinal-type training studies that show improved cognitive and perceptual abilities following a short bout of videogame training involving novice videogame players make stronger inferences for causality (e.g., Green and Bavelier, 2003; Wu and Spence, 2013). These games used for training are so intriguing because they were not specifically designed with the goal of training human cognition and perception (e.g., Klingberg et al., 2005; Jaeggi et al., 2011; Anguera et al., 2013). Rather, they are commercially available games designed for entertainment. Hence, learning as a result of playing these games is incidental rather than intentional.

PURPOSE AND SCOPE OF THE REVIEW

While there are many studies documenting the effects of videogame play on cognitive and perceptual skills, the mechanism of transfer is not well understood. One proposal to explain the wide range of AVG-related transfer across multiple perceptual, attentional and executive measures is that the transfer is due to a general improvement in probabilistic inference. In other words, AVG trainees become better able to use evidence from repeated presentations of a task to guide their decision-making and allocation of cognitive resources (Green et al., 2010b; Bavelier et al., 2012b). Hence, AVG experience may enhance a general capacity to control top-down attention and learning of a new task, which in turn translates to improvement across many different tasks. This process is termed “learning to learn” (Bavelier et al., 2012b). Although intriguing, this suggestion is not without problems. First, it is unclear whether this transfer to a general statistical learning ability applies only to AVG or whether it can also be used to explain transfer effects from other videogames. If only applicable to AVG-based learning, it remains unclear what is special about AVG or the exact properties that would be required in an AVG to cause transfer. Second, this hypothesis is too general such that it is not clear which tasks AVG training can and cannot transfer to. Third and most importantly, although it has been demonstrated that AVG trainees do indeed improve probabilistic inference in a visual perceptual task (Green et al., 2010b), empirical evidence is currently lacking to show that this can also account for transfer to the other tasks seen in the AVG literature.

In contrast to the view of Bavelier et al. (2012b), we argue that transfer is task-specific and limited to perceptual and cognitive skills common to both the trained videogame and laboratory transfer task. The roots of this proposal go back to the theory of identical elements (Thorndike and Woodworth, 1901). Therefore, repeated playing of a videogame allows the player to hone the shared specific demands. We argue that the tasks used to test transfer have similar demands to what is trained by AVG. To demonstrate this, we will review each task that has been improved by AVG playing and explain how demands within the AVG are similar to the task itself. The hypothesis of common demands is also consistent with evidence showing that transfer from training is more likely if training and transfer task recruited common neural regions (Dahlin et al., 2008).

The review covers both cross-sectional comparisons between experienced videogame players as well as longitudinal-type training studies. Although videogame training has been studied across the lifespan from young children (Subrahmanyam and Greenfield, 1994; Yuji, 1996) to old adults (Basak et al., 2008), Due to limited space, we limit this review to young adults, which make up the majority of the samples used in the videogame literature.

The reader should note that because of the interest generated by the groundbreaking work that emerged from the Bavelier lab (Green and Bavelier, 2003), the majority of investigations over the last decade have been focused mainly on AVGs. In contrast, non-AVGs are rarely studied. Rather, non-AVG players and non-AVG training groups are often used as control groups. Hence, inevitably a large portion of the review will document cognitive and perceptual enhancements via AVG play. Nevertheless, where available, we review evidence for transfer effects arising from non-AVGs as these studies also provide evidence to support our common demands hypothesis. We review the evidence for videogame-related transfer starting from lower level perceptual skills to higher-order cognitive control.

EVIDENCE FOR VIDEOGAME-RELATED TRANSFER

Enhancements in many visual-perceptual skills have been demonstrated empirically in many AVG-training studies and those that compared non-AVG and habitual AVG players. The different demands described above in AVGs allow predictions on what abilities are trained and the plausible transfer effects using the common demands hypothesis. Consider what is expected in a typical AVG. In these games, players often are required to detect and respond to enemies quickly as well as keeping track of them as they move around the screen. These demands are coupled with the need to attend to several items simultaneously in both central and peripheral vision. These are similar to the demands in multiple object tracking (MOT) and Useful Field of View (UFOV) tasks. Moreover, as enemies appear rapidly one after another or simultaneously, there is great emphasis on the ability to rapidly switch attention from one target to another. This is similar to an attentional blink task. In addition, players have to resist being distracted by task irrelevant stimuli no matter how salient these distractors are. This may lead to improved performance in tasks that require suppressing distractors. Failure to successfully perform any of the above may result in failure in the game mission. Because of these special properties, one can imagine that hours spent on playing action AVG play can serve to exercise many of these perceptual and attentional skills that underpin successful gameplay.

CONTRAST SENSITIVITY

An important aspect of visual perception that is enhanced by AVG playing is the ability to detect subtle contrast differences. Specifically, Li et al. (2009) showed that habitual AVG players outperformed non-videogame players in the ability to detect a low contrast Gabor patch. Additionally, videogame novices also showed enhancements in this skill following 50 h training in a fast-paced FPS relative to playing a control non-action game (The Sims).

At first glance, it does not appear obvious that an AVG experience demands detecting contrast differences between objects. However, note that in many action games, a strong emphasis is on distinguishing targets from non-targets to allow rapid responding. The emphasis on rapid responding thus places a demand on distinguishing a target from a non-target based on even the subtlest differences (e.g., visual characteristics such as color or contrast).

PERIPHERAL VISION

AVGs make good candidates for training peripheral vision because of their heavy emphasis on detecting targets across different central and peripheral areas. For example, in many shooter games, enemies often appear at far areas of the periphery and players must spot and dispatch them early to advance in the game. It is therefore likely that hours spent on AVG play would serve to enhance sensitivity to targets in the periphery.

One measure of peripheral vision is the UFOV, which is the total area of the visual field where useful information is captured at a glance without eye or head movements (Sanders, 1970; Ball et al., 1988). Comparisons of UFOV between regular AVG players and non-players have shown that the former exhibited superior ability to detect targets at peripheral areas of vision (10°, 20° and 30° eccentricity) (Green and Bavelier, 2003). Target detection at these eccentricities was also enhanced following AVG training for as short as 10 h relative to Tetris (Green and Bavelier, 2003). This enhanced target detection in regular AVG players and non-players trained to play an AVG was also found in more demanding UFOV tasks that included more distractors and a secondary task (Green and Bavelier, 2006a).

As the UFOV represents only an effective or functional field of view relevant to a particular visual task, videogame effects on peripheral vision have also been studied using clinical measures of central and peripheral visual fields. The results in Green and Bavelier (2003, 2006a), where videogame advantage extended to 30° eccentricity from fixation may have represented only the outer edges of central vision (Buckley et al., 2010). Hence, Buckley et al. (2010) tested regular AVG players and non-players on the Goldman Kinetic perimetry, a standard clinical measure of peripheral vision. Their results replicated Green and Bavelier (2003, 2006a) by showing enhanced central visual fields (30° eccentricity from fixation). Crucially, the AVG players also had, on average, a larger peripheral visual field (60° eccentricity from fixation). These results taken together provide strong evidence of AVG-related enhancements to peripheral vision, which may have ecological significance especially given that gender differences in UFOV can be reduced with AVG training (Feng et al., 2007).

Although the aforementioned studies show an AVG-related enhancement in UFOV, other studies have failed to replicate these results. Specifically, Boot et al. (2008) and Murphy and Spencer (2009) found equivalent UFOV performance in AVG and non-AVG players. Furthermore, no differences were found in UFOV improvement beyond test-retest effects in AVG trainees after 21.5 h of training relative to those trained in a strategy game and Tetris (Boot et al., 2008). The reason for the discrepancies in findings is unclear, but in cross-sectional comparisons, differences in selecting samples may have resulted in the null findings. For example, in Boot et al. participants in the AVG group did not exclusively play that genre but also reported playing other genres as well. As for the training study, Strobach et al. (2012) speculated that the large number of transfer tasks in their training study might have undermined any transfer effects due to test fatigue. Also, it is important to note that the transfer tasks in Boot et al. were administered three times at pre, mid and post-training. Presumably, multiple testing induced practice effects in the AVG and control groups that masked transfer effects.

DIVIDED ATTENTION

Given the nature of many fast-paced AVG, the ability to divide attention to several items confers a great advantage when playing these games. Hence, according to the common demands hypothesis playing fast-paced AVG should potentially enhance performance in tasks that require allocation of attention towards several items. Current evidence generally supports this claim (but see Boot et al., 2008).

Posner cueing

In one of the first studies that demonstrated spatial attentional advantages in videogame players, Greenfield et al. (1994) showed that expert players of the game Robot Battle, were superior in attending to more than one space relative to game novices using the Posner cueing task (Posner et al., 1980). Briefly, in the Posner cueing task, a cue was given to indicate the probable location of a target. There were three probabilities of the target appearing where the cue indicated—80% (high probability), 50% (neutral) or 20% (low). The speed of target detection was fastest in the high probability condition, and slowest in the low probability condition (Posner et al., 1980). In terms of overall response times, expert videogame players were faster in target detection in the high and low probability conditions compared to non-gamers. Furthermore, the videogame experts did not show an increased response time in the low probability relative to the neutral condition (Greenfield et al., 1994).

Demonstrating a causal effect, those trained to play a videogame, Robotron, for 5 h, where a player fended off robot attacks from many directions, showed greater improvement at the low probability condition whereas non-players showed no improvement. These results thus provided early and preliminary evidence of AVG-related advantage in attending to multiple locations in space, a demand common to many fast-paced AVG.

Flanker effects

Corroborating evidence for AVG-related superior attentional capacity to attend to more items in parallel has also been shown using different attentional tasks. In their groundbreaking work using a modified flanker task (Lavie and Cox, 1997), Green and Bavelier (2003) claimed that experienced AVG players had leftover attentional resources to attend to distractors when performing a demanding task, whereas non-gamers did not attend to them and thus were not distracted. This suggests that AVG players had greater attentional capacities to attend to multiple items in parallel. In contrast, Irons et al. (2011) failed to replicate these results. However, note that both studies were cross-sectional, not training studies. Hence, it is unclear whether the AVG advantage is causal. The discrepancy in findings may simply reflect sample differences. A training study is therefore needed to resolve this issue.

Multiple object tracking

Green and Bavelier (2006b) found that experienced AVG players were able to track on average two items more than non-gamers in an MOT task. In addition, following 30 h of training, non-players trained in an action game, Unreal Tournament improved accuracy rate when the number of objects to-be-tracked increased beyond four items. In contrast, accuracy rate for the control group trained in Tetris remained unchanged regardless of the number of targets shown. Similar enhancements were found after 20 h of training using a different measure of MOT (Oei and Patterson, 2013). Corroborating these results, Boot et al. (2008) showed that AVG players were able to track on average, at higher speeds than non-gamers.

The transfer to MOT appears confined to fast-paced FPS. In contrast, training using slower-paced AVGs or other types of AVG such as fast-paced sports game showed no such improvement (Cohen et al., 2008). Like MOT tasks, FPS have multiple fast moving objects that require simultaneous tracking. In contrast, games with multiple items on screen without requiring attention to-be-allocated to all items simultaneously (such as match-3 games) may not result in transfer after training (Oei and Patterson, 2013). However, this hypothesis remains tentative as Boot et al. (2008) failed to find evidence for enhanced MOT tracking speed in participants trained in a fast-paced FPS for 21.5 h compared to non-AVG trained participants.

Enumeration

Evidence for the enhanced ability of AVG players to attend to multiple items has also been corroborated using an enumeration task. Green and Bavelier (2006b) showed that experienced action gamers were more accurate in estimating the number of items displayed than non-action gamers. In addition, experienced action gamers were able to estimate about two items more than non-action gamers. This enhanced ability was also found after 10 h training using an FPS AVG relative to controls (Tetris training).

VISUAL SEARCH

FPS games are highly similar to a visual search paradigm because players must search for targets amidst distractors, such as an enemy in hiding (Wu and Spence, 2013). Indeed, converging evidence shows search advantages in habitual AVG players. First, AVG players searched faster and more efficiently overall (Hubert-Wallander et al., 2011) without sacrificing accuracy (Castel et al., 2005). Additionally, AVG players searched more accurately and faster in demanding conjunction conditions (Wu and Spence, 2013). Finally, AVG players were able to search more accurately when distracting objects were in close proximity to the target (Green and Bavelier, 2007), a condition known as crowding (Toet and Levi, 1992; Intriligator and Cavanagh, 2001).

Several longitudinal studies have corroborated the cross-sectional results. These studies used both FPS and other types of AVG training compared with non-AVG training. In a 30-h training study, Green and Bavelier (2007) found that players trained in an AVG (Unreal Tournament) were able to detect targets at reduced target-distractor separations compared to the non-AVG group (Tetris) at 0°, 10° and 25° eccentricity. Furthermore, following 10 h of training using an FPS, and a racing AVG compared to a control group (3D puzzle game, Ballance), Wu and Spence (2013) demonstrated greater accuracy and faster search time for both types of AVG players compared to the control game in a dual search task that involved searches in central and peripheral vision. Interestingly, the results for the FPS and racing game were equivalent. Although most racing games do not include visual search, Wu and Spence (2013) argued that for this particular racing game, the player was expected to also locate and identify several targets. Therefore, these results match the common demands hypothesis.

Demonstrating that not all AVG are alike, we failed to find an AVG-related enhancement in visual search following 20 h of FPS training (Oei and Patterson, 2013). The AVG game used in Oei and Patterson did not have search demands because enemies tended to pop out and engage the player rather than making the player search them out.

Importantly, Oei and Patterson (2013) showed that transfer is not dependent on the training game being an AVG. Instead, visual search time was significantly decreased following training in a hidden object game and a match-3 game (Bejeweled) that required searching a display for matching shapes. Therefore, the data in Oei and Patterson (2013) and Wu and Spence (2013) support the common demands hypothesis, such that training in games that included frequent search improved visual search performance. On the other hand, the failure to find evidence for AVG related transfer is inconsistent with a general transfer mechanism, which would lead to improvements across multiple tasks, including visual search.

CHANGE DETECTION

A fundamental requirement in any fast-paced AVG is the need to respond quickly to a sudden onset stimulus. This could be a visual anomaly such as an enemy that appears when the player is preoccupied by something else in the visual field. Given this requirement for successful gameplay, it is plausible that expert AVG players will exhibit superior ability to detect visual anomalies when they are focused on other features in their visual field.

Current evidence for enhanced change detection in AVG players remains mixed. On one hand, Murphy and Spencer (2009) showed that AVG and non-AVG players are equally as likely to miss a cross moving across their visual field while performing a counting task. On the other hand, Vallett et al. (2013), using a popular inattentional blindness task (Simons and Chabris, 1999), showed that AVG players have a significantly greater likelihood of detecting a visual anomaly (man in a gorilla suit) while performing a counting task than non-gamers. One possibility for the inconsistent finding is that the original task in Simons and Chabris presented a more salient visual anomaly than that in Murphy and Spencer. This is not unlike an AVG where a sudden-onset visual stimulus is likely to be a salient one that demands a response (e.g., enemy).

ATTENTIONAL BLINK

Attentional blink refers to a bottleneck in information processing whereby a second target (T2) presented close in time (200–500 ms) to an accurately detected first target (T1), fails to be detected (Raymond and Shapiro, 1992; Shapiro et al., 1994, 1997). Green and Bavelier (2003) reported that AVG players were less affected by attentional blink than non-gamers. Furthermore, non-gamers trained in an AVG for 10 h improved T2 detection during the intervals susceptible to the attentional blink effect (Green and Bavelier, 2003). This training-related enhancement specifically on a fast-paced FPS has generally been replicated following 12–20 h of training (Cohen et al., 2008; Oei and Patterson, 2013). Crucially, the enhancement is seen only following a fast-paced FPS, but not to other slower paced FPS, third-person shooters and sports games (Cohen et al., 2008). Compared to other AVG, fast-paced FPS requires fast responses to rapidly presented successive targets which leads to these specific improvements (Cohen et al., 2008). This is consistent with the common demands hypothesis.

In contrast, Boot et al. (2008) and Murphy and Spencer (2009) failed to find AVG-related advantages in attentional blink performance. Importantly, no attentional blink enhancement was seen beyond test-retest effects in AVG trainees after 20 h of training (Boot et al., 2008). However, it is again important to place the findings in context of the criticisms of the study mentioned above.

SPATIAL COGNITION

Spatial cognition involves multiple components and broadly speaking refers to the skill in representing, transforming, generating and recalling symbolic, nonlinguistic information (Linn and Petersen, 1985). AVG, especially those with a first-person perspective, should be good training tools for some spatial skills due to navigation and rotation demands in 3D space (Spence and Feng, 2010; Sanchez, 2012). However, training may not transfer to other components if the relevant spatial cognitive demands are not present in the game (Okagaki and Frensch, 1994). For example, enhanced 3D mental rotation was found only following FPS training but not using games without demands to navigate in 3D space (Feng et al., 2007; Sanchez, 2012). Furthermore, the enhancement to spatial ability was specific only to mental rotation of 3D shapes but not to spatial visualization in a paper-folding task where no rotation was necessary (Sanchez, 2012).

Transfer is also seen using non-AVG training. Specifically, faster and more accurate mental rotation has been found in experienced and trained Tetris players (Okagaki and Frensch, 1994; Sims and Mayer, 2002; Boot et al., 2008). Unlike AVGs, Tetris does not involve fast responding except for the highest levels. Furthermore, new objects in Tetris always enter from one location (vertically from the top) and hence there is no requirement to track multiple moving objects in the periphery. There is also no requirement to construct a representation of a complex 3D environment in order to navigate. Finally, virtually no distractors appear in Tetris. Rather, participants must stack falling shapes efficiently using mental rotation and planning. These demands lead to different, specific effects compared to those commonly found from playing action games, indicating that Tetris should be classified a non-action game.

Three months of Tetris training was associated with decreased activation in right frontal (BA 32, 8, 9, 6, 46) as well as parietal (BA 40) areas (Haier et al., 2009). These areas have been previously been shown to be highly activated in mental rotation tasks (Cohen et al., 1996). This reduction in brain activation may suggest enhanced neural efficiency to perform mental rotation (cf. Haier et al., 1992).

Transfer effects from Tetris training were highly specific to mental rotation measures (Boot et al., 2008). Notably, the shapes used in the mental rotation task resembled shapes that appeared in Tetris (Boot et al., 2008). Conversely, no advantage was seen in skilled or trained players in mental rotation tests that did not involve Tetris-like shapes (Sims and Mayer, 2002; Boot et al., 2008). Furthermore, although 12 h of Tetris training did not result in transfer to spatial ability tests in general, examinations of the mental rotation strategies showed that Tetris trainees were more likely to use a Tetris-like mental rotation (clockwise rotation up to 225°) for Tetris shapes (Sims and Mayer, 2002).

These specific improvements thus add converging evidence to the proposal of a transfer being more likely if the game and transfer task share common demands. In contrast, a more general transfer mechanism would predict a general spatial ability or overall mental rotation enhancement. Moreover, the general learning proposal was originally proposed to explain AVG-related improvements only. Thus, the common demands theory allows explanation of more types of video-game related cognitive changes.

EXECUTIVE FUNCTIONS

Task switching

Both alternate-runs and random task switching paradigms have been employed to study the effects of videogame playing on task switching. In the former, a task-switch takes place after a fixed number of trials allowing preparation so that switching is less demanding and typically yields smaller switch costs (Monsell, 2003). In contrast, task-switches are random and unpredictable in the latter. The inability to prepare for a switch leads to greater conflicts, which in turn results in the switch cost being larger (Rogers and Monsell, 1995; Monsell, 2003).

Smaller switch costs in reaction time (RT) and accuracy have been demonstrated in regular AVG players compared to non-players in both alternate-runs and more demanding random task switches (Andrews and Murphy, 2006; Boot et al., 2008; Colzato et al., 2010; Cain et al., 2012; Green et al., 2012; Strobach et al., 2012). Greater switch cost reductions in alternate-runs task switching was found following 15 (Strobach et al., 2012) and 50 h (Green et al., 2012) of AVG training compared to controls that played non-AVGs (e.g., Tetris and The Sims).

Although task switching superiority in experienced AVG players is consistently reported, results of training studies for transfer to task switching remain equivocal. In contrast to Green et al. (2012) and Strobach et al. (2012), Boot et al. (2008) failed to find transfer effects following 21.5 h of AVG training. Different task-switching paradigms used in each study may explain the conflicting results. Specifically, while Green et al. (2012) and Strobach et al. (2012) utilized a predictable alternate-runs switch format, Boot et al. (2008) instead used a random task switching paradigm. Thus, AVG training may only improve the ability to prepare for upcoming switches but not more demanding mental flexibility measured by random task switching paradigms as these are supported by different neural and cognitive mechanisms (see Baddeley et al., 2001; Bryck and Mayr, 2005; Pereg et al., 2013).

Consistent with the argument of the common demands hypothesis, the transfer of predictable task switching may stem from the frequent practice in AVGs to switch between targets and between items during gameplay. Each activity has clear objectives with little conflict between them. Thus disengagement from a previous task to switch focus on an upcoming task is relatively easy. Take for instance switching rapidly between enemies where the switch can be planned or reactive. Either way, the action following a switch is similar. This is like a task-repeat and involves negligible response conflict. Even switching from an enemy to collecting an item (e.g., health replenishments or bonus items) is unlikely to result in any decisional or response conflicts as the actions involved with either task are distinct. These are akin to the predictable task switching condition whereby any switch is predictable and an upcoming switch or task-repeat condition can be planned in advance. In contrast, decisional conflicts like the random task switching condition are rarely, if ever, encountered in such AVGs.

Distractor suppression

Several studies indicate that AVG players are less susceptible to attentional capture by task-irrelevant stimuli than non-players. Experienced AVG players and those trained to play an AVG for 20 h were faster in responding to targets in the presence of distractors (Chisholm et al., 2010; Oei and Patterson, 2013). This advantage may stem from improved top-down suppression of attentional capture rather than a faster recovery from capture (Chisholm and Kingstone, 2012). Support for better distractor suppression in AVG players comes from neuroimaging. Relative to non-gamers, action gamers showed increased suppression of steady state visually evoked potential (SSVEP) amplitudes to unattended peripheral stimuli in a target detection task where the goal was to detect targets at central fixation or when cued, at left and right peripheries (Mishra et al., 2011). Additionally, using a visual search task with moving distractors at central or peripheral vision, action gamers showed reduced blood-oxygenated level dependent (BOLD) response in visual motion-sensitive regions (Medial Temporal/Medial Superior Temporal areas) to moving distractors compared to non-gamers (Bavelier et al., 2012a). Moreover, 10 h of AVG training has been shown to increase P2 and P3 waves at occipital and occipito-parietal sites (Wu et al., 2012) when performing an attention visual field task where one is required indicate the direction of a target amidst distractors. Increases in P2 and P3 amplitudes may reflect adaptations to task demands on attentional control in attentional selection as well as inhibition of processing of task-irrelevant stimuli (Bledowski et al., 2004; Potts et al., 2004; Sawaki and Luck, 2010; Fritzsche et al., 2011). Taken together, these findings suggest that experienced AVG players are better than their non-AVG counterparts at applying top-down control to suppress attention for task-irrelevant distractors. Longitudinal training studies further show that the advantages displayed are causal.

SPECIFIC OR GENERAL TRANSFER? THE CASE FOR SPECIFIC TRANSFER GAINS

Over the last 10 years since the seminal work of Green and Bavelier (2003), the focus of videogame training has been directed towards AVGs. The growing literature suggests that AVGs enhance lower-level information processing skills ranging from visual perception to different aspects of attention (Green and Bavelier, 2003, 2006a,b, 2007; Chisholm et al., 2010). These include expanded peripheral vision (Green and Bavelier, 2003), target discrimination, identification and contrast (Green and Bavelier, 2007; Li et al., 2009), selective attention (Wu et al., 2012) and attentional blink (Cohen et al., 2008; Green and Bavelier, 2003). In contrast, evidence for transfer to some executive functions remains equivocal (e.g., Boot et al., 2008).

Given the differing characteristics of non-action games, one would expect different types of transfer from non-action game training compared to AVG. However, unlike AVGs, not much research has been conducted to determine the range of transfer. Nevertheless, a small number of studies also suggest some benefits from non-AVGs such as Tetris’ transfer to mental rotation (Okagaki and Frensch, 1994; Sims and Mayer, 2002; Boot et al., 2008). Importantly, like AVG, transfer effects are also quite specific to skills that are common to the trained game and transfer task (Okagaki and Frensch, 1994; Sims and Mayer, 2002; Boot et al., 2008; Oei and Patterson, 2013).

A critical question we set out to answer in this review is whether transfer gains from videogames reflect a general or more specific enhancement. One hypothesis is that a general attentional control mechanism accounts for transfer effects seen in (action) videogames. This theory suggests that (action) videogame play enhances a general learning of task statistical patterns that supports perceptual decision-making and allocation of cognitive resources (Green et al., 2010b; Bavelier et al., 2012b). However, it has not been empirically demonstrated that this mechanism can indeed account for transfer across the wide range of tasks utilized in the videogame literature. Moreover, it is unclear if such a learning mechanism is applicable to non-action games. Furthermore, the data reviewed earlier do not support this hypothesis. Specifically, if a general learning mechanism really underlies AVG-related transfer, enhancements should be seen across multiple tasks, even those that do not share overlapping demands with the trained AVG. Unfortunately, as most current studies only included transfer tasks that share common demands with the trained AVG, it is difficult to assess the validity of this hypothesis. In the few studies that included tasks that do not appear to share common demands with AVG used for training, however, AVG playing did not transfer to all tasks (e.g., Boot et al., 2008; Murphy and Spencer, 2009; Oei and Patterson, 2013).

In contrast to a general transfer mechanism, the main proposal here is that transfer effects are specific to common demands shared between the trained videogame and transfer task. This hypothesis can explain both AVG and non-AVG training effects (Oei and Patterson, 2013).

Converging evidence from neuroimaging also appears to support the current hypothesis. For instance, transfer is more likely if training and transfer tasks recruit overlapping neural regions (Dahlin et al., 2008). Evidence from the working memory training literature also supports specific over general transfer. For instance, working memory training improved performance on working memory measures but not to measures of fluid intelligence (Harrison et al., 2013; Melby-Lervåg and Hulme, 2013; Redick et al., 2013). Hence, we feel that although working memory and videogame play are different activities, they share a common principle in relation to transfer of cognitive skill in that transfer is specific to what is practiced within the training regime. In contrast, little or no transfer can be expected for skills not explicitly practiced.

We do note that although the general transfer mechanism proposed by Bavelier et al. (2012b) contrasts with the common demand specific mechanism proposal, they added a caveat that “changes in knowledge produce benefits only to the extent to which new tasks share structure with AVG. No benefits are expected in tasks that share no such structure” (Bavelier et al., 2012b). No study has yet been reported that systematically manipulates the demands contained in the AVG used for training because the definition of AVG has remained overly general, but there is some preliminary evidence that FPS AVG lead to different results than other types of AVG (Cohen et al., 2008).

CONCLUDING REMARKS AND FUTURE DIRECTIONS

Several gaps and unanswered questions still remain. First, it remains unclear how “closely-matched” the game and transfer task must be to maximize transfer. It is likely that the demands of the training game and transfer task must engage common neural networks (Dahlin et al., 2008). Nevertheless, quantitative metrics of how close a training game and the transfer tasks remains elusive and are worthy of further investigation. A quantifiable metric would be most useful especially in occupational settings in order to guide the selection of a training paradigm that maximizes transfer effects. For instance, in FPS, one could compare games with either progressively increasing speeds in which enemies appear or the number of enemies that appear simultaneously. We would predict that high-speed games would lead to a decrease in attentional blink, and faster RT, but would not have as large of an effect on MOT as the latter manipulation. To further test for the specificity of transfer effects, one could also conduct a study whereby games with different demands (or intensity) from the same genre are compared (see Cohen et al., 2008 for such an example). To determine whether general or specific transfer has occurred, it is important to include a wider variety of transfer tasks, some of which contain similar demands to the videogames and some of which measure more general learning. To test for general transfer, a videogame training regime could also target training visual attention or visual working memory and test whether improvements generalize across to the verbal or auditory modalities using material that was not trained during the games.

A second gap relates to which cognitive abilities can or cannot be improved by training. It will be important in the future to investigate which abilities are more resistant or amenable to be modified with training or whether improvement in one area will lead to worse performance in another (Takeuchi et al., 2011).

A third important issue is the durability of transfer effects. Thus far, many videogame studies have not tested whether the transfer effects remained after the laboratory tests have concluded (see Li et al., 2009; Anguera et al., 2013 for exceptions). Hence, it is unclear whether transfer effects remain after cessation of training. A main goal of a training task is the retention of skills in the long-term after the training has ceased (Schmidt and Bjork, 1992). As with any type of training, the effectiveness of videogame training should also be evaluated with this criterion.

Fourth, more research should examine individual differences in training-related transfer. It has been argued that the capacity for “cognitive modifiability” as a result of training varies from individual to individual (Calero and Navarro, 2007). It is thus unlikely that all individuals trained with a similar videogame improve similarly (see Wu et al., 2012). There are many factors that can influence plasticity and how well one responds to a training regime. Briefly, some examples of individual differences shown to influence training, cognition and transfer include age and baseline cognitive ability including intelligence (Yesavage et al., 1988, 1990; Haier et al., 1992; Verhaeghen et al., 1992; Bissig and Lustig, 2007; Calero and Navarro, 2007), gender (Feng et al., 2007) as well as lifestyle factors such as cardiovascular health and exercise (Gomez-Pinilla, 2008). Thus far, videogame training studies have not examined how these individual differences affect training-related transfer. Hence, investigating training-related transfer from an individual differences perspective is worthwhile as it can be critical for the implementation of a training regime to maximize transfer effects.

Finally, we feel that ultimately a training regime should translate to real-world applications outside of the laboratory. Thus far, the bulk of the studies have focused on laboratory tasks. Just like games have several demands in common with the cognitive tasks, we assume many everyday tasks have common demands that are trained by the videogames. Thus, we assume that playing videogames will lead to improvements in activities in everyday life. However, few studies have shown video game-related advantage in real-world activities. Videogame experience and skill has been shown to correlate with laparoscopic surgery skills (Rosser et al., 2007). Also, a short bout (10-h) of videogame training, albeit not a commercially available one, has been shown to improve flight performance in cadet pilots (Gopher et al., 1994). One potential area of future research may be to investigate whether videogame training in search skills can benefit performance in occupations that demand intense visual search skills (e.g., airport baggage scanners or air traffic controllers). Hence, the potential of videogame training advantages in real-world applications warrants further investigation.

In closing, over the last decade, we have seen considerable literature documenting the potential benefits of videogame training. With the increase in attention and effort dedicated to this area, intense debate, skepticism and scrutiny have also resulted (Boot et al., 2011, 2013; Kristjánsson, 2013). Nevertheless, such intense debate and scrutiny can only be beneficial to researchers as they strive to refine the methodology of videogame training research. Despite the increasing number of works and considerable progress, the field is still in its infancy and considerable advances are yet to be made. There are many advantages with training via a videogame. Training via videogame represents a departure from traditional learning activities in that it is highly arousing and motivating and has the potential to keep the player engaged for longer periods. With progress in computing power and artificial intelligence, there are arguably major leaps that can be made in game immersion and realism. Additionally, with input from psychologists and learning theory in videogame design, we can further tailor videogames for learning purposes. Hence, further investments in time and money to understand, research and improve transfer from videogame training to the work place, classroom and rehabilitation is surely worthwhile.
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Technological advances that involve human sensorimotor processes can have both intended and unintended effects on the central nervous system (CNS). This mini review focuses on the use of virtual environments (VE) to augment brain functions by enhancing perception, eliciting automatic motor behavior, and inducing sensorimotor adaptation. VE technology is becoming increasingly prevalent in medical rehabilitation, training simulators, gaming, and entertainment. Although these VE applications have often been shown to optimize outcomes, whether it be to speed recovery, reduce training time, or enhance immersion and enjoyment, there are inherent drawbacks to environments that can potentially change sensorimotor calibration. Across numerous VE studies over the years, we have investigated the effects of combining visual and physical motion on perception, motor control, and adaptation. Recent results from our research involving exposure to dynamic passive motion within a visually-depicted VE reveal that short-term exposure to augmented sensorimotor discordance can result in systematic aftereffects that last beyond the exposure period. Whether these adaptations are advantageous or not, remains to be seen. Benefits as well as risks of using VE-driven sensorimotor stimulation to enhance brain processes will be discussed.
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INTRODUCTION

The use of technology to augment brain function has a nebulous history, in part, because the term brain augmentation can be defined in so many ways. It implies an enhancement of brain function, but how it is measured introduces some uncertainty. To clarify this further, it should be recognized that the function of the brain is nothing short of control of the entire body and all one’s experiences, both internal processes and externally-directed actions. Therefore augmenting brain function could include a wide range of easy or difficult to identify enhancements, such as boosting immune system response, improving mood, memory, or perception, optimizing motor control, or increasing sub-optimal function after injury. To make brain augmentation even harder to define, sometimes the only measure we have of its effective implementation is through observation of external behavior.

A simple definition of brain augmentation could be enhancement of sensation, such as the use of spectacles to improve myopia. Most glasses wearers will be familiar with the initial adaptation to a slight magnification and/or shift in close-up visual space that occurs with new glasses. This type of adaptation is even more evident when using light-refracting prism glasses to intentionally shift the visually perceived world. Facilitation of adaptive processes could be considered another form of brain augmentation. For example, prism adaptation has been used to correct strabismus by helping the eyes accomplish perceptual convergence and reducing the angle of squint (Pigassou, 1972). In hemispatial neglect wearing prism glasses can augment the brain’s ability to adapt its sensorimotor representation of the external world and reduce the perceptual deficit (Rossetti et al., 1998).

Augmenting brain function by enhancing perception or compensating for a deficit is an area in which virtual reality (VR) technology is also being applied. Similar to prism adaptation, VR technology can be used to alter the egocentric and allocentric representations of the world (Castiello et al., 2004). In this paper, the issue of identifying enhancement in the realm of sensory perception, motor control, and sensorimotor adaptation by using virtual environments (VE) will be reviewed. The sensorimotor and perceptual processes that may cause these changes will be examined while also highlighting the difficulty that goes along with defining, measuring, and quantifying enhancement. Not all changes are enhancement, since some are not adaptive or are accompanied by unwanted degradation of other functions or cause unintended responses.

AUGMENTING PERCEPTION

A fundamental aspect of creating an immersive experience within a VE is in creating a sense of three-dimensionality so that one believes one can move about within the virtual world. A common barrier to this is that one may wish to travel further in the VE than is possible in a limited space (e.g., a flight simulation). Although the perception of self-motion typically occurs as a result of combined visual and physical motion stimuli, its long been known that visually-induced self-motion perception (i.e., vection) can occur in the absence of actual motion (Mach, 1875; Young et al., 1973; Pavard and Berthoz, 1977; Howard, 1986; Frigon and Delorme, 1992; Harris et al., 2000; Palmisano, 2002; Wright, 2002). However, optic flow when walking about the real world is different than when rotating the eyes or head while the body remains stationary (Gibson, 1954). That our central nervous system (CNS) can accurately detect this difference likely evolved as an essential part of navigating through the world searching for food or mates and avoiding danger. The exact selective pressures that shaped these neural processes can only be inferred, however, its very likely that in the pre-modern world earth-bound species (flightless and terrestrial) were less frequently exposed to the visual-vestibular discordance that occurs during passive motion to which we are often exposed in the modern world (e.g., during any vehicle transport). Although the multiple sensory inputs that occur during self-motion do not always have a prescribed relation, they co-occur with greater probability in certain relations to one another than others. For example, terrestrial animals experience sustained vection (very low frequency) in a direction orthogonal to vertical more frequently than parallel to it. Furthermore, the sensory organs are oriented upright relative to gravity more frequently than inverted. Despite this, it seems there was a strong selective advantage for omnidirectional sensory organs that could be mapped to each other rather flexibly. One need only don a pair of prism glasses to experience visuomotor remapping that makes even a completely inverted world eventually feel “normal” (Stratton, 1896). This sensorimotor lability can be used to induce a compelling sense of immersion in a VE even when sensory inputs are incongruent, sub-threshold, or absent.

The flexible, adaptable sensorimotor integration described above is how the brain’s perceptual abilities can be augmented in a VE. For example, self-motion perception can be induced even when sensory input is below threshold. In a VE, the inertial stimulus is often sub-threshold or even absent, yet perception of self-motion is still experienced. In our VE studies, we have tested how this perception is affected by manipulating the concordance of visual and inertial sensory inputs (see Table 1; Wright, 2002, 2009; Wright and Glasauer, 2003, 2006; Wright and Schneider, 2009). To enhance the level of immersion, subjects viewed a high-fidelity, realistic visual scene from a first person perspective while wearing a head-mounted display (HMD; Wright et al., 2005, 2006, 2009). To further enhance the perceptual experience, we drew on previously established knowledge about motion perception. The visual system primarily transduces velocity information from the visual stimulus, and is less sensitive to acceleration (Berthoz et al., 1975; Telford et al., 1992; Warren and Kurtz, 1992). Acceleration information is primarily derived from the inertial stimulus, which even in the absence of vision plays an important part of the experience of motion (Wright et al., 2005). Gravitoinertial input resulting from physical motion and background gravity stimulate the vestibular and somatosensory systems (i.e., the graviceptors) which provide linear acceleration and rotation information (Guedry, 1974). But like the visual system, there is an overlap in what qualifies as an adequate stimulus, as suggested by the fact that graviceptors may also be sensitive to velocity cues (Jones and Young, 1978). Our investigations suggest that combinations of physical and visual stimulation can result in sensory summation. This can increase how compelling perceived self-motion is when stimuli are matched directionally and temporally (Wright et al., 2005). However, we have also found that perceived self-motion can be enhanced by adding together discordant stimuli, such as by combining physical tilt with visually-depicted translation (Wright et al., 2009). In fact, the “compellingness” of visually-induced self-motion can be enhanced in the direction of the visual stimulus by increasing the amplitude of a discordant inertial input. This is true even if the visual and inertial vectors are 90–180° out of alignment with each other (Wright et al., 2005; Wright, 2009; Ash et al., 2011).

Table 1. Perceptual and/or motor behavior in immersive VE.
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Another contributing factor that augments the VE-user’s immersion by enhancing the self-motion experience is predicated on the idea of tilt-translation ambiguity (Young et al., 1984; Parker et al., 1985; Merfeld et al., 2005; Holly et al., 2006). Accurate perception of tilt versus translation is obfuscated in part because gravitational and inertial accelerations are physically indistinguishable, and in part because the adequate stimulus for the visual system is velocity-dependent while the adequate stimulus for graviceptors is acceleration-dependent. Thus, tilt in a gravitational field could conceivably be perceived as translation. However, when multiple sensory inputs are combined, a unified sense of self-motion can be derived. Whether this perception is rotation or translation or some combination of both is, in part, determined by spatial, temporal, and cognitive factors (Wertheim et al., 2001; Wright et al., 2006; Holly and McCollum, 2008; Riecke, 2009). The perception also depends on the independence of the velocity and acceleration vectors. In nature, a positive velocity could be experienced with an infinite number of positive or negative acceleration vectors. This is important because the visual system’s velocity-sensitive and the vestibular system’s acceleration-sensitive. All these factors contribute to how VE can be used to induce unusual self-motion perceptions, despite the fact that the sensory pattern has never been experienced (Wright, 2009). This fact has been capitalized on by IMAX®-based rides for decades, where an individual can experience compelling self-motion while completely stationary; moreover, the perception can be further enhanced when subtle movements of the theater seat are added.

The phenomenological evidence above suggests that veridical self-motion perception is dependent on the integration of multiple sensory inputs that do not have a prescribed relation to one another. Moreover, perception can be extended beyond the normal limits of the senses by combining sensory inputs in VE to induce non-veridical self-motion perception. A sense of immersion in a VE can be enhanced by the belief that movement within the VE is actually happening. But if the VE is augmenting perception of a “false” reality, does this also alter one’s actions? And more importantly, is there a real-world benefit? The first question has been brought up before (Stanney et al., 1998; Cohn et al., 2000) but lately the focus of attention has shifted to the latter question. Many researchers and clinicians have embarked upon systematic investigation of how VR can augment the brain’s ability to recover from disease and injury (e.g., Liebermann et al., 2012). In the next sections we delve into these questions, first by determining whether motor behaviors are altered by VE immersion then by looking at sensorimotor adaptation within a VE.

THE PERCEPTION-ACTION LINK IN VE

Perception can be defined as the organization of sensory stimuli (both externally received or internally generated) resulting in a conscious awareness of a phenomenon. Perception and action are tightly linked processes, with the interaction of sensory input and motor output being fundamental to the calibration of fine and gross motor skills. Accurate perception of the body’s movements is critical to fine-tuning motor skills. However, there are many examples of dissociations between perception and action (e.g., Goodale and Milner, 1992; Merfeld et al., 2005). Thus, even though perception of self-motion and orientation can be altered in a VE, how it affects motor output has required investigation. In a series of studies, we looked at manual motor control, head stabilization, and postural control while immersed in a VE to evaluate whether the perception-action link reliably occurs in VE.

Much like in the perceptual studies, we tested conditions that combined visually-depicted motion both with and without actual physical motion. Subjects performed a manual motor control task while sitting in a tiltable motion device and viewing a visual depiction of linear translation in an HMD (Wright and Glasauer, 2003, 2006; Wright et al., 2009; Wright and Schneider, 2009). During this VE immersion, subjects were instructed to align a handheld object to the perceived vertical. Perceptual reports confirmed self-translation to be more compelling when physical tilt of the subject was added to the linear visual motion (Wright et al., 2009; Wright and Schneider, 2009). But interestingly, despite being asked only to align the handheld object to vertical, subjects also showed automatic, unconscious translation of the unconstrained arm. These unintended motor actions were entrained with the visually-depicted motion, as if experiencing accelerations due to actual translation (see Table 1). Although its been shown that constant velocity visual rotation in a VE can affect the direction of reaching (Cohn et al., 2000; Dvorkin et al., 2009), our findings also revealed that vision could induce vection with both velocity and acceleration components. Automatic motor responses occurred as if a compensatory force was required to counter the illusory acceleration. Moreover, the more compelling the perceived self-motion, the larger the motor response.

We were also interested in determining how VE immersion might affect other motor control processes such as head stabilization (Wright et al., 2013) and whole-body postural control (Wright, 2013). In one study, subjects were exposed to physical accelerations while viewing a directionally discordant visual scene. Significant head stabilization responses were dependent on the direction of visual flow even though visual input was discordant with the physical stimulus (Wright et al., 2013). In another study applying a similar experimental test protocol to investigate posture control, we paired visually-depicted translation in one direction with an orthogonally directed translation of the support surface. This cross-axis stimulation resulted in a postural response in standing humans that showed entrainment with both the visual and the support surface stimuli (Wright, 2013). These findings may not be unexpected, since studies pre-dating VR technology have shown that postural control can be entrained to a visual stimulus by simulating movement of the entire room, when the floor is kept stationary (Lishman and Lee, 1973). Furthermore, the postural response can be influenced by the characteristics of the discordant visual input (Lestienne et al., 1977). If an immersive VE is used the postural response to a visual input can be potentiated even if the input is temporally discordant with surface movement (Keshner et al., 2004). Together these results suggest that VE can be used to induce a motor response to a non-veridical virtual input, even in the presence of a strong destabilizing physical stimulus that requires an appropriate postural response to keep from falling. Thus, VE can cause an unintended postural response leading to instability.

INDUCING SENSORIMOTOR ADAPTATION AND MALADAPTIVE AFTEREFFECTS

To study postural adaptation in VE, we exposed subjects to cross-axis postural stimulation for an extended period of time. By looking for aftereffects, as is often done in prism-adaptation research, we wished to see if the postural response seen during discordant stimulation involved adaption or was simply a transient response that would disappear as soon as one of the stimuli was removed (Wright, 2013). The plasticity of the CNS, which allows discordance to be reduced by sensorimotor re-mapping, is present at birth and plays an essential role in shaping motor development through interaction with the environment (Held and Freedman, 1963). Seminal work on visuospatial adaptation using light-refracting prism glasses dating back a century and a half (von Helmholtz, 1867; Stratton, 1896) has shown us that although neural plasticity may diminish with age, this form of plasticity does not have a critical period; rather to some extent it lasts well into adulthood (Hardt et al., 1971). Therefore, determining whether VE exposure will automatically cause sensorimotor adaptation is important. If one considers VE usage in everyday life, for training purposes, or for rehabilitation, one might expect very large exposure times, which could have long lasting aftereffects.

We exposed standing subjects for an extended period of time (5 min) to the cross-axis stimulation. After the adaptation period, we stopped the dynamic support stimulation while subjects continued to view the same visual translation stimulus as before. What was found in the post-adaptation phase is that subjects indeed showed an aftereffect in the COP, which was rotated as much as 45° from the direction of the visual stimulation. This finding is complementary to the finding which showed sensorimotor adaptation of the vestibulo-ocular reflex (VOR) in monkeys after prolonged pairing of physical rotation with an orthogonally directed optic flow (Wei and Angelaki, 2001). The evidence from our study on humans show that long lasting (>2 min) whole-body sensorimotor adaption can also be induced after prolonged exposure (<5 min) to discordant combinations of inertial and visual stimulation in a VE (Wright, 2013). Preliminary evidence suggests that these adaptations may even last for a few days. Specifically, after a few exposures staggered over multiple days, aftereffects appear immediately upon re-immersion into the VE without requiring a fresh dose of cross-axis adaptation.

This raises the question whether these residual aftereffects seen in healthy individuals who spend extended time in a VE are adaptive in the real world or unwanted aftereffects. Inaccurate automatic motor responses due to recalibration of visual, vestibular, and somatosensory coordination certainly involves a risk. However, for those with a perceptual or motor deficit, VE immersion may move them from a maladaptive state towards an adaptive one. Although this requires further investigation, what is apparent is that VE can be used to facilitate the brain’s natural ability to adapt to changes in the sensory environment. In fact, VE-based brain augmentation applications have already begun to appear in clinical applications. They have been used to ameliorate hemi-neglect symptoms by remapping the neglected space (Castiello et al., 2004), thus reducing a perceptual deficit, and improving function.

CONCLUSIONS

The fidelity of immersive VE has increased with amazing speed over the last two decades. One need only play the latest release of any popular first person shooter or sports-themed video game to be astounded by its verisimilitude. Because of the level of immersion one can experience, the question arises as to how quickly our CNS adapts to such simulated reality. More importantly, how robust are these adaptations, not only to the accurate attributes of the manufactured environments, but also to their inaccuracies. Even if visual fidelity such as spatial resolution, update rates, perspective geometry, monocular and binocular cues, et cetera are all perfectly programmed to match reality in a VE, the absence of inertial cues to accompany simulated translation through such environments will affect how the CNS calibrates the perceptuomotor system to these non-veridicalities. In other words, exposure to a VE will automatically cause sensorimotor adaptation, whether desired or not. But hopefully, VE’s ability to augment brain functions by enhancing perception, eliciting automatic motor behavior, and inducing sensorimotor adaptation can be applied in useful ways.

Trusting what we can measure as evidence of brain enhancement may not solve the problem of defining brain augmentation, when short-term benefits may accompany long-term deficits. Conversely, long-term enhancements may be overlooked because of a more immediate decrement in brain function that can happen as the brain adapts to or learns a new technology. What can be certain is that benefits from brain augmentation, if understood and applied, can be far-reaching. If used to recover loss of function following neurological damage, brain augmentation can potentially bring function back to healthy levels. The ways in which scientist, technologist, and clinicians are applying VR technology to rehabilitation is already happening and the hopes are that the individuals involved in this collective creative process will have the foresight to exploit the potential of neural plasticity, while recognizing that not all change is good.
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Sensory substitution devices (SSDs) are providing new ways for improving or replacing sensory abilities that have been lost due to disease or injury, and at the same time offer unprecedented opportunities to address how the nervous system could lead to an augmentation of its capacities. In this work we have evaluated a color-blind subject using a new visual-to-auditory SSD device called “Eyeborg”, that allows colors to be perceived as sounds. We used a combination of neuroimaging techniques including Functional Magnetic Resonance Imaging (fMRI), Diffusion Tensor Imaging (DTI) and proton Magnetic Resonance Spectroscopy (1H-MRS) to study potential brain plasticity in this subject. Our results suggest that after 8 years of continuous use of this device there could be significant adaptive and compensatory changes within the brain. In particular, we found changes in functional neural patterns, structural connectivity and cortical topography at the visual and auditive cortex of the Eyeborg user in comparison with a control population. Although at the moment we cannot claim that the continuous use of the Eyeborg is the only reason for these findings, our results may shed further light on potential brain changes associated with the use of other SSDs. This could help to better understand how the brain adapts to several pathologies and uncover adaptive resources such as cross-modal representations. We expect that the precise understanding of these changes will have clear implications for rehabilitative training, device development and for more efficient programs for people with disabilities.
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Introduction

Neuroplasticity is an intrinsic property of the brain, which allows us to adapt to environmental pressures, physiologic changes and experiences by dynamic shifts in the strength of pre-existing connections or by establishing new networks in response to changes in afferent inputs or efferent demands (Pascual-Leone et al., 2005). Consequently, the adult brain has a remarkable capacity to change and adapt throughout the development of lifetime, requiring changes at different levels (genes, molecules, synapses, etc.), and is associated with structural and functional reorganization of the brain (Cramer et al., 2011).

Plasticity can occur during development, learning, in response to the environment or disease, or in relation to therapy. As we interact with a rich multisensory world, our sensory experiences are the product of extensive and dynamic neural connections, which are highly influenced by our experiences and developmental constraints. Such ability can be viewed as adaptivewhen associated with a gain in function (Cohen et al., 1997) or as maladaptive when linked to negative consequences such as loss of function or increased injury (Nudo, 2006). Consequently, the understanding of the nature of these changes is important not only in terms of establishing the brain’s true adaptive potential but also in guiding future rehabilitation strategies (Merabet and Pascual-Leone, 2010).

Sensory substitution devices (SSDs) in people with severe visual impairment offer amazing opportunities to study how the nervous system reorganizes its structure, function and connections when one sensory modality is supplied by another modality. Efficient use of SSDs is based on the brain’s ability to reorganize itself and it depends on the possibility of teaching the brain new complex perceptual skills as well as a different way to process sensory information (Proulx et al., 2014). Although, the most common modality to replace sight is touch, several authors proposed special devices for visual substitution by the auditory pathway in the context of real time reactivity (Meijer, 1992; Capelle et al., 1998; Cronly-Dillon et al., 1999; Striem-Amit et al., 2012; Abboud et al., 2014; Maidenbaum et al., 2014). Sound spatialization consists of virtually creating a three-dimensional auditory environment, where sound sources can be positioned all around the listener. However, these devices often generate unpleasant sensations and lack color information. This motivated the creation of new SSDs that encode color information such as Soundview (Nie et al., 2009), Haptic-Color Glove (Kahol et al., 2006), SeeColOr (Bologna et al., 2009) and EyeMusic (Abboud et al., 2014).

In this framework, our group has had the opportunity to evaluate the brain changes related to the continued use of a visual-to-auditory prosthetic device called Eyeborg specifically designed to help color-blind people. This device was developed by Neil Harbisson and Adam Montandon in 2003 and allows colors to be perceived as sound (Eyeborg, 2015). Briefly, it consists of a small video sensor placed at eye level of the head that transmits color information to a computer chip. Electromagnetic light waves are turned into sound frequencies that are heard as musical notes with distinct pitches in real-time (high frequency colors have high notes and low frequency colors have low notes). The computer chip is resting on the back of the head so the sound is heard through vibrations that are directly transmitted into the skull by bone conduction. It is thought that a proficient user of Eyeborg could perceive 360 different hues, one for each degree on the color wheel. Each hue is assigned to an audible frequency between 384 and 718 Hz, which allows differentiation between brighter and darker variations as well as color saturation (due to lighting conditions and the environment) and the recognition of the similarities and differences between hues.

In this work, we introduce the potential adaptive and compensatory changes within the brain associated with the continuous use of Eyeborg in a subject with achromatopsia (an irreversible visual impairment characterized by the inability to perceive colors). Our results suggest that after 8 years of continuous use of this device there could be significant changes in functional neural patterns, structural connectivity and cortical topography. Although there is still a lot of work to be done and we cannot claim that the continuous use of the Eyeborg is the only reason for these findings, our study offers the amazing opportunity to delve into the brain’s potential for change by using SSDs. Moreover, it could contribute to a better understanding of the functional and crossmodal organization that supports the neuroenhancement.

Materials and Methods

Participants

Five non-synesthete adults (mean 32.2 ± 2.38 years old; males 3, females 2; 4 right handed, 1 left handed) participated in this study. All were enrolled as part of a broader study examining brain plasticity. One of them (the main subject of this study) had difficulty distinguishing colors from childhood and was diagnosed of achromatopsia when he was 11 years old. He is a proficient Eyeborg user that had been using the device, intensively, throughout the whole day during the past 8 years. The control group was an age matched population of healthy volunteers. None of them had absolute pitch. The protocol was approved by the institutional review board and all volunteers gave their written informed consent prior to entering the study.

Neuroimage Studies

All neuroimaging studies were performed in a Philips Achieva 3T (Philips Medical Systems, Netherlands) with a SENSE Neurovascular coil (18 elements) supplied by the manufacturer. No sedation or contrast agent was given. The protocol included a high-resolution T1-weighted gradient-echo scan: 212 slices, 0.8 mm isotropic voxels, field of view 250 × 250 mm, TR 11 ms and TE 4.9 ms. After the structural data was acquired, functional magnetic resonance (fMRI), diffusion tensor imaging (DTI) and single voxel MR Spectroscopy (1H-MRS) studies were carried out.

Functional Magnetic Resonance Imaging (fMRI)

For the fMRI experiments four different block paradigms were carried out. The visual and auditive stimuli were presented with a special compatible system (VisuaStim Digital Glasses; Resonance Technology, Northridge, CA, USA). Subjects were instructed to keep their gaze fixed on the screen. The tasks were performed in the same order in all the subjects to reduce task interaction effects. No oral output was required avoiding overt movement. fMRI experiment were carried out in the dark.

For the first two paradigms retinotopic mapping stimuli were carried out following conventional procedures based on previously published studies (Engel et al., 1994). The stimuli consisted of high-contrast checkerboards in a rotating wedge and expanding ring. Both stimuli moved in a periodic pattern and completed a full cycle in 24 s with a total of 5 cycles per scanning run. Images were acquired throughout a blood oxygenation level-dependent (BOLD) sensitive T2-weighted multi-slice gradient echo EPI sequence (TE = 35 ms, TR = 2500 ms, FOV = 230 × 230, 64 × 64 matrix). Twentytwo contiguous 4-mm thick axial slices were prescribed parallel to the AC–PC ensuring a full coverage of the occipital lobe. A total of 160 whole brain volumes were collected.

The third paradigm was a color test based on previously published studies (Beauchamp et al., 1999). The stimuli consisted of five wedges arranged around a central fixation bar, extending from one to four degrees of eccentricity. In the chromatic trials subjects were instructed to decide if the colors in the intervening wedges formed an orderly sequence or not. During achromatic trials, wedges of different luminance were presented and subjects decided if the sequence presented a regular luminance sequence or didn’t. The functional scan parameters were as follows: TR = 3000 ms, TE = 35 ms, FOV: 230 × 230, 64 × 64 matrix. Thirty contiguous 4-mm thick axial slices were prescribed parallel to the AC–PC with a total of 84 whole brain volumes collected.

Finally, the forth paradigm consisted of studies where images and sounds were presented simultaneously (Tregellas et al., 2009). The subjects were instructed to look at the images and pay attention to their accompanying sounds, thinking about a putative color that could be assigned to the sound. To encode the sound we used specific algorithms provided by the Eyeborg designers. Therefore, we tried to simulate the usage of the Eyeborg inside the environment of the MRI machine. The test presented two condition blocks with a duration of 14 s for each condition. The functional scan parameters were as follows: time repetition = 2000 ms, time echo = 35 ms, FOV: 230 × 230, 64 × 64 matrix. Thirty contiguous 4-mm thick axial slices were prescribed parallel to the AC–PC with a total of 210 whole brain volumes collected.

For the fMRI data analysis, we used SPM8 (The Wellcome Trust Center for Neuroimaging)1 implemented in MATLAB 2010a (MathWorks, Inc., Massachusetts). We initially performed motion correction, normalization to the Montreal Neurological Institute (MNI) template, and spatial smoothing (8 mm). After the realignment processes, we checked the head-movement parameters which were not used as covariates in the analyses. The task-related activation was evaluated statistically on a voxel-by-voxel basis using a general linear model at the individual level to generate contrast images, which then were incorporated into analysis at the group level. Statistically significant clusters of activity were recorded for each condition. Only those clusters with a corrected P value of 0.05 or less and clusters of 10 voxels or greater are reported. The coordinates reported by SPM (which were in “MNI space”) were transformed to the stereotaxic coordinate frame developed by Talairach and Tournoux (available at http://macdownload.informer.com/talairach-client) and thus enabled comparison to a reference atlas for appropriate neuroanatomical localization. In order to test whether results obtained for our single subject are valid at the population level, we performed a random effects group analysis (RFX) with the help of BrainVoyager QX (Goebel et al., 2006). This neuroimaging software package was also used in same cases for visualization of anatomical and functional data sets.

Diffusion Tensor Imaging (DTI)

DTI-MR was performed in transversal slice orientation, using a single-shot EPI sequence with diffusion encoding in 32 directions (values 0 and 800 s/mm2). The acquired voxel size was 2 × 2 × 2 mm3 in 60 slices, with a SENSE factor of 1.9. The diffusion-weighted data were transferred to a workstation for analysis. Before DTI analysis eddy current compensation was applied by affine registration to B0 image. Tractography was then performed using the PRIDE fiber-tracking tool supplied by Philips Medical Systems, as described previously (Nilsson et al., 2007). The ROIs were drawn manually based on the anatomical images and on previously published atlases (Wakana et al., 2004). Tractography was performed based on the connection between two regions of interest (ROI) in order to minimize the risk of including other tracts. Fibers running through the 2 ROIs were computed automatically by the software taking into account a minimum fractional anisotropy value (FA) of 0.3, maximum fiber angle between fibers of 27° and minimum fiber length of 10 mm as stopping criteria.

Magnetic Resonance Spectroscopy (1H-MRS)

For the 1H-MRS study the volume of interest was placed based on anatomical structures. The aim was to get an overall spectroscopic representation of different areas within the visual cortex (V1, V2 and V4) avoiding contamination of the surrounding tissues. The resulted volume size was 14 cm3 for V1, 12 cm3 for V2 and 7 cm3 for V4. Shimming and tuning were achieved with automated procedures before acquisition. Water signal was suppressed with selective water signal inversion. For the spectroscopic measurements a standard short-echo-time acquisition mode sequence (TR/TE/averages = 2000/32/128) was used. A total of 512 data points were collected over a spectral width of 1000 Hz. Assignment of the resonances of interest included N-acetylaspartate and other N-acetyl-containing compounds (NAA) at 2.02 ppm, glutamate and glutamine (Glx) at 2.35 ppm, creatine plus phosphocreatine (Cr) at 3.03 ppm, choline and other trimethylamine-containing compounds (Cho) at 3.20 ppm, and myo-inositol (mIno) at 3.55 ppm (Haga et al., 2009). Spectrum analysis was performed off-line with the help of jMRUI 3.0 package (Naressi et al., 2001) available through the MRUI Project2 as documented in previous studies (Bernabeu et al., 2009; Poveda et al., 2010).

Results

All the subjects of the study presented normal MRI images of the brain with neither detectable degenerative changes nor any brain lesions.

Functional Magnetic Resonance Imaging (fMRI)

Basic visual retinotopic fMRI paradigms showed brain activation in the corresponding visual areas (BA17, BA18 and BA19) in all the subjects studied. No significant differences in the brain activation pattern were observed between the Eyeborg user and the control subjects (data not shown).

The analysis of the color paradigm showed clear differences between the activated areas of the Eyeborg user and the controls. Particularly, during the chromatic phase of the test, the Eyeborg user showed activation in V1 (BA17) and other small clusters of activation located mainly in the left V2 (BA18). However, the control group showed strong bilateral activation with a great number of other brain areas involved (Figure 1). Thus the color-selective activation in the control group (chromatic blocks vs. fixation) was situated in occipital, temporal, parietal and frontal cortex. More specifically, these areas were located in: (1) occipital lobe (areas BA18 and BA19); (2) temporal lobe related to object and face recognition (BA37), language and auditory processing (BA21, BA22, BA42), memory (BA38) and high level object representation (visual stream BA20); and (3) parietal lobe related to stimulation and texture discrimination tasks (BA40), visuo-motor coordination (BA7, BA6, BA4), and somatosensory functions (BA2); and (4) prefrontal cortex, related with executive functions (BA9, BA10, BA11, 46) and semantic tasks (45, 44). During the achromatic stimulation blocks there was a significant decrease in the number of brain-activated areas in all subjects. In the Eyeborg user we only found activation in areas BA17 and left BA18. In contrast, the control group presented during this achromatic stimulation a higher number of occipital areas activated such as BA17, BA18 and BA19. Moreover, there was brain activation located in the temporal and parietal lobes (BA7 and BA37) and within the entorhinal cortex (BA28) of the right hemisphere.


[image: image]

FIGURE 1. Visual stimulus and Functional Magnetic Resonance Imaging (fMRI) activation in the Eyeborg user and the control group. (A) Protocol of the Farnsworth-Munsell test. Within each scan series, the stimulus alternated between blocks of chromatic or achromatic discrimination trials and fixation. (B) Areas showing a significant response to chromatic stimulation in the Eyeborg user. (C) Areas showing a significant response to chromatic stimulation in two representative controls (single subjects). (D) Statistical parametric maps of the Eyeborg user are shown in standard anatomical space. (E) Statistical parametric maps of the whole control population in standard anatomical space.



The paradigm that comprised visual and auditory stimuli showed interesting and significant differences between the Eyeborg user and the controls. Particularly, the Eyeborg user displayed a wider brain activation of the auditory pathway and also involved frontal, temporal and occipital areas (Figure 2; Table 1). The frontal activated areas were mainly BA6, BA10 and BA11, which are related to motor and executive functions. The temporal activation was in primary auditory cortex (BA42) and also in areas related to language and auditory processing (BA21) and memory and emotion (BA38). Furthermore, in the Eyeborg user there was a robust activation located in the left BA22 area, which contains Wernicke’s area, and bilateral activation in BA13 (located in the insula) when we presented simultaneously visual and auditory stimuli that were previously encoded by the Eyeborg algorithms.
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FIGURE 2. Analysis of the paradigm involving the presentation of simultaneously visual and auditory stimulation. (A) Data corresponding to the Eyeborg user (single subject analysis) showing a strong effect on temporal and occipital cortex. (B) Averaged activation of the control group in response to the same paradigm of stimulation.



TABLE 1. Talairach coordinates and Z-scores of the maximally activated voxels associated with the presentation of simultaneously visual and auditory stimulation.
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Diffusion Tensor Imaging (DTI)

We used DTI to trace the microstructure of the main white matter tracts between the brain areas dedicated to auditory and visual processing (temporal and occipital cortices, respectively). By measuring diffusivity in multiple directions, we estimate the FA value. FA is a normalized measure used in diffusion neuroimaging studies which reflects fiber density, axonal diameter, and myelination in white matter (Yoshida et al., 2013). The more aligned fibers are within a tract, the higher the tract or regional FA value, therefore FA differences between groups can be regarded as a surrogate marker of structural adaptation in the white matter (Fabri et al., 2014; Kantarci, 2014).

When we compared the fiber tracts between the Eyeborg user and the controls we found higher FA values in the Eyeborg user in the corpus callosum (CC), and also (although they were not statistically significant) in both inferior longitudinal fasciculus (ILF) and in both inferior fronto-occipital fasciculus (IFOF) (see Table 2). Neither differences nor interhemispheric asymmetry in the FA or in the apparent diffusion coefficient (ADC) values were observed between groups (data not). In addition to this, by comparing the relative positions and properties of the estimated tracts we found more estimated fiber tracks in the temporal-callosal connections of the Eyeborg user. Furthermore, the IFOF of the Eyeborg user presented a region located in the temporal-basal area with a higher white matter density (Figure 3).

TABLE 2. Diffusion Tensor Imaging results for white selected white matter tracts in the Eyeborg user and controls.
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FIGURE 3. Tractography results. (A) Callosal fiber tracks in the Eyeborg user. (B) Callosal fiber tracks in a representative control subject (matched in age and sex). (C) Left inferior fronto-occipital fasciculus (IFOF), which connects the ventral occipital lobe and the orbitofrontal cortex, in the Eyeborg user. (D) Enlargement of the IFOF displayed in panel (C). The arrow points the region with increased myelin density related to the temporal lobe.



Magnetic Resonance Spectroscopy (1H-MRS)

The mean values and the corresponding standard deviations of the estimated metabolite ratios for the Eyeborg user and the controls are reported in Table 3. There were some differences between the metabolite ratios mIno/Cr, NAA/Cr and Glx/Cr in the visual areas of the Eyeborg user when compared to controls although they were not statistically significant. Specifically, there was an increase in the levels of mIno, a putative marker of glia, in V4 which is the area involved in visual color processing. Furthermore, the Eyeborg user showed an increase in the neuronal integrity marker NAA (NAA/Cr ratio) in V2 and a higher Glx/Cr (Glutamate plus Glutamine) proportion in V1 and V2.

TABLE 3. 1H-MRS results showing the metabolite ratios for the Eyeborg user and the control subjects.
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Discussion

This study represents the first attempt to directly assess the structural adjustments and neuroplastic changes related to the chronic use of the Eyeborg, an electronic device that allows colors to be perceived as sounds. This offers the amazing opportunity to investigate the link between brain activity, conscious perception and technological devices. Our results suggest that after 8 years of continuous use of this device, there could be some adaptive and compensatory changes within the brain. However, we should take into account that this is a very preliminary investigation that needs to be confirmed by further studies with a larger sample size. Thus, some of these changes could exist before the use of the Eyeborg and therefore we cannot claim that the continuous use of the Eyeborg is the only reason of these findings. Nonetheless, several studies have looked into differential activation before and after learning how to use a specific SSD (Ptito et al., 2005; Amedi et al., 2007; Poirier et al., 2007; Connell and Merabet, 2014) showing similar cognitive and neural changes.

The fMRI version of the Farnsworth-Munsell 100 Hue test, requires the use of color information to make perceptual decisions about the sequencing of colors and is able to circumvent the difficulties found in previous studies of color processing areas using passive viewing of colors or simple color discrimination (Beauchamp et al., 1999). Our results showed that the activation in our subject during both, the chromatic and achromatic phases in the color test paradigm, were very similar and constrained to V1 (BA17) and the left V2 area (BA18). This finding fits perfectly with his difficulty for distinguishing between colors and his vision in shades of gray and confirms the usefulness of this test for studying the organization of color-selective areas in normal subjects and in persons with achromatopsia.

The paradigm that comprised visual-auditory stimuli also displayed significant differences in the brain activation pattern of the Eyeborg user. Thus when we presented simultaneously visual images and their correspondent sounds encoded by the Eyeborg algorithms, the activated areas involved the temporal lobe and included the auditory cortex (BA42), Wernicke’s area (BA22) and the rostral part of the superior and middle temporal gyri (BA38), which has been recently related to color and structural judgments of familiar objects (Kellenbach et al., 2005). A particular point of interest is the bilateral activation of BA13 in the Eyeborg user. This finding was not present in any of the control subjects. BA13 is located in the posterior insular cortex and several studies relate this area with phonation, pitch judgment and melodic perception (Zatorre et al., 1994; Kikuta et al., 2006). Moreover, there were robust activations in prefrontal, orbito-frontal, premotor and supplementary motor cortex (BA10, BA11 and BA6). We think that the activation of the orbito-frontal cortex is highly relevant due to its robust connections not only with limbic and olfactory systems but also with the ventral visual pathways involved in the analysis of form and color of the visual information. However, it is also possible that it can be related to some ectopic changes due to other adaptive processes or even to some other preexisting anomalous connections in this particular subject.

The individual variability observed in functional imaging studies may also be related to underlying anatomical patterns that can be studied thanks to recent methodological advances in DTI and fiber tractography (DTI). Our results showed an enhanced structural connectivity between frontal lobe and auditory and visual association areas in the Eyeborg user. Thus, compared to controls, the Eyeborg user has an increased myelin density, which is probably related to a greater number of axons in the IFOF. This is a ventral associative bundle that connects the ventral occipital lobe and the orbitofrontal cortex. Furthermore, IFOF also constitutes one of the major efferent and afferent neuronal projections between the prefrontal cortex, auditory and visual association cortex (Catani et al., 2003; Catani and Mesulam, 2008).

As our subject reports seeing colors upon hearing sounds by using the Eyeborg, we hypothesized that the increased FA in IFOF might be related with a pattern of functional connectivity between frontal, auditory and visual association areas and could be involved in enhanced cross-modal associations to process the new information. In support of this idea, an increased structural connectivity in the right IFOF in people with color-music synesthesia has been recently described. This suggests that this perceptual experience could be linked to higher white matter connectivity in this pathway (Zamm et al., 2013). Presently, it remains an open question as to whether, sensory substitution and synesthesia share similar neural mechanisms. In fact, some authors point out that sensory substitution shows properties of synesthesia, as both are associated with atypical perceptual experiences elicited by the processing of a qualitatively different stimulus to that which normally gives rise to that experience (Zamm et al., 2013). In this context, results from the current study seem to suggest that color-sound synesthesia as well as the continued use of the Eyeborg could potentially share a common underlying neuroanatomical basis where IFOF has a major role. Another important finding is the higher FA values in ILF in the Eyeborg user. ILF is a direct connection from the occipital cortex to the anterior part of the temporal lobe, running laterally and inferiorly above optic radiation fibers. However, it is important to note that in contrast to IFOF, which is known as a direct pathway (one that connects the occipital, posterior temporal, and the orbito-frontal areas), the ILF is considered to be an indirect pathway that essentially connects similar brain locations. This leads us to believe that IFOF and ILF are probably enhancing similar perceptive processes in our subject, which could be represented by a functional heightened network between frontal, auditory and visual association areas.

The DTI also reveals other structural differences in the Eyeborg user such as an increase of white matter tracts in the CC. The CC is the largest bundle of the human brain and connects left and right cerebral hemispheres. It allows the transfer of inputs from one hemisphere to the other and is involved in several motor, perceptual and cognitive functions (Catani and Thiebaut de Schotten, 2008). In the case of our subject, increased connectivity in CC could be ascribed to the use of Eyeborg, however future work will be needed to determine the exact meaning and repeatability of these connectivity changes.

On the other hand, the magnetic resonance spectroscopy (1H-MRS) also revealed some changes in metabolic levels of mIno, NAA and Glx in the visual brain areas of the Eyeborg user. Myo-inositol is the most common biological stereoisomer of inositol, a sugar-like molecule synthesized mainly within astrocytes, which has been proposed as a marker of remodeling and plays an essential role in the mechanisms of brain adaptation and plasticity (Bernabeu et al., 2009; Weaver et al., 2013). Specifically, we found an increase in the levels of mIno/Cr in V4, which is mostly involved in color constancy and responds according to perceptual color space. Furthermore, we also found an increase in the NAA/Cr ratio in V2, that is particularly localized within neurons and considered as a major marker for neural integrity. This could reflect not only a higher neuronal and axonal density but also compensatory adjustments in which neurons could be actively implicated. Likewise, there is an increase in the Glx/Cr (Glutamate plus Glutamine) ratio in V1 and V2, in the Eyeborg user which could reflect changes in excitatory biochemical pathways in these areas and a higher synaptic activity (Hensch and Fagiolini, 2005; Bavelier et al., 2010). Taken together all these findings might suggest, the existence of an interconnected network in which glia and neurons work together to process and adapt to the novel sensory experience. In support of this idea, it has been recently proposed (Weaver et al., 2013) that continued use of SSDs might have an effect analogous to the environmental enrichment, resulting in an increase in the astrocyte population and its excitatory synapses that might lead to functional changes in brain activity.

In conclusion, we have tried to present some cues about the possible brain changes associated with the use of the Eyeborg. Our results suggest that there are metabolic, structural and functional changes, particularly in visual and auditive cortices, following the continuous use of this specific SSD device. However, we should emphasize that this is a preliminary work and that further studies, including the analysis of the same subjects before and after the continuous use of a SSD device such as the Eyeborg should be performed. We expect that the precise understanding of these plastic changes will have clear implications for new device development and for more efficient rehabilitative programs for people with disabilities. Furthermore, they could also be helpful in the framework of other approaches for restoring lost neural functions such as innovative artificial vision systems or novel cochlear implants (Fernández et al., 2005; Fernandez and Merabet, 2011).
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A little elastic for a better performance: kinesiotaping of the motor effector modulates neural mechanisms for rhythmic movements
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A rhythmic motor performance is brought about by an integration of timing information with movements. Investigations on the millisecond time scale distinguish two forms of time control, event-based timing and emergent timing. While event-based timing asserts the existence of a central internal timekeeper for the control of repetitive movements, the emergent timing perspective claims that timing emerges from dynamic control of nontemporal movements parameters. We have recently demonstrated that the precision of an isochronous performance, defined as performance of repeated movements having a uniform duration, was insensible to auditory stimuli of various characteristics (Bravi et al., 2014). Such finding has led us to investigate whether the application of an elastic therapeutic tape (Kinesio® Tex taping; KTT) used for treating athletic injuries and a variety of physical disorders, is able to reduce the timing variability of repetitive rhythmic movement. Young healthy subjects, tested with and without KTT, have participated in sessions in which sets of repeated isochronous wrist's flexion-extensions (IWFEs) were performed under various auditory conditions and during their recall. Kinematics was recorded and temporal parameters were extracted and analyzed. Our results show that the application of KTT decreases the variability of rhythmic movements by a 2-fold effect: on the one hand KTT provides extra proprioceptive information activating cutaneous mechanoreceptors, on the other KTT biases toward the emergent timing thus modulating the processes for rhythmic movements. Therefore, KTT appears able to render movements less audio dependent by relieving, at least partially, the central structures from time control and making available more resources for an augmented performance.

Keywords: sensory-motor integration, timing, isochronous movements, auditory imagery, music

INTRODUCTION

Considerable evidence suggest that the study of human motor rhythmic performance synchronized to auditory stimuli is useful in unraveling neural aspects of action timing. The effects of different types of audio information (i.e., metronome or music) on motor performance have been extensively investigated in studies of finger tapping (Repp, 1999a,b; del Olmo and Cudeiro, 2005) and of gait (see Wittwer et al., 2013). The interest for the effects of paced auditory stimuli on rhythmic activities stems from the proven notion that this design of sensorimotor integration is shown to be an effective tool for gross motor rehabilitation in neurological diseases by improving spatial-temporal parameters and decreasing temporal variability (Thaut et al., 1996; McIntosh et al., 1997; del Olmo and Cudeiro, 2005; del Olmo et al., 2006; Hausdorff et al., 2007; Arias and Cudeiro, 2008; de Dreu et al., 2012).

In a recent study we showed how do auditory stimuli with distinct characteristics, streams of clicks or excerpts of music, influence the precision of repeated isochronous wrist's flexion-extensions (IWFEs), performed with no direct surface opposition and minimizing visual information (Bravi et al., 2014). Some reports have described a reduction of temporal variability for rhythmic movements in the presence of paced auditory stimuli. Our data, however, displayed clearly that when both tactile and visual information are minimized, the listening alone to paced auditory stimuli does not improve the precision of an isochronous performance. Also, in a previous study on timing of rhythmic movements a lack of reduction in temporal variability was observed during paced tapping when compared to unpaced tapping (Schlerf et al., 2007). These findings have prompted us to investigate other tools that might augment the precision of rhythmic movement.

In addition, investigations on the millisecond time scale distinguish two forms of time control, explicit timing and implicit timing, later renamed as event-based timing and emergent timing, respectively, (Spencer and Ivry, 2005). Event-based timing has evolved from the information processing approach, asserting the existence of internal timekeepers for motor control, and is well represented by the two-level model proposed by Wing and Kristofferson (1973a,b). According to the Wing and Kristofferson model, temporal precision in a self-paced tapping is limited by variability in the central timekeeper and by variability arising from the peripheral motor system (Semjen et al., 2000). The emergent timing perspective is derived from the dynamic systems theory, claiming that there are no representational clocks (Kugler et al., 1980; Kelso, 1995) and that timing emerges from dynamic control of nontemporal movements parameters (Schoner, 2002; Huys et al., 2008) such as stiffness which is playing a major role for determining movement frequency (Turvey, 1977; Delignières et al., 2004). For the study of timing, the task most widely employed was the performance of repeated movements. Among the rhythmic motor tasks, tapping is thought to be under the control of the event-based timing while circle drawing is thought to be under the control of the emergent timing (Zelaznik et al., 2002). Air tapping, a motor task performed in the air with no surface contact, represents a more recent approach for the study of timing. This motor task possesses specific characteristics of both the event-based and emergently motor rhythmic tasks due to the presence of salient motor events and smooth effector trajectories (Delignières and Torre, 2011).

The participation of the cerebellum in timing was once a controversial issue (Leiner et al., 1993; Rao et al., 2001). To date, the cerebellar timing hypothesis, first formulated by Keele and Ivry (1990), is widely accepted. According to this hypothesis, the cerebellum functions as an internal timing device in the milliseconds range for both motor and non-motor processes (Ivry and Spencer, 2004). In particular, the involvement of the inferior olive and the climbing fiber system in timing was shown to take part in encoding temporal information independent of motor behavior (Xu et al., 2006). Investigations using rhythmic tapping tasks have provided evidences to support this hypothesis. In a study on individuals with unilateral cerebellar lesions, participants were asked to perform timed tapping, intermittent circle drawing, and continuous circle drawing tasks. Performances were impaired only when tasks were executed with the ipsilesional hand and involved movements theorized to require event-based but not emergent timing (Spencer et al., 2003).

The timing mode of rhythmic movements can change over time within a single task (Studenka and Zelaznik, 2008; Zelaznik and Rosenbaum, 2010; Delignières and Torre, 2011). The discrete or continuous character of movements performed in the rhythmic tasks is considered to be a key factor for the involvement of the event-based or the emergent timing mode (Robertson et al., 1999; Huys et al., 2008). In addition, neurophysiological and neuroanatomical studies provided bases to suggest that neural circuits are not completely independent of the timing functions. For discrete movements, it is proposed that explicit processes for timing arise as coordinated activity in the core striatal and olivo-cerebellar networks that are interconnected, with each other and with the cerebral cortex, through multiple synaptic pathways (Spencer et al., 2007; Teki et al., 2012). Conversely continuous movements, by nature, lack an event structure. For these movements timing may be achieved through the control of a secondary variable, such as angular velocity, which does not involve the cerebellum.

Kinesio® Tex Tape is an elastic cotton strip with an acrylic adhesive developed by Japanese chiropractor, Dr. Kenso Kase, in the 1970's (Kase et al., 2013). Kinesio® Tex taping (KTT) is a kinesthetic method commonly used in clinical practice for treating athletic injuries and a variety of physical disorders, with the purpose of mimicking the thickness and flexibility of the skin (Morris et al., 2013). It is claimed that the application of KTT causes micro convolutions, or folds, in the skin; it brings about a lifting of the skin away from the tissue beneath, favoring the release of pressure from tender tissues underneath and providing space for lymphatic fluid movement (Morris et al., 2013).

It was proposed that KTT is able to enhance somatosensory inputs and influence proprioception through stimulation of cutaneous mechanoreceptors (Callaghan et al., 2002; Kneeshaw, 2002; Halseth et al., 2004). We have, therefore, chosen KTT as a tool for possibly augmenting the precision of rhythmic movements. While little is known about the potential proprioceptive effect of KTT, the stimulation of cutaneous mechanoreceptors is believed to be induced by the pressure and stretching effect provoked by KTT application on the skin (Grigg, 1994).

In the current study we investigate whether the application of KTT on skin is able to reduce the timing variability of repetitive rhythmic movements. We also attempt to understand whether a causal relationship subsists between such reduction and functional augmentation of central structures involved, brought about by relieving, at least partially, these structures from time control.

We thus performed an experiment in which subjects, tested with and without KTT, participated in sessions in which sets of repeated IWFEs were performed under different conditions (i.e., without audio information, with paced audio in the form of clicks or music, and in the recall conditions; see Bravi et al., 2014). Our IWFEs performed with no direct surface opposition and while minimizing visual information, could potentially employ, as air finger tapping movements, both event-based and emergent timing processes. Participants were not instructed about the way to perform the IWFEs since it was showed that in the absence of specific instructions, the production of movements with no contact surface elicits alternatively different timing modes (Delignières and Torre, 2011).

We hypothesize that KTT, due to its aforementioned characteristics, is able to cause an improvement of the wrist joint proprioception due to augmented afferent input via the stimulation of cutaneous mechanoreceptors (Riemann and Lephart, 2002). The improvement in wrist joint proprioception would stabilize the motor effector during the performance, causing the IWFEs to be less discrete and thus smoother. Consequently this would entail the shifting from an event-based to emergent process to control the production of the IWFEs (Spencer et al., 2007; Huys et al., 2008). Therefore, by relieving, at least partially, the central structures from timing control, KTT would release resources and allow for a net augmentation of the central efficiency and, consequently, reduce the timing variability of IWFEs.

MATERIALS AND METHODS

PARTICIPANTS

A group of 25 right-handed volunteers (21 males, ages 20–27, mean 24.1 ± 2.4 years; 4 females, ages 18–27, mean 23.0 ± 2.7 years) took part in the recording sessions. All participants were naive to the purpose of the study; they were neither musically trained nor listeners of a classical music repertoire, and reported no auditory, motor, or other neurological impairments. The experimental protocol conformed to the requirements of the Federal Policy for the Protection of Human Subjects (U.S. Office of Science and Technology Policy) and of the Declaration of Helsinki, and has been approved by the Research Ethics Board of our Institution (Local Ethics Committee, Azienda Ospedaliero Universitaria Careggi, Florence, Italy). All participants provided an informed consent in written form.

SET UP

Each subject was tested individually, sitting upright on a chair with the legs comfortably positioned on leg-rest (Figure 1A). The participant's right forearm was placed on the armrest, in a relaxed horizontal position. The wrist and hand of the subject were free to move in mid-air with no direct opposition, thus minimizing tactile information. In order to reduce possible interference of visual information, the subject was requested to wear a blindfold. Environmental noise was reduced by the use of headphones (K 240 Studio, AKG Acoustics GmbH, Wien, AT), which were also used for the clean delivery of audio information. This setup was designed to minimize all information that is known to influence motor strategies (i.e., visual, tactile, and environmental noise) and that may result in a different motor performance (Bove et al., 2009; Saijo and Gomi, 2010). A triaxial accelerometer (ADXL330, Analog Devices Inc., Norwood, MA 02062) was placed on the dorsal aspect of the hand, over the proximal part of the 2nd–3rd metacarpal bones. The sensor, placed in a small pocket, was kept in position by an elastic band and secured by a Velcro strap. Sensor output was acquired and digitized at 200 Hz through PCI-6071E (12-Bit E Series Multifunction DAQ, National Instruments, Austin, TX, USA).
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FIGURE 1. (A) The subject is seated on a chair with armrests, wearing an eye-mask and headphones. The triaxial accelerometer is placed over the 2nd–3rd metacarpal bones. Subject is asked to perform sets of IWFEs. (B) The two sessions, one with N/KTT and one with KTT (color-coded in pink) are designed to record first IWFEs in condition free from auditory information (in the absence of auditory information, free = Fr, self-paced = SP; slower than SP = <SP; faster than SP = >SP; faster than >SP = >>SP) and then in conditions related to clicks (during the listening of clicks = Cl; recall after 2 min from the end of the Cl condition = Cl2; one block consisting of three pairs of Cl and Cl2 sets performed at three different reference tempi: RT1, RT2, and RT3) followed by those related to music (during the listening of music = Mu; recall after 2 min from the end of the Mu condition = Mu2; one block consisting of three pairs Mu and Mu2 sets performed at three different reference tempi: RT1, RT2, and RT3), or vice versa. In this and in the following figures the conditions and associated results are color-coded. (C) KTT was placed between the lateral epicondyle of the humerus and phalanges, at the position of maximum flexion. (D) KTT was applied over the extensor carpi ulnaris, extensor carpi radialis longus and brevis, extensor digitorum, extensor indicis, extensor digiti minimi, and extensor pollicis longus. (E) Proximally, KTT was placed from 5 cm proximal to muscles insertion. (F) Each branch of tape was applied down on the back of phalanx until the nail. As in the N/KTT set up, the accelerometer was placed on the dorsal aspect of the hand, over the proximal part of the 2nd–3rd metacarpal bones, into a pocket kept in position by an elastic band and secured by a Velcro strap.



STIMULI

Audio stimuli were paced streams of clicks and excerpts of music. Music excerpts of 60 s duration were extracted from original professional productions. Selected fragments had a simple and explicit rhythmic structure and a tempo that remained constant throughout time. Music fragments were taken from musical styles popular among young people: rock, techno, dance, trance, hard rock, and film music. Three musical experts (professionals with musical experience) were asked to verify independently the tempo of the excerpts in order to be as accurate and sure as possible in the choice of unambiguous paced excerpts. It is known that the determination of perceptual musical tempo can be ambiguous (McKinney and Moelants, 2007) and that algorithms for music tempo extraction have several limitations (McKinney et al., 2007), although recent effort has been put into methods to possibly improve the evaluation metrics used for automatic tempo estimation (Levy, 2011). Only fragments for which the experts collectively agreed of having a single musical tempo were selected. All chosen fragments had small tempo variations due to live performance. Therefore, the tempo for each fragment was analyzed, beat-mapped, and set to fixed beats per minute (bpm, used as a measure of tempo in music) using the softwares Jackson (http://vanaeken.com/; accuracy is within a 0.001 bpm margin) and Audacity (GNU/GPL, http://audacity.sourceforge.net/). Our time manipulations were all well below 5% deviation of the mean music tempo (professional performances have minimal deviations from mean tempo; Dannenberg and Mohan, 2011) and thus below the detection threshold for temporal changes in music (Ellis, 1991; Madison and Paulin, 2010). We didn't use fragments likely to be familiar to the listeners since it has been shown that high familiarity with a song installs an accurate long-term memory of its tempo (Levitin and Cook, 1996; Quinn and Watt, 2006). Streams of clicks of 60 s duration were produced using the audio editor Audacity, via the Generate Click Track function. The duration of an individual click was set to 10 ms and the click sound was set to white noise. The music and clicks stimuli were set to eight reference tempi ranging from 64 to 176 bpm (937.21 to 340.95 ms, Table 1). The same eight tempi were chosen for both streams of clicks and excerpts of music. Audio files were all normalized to −0.3 dB as the highest peak and stored as waveform (waveform audio file; 44.1 kHz; 16-bit depth) using Audacity. Fade in and fade out (10 ms) were placed at the beginning and end of each file. Audio stimuli were presented binaurally to the subjects through headphones (Figure 1A).

Table 1. Musical names, ranking, and tempo equivalences between ranges of movement durations in Hertz and milliseconds.
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DATA FORMAT

Subjects were asked to perform sets of IWFEs and kinematic parameters were evaluated. Data from the sensor were stored and an off-line analysis of raw data from the triaxial accelerometer was implemented. The signal extracted from the accelerometer presented a minimum when the wrist reached the maximum flexion and a maximum when it reached the maximum extension. The duration of a single wrist's flexion-extension (i.e., IWFE duration) was calculated as the difference between two consecutive flexion-extension minima (custom software developed in Matlab®). To avoid initial and final transients, the first and last 5 s of each recording were excluded from analysis (Repp, 2005, 2011). Considering that tempi of the recorded IWFEs sets were remarkably variable, giving rise to a quantitative redundancy of tempi obtained in overall, we have decided to rank them as ranges (Table 1). IWFEs sets were then assigned to a defined range according to their tempo.

SESSION

Each subject had participated in two sessions, one with no KTT (N/KTT) and one with KTT (Figure 1B), that were performed at a week's distance. The order in which subjects performed the N/KTT or KTT sessions were set to obtain equivalent number of subjects that played first one or the other. The KTT session started approximately 10 min after mounting the tape since this interval is needed to overcome perception of tape on the skin (Kase et al., 2013). In each session the subject performed 16 sets of repeated IWFEs under various conditions. A single session was comprised of a baseline recording (4 sets) and 2 blocks (12 sets). In a single session the performance of the IWFEs sets was executed under five conditions: in absence of auditory information (free, Fr), while listening to a stream of clicks (Cl), after 2 min from the end of the Cl condition (Cl2), while listening to an excerpt of music (Mu), after 2 min from the end of the Mu condition (Mu2). Sets of IWFEs were recorded in all conditions. For each block IWFEs sets were performed using one type of auditory stimulus (Cl or Mu). One block consisted of three pairs of Cl and Cl2 sets, or Mu and Mu2 sets, performed at three different reference tempi, for the auditory Cl or Mu sets; the same tempi were then used for the auditory sets of the second block (Figure 1B). The order in which the clicks or music stimuli were presented was set to obtain equivalent number of subjects that received first one or the other.

The subject was instructed to restrain from listening to music during the day of the session. Each session began with instructions on how the sets of wrist's flexion-extensions were to be performed, followed by a short practice test. During the practice test, IWFEs were recorded and evaluated to assess whether the instructions were understood; after the practice test, the subject was asked if he/she felt comfortable with the task. Recordings from the practice test were not used for further analyses. The session started with recording in the Fr condition, which consisted of four IWFEs sets. In the first set, the subject was asked to perform IWFEs in a self-paced manner. In the second set, the subject was asked to perform IWFEs slower than those of the first set. In the third and fourth sets, the subject was asked to perform IWFEs faster than first recording and then faster than the third recording. The subject was then instructed to perform a set of repetitive IWFEs while listening to clicks or music at a similar pace concurrently with the tempo of the delivered audio (i.e., maintaining an in-phase 1:1 relationship between repeated wrist's flexion-extensions and the tempo of the audio, conditions Cl or Mu). Then, instructions to subject for IWFEs performances in recalls were of the kind: “now, try to hear in your head the auditory stimulus just heard” (immediately after the end of the stimulus, see Zatorre and Halpern, 2005). After a 2 min break, the subject was asked to perform IWFEs as accurately as possible at the tempo of the auditory stimulus just heard while concurrently hearing mentally the stimulus itself (conditions Cl2 or Mu2). The session continued with the recordings of IWFEs in a reversed order (i.e., with the Mu conditions if Cl was recorded first, or vice versa). In order to obtain a balanced number of performances for the eight chosen reference tempi, the three tempi that were selected for the blocks were randomized for each single session.

KINESIO® TEX TAPE APPLICATION

The Kinesio® Tex Tape is comprised of a polymer elastic strand wrapped by 100% cotton fibers. It allow for a longitudinal stretch of 55–60% of its resting length. The Kinesio® Tex Tape is applied to the paper substrate with 25% of tension; the adhesive is 100% acrylic (Kase et al., 2013). For the KTT (Kinesio® Tex Gold™ FP—2″ Red) application the subject, already seated on the chair with own right forearm rested on the armrest, was asked to keep the wrist in a position of maximum flexion, and the distance between the lateral epicondyle of the humerus and the distal end of the third phalanx of the middle finger was measured. The purpose was to apply the tape over the open kinetic chain including wrist, metacarpal, and finger joints. During the application of KTT, between the lateral epicondyle of the humerus and phalanges, the wrist and forearm were maintained in full flexion and full pronation, respectively (Figure 1C). After manually assessing the origin and insertion of muscles, KTT was applied over the extensor carpi ulnaris, extensor carpi radialis longus and brevis, extensor digitorum, extensor indicis, extensor digiti minimi, and extensor pollicis longus (Figures 1D–F). The strip of Kinesio® Tex was cut 5 cm longer than the maximum length of the kinetic chain measured with the wrist in maximum flexion (Kase et al., 2013). The course of the tendons of the extensor muscles (for each finger) was then identified on the back of subject's hand and distances were measured between the distal end of each phalanx and the wrist. Measurements were used to cut the distal side of the elastic band into five branches to be placed over the metacarpal area and fingers following the course of the tendons. KTT was then applied from 5 cm proximal to muscles insertion to facilitate muscle function; the application tension was light, about 25%. From the lateral humeral epicondyle, KTT was applied—in a wave-like pattern—to wrap the wrist's extensors until reaching the wrist. Each branch was then applied down on the back of phalanx until the nail.

STATISTICAL ANALYSIS

To model directly the observed IWFEs durations we adopted random effect ANOVA models for repeated measurements (Pinheiro and Bates, 2000; Diggle et al., 2002). Separate models were adopted for different kinds of conditions and also the response variable was chosen differently according to the presence of audio. In particular, the differences between observed and the expected IWFEs durations were considered as response variable for performances under audio (Cl and Mu) and recall (Cl2 and Mu2) conditions. This response variable measures the error observed in the IWFEs durations, the observed IWFEs duration was instead considered as the response variable for performances in the Fr condition. As the response variables have been recorded several times for each performance and for each individual, a random effect part had to be included to take into account the lack of independence among the observations. Typically, in the random effect ANOVA models adopted for the analyses, the main effects concern the effect of the overall mean of the absence/presence of KTT (N/KTT vs. KTT) and of the tempo (fast if <517.33 ms, slow otherwise). The random effect part of the ANOVA models was specified in order to separately measure the variability within individuals and within performances. Moreover, the residual variance among observations, once taken into account for the main fixed and the random effects, was further modeled to take into account possible residual heteroscedasticity.

Moreover, in order to evaluate the precision of IWFEs, we used coefficients of variation (CVs = standard deviation/mean × 100). CVs of IWFEs durations were used to investigate whether the KTT influences the precision of IWFEs performances under different conditions and, if not indicated otherwise, are to be considered as the condition's and the range's means.

Lag-one autocorrelation analysis is used as statistical signature to investigate the processes for temporal regulation. It is assumed (see Wing and Kristofferson, 1973a,b) that series of produced time intervals regulated by the event-based process should have negative lag-one autocorrelation values (between −0.5 and 0). Conversely, emergent timing is characterized by positive lag-one autocorrelation values (between 0 and 0.5). To study the influence of KTT in the Cl and Cl2 conditions we computed series of windowed lag-one autocorrelations wγ(1) (Delignières and Torre, 2011) for each set of IWFEs. Each windowed autocorrelation coefficient was computed as the mean of a set of 30 autocorrelations. Moving the set along the sequence, a series of windowed autocorrelation coefficients was computed for each performance, measuring autoregressive linear dependency within the IWFEs. Then, we calculated the mean of the obtained windowed lag series for each performance. We considered the mean wγ(1) as an estimator of overall dependence in the performance. Furthermore, we calculated the percentage of positive and negative windowed wγ(1) values for each performance. If not indicated otherwise, the mean of wγ(1) and the percentage of positive and negative wγ(1) are to be considered as the condition's and the range's means. To analyze the observed wγ(1) we adopted random effects ANOVA model for repeated measurements. In order to allow an appropriate use of parametric statistical tests, the Fisher's Z-transformation was used to normalize the distribution of autocorrelation coefficients (Nolte et al., 2004; Freyer et al., 2012).

RESULTS

TIMING VARIABILITY

Examples of our datasets are illustrated in Figure 2 as parallel box plots, for the Mu and Mu2 conditions. It is interesting to note that pairs of N/KTT—KTT plots are relatively analogous when compared for slow (≥517.33 ms) or fast (<517.33 ms) movements durations. Also, it is easily appreciable that while median, upper and lower hinges and whiskers are visibly similar for pairs of N/KTT—KTT parallel box plots in the slow and fast collections of movements durations, the position and especially number of outside values is reduced when KTT is applied, with the lonely exception of a single far out value in the condition Mu2 for slow movements with KTT.
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FIGURE 2. (A,B) Box plots of the response variable, i.e., the difference between the observed and the expected interval durations, for datasets in the conditions Mu and Mu2, respectively. Pairs of N/KTT—KTT box plots are noticeably similar when compared for slow (≥517.33 ms) vs. fast (<517.33 ms) IWFEs durations. Also, easily appreciable is that the median, the upper and lower hinges and the whiskers are very similar for pairs of N/KTT—KTT parallel box plots in slow and fast collections of IWFEs durations. Conversely, the queues of the distributions are reduced when KTT is applied (the only exception is a single far out value in the condition Mu2 for slow IWFEs with KTT). KTT reduces the variability of IWFEs durations.



We estimated separate random effect ANOVA models for the different conditions: without audio information (Fr), with clicks (Cl), or music (Mu), and in the recall conditions (Cl2 and Mu2). The estimates for the main effects for the models in the two audio conditions Cl and Mu are reported in Table 2, together with their p-values and confidence intervals. As aforementioned, for these models the response variable is the difference between the observed and the expected IWFEs durations. As can be seen in Table 2, the overall mean is negative and significant in both models. This implies that, under a slow stimulus, observed IWFEs durations are, on mean, shorter than expected. The effect of tempo (movement duration) is significant in both Cl and Mu conditions, correcting the mean error toward zero. Conversely, KTT has no significant effect on the mean error.

Table 2. Estimate, p-values (in parenthesis) and confidence intervals for model parameters in random effects ANOVA models for the Cl and Mu conditions.
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The parameters concerning the random effects are also of interest. These parameters specifically shape the variability of the response variable. All the parameters for the random effects reported in Table 2 are significant according to the appropriate likelihood ratio test. Remarkably, the most relevant result concerns the fact that the residual variability resulted heterogeneous between N/KTT or KTT cases. The KTT-specific residual variances (usually called factor-specific residual variances, see Muthén, 1989; for details on random effects model for heterogeneous population) result significantly different (Table 3). Table 3 reports the estimate of the ratio between the residual variance for N/KTT and KTT cases. Both in the case of Mu and of Cl stimuli, this ratio is significantly less than one, assessing that the presence of the tape significantly help to decrease the variability of the errors in IWFEs durations. In particular, residual variance for KTT cases is about 14% less of the variance for N/KTT cases in Cl and 8% less in Mu.

Table 3. Factor specific residual variances (σ2) for N/KTT vs. KTT movements.
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A similar model was adopted for the recalls Cl2 and Mu2, recorded 2 min after the audio stimuli (Table 4). In this second model, the main effects are the overall mean, the condition and the movement duration, and the absence or presence of KTT. None of the estimates are significant, suggesting that, on mean, there is no evidence of a systematic error in IWFEs durations when movements are performed during recalls of music or clicks, recalls of fast or slow audio stimuli, and recalls with N/KTT or KTT. Interestingly, the presence of KTT still helps to significantly reduce the residual variance of about 6% (Table 3). The KTT residual variance ratio is estimated 0.9412 (95% confidence interval: 0.9252; 0.9575).

Table 4. Estimate, p-values (in parenthesis) and confidence intervals for model parameters in random effects ANOVA models for the Recalls and Fr conditions.
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For the condition without audio stimulus (Fr), the model considers as the response variable directly the observed duration (Table 4). Consequently, the overall mean simply measures the mean movement duration chosen for performances of slow movements with N/KTT, while the main effect of movement duration measures the increment in bpm implied by a faster tempo. The overall mean and the main effect of tempo are then obviously significant by construction. The main effect of KTT is not significant. For this particular model, this result implies that individuals choose the tempo of the performance independently of the presence of the tape on their arm. Regarding the random part of the model, again it is worth to notice that the effect of the KTT in reducing the residual variability is still significant (Table 3). The residual variance, small but still present, is about the 3% less in KTT cases (estimate: 0.9708; 95% confidence interval: 0.9511; 0.9908).

The CV of IWFEs is used to normalize measures of temporal variability. We plotted the CVs of IWFEs as a function of the ranges of movement duration to visualize the rate dependent changes of the precision of isochronous performances and the interactions between these changes and the different experimental cases (N/KTT or KTT). The CVs of IWFEs, ranked per within-ranges of IWFEs durations, are illustrated in Figure 3 for all conditions (Figures 3A–E). CVs values appear to change with movement duration. In particular, CVs of IWFEs become smaller as IWFEs become faster and, within the same condition and for the same range of movement duration, CVs values are very often smaller in KTT than in N/KTT cases. In Figure 3F the five within-condition CVs of IWFEs durations are compared for N/KTT and KTT cases. The CVs values of IWFEs are below 5% in all conditions and for both N/KTT and KTT cases. It is also noticeable that the within-condition CVs values are always smaller in KTT, when values for the same condition are compared, and that the difference is maximal for the condition Cl. Also, in Figure 3G are shown the percent reductions for the within-condition CVs in the case of KTT application. The percent reduction for the within-condition CVs values is maximal when IWFEs are performed while listening to an audio stimulus such as clicks (10.33%, for Cl). Impressively, a percent reduction for within-condition CVs values in KTT is visible in all other conditions (5.47%, for Mu; 4.03%, for Cl2; 5.96%, for Mu2; and 3.50%, for Fr; see Figure 3G).
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FIGURE 3. (A–E) For each condition the CVs of IWFEs durations, ranked per within-ranges of durations, are illustrated. (F) The five within-condition CVs of IWFEs durations are compared for N/KTT and KTT. (G) The percent reduction of the within-condition CVs values when KTT is applied. The reduction is more than 3% in all conditions; the most evident reduction, more than 10%, is for the Cl condition. Values are plotted as black (N/KTT) and pink (KTT) outlined circles, filled-in color-coded per condition. Color-coded connecting lines are shown to ease reading. CVs = within-range or, in (F), within-condition CVs values. WRMD, within-ranges movements durations.



THE PROCESSES FOR TEMPORAL REGULATION

To explore whether, and to what extent, the processes for temporal regulation are influenced by the application of KTT, the mean wγ(1) values and the percentages of positive wγ(1) of IWFEs computed in N/KTT and KTT cases are compared. We plot the mean wγ(1) values and the percentages of positive wγ(1) as function of ranges of movement durations of IWFEs. As an exemplar comparison, we here describe and analyze the Cl and Cl2 conditions since we already showed them to be the most subjective to the application of KTT.

The mean wγ(1) values of IWFEs ranked per within-ranges of movement durations are displayed in Figure 4 for the N/KTT and KTT cases of the Cl and Cl2 conditions. In all cases mean wγ(1) values appear to change with movement durations. In the N/KTT case of the Cl condition (Figure 4A) mean wγ(1) values are almost all negative with only one exception in range 5 (for this and the following references to ranges of movement durations see Table 1) whereas in the KTT case of the Cl condition (Figure 4A) mean wγ(1) values are negative for only the half of eight ranges of movement durations. The highest peaks of mean wγ(1) values are expressed within the moderato, allegro and presto tempi in the last four ranges of interval durations (Cl of N/KTT) and in the last five ranges of movement durations (Cl of KTT).
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FIGURE 4. (A,B) Mean windowed wγ(1) values, ranked per within-ranges of durations, are illustrated. The conditions Cl and Cl2 are compared for N/KTT and KTT. Note that mean wγ(1) values appear to change with movement durations and are, for both Cl and Cl2 conditions, biased toward more positive values when KTT is applied. Values are plotted as black (N/KTT) and pink (KTT) outlined circles, filled-in color-coded per condition. WRMD, within-ranges movements durations.



In the N/KTT case of the Cl2 condition (Figure 4B) mean wγ(1) values are all negative with only one exception in range 6 whereas in the KTT case of the Cl2 condition (Figure 4B) mean wγ(1) values are positive for more than half of ranges of movement durations. The highest peaks of mean wγ(1) values for the Cl2 condition are expressed within the moderato, allegro and presto tempi in the last five ranges of movement durations in both N/KTT and KTT cases.

The percentages of positive and negative wγ(1) values ranked per within-ranges of movement durations are displayed in Figure 5 as radar charts for the N/KTT and KTT cases of the Cl and Cl2 conditions. Here also, it appears evident that the percentage of positive wγ(1) values is sensitive to movement durations.
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FIGURE 5. (A–D) On the radar charts are illustrated, for the N/KTT and KTT cases of Cl and Cl2 conditions, the percentages of positive and negative wγ(1) values ranked per within-ranges of durations. Note that the areas generated by the eight within-range percentages of positive wγ(1) values are wider in the KTT than in N/KTT cases for both Cl and Cl2 conditions. (E,F) The percentages of N/KTT vs. KTT positive wγ(1) values are compared for the Cl and the Cl2 conditions, respectively. The red area indicates for each of the eight within-ranges of durations the differential percent of positive wγ(1) values. This area is wider in the KTT than in the N/KTT case, both for the Cl and the Cl2 conditions. Compound shapes are obtained by combination of areas of positive wγ(1) values in the N/KTT and KTT cases for both the Cl and Cl2 conditions. The overlapping area was excluded, turning the filled region into a hole. (G) The increase of positive wγ(1) values in the KTT case is comprehensively indicated as differential percent equivalent both for the Cl and Cl2 conditions (see text for more explanations). %pos (red) = percentages of positive wγ(1) values. %neg (black) = percentages of negative wγ(1) values. δ%pos (red) = differential percent equivalent for percentages of positive wγ(1) values. δ%neg (black) = differential percent equivalent for percentages of negative wγ(1) values.



The values of wγ(1) of IWFEs in the Cl condition are mostly negative for the N/KTT case (75.27% of negative values and 24.73% of positive values). In the KTT case, although the amount of positive values increases, negative wγ(1) values continue to outnumber positive ones (61.43% of negative values and 38.57% of positive values). In the N/KTT case of the Cl condition (Figure 5A), percentages of positive wγ(1) values are extremely low in the first four ranges of movement durations. The highest peaks for percentages of positive wγ(1) are evident in the last four ranges of movement durations. The highest peaks for percentages of positive wγ(1) values are always less than 50%, with only one exception (range 6, 53.23%). In the KTT case of the Cl condition (Figure 5C), percentages of positive wγ(1) values are extremely low only in the first two ranges of movement durations. However, the percentages of positive wγ(1) values in the two successive ranges (3 and 4) increase from the 2.19 and 12.38% in the N/KTT case to the 34.38 and 49.93% in the KTT case, respectively. Also, in the last four ranges of movement durations of KTT case, the percentages of positive wγ(1) values are similar to those in N/KTT case.

The values of wγ(1) of IWFEs in the Cl2 condition are somewhat negative for the N/KTT case (61.09% of negative values and 38.91% of positive values) while in the KTT case negative wγ(1) values slightly outnumber positive ones (54.74% of negative values and 45.26% of positive values). In the N/KTT case of the Cl2 condition (Figure 5B), percentages of positive wγ(1) reach lowest values in the first and third ranges of movement durations. In the KTT case of the Cl2 condition (Figure 5D), percentages of positive wγ(1) reach extremely low values only in the first three ranges of movement durations. The highest peaks for percentages of positive wγ(1) values are in the five last ranges of movement durations both in the N/KTT and KTT case. It is also well perceivable that while in the N/KTT case only one of the within-range percentage of positive wγ(1) values is above the 50%, in the KTT case five of the eight within-range percentages of positive wγ(1) values are above the 50%.

In Figures 5E,F the percentages of positive wγ(1) values of N/KTT vs. KTT cases are compared separately for the Cl and the Cl2 conditions. As illustrated, the area generated by eight ranges percentages of positive wγ(1) values is wider in the KTT than in the N/KTT case, both for the Cl and the Cl2 conditions. For the Cl condition, the differential percent of positive wγ(1) values is of 13.84% (calculated as difference between the percentages of positive wγ(1) of 38.57% in KTT case and that of 24.73% in N/KTT case). This differential percent is equivalent to an increase of 55.96% of positive wγ(1) values in the KTT case (Figure 5G). Similarly, for the Cl2 condition, the differential percent of positive wγ(1) values is of 6.34% (calculated as difference between the percentages of positive wγ(1) of 45.26% in the KTT case and that of 38.91% in the N/KTT case). In the Cl2 condition, the differential percent is equivalent to an increase of 16.30% of positive wγ(1) values in the KTT case.

Finally, random effect ANOVA model for repeated measurements is performed for the wγ(1) values in Cl and Cl2 conditions, respectively. The model for Cl reveals a highly significant effect for the presence of KTT [F(1, 98) = 15.126, p < 0.001] and tempo [F(1, 98) = 59.62, p < 0.001]. The interaction between the presence of KTT and tempo shows also a significant effect [F(1, 98) = 5.05, p < 0.05]. The model for Cl2 fails to reveal a significant effect of presence of KTT, [F(1, 101) = 0.34, p > 0.05] and tempo, [F(1, 101) = 3.69, p > 0.05]. Conversely, the interaction between the presence of KTT and tempo shows a significant effect [F(1, 101) = 5.05, p < 0.05]. It should be remembered here that in the Cl2 condition mean within-range wγ(1) values become more positive in KTT than in N/KTT only for fast tempi (see Figure 4B).

DISCUSSION

In this study, we examined whether the application of KTT on skin is able to reduce the timing variability of repetitive rhythmic movements in healthy subjects.

Overall, our results indicate that the temporal variability of IWFEs is influenced by the application of KTT. Using a task of auditory-motor integration recently developed in our laboratory (see Bravi et al., 2014) we demonstrate that the timing variability is reduced in the KTT case, independently of the type of sensorimotor integration required from the participant to accomplish the motor performance (i.e., without audio information, with paced audio in the form of clicks or music, and in the recall conditions). Quantitatively, the reduction in the timing variability is different for the different conditions, and is greatest for the Cl and smallest for the Fr conditions. However, even though the reduction in timing variability for the Fr condition is quantitatively smaller than those estimated for the other conditions, the residual variance for KTT case is about 3% less than the variance of N/KTT case, which is of great importance. In fact, the residual variance evaluates the variability in the IWFEs durations when subjects are following their own tempo, which is mostly linked to the physical performance of the movement, without the effort of following or recalling a tempo proposed by others. Also, our analysis of the CVs of IWFEs show that, in general, when IWFEs are performed in presence of KTT the within-condition CVs values are smaller than those obtained in the N/KTT case. Here, again, the reduction in the CVs value is maximal when IWFEs are performed while listening to an audio stimulus such as clicks and minimal when performed in the Fr condition.

Our first experimental hypothesis is that KTT brings about an improvement of wrist joint proprioception due to augmented afferent input via the stimulation of cutaneous mechanoreceptors. This effect would, in turn, augment the coordination of the wrist joint during the rhythmic motor performance and consequently contribute to the reduction in timing variability of the IWFEs. The type of KTT application that we used allowed us to speculate about this possible effect provided by KTT: indeed, since the elastic band, placed between the lateral epicondyle of the humerus and the phalanges, is applied with the wrist positioned in maximum flexion, it cannot provide a facilitation of the ascent phase of the movement by means of elastic return to the starting position. This consents us to discard the possibility that the reduction of timing variability in the KTT condition is due to the dampening of gravity, but leads us toward an explanation that KTT might enhance proprioceptive information provided by activating cutaneous receptors.

Proprioception consists of a combination of joint position sense, i.e., the ability to sense the position and movement of a limb in space (Aydin et al., 2001), and the sense of muscular effort and tension (Proske and Gandevia, 2009). The joint position sense is a very important contributor to joint coordination, maintenance of muscle stiffness, and to the production of natural movements for appropriate task performance (Han and Lee, 2014). It was demonstrated that the principal muscle receptor in joint position sense is the muscle spindle; however, also cutaneous receptors have become recognized as playing an important role (Proske and Gandevia, 2009). The cutaneous receptors, subserving a sense of position and movement, respond to the stretching of skin (Proske and Gandevia, 2009). As proposed by Grigg (1994), it is plausible that the application of KTT induces, during the joint movement, a pressure and a stretching/deformation of the skin, thus activating cutaneous mechanoreceptors. Therefore, the mechanical effects of KTT applied to skin, augmenting skin receptor output, might enhance kinesthetic and joint position sense (Simoneau et al., 1997; Halseth et al., 2004).

Zelaznik and Rosenbaum (2010) performed an analysis in which timing precision was measured at different locations during both the performance of tapping and circle drawing tasks. Evidences showed that the highest values of CVs during the performance of the tapping task were at a location opposite to the specified timing location, that is, the maximum of the extension point. Earlier, Semjen and Garcia-Colera (1986) also noted that, in a tapping motor performance, timing variability showed smallest values at the instructed timing location. Hence, in tapping tasks the subject is timed to a location and the timing variability is best controlled at the corresponding event (e.g., the contact with the tap key); in circle drawing the subject is not timed to a place (i.e., is not required to rely on a target location or event) but is controlling evenly the entire movement trajectory (Spencer and Zelaznik, 2003). Our experimental design is not based on a tapping task, although the IWFEs, having clear turning points that provide salient sensory information (Elliott et al., 2009), are fairly similar. The KTT seemingly relieves, at least in part, from the need of a target or an event inherent with the kinematics of IWFEs. This is particularly evident in the Cl (see Figure 3) but also in the Mu audio conditions in which movements are performed with additional sensory cues. The extra proprioceptive information provided by KTT, augmenting the stability of wrist joint during the performance, could very well account for the reduction in IWFEs temporal variability that we observed as being more pronounced in our cued conditions.

In addition, we explore the possible influences of our KTT on the neural processes governing the temporal regulation for production of rhythmic movements. The mean wγ(1) values and the percentages of positive wγ(1) of IWFEs, calculated in N/KTT and KTT cases, and compared for the exemplar Cl and Cl2 conditions, show that the processes for temporal regulation can be influenced by the application of KTT. We demonstrate that the mean wγ(1) and percentages of positive wγ(1) are in fact biased toward values congruent with the emergent mode for control of timing.

Overall, these results have important implications for the event-emergent timing distinction. Heretofore, it was suggested that a task is controlled via event timing or via emergent timing depending on the kinematic of the performed movement (Zelaznik and Rosenbaum, 2010). Huys et al. (2008) using a rhythmic motor task, such as tapping, have demonstrated that discrete and continuous movements are two classes of movements topologically distinct. Indeed, it was shown that when finger flexion-extensions are performed as slow and discrete movements, the engagement of an explicit timing (event-based) process is required; whereas when the tapping is performed as rapid and smooth movements, the employment of a self-organized limit-cycle (emergent) process is necessary. The clarity with which such events are delineated in a particular experimental situation is considered to be the factor determining the weight of the event-based timing component. The continuity of the movement largely determines the strength of emergent timing component (Repp and Steinman, 2010). In addition, in a timing study on air finger tapping, participants performed discrete movements, being instructed to pause before each flexion cycle, and continuous movements, being instructed to move as smoothly as possible without pausing (Spencer et al., 2007). Despite the subtle difference between these discrete and continuous movements, activation in the cerebellum was greater when participants were instructed to perform discrete movements, suggesting that the engagement of the cerebellum may depend on how movements are produced or, even better, on how they are represented (Spencer et al., 2007).

Our experimental hypothesis is that the application of KTT, by stabilization of the motor effector during the performance, causes the IWFEs to be less discrete and thus more continuous. According to the dichotomic view of the event-based vs. emergent modes of temporal control (Delignières and Torre, 2011), KTT could promote the involvement of emergent timing control and, consequently, reduce the contribution of event-based timing. As a consequence, the control for timing would no longer need to refer to a nervous structure such as, for example, the cerebellum, in the building of an abstract representation of the time intervals to produce. Rather, the dynamics of the system could be sufficient per se to keep the movement cycle constant.

We demonstrate a reduction in timing variability with KTT, as seen by the CVs values and their dispersion, being very often smaller in the KTT than in the N/KTT cases (see Figures 2, 3). Such reduction seemingly suggests a transition toward an emergent timing control. This emergence of the emergent timing strategy (see Figures 4, 5E–G) appears to be by virtue of the KTT's to render movements less audio sensitive or dependent (compare, in Figures 5A–C vs. B–D). This mechanism ultimately results in a reduced variability and thus, in a better—more homogenous—performance. The same concept is analogous to a computer that allocates memory for a better performance; so do the cortical and subcortical circuits, which are usually required to bear the load of motor control and of other cognitive activities. Being less dependent on external/discrete events, central structures are partially relieved from timing control, thus freeing resources and allowing for a net augmentation of the central efficiency for motor control and cognition.

In conclusion, KTT was used in this study as a tool to possibly augment the precision of rhythmic movements. Our results show that KTT does, in fact, reduce the timing variability of rhythmic movements performed with no direct surface opposition and minimizing visual information. In particular, our results suggest that KTT—on the one hand by providing extra proprioceptive information, and on the other hand by relieving, at least partially, the central structures from time control—allows for a net augmentation of the central efficiency for motor control.
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ABBREVIATIONS

bpm, beats per minute; Cl, while listening to a stream of clicks; Cl2, after 2 min from the end of the Cl condition; CVs, coefficients of variation; Fr, free, in absence of auditory information; IWFEs, isochronous wrist's flexion-extensions; KTT, Kinesio® Tex taping; Mu, while listening to an excerpt of music; Mu2, after 2 min from the end of the Mu condition; N/KTT, no KTT; wγ(1), windowed lag-one autocorrelations.
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This paper investigates controlling humanoid robot behavior via motion-onset specific N200 potentials. In this study, N200 potentials are induced by moving a blue bar through robot images intuitively representing robot behaviors to be controlled with mind. We present the individual impact of each subject on N200 potentials and discuss how to deal with individuality to obtain a high accuracy. The study results document the off-line average accuracy of 93% for hitting targets across over five subjects, so we use this major component of the motion-onset visual evoked potential (mVEP) to code people's mental activities and to perform two types of on-line operation tasks: navigating a humanoid robot in an office environment with an obstacle and picking-up an object. We discuss the factors that affect the on-line control success rate and the total time for completing an on-line operation task.

Keywords: brain robot interaction, mind-controlled humanoid robot, N200 potentials, humanoid robot behavior, visual feedback

INTRODUCTION

Event related potentials (ERPs) are able to set up a communication between external stimuli and people's cognitive tasks. Assigning specific meanings to visual stimuli allows to “read” people's mind by identifying a target stimulus related with their attention (Lebedev and Nicolelis, 2006). A P300 model based on visual attention mechanism (Jin et al., 2012) is commonly used in the ERP-based brain-computer-interfaces (BCIs). When we evaluated the P300 model on Cerebot—a mind-controlled humanoid robot (Li et al., 2011, 2012), we noted some issues of this model (Li et al., 2013a,b). First, this model needs to flash a visual stimulus by growing its visual contrast, which easily causes people's visual fatigue (Hong et al., 2009). Second, the P300 potential is correlated with both the people's attention allocation (Farwell and Donchin, 1988) and the biological determinants of cognitive operation (Polich and Kok, 1995), so the people's states and experimental environments significantly affect the P300 signal quality. Considering the problems above, we investigate a N200 potential-based robot brain interaction (BRI) model.

The stimulus appearing in moving a bar through images instead of flashing the images (Heinrich, 2007) induces a N200 potential with a negative deflection occurring at 180–325 ms post-stimulus (Patel and Azzam, 2005). The N200 potential is an involuntary component that less depends on people's attention, and even people's fixation can induce this kind of potential (Frensel and Neubert, 2010). N200 potentials may promise a useful BCI model for controlling external devices due to the interface's low requirements of luminance and contrast, the large amplitude of the induced brain signal, and the low individual difference of mVEP (Schaeff et al., 2012). A N200-speller based Internet browser (Liu et al., 2010) reports that the N200 stimulus interface causes less visual discomfort and the induced N200 potential is more stable and less affected by the adaption effect. A BCI system is presented by combining mVEP and P300 potentials (Jin et al., 2012).

Comparing with manipulators and mobile robots, humanoid robots are more advanced as they are created to imitate some of the same physical and mental tasks that humans undergo daily (Hirai et al., 1998), but control of humanoid robots is much more complex. Humanoid robots are being developed to perform a wide range of complex tasks like personal assistance, where they should be able to assist the sick and elderly, and dirty or dangerous jobs. Recently, controlling a humanoid robot via brainwaves becomes more attractive. Bell et al. (2008) and Choi et al. (Choi and Jo, 2013) used ERPs to select an object as a target that a humanoid robot should reach, while our study focuses on telepresence control of humanoid robot behavior via the N200 potentials, including walking in an environment with obstacles and picking-up an object. The challenge to develop an ERP-based model is to make a trade-off between improving the classification accuracy and shortening the intervals between commands in controlling the humanoid robot in real time under the limited information transfer rate (ITR) (Wolpaw et al., 2000).

When investigating the P300-based BRI models (Li et al., 2013a,b), we noticed that the N200 components in brainwaves acquired from our experiments were stable and their amplitudes were relative high. The prominent shape of ERP is very helpful to build feature vectors for improving the classification accuracy. In this article, we propose a BRI model based on the N200 potentials. In order to acquire N200 potentials with high quality, we design an interface by replacing characters in a regular speller with robot images representing robot behaviors to be controlled with mind. We evaluate this N200-based model by telepresence controlling a humanoid robot with live video feedback. We analyze the N200 potentials induced by the experiment procedure to suggest how to improve the proposed model.

The paper is organized as follows. In Section Materials and Methods, we present the materials and methods for this study, including our mind-controlled humanoid robot system-Cerebot, the detailed experiment procedure, and the method for analyzing and recognizing the N200 potentials. In section Results, we off-line analyze the N200 potentials elicited by the experiment procedure and present the model performance regarding the accuracy, the ITR and the practical bit rate (PBR) (Jin et al., 2012). In this section, we apply the N200-based model to telepresence control a humanoid robot to accomplish two types of tasks. In section Discussion, we discuss the factors that affect the performance of the on-line control operation tasks and draw some conclusions.

MATERIALS AND METHODS

CEREBOT

Cerebot is a mind-controlled humanoid robot platform (Li et al., 2011, 2012). Cerebus™ is the neural signal acquisition system in this platform. It is able to record both invasive and noninvasive neural signals and its processor can deal with on-line signal pre-processing, such as filtering and line noise removing. The platform uses two kinds of humanoid robots. The first one is a NAO humanoid robot made by Aldebaran in France [http://www.aldebaran.com/en]. The other one is a KT-X PC humanoid robot made by Kumotek in USA [http://kumotek.com]. Both of the humanoid robots with high degree of freedoms (DOFs) are equipped with microphones, a camera, a sonar rangefinder, etc., to provide environment information. The Cerebot platform can be used: first, to challenge brainwave-based methods since control of a humanoid robot with full body movements is difficult; second, to evaluate different methods for controlling a humanoid robot under a uniform platform; third, to testify neuroscience assumptions; fourth, to investigate the effect of telepresence control on the subject's mental activities. In this study, we implement the N200 model on Cerebot to on-line navigate a NAO humanoid robot in an office environment and to pick-up an object based on live videos sent back by the camera embedded in the robot.

The control architecture of Cerebot is developed under the OpenViBE-based programming environment. OpenViBE is a free and open-source software platform for designing, testing, and using brain-computer interfaces. It consists of a set of modules devoted to the acquisition, pre-processing, processing, and visualization of cerebral data, as well as to the interaction with Virtual Reality (VR) (Renard et al., 2010). It offers a powerful interface named “Virtual-Reality Peripheral Network (VRPN)” to communicate with other scripts programmed in Matlab or Python. In the Cerebot system (Zhao et al., 2013), OpenViBE integrates the signal acquisition section, the signal processing section, and the control section, as shown in Figure 1. In order to control the NAO robot via N200 potentials, an OpenViBE module generates a serial of visual stimuli in a random order to a subject who focuses on a target stimulus (a robot image) that codes the subject's mental activity. Cerebus™ records brainwaves and sends them to the signal processing section to pre-process them, to extract their features of N200 potentials, and to classify them according to the codes of the subject mental activities. Once the subject mental activity is identified, its corresponding control command is sent to the control section to activate the robot behavior.
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FIGURE 1. A N200 model based mind-controlled humanoid robot.



N200 MODEL

Flow diagram

We implemented the N200 model on Cerebot under the OpenViBE programming environment. Figure 2 shows the model flow diagram. The white boxes in the diagram are the toolboxes provided by the OpenViBE packages, while the colored boxes are modules developed in C++ or Matlab. The arrows in the diagram indicate data flow paths. The N200 model uses the Start Program toolbox and the Open N200 Interface toolbox in Figure 2 to start up the User Interface module programmed in C++. To start an experiment, the N200 model uses the N200 Stimulator toolbox provided by OpenViBE to determine the settings, e.g., the stimulating timeline of the visual stimuli, for the User Interface module. The communication from the N200 Stimulator toolbox to the User Interface module is established via VRPN. The User Interface module activates six robot images in random order as the visual stimuli to evoke N200 potentials and sends their event markers to Cerebus™ via serial port to lock the time point at which the relevant image is activated.
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FIGURE 2. Diagram of N200 model under the OpenViBE programming environment. The white boxes are functions provided by the OpenViBE software package, and the colored boxes are the modules for the N200 model. The boxes enclosed in the red dashed rectangle are only for the on-line control procedure.



The model is designed for both off-line analyzing the acquired N200 potentials and on-line controlling the humanoid robot via brainwaves. The off-line procedure uses the Central software to record the brain signals acquired from the Cerebus™ system. The off-line N200 signal processing scripts developed in Matlab, which are not displayed in Figure 2, process the recorded data to analyze the brain signal features and to investigate classification algorithms. In the on-line procedure, the On-line N200 Signal Processing toolbox starts up the On-line Processing module via the Matlab engine to load the configured parameters, to acquire the brain signals from Cerebus™ in real-time and to classify them according to the N200 feature vectors generated during the off-line process. The Display Classification Result toolbox displays the hit visual stimulus on the user interface by framing the corresponding robot image. The Control Robot Behavior toolbox converts the classification result to its corresponding command for Control Module, which activates the behavior to be controlled with mind. Figure 2 shows how the toolboxes and modules exchange data with each other under the OpenViBE environment.

Interface and protocol for acquiring N200 potentials

Figure 3A shows the user interface with a 2 × 3 matrix of images. These images taken from the real represent six robot behaviors: walking forward, walking backward, shifting left, shifting right, turning left and turning right. We attached red arrows on the images to make the meanings of the images more impressive. In order to induce N200 potentials, a blue bar scans an image from right to left. Figure 3B shows that the blue bar is moving on the image to activate the visual stimulus of robot working forward.
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FIGURE 3. (A) User interface of visual stimuli is a 2 × 3 matrix of six robot images depicting six humanoid robot behaviors. (B) The visual stimulus for walking forward is activated by using a blue bar to scan the robot walking forward image from left to right.



We applied the Single Character (SC) method (Guger et al., 2009) to randomly activate the images one by one with the probability of 1/6. The duration of the stimulus onset asynchrony (SOA) (Wei and Luo, 2010) is 220 ms consisting of 150 ms for scanning and 70 ms for a break between two consecutive activations. A repetition is defined as a process in which each image is scanned. The repetition duration is 220 ms × 6 = 1320 ms. Figure 4 displays the entire process of a repetition. It uses the blue bar to scan the image of walking forward for 150 ms and takes a break for 70 ms, and afterward it uses the blue bar to scan the image of turning left, and so on. The repetition is completed after 1320 ms as the blue bar has scanned all the six images. Each image is randomly selected for scanning in a repetition, so the subject cannot predict which image will be the next visual stimulus. A number of repetitions constitute a trial in which the blue bar repeatedly scans each image for several times.
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FIGURE 4. Protocol of inducing N200 potentials activates the six visual stimuli one by one in a random order.



Experiment procedure

We conducted experiments in a quiet environment and asked subjects to sit in a comfortable armchair. The horizontal distance between the armchair and a monitor was 70 cm. The monitor was a 22-inch LCD one with a resolution of 1280× 1024 pixels. The electroencephalogram (EEG) signals were recorded at 1000 Hz from 32 surface channels using an EEG cap according to the “International 10-20 system.” The linked mastoids were reference channels and the channel AFz was the ground channel.

Five subjects (one female, four males, aged 26–28) signed a written informed consent to participate in experiments. Tianjin medical university general hospital ethics committee gives the oral approval of the consent form and experimental procedure before any subjects participated. All of their visual acuities were normal or corrected to normal. Three of them had no prior experience on the experiments. Each subject conducted 360 repetitions, i.e., 36 trials. In each trial, the subject selected a robot image as a target stimulus according to his/her mental activity. During a trial, the subject needed to focus on the target stimulus, tried his/her best to ignore the non-target stimuli, and had to avoid making any movements. Cerebus™ received the visual stimuli and simultaneously recorded the evoked potentials.

SIGNAL ANALYSIS AND FEATURE EXTRACTION

Signal analysis

We analyzed the recorded brain signals to extract their features. First, the brain signals were cut into epochs that were simultaneously with the visual stimuli. The length of each epoch was from post-stimulus 0 ms to post-stimulus 800 ms to cover the potentials. Because the delta (0.5–4 Hz) and theta (4–7.5 Hz) oscillation contribute to the N200 potentials (Karakas et al., 2000a) and the drift mainly appears in a low band, a digital band-pass filter with 1–10 Hz was chosen to process the epochs. Second, we removed the signal drift by the method of common average reference (CAR). Finally, the epochs were divided into two groups: the epochs induced by the target stimulus and the ones induced by the non-target stimulus, and then both the groups of the epochs were averaged, respectively.

Feature extraction and classification

Being able to represent the feature of brain signals in low dimension space can reduce the amount of computation (Bian and Zhang, 2000). According to Shannon's theorem, we were able to reduce the dimension of the feature vectors by down-sampling the data epochs from 1000 to 20 Hz (Krusienski et al., 2008). We used the N200 signal processing scripts to remove noises from the epoch from post-stimulus 100–500 ms and to average the epochs induced by the same visual stimulus in a trial. The brain signals from a single channel yielded an 8-dimension [(500-100)/1000 × 20] feature vector. If n channels were used to extract the features, the total dimension of a vector was 8 × n. The selected channel number depended on the characteristics of individual subject's brain signals.

We adopted the Fisher's linear discriminant analysis (FLDA) as a two-class classifier to discover which visual stimulus was the target one by checking each feature vector. The idea of this algorithm is to find the optimal direction of projections that groups the vectors with the same features into a class (Mika et al., 1999) as bellow:

[image: image]

where xk is the feature vector, Xi represents the class set and ni is the number of feature vectors in the ith class.

We trained the FLDA classifier using the feature vectors and tested it by the brain signals recorded in a trial that established six feature vectors according to the six visual stimuli. The trained classifier processed each feature vector successively and outputted the classified value. The classifier outputted no control command if it classified the six features vectors as non-targets or outputted a control command if it classified one or more feature vectors as targets.

RESULTS

INDUCED N200 POTENTIALS

The solid and dotted curves in Figure 5 represent the average brain signals induced by the target stimulus and non-target stimulus from channel P3, respectively. The brain signal induced by the target stimulus appears with a sharp negative deflection with amplitude of 5 uV at 258 ms and a positive deflection with amplitude of 3.5 uV at 358 ms. The negative deflection is known as the N200 potential that is the response to scanning over the target image by the blue bar. The positive deflection resembles the P300 potential. The brain signals induced by the non-target stimuli do not appear with obvious deflection. The results demonstrate that the designed interface can induce N200 potentials by scanning over a target image with the blue bar. The negative deflection provides a recognizable feature of the N200 potential for us to classify the brain signals.
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FIGURE 5. Evoked potentials from channel P3 are averaged. The solid curve is the brainwave of a target stimulus, and the dotted curve is the brainwave of a non-target stimulus.



We plot the average brain signals acquired from each subject through channels P3 and CP3 to discuss their individual difference, as shown in Figures 6A,B. The black thick curve is the average N200 potentials across the five subjects, while the other thin color curves are the N200 potentials from the individual subject. The N200 potential amplitudes acquired from the subj5, represented by the green curves in Figures 6A,B, are smaller than the others. The latencies of the N200 potentials acquired by the subj4, represented by the pink curves in Figures 6A,B, is 20 ms shorter than the average latency. The N200 potentials induced from the subjects show different amplitude distributions over channels P3 and CP3. For example, the N200 potential amplitude acquired from the subj2 through channel P3 is larger than the one through channel CP3, represented by the blue curves in Figures 6A,B, while the N200 potentials amplitudes acquired from the subj5 through channels P3 and CP3 are very close. The amplitude topographic maps show the distribution of the induced potentials. Figures 6C,D represent the amplitudes of average brain signals at 258 ms and 358 ms after the visual stimuli, respectively. The darker the red color indicates the positive amplitude the greater, and the darker the blue color indicates the negative amplitude the greater. Figure 6C shows that the largest amplitude of N200 potentials mainly appears in the temporal-parietal area near channel P3, while Figure 6D shows that the P300 potentials mainly distribute in the parietal area. We draw two following remarks. First, although the N200 potentials acquired from the subjects are slightly different, they exhibit the N200 potentials' features that are important to control the robot behavior. Second, the N200 and P300 potentials mainly appear in the parietal and temporal areas in a window of post-stimulus 100–500 ms and the channels from which the recognizable N200 potentials are acquired vary due to the individuality, so we determine time windows and select the best channels for the individual subject for processing N200 potentials to control the humanoid robot.
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FIGURE 6. Evoked potentials from channel P3 and CP3 and their topographies along with time points. (A,B) The colorful thin curves represent the five subjects' N200 and P300 potentials from post-stimulus 0–800 ms, respectively, and the black curve represents the average potentials over the five subjects. (C,D) The amplitude topographic maps of the average brain signals across five subjects are plotted at 258 ms and 358 ms.



The electrical potentials caused by eye movement and blinking can be much larger than the ERPs (Joyce et al., 2004) and propagate across the scalp, so these electrical potentials may distort the ERPs, but their impact on the ERPs decreases as a distance from the frontal increases. Because the induced N200 potentials mainly appear in the temporal—parietal area that is far from the frontal, the distortion of the N200 potentials induced by using a blue bar scanning visual stimulus images is irrelevant. In this study, therefore, we directly apply the induced N200 potentials to on-line control the humanoid robot.

However, the distortion of the P300 potentials induced by flashing stimulus images may be significant since the P300 potentials mainly appear in the parietal and central areas (Iturrate et al., 2009). Consequently, an additional algorithm has to be designed to remove eye artifacts to ensure high classification accuracy.

OFF-LINE EVALUATION

This subsection evaluates the off-line performance of the N200 model based on the classifier accuracy, which is the ratio between the trials detected correctly over the total trials, the ITR and the PBR.

We averaged the classified accuracy of each subject by the 10-fold cross-validation (Liu et al., 2010). The first step was to determine the candidate channels based on the subject's amplitude topographic map. The second step was to calculate the classified accuracy of each channel and their combinations. The third step was to select the combination that yielded the highest accuracy as the optimal channels for the individual subject, listed in Table 1. The three subjects denoted by N had no prior BCI experience on the experiments, while the other two subjects denoted by Y had prior BCI experience. Figure 7 depicts the average accuracy for each subject vs. the number of repetitions. The accuracy is clearly increased when increasing the number from 1 to 10. The accuracies of the four subjects reach 100%, and three of them reach 100% with 6 repetitions. The accuracy of subj5 is slightly low. ITR measures the information rate per minute by taking the accuracy and the time needed to classify a visual stimulus described as
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where N = 6 stands for 6 visual stimuli in the user interface, P is the classifier accuracy, M is the number of outputting commands in a minute (McFarland et al., 2003). The index, PBR, estimates the practical speed of a system, by considering each error classification that needs to be corrected by additional selections (Jin et al., 2012) as below:
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Table 1. The off-line performance.
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FIGURE 7. Red curves are the accuracies achieved by the individual subjects and the blue curve is their average accuracy.



PBR is meaningful only when P≥50%. Table 1 lists the five subjects' accuracies, ITRs and PBRs. For evaluating the off-line ITR, we set both the interval between the repetitions and the one between the trials as 0 ms (Jin et al., 2011), so M is 9.09 (0.22 × 6 × 5 = 6.60 s, 60.00/6.60 ≈ 9.09) when the repetition number is 5. In Table 1, each subject's ITR is larger than 10 bits/min. ITR increases when the accuracy is increased. The highest accuracy of 98.57% yields the largest ITR of 22.22 bits/min. PBR is smaller than ITR due to [1 − 2 × (1 − P)] ≤ 1. The large accuracy reduces the difference between ITR and PBR. Clearly, a high accuracy allows the subject to correct the error quickly and to realize his/her intention accurately, while a low accuracy needs the subject to spend much time to correct an incorrect command. Improving the accuracy needs to increase the number of repetitions in a trial, i.e., to increase the control cycle, so a trade-off between the accuracy and control cycle speed must be considered according to a task requirement.

CASE STUDIES

In order to validate the developed N200 model, the subjects controlled on-line the NAO humanoid robot to accomplish two popular tasks in robotics research: to navigate the NAO robot to walk with obstacle avoidance and to control the NAO robot to pick up an object. These tasks are challenging because the subjects need live video feedback from a camera embedded in the NAO robot to activate appropriate robot behavior.

The experiments were carried out in a normal office without electromagnetic shielding. The subjects sat in a comfortable chair and 70 cm away from a 22-inch LCD monitor displaying the N200 interface and the live video feedback, as shown in Figure 8A. The live video window was placed above the interface window with a distance to reduce mutual influences on subjects' concentrations caused by visual stimuli and live video. During the experiments, the subjects needed to stabilize their heads since the head motion may cause noises. Once a trial began, the subjects relied on live video to observe the robot status and surroundings and focused on a visual stimulus depicting robot behavior whose meaning represented their intention. When a trial was ended, the classification result was transformed to a command to activate an appropriate robot behavior. For the on-line experiments, the interval between repetitions was set 600 ms, therefore the duration of outputting a command with 3 repetitions was 5.76 s; the duration was 9.60 s with 5 repetitions. The interval between trials was set 5 s as the subjects needed this interval to have a short rest and to decide the next behavior. Figure 8B shows an example of controlling the NAO robot to shift left with mind. The supplementary material (movie clip) that records the on-line control processes of navigating a humanoid robot in an office environment with an obstacle and picking-up an object is available.
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FIGURE 8. (A) On-line control of the NAO humanoid robot with mind in an office environment (B) The visual stimulus of shifting left is classified as a target.



For the navigation task, the subjects controlled the humanoid robot to walk from a start point to a destination by passing an obstacle as shown in Figure 9A. Based on the live video from the robot's camera, the subjects used N200 potentials to activate six types of robot walking behaviors defined by: walking forward for 0.2 m, walking backward for 0.15 m, shifting left for 0.15 m, shifting right for 0.15 m, turning left for 30°, and turning right for 30°. We evaluate their control performance using the following criteria: the total commands for activating robot behaviors, the total time for completing the task, the on-line control success rates, and the number of collisions with an obstacle in the three experiments. The robot may collide with the obstacle when a subject cannot appropriately estimate the distance between the robot and the obstacle from the live video or his/her intention is incorrectly detected. Table 2 lists the results herein averaged over the three experiments.
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FIGURE 9. On-line study cases of controlling the humanoid robot using the N200 model. (A) Robot navigation with obstacle avoidance. (B) Robot pick-up operation.



Table 2. Performance of the navigation task.
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For the pick-up operation task, the subjects controlled the humanoid robot to approach a balloon and to pick up this target as shown in Figure 9B. The balloon was placed on a round table in the right front of the robot so the subjects had to move the robot to a position close enough to the table and to configure a proper orientation to pick up the balloon. For this task, the subjects used N200 potentials to activate the following defined behaviors: picking-up the target, walking forward for 0.1 m, shifting left/right for 0.1 m, and turning left/right for 15°. A task operation was classified as a failure if the pick-up behavior was activated before the robot reached the proper position. This task operation was repeated until each subject completed three successful experiments. In order to evaluate the on-line control performance, we recorded the total commands for activating robot behaviors in the three successful experiments, the average total time of completing a pick-up operation task, the average on-line success rate averaged over the three successful experiments, and the ratio of the successful experiments over the total ones.

Tables 2, 3 list the experimental results conducted by the five subjects. We compare their on-line control performance using 5 repetitions for a trial as defined in Table 1 because this repetition number documents that all the subjects achieve their accuracies over 80%. For comparing the on-line control performance, Tables 2, 3 also list the test results with 3 repetitions of a trial. We address five remarks as follows.

(1) The on-line success rates differ from the off-line accuracies. The experiments of the navigation task documented that subj2, subj3, and subj5's on-line success rates (88.8, 78.4, 73.4%) were lower than their off-line accuracies (98.6, 92.8, 81.4%) when the repetition number was 5; while subj1 and subj4's success rates (100.0, 100.0%) were slightly higher than their off-line accuracies (98.6, 97.1%). The experiments of the pick-up operation task documented that subj1, subj2, and subj4's on-line success rates (95.2, 96.7, 92.3%) were slightly lower than their off-line accuracies (98.6, 98.6, 97.1%), while subj3 and subj5's success rates (100.0, 95.8%) were higher than the off-line accuracies (92.9, 81.4%).

(2) Most of the subjects achieved higher on-line success rates for the pick-up operation task than those for the navigation task. The subjects subj1, subj2, subj3, and subj4 achieved the higher on-line success rates (100.0, 96.3, 95.5, 100.0%) for the pick-up operation task than those (96.4, 84.5, 77.2, 90.9%) for the navigation task when the repetition number is 3. The subjects subj2, subj3, and subj5 achieved the higher on-line success rates (96.7, 100.0, 95.8%) for the pick-up operation task than those (88.8, 78.4, 73.4%) when the repetition number is 5.

(3) A lower success rate results in more total commands and longer total time for completing the operation tasks. For the navigation task, subj2 and subj3's success rates (84.5, 77.2%) with 3 repetitions were lower than the ones (88.8, 78.4%) with 5 repetitions, so their corresponding total commands for three successful experiments (49/3, 75/3) with 3 repetitions were more than ones (34/3, 51/3) with 5 repetitions and their average total times (180.8, 265.3 s) for completing each of the three successful experiments with 3 repetitions are longer than those (163.4, 245.5 s) with 5 repetitions although their duration of 5.76 s for outputting a command with 3 repetitions was shorter than the one of 9.60 s with 5 repetitions. For the pick-up operation task, when subj1, subj3, subj4, and subj5 achieved the higher success rates (100.0, 100.0, 100.0, 95.8%), they generated the fewer commands (19/3, 16/3, 20/3, 19/3). A low success rate increases the possibility of incorrectly detecting the subjects' intentions, so outputting additional commands to correct the false ones increases the number of total commands. For the three experiments, subj2 used 34 commands to navigate the NAO robot without collision with the obstacle under the success rate of 88.8%, while subj5 used 45 commands to navigate the NAO robot with 4 collisions with the obstacle under the success rate of 73.4%.

(4) A repetition number of a trial plays an important role in determining a total time for completing an operation task at a high success rate. For completing three successful navigation tasks, subj1, subj4, and subj5 varied slightly their numbers of total commands (from 28 to 30, from 33 to 32, from 46 to 45) when the repetition number increased from 3 to 5. For completing three successful pick-up operation tasks, subj1, subj2, and subj3 varied slightly their numbers of total commands (from 19 to 21, from 22 to 23, from 20 to 16) when the repetition number increased from 3 to 5. For the above cases, changing the repetition number does not affect the number of total commands very much, so the duration of a trial, i.e., the repetition number determines the total time for completing an operation task. Increasing the repetition number from 3 to 5, i.e., growing the duration of a trial from 5.76 to 9.60 s, increases the total times for completing the navigation tasks discussed above from 99.8 to 144.3 s, from 116.1 to 154.3 s, and from 163.4 to 229.7 s, and the total times for completing the pick-up operation tasks from 65.4 s to 99.3 s, from 73.7 to 105.0 s, from 70.4 to 73.4 s, as listed in Tables 2, 3.

(5) The experience with the designed experimental procedure is an important factor that impacts the on-line success rates. The subjects subj1 and subj4 with prior experience on the experiments achieved the high on-line average success rates of 97.9 and 95.8%, while the subjects subj2, subj3, and subj5 without prior experience delivered the relatively low success rates of 91.6, 87.9, and 78.5%.

Table 3. Performance of the pick-up operation task.
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DISCUSSION

THE N200 MODEL

The work (Karakas et al., 2000b) shows that the ERP represents interplay between the oscillations that are mainly in the delta and theta frequencies. We assume that the moving bar scanning over the robot images may impact on event-related oscillations (EROs) in the temporal-parietal area, because the brainwaves acquired from this area deliver the recognizable N200 potentials which may be contributed by the theta oscillation related with orientation and attention (Karakas et al., 2000a,b). We will verify this assumption in our further research.

The interface that we design for inducing the N200 potentials has three advantages. First, the robot images as the visual stimuli are more intuitive and help the subjects understand the meanings of the stimuli better. Second, scanning the static robot images by the blue bar, instead of flashing the robot images in the traditional P300 model, allows the subjects more intensively to concentrate on a target stimulus. The subjects reported that the moving bar could cause less visual fatigue than the flashing images. Third, the proposed visual stimulus mode also induces the P300 potentials, but the amplitudes of the N200 potentials are larger and more recognizable, so we use the N200 potentials to establish the features vector to achieve better classification accuracy.

EFFECTS ON THE ON-LINE SUCCESS RATES

We note that the on-line success rates vary for different operation tasks and their differences depend on the individual subjects. Here, we present the factors that affect the on-line success rates. The on-line success rates achieved in on-line control of the robot are usually lower than classification accuracies in the off-line evaluation. It would be a common fact because the off-line evaluation is an open-loop control, while the on-line task-driven control is a closed-loop control with live video feedback. Different from the off-line control, the on-line telepresence control needs a subject to coordinate his/her attention to both the live video and the visual stimuli, and especially the live video may divert a subject's attention away from the target stimulus, which decreases the on-line success rates (Gergondet et al., 2012). Especially, the poor quality of live videos may significantly deteriorate the subject's control performance. Auditory effect from the surrounding, e.g., the sound of robot's walking steps, may be another factor that distracts the subject's attention. Tidoni et al. (2014) reported that the sound of robot's walking steps delivered synchronously with the robot motion needs less time to control the robot than the asynchronous sound. In general, the success rates of the navigation task with noisy walking steps' sound are lower than those of the pick-up task. The subjects have to make a right decision based on the surrounding information sent by the live video to control the robot behavior. In addition, the subjects may get anxious when the robot falls down or collides with an obstacle caused by an incorrect command.

ANALYSIS OF THE ON-LINE CONTROLLED TASKS

We evaluate the total execution time of completing an on-line controlled task. Because the total time depends on the total commands generated by the induced N200 potentials, quickly and accurately outputting a command shortens the total time. The two factors mainly affect the total number of generated commands. The first factor is the on-line control success rate that indirectly indicates how many incorrect commands are outputted for the on-line control process. Each incorrect command causes an unexpected robot behavior that needs to be corrected by additional control commands. For the navigation task, subj2 and subj3 achieved the success rates with 3 repetitions lower than those with 5 repetitions and for the pick-up operation task subj5 achieved the success rates with 3 repetitions lower than those with 5 repetitions, so they spent more total time to complete their corresponding tasks since they outputted much more additional control commands. The second factor is the individuality of mental activities of planning in real-time to complete an operation task indicated by the following cases: 1. With 5 repetitions, subj5's brain activated fewer control commands than subj2's brain did to accomplish the pick-up operation task; 2. With 3 repetitions, subj3's brain activated fewer control commands than subj2's brain did to complete the pick-up operation task; 3. With 5 repetitions, subj5's brain activated fewer control commands than subj3's brain did to complete the navigation task.

The repetition number of a trial is a very important factor that affects the total time of an on-line task operation. The repetition number determines the duration of outputting a command. The large duration increases the total time. For example, subj1, subj4, and subj5 spent more time with 5 repetitions than with 3 repetitions to accomplish the navigation task, and subj1, subj2, and subj3 spent more time with 5 repetitions than 3 repetitions to complete the pick-up operation task, because each of them outputted the close number of total commands no matter the repetition number is 3 or 5. On the other hand, the large repetition number yields the high success rate. As discussed above, the high success rate reduces the incorrect outputs in the control process. Consequently, the few incorrect commands that need to be rectified shorten the total time. Usually, a high success rate needs the large repetition number to increase the reliability of the control system, but it increases the duration of a trial. How to determine the repetition number is an important issue because a balance between the reliability and the total time needs to be considered.

We used the robot images as the visual stimuli successfully to induce the N200 potentials with recognizable amplitudes. We implemented the proposed N200 model on the Cerebot platform to evaluate its off-line and on-line performances across five subjects. The off-line evaluations show that the average accuracy is 93.71% over the five subjects with 5 repetitions in a trial and two of the five subjects reach their accuracies of 98% with three repetitions. The five subjects participated in the navigation and pick-up operation tasks in an office environment in which the live video feedback provided surrounding information. The success rates affect the total number of commands outputted from the N200 model, the total time for completing an on-line operation task, and the number of collisions caused by the incorrect commands. Therefore achieving a high success rate has a priority using the N200 model to control the humanoid robot. As discussed above, the repetition number of a trial plays a prominent role in achieving the high success rate and shortening the duration of outputting a command. In the future work, we investigate the optimal repetition number according to a variety of on-line operation tasks.

Some research teams applied the steady state visually-evoked potential (e.g., Gergondet et al., 2012; Tidoni et al., 2014) to control a humanoid robot with live video or the motor imagery (e.g., Cohen et al., 2012) to control the robot behavior for a navigation task. In the future work, we will evaluate the performances of these models using the Cerebot platform.
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Advances in recent years have dramatically improved output control by Brain-Machine Interfaces (BMIs). Such devices nevertheless remain robotic and limited in their movements compared to normal human motor performance. Most current BMIs rely on transforming recorded neural activity to a linear state space composed of a set number of fixed degrees of freedom. Here we consider a variety of ways in which BMI design might be advanced further by applying non-linear dynamics observed in normal motor behavior. We consider (i) the dynamic range and precision of natural movements, (ii) differences between cortical activity and actual body movement, (iii) kinematic and muscular synergies, and (iv) the implications of large neuronal populations. We advance the hypothesis that a given population of recorded neurons may transmit more useful information than can be captured by a single, linear model across all movement phases and contexts. We argue that incorporating these various non-linear characteristics will be an important next step in advancing BMIs to more closely match natural motor performance.
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Introduction

Research and development of brain-machine interfaces (BMIs) to restore lost motor function has expanded dramatically in recent years. Whereas, not long ago the state of the art in both non-human primates (Serruya et al., 2002; Taylor et al., 2002) and humans (Hochberg et al., 2006) consisted of controlling a cursor on a computer screen, recent advances in restoring upper limb function have incorporated robotic arms with the ability to grip and manipulate objects using either virtual (Carmena et al., 2003; Chadwick et al., 2011) or robotic (Velliste et al., 2008; Hochberg et al., 2012; Collinger et al., 2013; Wodlinger et al., 2015) hands and digits. In addition to restoring upper limb function, innovative exoskeletons are being used to restore trunk and leg function (Fitzsimmons et al., 2009; Lebedev and Nicolelis, 2011). Functional electrical stimulation also has made possible restoration of movement of the subject's own limbs (Moritz et al., 2008; Pancrazio and Peckham, 2009; Ethier et al., 2012). Many of these advances have transitioned from the research laboratory with non-human primates to the clinical world with human subjects.

Different but inter-related improvements have contributed to these advances. Better recording systems that allow chronically implanted electrodes to record an increasing number of channels of neural activity simultaneously have had a major impact (Stieglitz et al., 2009; Homer et al., 2013). Better understanding of how to extract various neural signals, paradoxically including less focus on precise spike sorting and more use of simple detection methods like threshold crossings (Fraser et al., 2009; Chestek et al., 2011; Hochberg et al., 2012; Wodlinger et al., 2015), the application of statistical models to better estimate firing rates (Cunningham et al., 2010), and the implementation of Kalman filtering (Wu et al., 2003; Li et al., 2009), all have improved BMI performance as well. Better appreciation of the neural adaptation that occurs under BMI conditions has led to dynamic updating of decoding algorithms that enable BMI learning to be both faster and more robust to external changes (Gilja et al., 2012; Orsborn et al., 2012; Zhang and Chase, 2013; Shanechi et al., 2014). A focus on overcoming the technical challenges of chronically monitoring larger and larger amounts of neural activity and on controlling increasingly complex devices has advanced the field substantially and quickly.

Over the same period during which these advances have been made, relatively little has changed in how our understanding of natural motor physiology is applied to BMI control. Current BMI designs almost always assume that neural encoding is a linear, time-invariant system with independent degrees of freedom (DOFs), and therefore implement control algorithms that map neural inputs to a constant set of output variables with a fixed gain. Yet neural control of mammalian motor systems and the behaviors they produce cannot be explained fully with such an idealized model.

Here we examine selected aspects of motor behavior and physiology to explore ways in which current scientific understanding might be exploited to advance the design of BMIs toward achieving performance closer to that of natural human movement. We discuss four different topics. First, we consider differences in motor performance for very fast or very slow movements and examine how BMI decoding might better emulate similar principles. Second, we address evidence that cortical activity—even in areas with significant spinal projections—differs considerably from a veridical representation of actual movement of the body and we consider the implications of these differences for continuous BMI operation. Third, we explore the evidence that natural movement is not statistically independent across different joints or muscles but rather is coordinated and we ask how this might be incorporated more extensively in BMI design. And fourth, we explore the implications of having a large neuronal population to generate movement, examining whether such a system can be modeled effectively with a single, linear state space, and asking whether adhering to such a model has become a limiting oversimplification in current BMI designs. Although the four topics we explore may appear diverse and unrelated, they share the common theme that incorporating a deeper understanding of the non-linear dynamics of normal motor behavior and physiology—during different phases of movement and in different contexts—can advance BMI design. Whereas, scientists generally seek to identify the simplest explanation for the largest set of observations and engineers seek to provide the simplest design to achieve a specific function (Müller et al., 2003), here we argue that the next wave of advances in BMI technology will require incorporating additional levels of complexity.

Dealing with a Wide Dynamic Range of Movement

Humans are capable of performing skilled movements on a wide range of spatial and temporal scales, from the athletic prowess of throwing or kicking a ball at speeds approaching 100 miles per hour (44.7 m/s) to the fine motor skills required for watchmaking and surgery. But throwing a ball is not necessarily controlled in the same fashion as knotting a suture. We therefore consider how control might vary depending on the extent to which a subject intends to make a gross movement quickly vs. a fine movement accurately.

Dynamic Range of Movements

In natural movements, Fitts's law (Fitts, 1954) describes a tradeoff between speed and accuracy: The faster the movement, the less accurate it will be; greater accuracy is achieved with slower movement. This principle has been documented in numerous natural movement tasks and under many different conditions (Card et al., 1978; Jagacinski and Monk, 1985; Epps, 1986; MacKenzie, 1992), in neural correlates (Ifft et al., 2011), and in BMI tasks with direct neural control (Felton et al., 2009).

Current BMIs, however, do little to emulate the robust range of behavior observed to follow Fitts's law for either very fast or very accurate movements, relying instead on the designer to pick a fixed gain between input neural signals and output magnitude. This practice effectively limits good BMI performance to a narrow range of the speed/accuracy trade-off. Enabling the user's neural activity to select the movement speed and the associated accuracy dynamically depending on the current phase or context of the task could improve BMI control, providing a range of performance closer to that of natural movements.

Improving the Precision of BMIs

Fine, skilled movements presumably require more precise neural control signals than gross movements, whether the control signal is encoding muscle activation, force, joint position, or velocity. A study by Slifkin and Newell (1999) found, for example, that whereas the average maximum voluntary contraction (MVC) of the index finger against a load cell was 31.07 N with a standard deviation of ~2.1 N, when producing forces of 5% MVC (~1.55 N) the standard deviation was only ~0.09 N. Variability in normal human force production thus scales with the magnitude of force being produced. Such signal-dependent noise appears in many natural motor behaviors (Harris and Wolpert, 1998). Smaller movements are made with smaller errors.

A system that linearly transforms an input to output with constant noise cannot be optimized for fine, accurate movement and for gross, fast movement simultaneously. Indeed, cortical microcircuits in the motor system recently have been proposed to adjust neuron tuning according to the level of precision required. By functionally varying the overall strength of excitatory/inhibitory drive and changing the tuning widths of individual M1 neurons, the accuracy and precision of movement encoding by a population of neurons might be adjusted dynamically (Mahan and Georgopoulos, 2013; Georgopoulos, 2014). Although natural adjustment of neuronal tuning may be present in the input neurons, current BMIs that rely on the linear sum of neural activity nevertheless show poor adjustment of precision compared to that found in natural movements. Such suboptimal adjustment of precision might result from the small number of input neurons compared to the natural motor system and/or the lack of adjustment for precision in the tuning and decoding models used currently.

BMIs therefore might be improved by creating decoding schemes that more explicitly allow for encoding of the speed-accuracy tradeoff from a recorded subpopulation. If we construct a BMI model that uses instantaneous neuronal firing rates to encode velocity in a single dimension with a simple linear encoder, the magnitude of the error is uniform for all encoded velocities (Figure 1A). If instead the neurons in the model are assigned to encode a rescaling of velocity, the square root of velocity for example, the errors near zero velocity are smaller than those for high velocity (Figure 1B), more closely emulating the signal-dependent noise of natural behavior (Figure 1C). Applying such approaches to create noise profiles that more closely match natural behavior is likely to create BMI controlled movements that appear more natural by allowing greater precision for fine movements.


[image: image]

FIGURE 1. Error in simulated velocity decoding. A simulated population of neurons was scaled to encode velocities (with a maximum system velocity equal to 1) using two different methods. (A) The simulated population encodes linear velocity, producing uniform error in the decoded velocity that is independent of the desired velocity. (B) The simulated population (with the same dynamic range and noise properties of the neurons) is now scaled to encode the square root of velocity, producing error in the decoded velocity that becomes smaller for velocities closer to zero. (C) The standard deviation of decoded velocity is plotted as a function of desired velocity for the linear model (A, dotted) and for the square root model (B, dashed), emphasizing that when decoding linear velocity the error is constant across desired velocities, whereas for the square root model the error is smaller close to zero velocity and larger for higher velocities.



The Relationship of Cortical Activity to Physical Movement

The majority of current BMIs that control motor output use neural activity recorded from motor and premotor areas of the cerebral cortex as input for two reasons. First, many aspects of natural movements are represented in the activity of neurons in these cortical areas. Second, the cerebral cortex can be accessed for neural recording relatively easily compared to deeper parts of the brain and spinal cord. But using only cortical activity has other advantages and disadvantages for BMI control: (i) certain features of cortical activity are not output to physical movement of the body, (ii) the tuning of cortical neurons changes when controlling a BMI, and (iii) certain aspects of physical movement may not be controlled directly from the cortex.

Motor Imagery, Mirror Neurons, and BMI Control

During motor imagery, when humans imagine themselves performing movements without actually making any movement, activation appears in many of the same cortical motor areas that are activated during physical movement performance, including the primary motor cortex (Ersland et al., 1996; Grafton et al., 1996; Porro et al., 1996; Pfurtscheller and Neuper, 1997; Anderson et al., 2011; Ajiboye et al., 2012). Likewise during action observation, when a monkey observes another individual performing a particular movement, a large subpopulation of neurons discharges in a fashion similar to their discharge when the monkey executes the same action itself. These “mirror neurons,” as well as other neurons that are activated when the monkey observes a cursor moved by the investigator, have been observed not only in premotor cortex but in primary motor cortex as well (Cisek and Kalaska, 2004; Tkach et al., 2007; Dushanova and Donoghue, 2010; Casile, 2013; Vigneswaran et al., 2013). Many neurons in motor cortex thus discharge during motor imagery and/or action observation, when subjects are not making any physical movement.

BMI experiments with normal subjects are perhaps the most clear-cut demonstration that neurons active during natural movements can also be activated voluntarily in the absence of physical movement. In such BMI experiments, normal monkeys typically first perform a task involving physical movement of their native limb while neural activity is recorded from the cortex. This activity then is used to calibrate a decoding algorithm that relates the recorded neuronal activity to the observed limb movements. But after switching to “brain-control”—now controlling a cursor or prosthesis directly through the decoding algorithm—the monkey often stops making any physical movement or producing any EMG activity, even though allowed to move freely (Taylor et al., 2002; Carmena et al., 2003). Meanwhile, the recorded neurons continue to modulate, voluntarily controlling the external BMI device. Like mirror neurons, these neurons are activated during physical movement of the native limb, but are not obligatorily coupled to physical movement. Though in most BMI experiments neurons have not been tested for such, many of them might have activity during action observation.

Indeed, we know that neurons activated during action observation can be used for voluntary BMI control, because in both normal monkeys and paralyzed humans neuronal activity recorded during action observation can be used effectively to develop the initial decoding algorithm (Velliste et al., 2008; Chadwick et al., 2011; Collinger et al., 2013). Although using neurons activated by action observation currently provides an advantage for calibrating BMIs in paralyzed or amputated subjects, using mirror neurons might have disadvantages as well. In one recent study, for example, having a particular object present during the initial calibration was needed to enable the subject subsequently to close the prosthetic hand optimally around that object (Wodlinger et al., 2015), possibly indicating that the recorded population included a substantial number of mirror neurons encoding that particular grasp shape. More detailed scientific understanding of the differences in neuronal activity during motor imagery vs. action observation vs. action execution may enable BMI decoding based on these differences to improve performance.

Changes in Cortical Activity during BMI Control

The change from “hand-control” to “brain-control” changes cortical activity. Many neurons, for example, show changes in their directional tuning (Taylor et al., 2002; Ganguly and Carmena, 2009). Such changes may result from alterations in proprioceptive feedback because a normal subject's native limb that moved during hand-control either moves differently or does not move at all during brain-control. Differences may exist as well in the descending regulation of sensory input to the spinal cord, which changes during voluntary movement as compared to rest (Seki et al., 2003). Visual inputs change too. If the subject is controlling a prosthetic arm, its visual representation obviously will differ from that of a native arm, as will incorporation of the prosthesis into the internal body schema (i.e., embodiment). Even if the subject is controlling a cursor on a computer screen, the visual motion of the cursor viewed by the subject will differ, being smoother and more accurate during hand-control but showing more jitter during brain-control. In addition, many changes in cortical activity may represent adaptation on the part of the subject to fit the linear model of the BMI decoder (Wolpaw, 2010; Chase and Schwartz, 2011). More detailed scientific understanding of such changes in cortical activity that occur upon switching to brain-control may improve BMI performance.

Transformations in the Spinal Cord and Phases of Motor Control

Though classically viewed as a simple communication channel between the brain and the motor periphery, the spinal cord now is known to contain complex circuits that make important contributions to natural movements. Beyond the basic reflex pathways that can elicit movement from sensory input through only one or two synapses without cortical interaction, central pattern generators in the spinal cord can produce complex rhythmic behaviors without patterned input from the brain or feedback from the periphery (Shik and Orlovsky, 1976; Stein, 1978; Grillner, 1985). Descending signals from the brain are likely to engage parts of this spinal circuitry for production of other, non-rhythmic movements as well (Georgopoulos and Grillner, 1989). Indeed, in most mammalian species, the descending fibers of the corticospinal tract end on spinal interneurons, not motoneurons. And in macaques, which do have direct cortico-motoneuronal (CM) projections, spinal interneurons output different information (Maier et al., 1998; Fetz et al., 2002). For example, whereas most CM-cells were active selectively when subjects exerted either flexion or extension wrist forces, a high percentage of spinal interneurons were active for both flexion and extension force production, as well as at rest. With such complexity in the spinal cord, it becomes apparent that spinal cord circuitry may be doing much more than simply relaying the current input of descending cortical signals to generate muscle activity.

An emerging distinction between motor signals in the cortex vs. those in the spinal cord has to do with relative degrees of dynamic vs. static function in controlling non-cyclical limb movements. Neurons in the motor cortex typically are relatively quiescent during maintenance of a steady posture, become intensely active leading limb movement, and then show declining activity as a new steady posture is established. In large part such observations are attributable to a stronger relationship to movement velocity than to position (Moran and Schwartz, 1999). Moreover, strong rotational dynamics of joint M1 neuron firing rate trajectories may reflect a complex, dynamical system responsible for the encoding of movement (Churchland et al., 2012; Hall et al., 2014). In comparison to cortical neurons, spinal interneurons show more static activity. In monkeys generating wrist forces isometrically and auxotonically, for example, cortical neurons produced relatively transient signals for ensuing motor actions while spinal neurons generated more sustained activity, suggesting that to some degree cortical signals to change state are integrated by spinal circuitry (Shalit et al., 2012). Indeed, recent models of spinal-like regulators have demonstrated that oversimplified step inputs from the brain could be transformed by spinal circuitry to replicate much of observed center-out reaching behavior (Tsianos et al., 2014). Implementing such spinal-like circuitry in BMIs may substantially improve the quality of the transitions between movement and posture.

The transition from movement to posture is but one example of what more generally might be considered different sequential phases of motor control. A single decoder cannot be expected to deal with all phases efficiently. Cortical neurons can be identified, for example, that are active specifically in relation to rest/posture in contrast to movement (Humphrey and Reed, 1983; Williams et al., 2013; Velliste et al., 2014). Including such neural activity in the same linear decoding algorithm that drives movement velocity would be counterproductive. But if one decoder used movement-related activity to drive motion during movement phases, and another decoder used posture-related activity to maintain position during postural phases, smoother and more efficient performance might be obtained. Such control would require yet another decoding algorithm to identify transitions between phases, sometimes referred to as changes of state (Kemere et al., 2008; Aggarwal et al., 2013; Kang et al., 2015). Sequential phases or states may include not just alternation between movement and posture, but also inattention, watchful waiting for an instructional cue, preparation of a specific motor plan, reaction time following a go cue, then reaching, grasping, manipulation, and others as well. Detecting these various phases and decoding them differently may be an important step toward achieving natural human performance with BMIs (see also section More Neurons than Controlled DOFs creates a Null Space, below).

Controlling Multiple Degrees of Freedom

Independent Degrees of Freedom

Analysis of voluntary movement consistently has shown that natural movement almost never occurs in isolation at a single joint or by activation of a single muscle, even the movement of a single finger (Hager-Ross and Schieber, 2000). For example, typists and pianists produce simultaneous movements of multiple digits even when striking a single key (Flanders and Soechting, 1992; Engel et al., 1997). Nevertheless, most of the variance of complex multi-joint movements can be reduced mathematically to a relatively small number of principal components, each of which captures a pattern of simultaneous motion at multiple joints (Santello et al., 1998; Mason et al., 2004). Such findings suggest that the number of DOFs being controlled actively during many natural movements might be less than the number of DOFs actually moving.

Bernstein (1967) first defined this problem of redundant DOFs in the musculoskeletal system: Many movements made in three-dimensional space engage more than three joint angles and more than three muscles. Mathematically, therefore, a given movement can be made in many different ways, i.e., infinite possible solutions can successfully accomplish a given movement task. Observing blacksmiths, for example, Bernstein noticed that while the joints of the arm might take quite different trajectories during a series of hammer strikes, the endpoint of contact was very consistent. This and other observations of considerable variation in certain DOFs while others are controlled precisely was formulated subsequently by Scholz and Schöner (1999) as the uncontrolled manifold hypothesis: Within the high dimensional configuration space that completely defines movements for a given task, there exists two orthogonal subspaces. Motion in a controlled subspace contains a set of actively controlled variables that are being monitored and controlled by the subject and are most important to completing the task. The other, uncontrolled subspace contains all motion orthogonal to the controlled variables and thus has no effect on successful task completion. Increased variability has been observed in the uncontrolled subspace compared to the controlled subspace in a wide variety of natural movement tasks (Scholz et al., 2001; Latash et al., 2002; Tseng et al., 2002; Kang et al., 2004), and recently in neuronal activity as well (Kaufman et al., 2014; Law et al., 2014).

Current BMI design, however, remains limited in strategies that take into account the relative importance of the various DOFs in different tasks, instead controlling the same fixed set of DOFs of the prosthetic device independently at all points in time. Likewise, regression and updating algorithms assume each DOF is encoded equally at all times. As the number of DOFs increase, BMI control becomes more difficult because more DOFs must be monitored and controlled by the subject. Models that more closely align BMI control at a given time with a subset of DOFs selected judiciously for the current task may enable more intuitive and precise control.

Kinematic and Muscular Synergies

One means of selecting subsets of multiple DOFs for BMI control is to look for naturally occurring patterns of simultaneous motion at multiple joints or patterns of simultaneous activation of multiple muscles. A small number of fixed patterns of multi-joint motion (Santello et al., 1998; Mason et al., 2004) or multi-muscle activity (d'Avella and Bizzi, 2005), each varying in amplitude and timing, in theory could produce a very large repertoire of smoothly coordinated motor output. Synergies that distribute forces across the fingers can also provide a balance between flexibility and stability (Latash et al., 2007).

Indeed, synergies identified with dimensionality reduction techniques—such as principal component analysis or non-negative matrix factorization—can provide a simplified view of complex movements. Two important scientific questions are (i) whether such synergies are, in fact, used by the nervous system in controlling natural movement, and if so, (ii) in what part(s) of the nervous system the synergies are instantiated. Recent studies indicate that many fundamental synergies may be organized in the brainstem and spinal cord, rather than the cortex (Buford and Davidson, 2004; Cheung et al., 2009; Baker, 2011; Roh et al., 2011; Giszter and Hart, 2013). Once these two questions have been answered, BMI performance might be enhanced by recording from these regions and using the decoded output to drive the relevant synergies rather than the individual degrees of freedom.

Whether or not synergies are used naturally by the nervous system, performance might be improved by incorporating synergies in BMI design. One synergy already in use involves control of arm endpoint in 3 dimensions (i.e., the location of the hand) with a robotic arm that has 4 rotational DOFs: 3 at the shoulder and 1 at the elbow (Lebedev et al., 2005; Velliste et al., 2008; Hochberg et al., 2012). Rather than providing the subject with independent control of all 4 DOFs, BMI output typically drives motion of the arm's endpoint in the 3 Cartesian coordinates (e.g., horizontal, vertical, depth), and this 3-dimensional output is partitioned across the 4 rotational DOFs by a fixed subroutine. Eliminating one DOF in this manner simplifies the control task for the subject at the cost of restricting the ways in which the robotic arm can move. Further incorporation of such simplifying synergies may enable the apparent complexity of movements achieved with BMIs to grow more rapidly than the complexity of control actually required of the subject.

Some synergies might be incorporated even in device hardware. For example, in the majority of hand motion for grasping, the four fingers extend roughly in parallel to open the hand. Rather than providing separate actuators (motors and cables) to extend each finger independently, a robotic hand could have one motor with a cable that divides to attach to each finger, reducing 4 DOFs to 1. Furthermore, extension of the fingers is rarely if ever used to apply substantial forces to objects, this being accomplished with finger flexion. If the extensor cable to each finger could be elastic, then independent flexion of each finger still could be achieved by independent flexion actuators for each finger.

Synergies may be especially useful in controlling a prosthetic hand. Whereas, motion of the shoulder, elbow, and wrist to transport and orient the hand involves 7 rotational DOFs, motion of the thumb and fingers involves 22. Yet even in sophisticated uses of the hand such as typing or piano playing, rarely if ever are individual DOFs moved independently (Soechting and Flanders, 1992, 1997; Engel et al., 1997). Current BMI decoding methods nevertheless assume separate channels for each individual digit, with no relationship between them. And state-of-the-art robotic hands now provide almost as many DOFs as are found in the natural hand (Dalley et al., 2010; Johannes et al., 2011; Resnik et al., 2013; Hutchinson, 2014). For most uses of the hand in activities of daily living, current BMI systems that attempt to control all the DOFs in the hand independently may, in fact, be overly complex.

Nevertheless, identifying an optimal set of synergies for controlling a prosthetic hand is far from simple. An orthogonal basis set of the multiple joints of the hand created with dimensionality reduction has obvious advantages both in its simplicity as well as straight-forward implementation in BMI applications (Ciocarlie et al., 2007; Vinjamuri et al., 2011; Velliste et al., 2012). Alternatively, observation can be used to select a limited set of basis functions. In one recent study, a human subject grasped a variety of objects by controlling a robotic hand through four independent basis functions identified by clinical observation of hand use: (i) pinch between the thumb and index, (ii) flexion and extension of the ring and little fingers in parallel, (iii) ab/adduction of all the fingers, and (iv) opposition of the thumb (Wodlinger et al., 2015). Yet such a simple, orthogonal basis set may fail to capture certain desirable features of hand motion. For example, while the flexion/extension of all five digits is a synergy commonly identified by analysis of hand movements, the thumb and index finger also move more independently than the other three digits. Thus, difficulty arises in trying to design a simple basis set that allows for a single degree of freedom that controls the opening and closing of all digits of the hand while also allowing independent control of the thumb and index finger.

While simplifying control, fixed synergies thus necessarily limit the ability to create all of the diverse movements of which humans are capable. An alternative model by Arbib and colleagues described “virtual fingers” and a schema that added or subtracted the number of digits to a central gripping controller depending on the size and shape of the object to be grasped (Arbib et al., 1985). This virtual fingers model essentially creates different synergies depending on the context of object size and shape. Extending the use of different sets of synergies depending on the particular task or context (e.g., throwing a ball vs. typing) may advance BMI control substantially toward normal human performance. Fully independent control of all the hand's DOFs may be valuable only for the most sophisticated uses of the hand.

More Inputs than Outputs

Redundancy in Neuron Populations

Of the roughly 100 billion neurons in the human cerebral cortex, approximately 1.4 million send axons through the corticospinal tract to synapse on motoneurons and interneurons in the spinal cord (Lassek, 1954). In achieving the remarkable performance of normal humans, these fibers convey much of natural cortical control to the “physical plant,” which consists of approximately 600 muscles and 200 mechanical DOFs at the joints. At present, BMIs can sample only a small subset of any neuron population. As long as the sampling is reasonable, linear decoders can extract a representation of native limb motion and drive BMI end-effectors in multiple DOFs. A current trend, however, is to record increasing numbers of neural signals (Fitzsimmons et al., 2009; Lebedev and Nicolelis, 2011) with the goals not only of controlling more DOFs, but also of making the BMI more robust both to natural variability in neuron firing and to dropout of previously recorded neurons. How does the number of neurons used to control a BMI affect performance?

In the simplest BMI, a single neuron might be used to control each DOF (Fetz and Baker, 1973; Law et al., 2014). Figure 2A schematically illustrates 2 neurons (gray arrows) controlling 2 dimensions, using the familiar population vector approach. Each gray arrow represents a different neuron, the direction of the arrow represents that neuron's preferred direction, and the length of the arrow represents its firing rate. The black arrow represents the resulting population vector, and the cardioid curve indicates the idealized linear model of cosine tuning relative to the current output, i.e., the population vector. This arrangement has a major limitation: the noisiness of the individual neurons will produce equivalent noise in the resultant output.
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FIGURE 2. Population vectors for neural encoding of two variables, x and y. Each neuron is represented by a gray arrow pointing in each cell's preferred direction. The length of each arrow represents the neuron's firing rate. The dotted circle represents a normalized baseline rate for each neuron, with arrow lengths greater than the dotted line representing increased firing rates and shorter lengths representing decreased firing rates. The black arrow represents the population vector sum that predicts the variables, x and y. The solid cardioid curve represents the expected firing rates of perfectly tuned neurons with various preferred directions when x = 0.5 and y = 0.87. (A) Two perfectly tuned neurons can encode x and y exactly, but the noise of the output will be equivalent to the noise of the two inputs. (B) More independently noisy neurons (here 20 neurons) can be combined to generate an accurate estimate of x and y with less noise. (C) When noise is correlated across neurons, adding more neurons to the population may not improve prediction. In this example, noise produced a correlated reduction in the firing rates of most neurons, resulting in a low amplitude prediction (small population vector). (D) In this example, although the neural activity does not match the tuning model (solid cardioid) as accurately as in (B), the predicted x and y values nevertheless are similar. This departure from the tuning model for x and y might represent either increased noise, or the encoding of additional features.



Increasingly precise output can be obtained by linear summation of the observed firing rates of more neurons. Figure 2B illustrates such a situation, now using 20 neurons. In an idealized linear encoding model—where all neurons have the same noise properties and are independent—adding more neurons reduces error. Regardless of the specific partitioning of linear encoding across a population of n neurons, the predicted error decreases as [image: image], as follows from the central limit theorem. Adding more neurons thus progressively reduces error albeit requiring progressively increasing numbers of additional neurons for a given magnitude of reduction in error. In practice, as the number of neurons used for BMI control has increased, achieving BMI accuracy that matches idealized encoding behavior has become increasingly difficult. BMI performance tends to plateau once ~50 recorded neurons have been incorporated, after which much less improvement occurs as more neurons are added (Homer et al., 2013; Tehovnik et al., 2013).

This departure from ideal encoding results in part from the fact that neurons typically are not entirely independent of one another. Sampled neurons often have correlations related not only to the encoded signal, but also to other signals. The correlations produced by these other signals—signals that typically are unknown, unmonitored, and not experimentally controlled—constitute noise with respect to the signal being encoded (Lee et al., 1998). When the noise is correlated, even weakly as is typically observed in cortical recordings (Zohary et al., 1994), perfectly accurate linear encoding becomes impossible. Noise correlations, for example, could cause the estimate for a given trial to converge to an incorrect value. Figure 2C illustrates such an example in which a correlated decrease in firing amongst many members of a neuron population causes the magnitude of the resulting population vector to be too small. Even as more and more neurons are added to the decoded population, such noise correlations prevent converging toward perfect decoding.

As more and more neurons are added, incorporating some individual neurons to decode a given variable may actually be detrimental to BMI performance. The relative strength of various signals among different neurons may make adding some neurons corrupted by correlated noise worse than using only those with strong, independent signals. In a BMI application, the ability to generalize control from an initial regression is critical and runs the risk of overfitting if the amount of sampled data is too small for the number of neurons. Also, the ability of the user and/or the decoder to adapt and learn quickly may be diminished as the neural space that must be explored becomes larger. Recognizing such issues, algorithms have been developed to identify those neurons that provide the most independent information, permitting more parsimonious selection of neurons for input to the decoding algorithm (Singhal et al., 2010; Kahn et al., 2011; Xu et al., 2013).

Additionally, the noise levels across a population related to a given variable may not be stationary with time. Figure 2D illustrates a situation in which the individual neurons appear to be relatively noisy. Though the population vector is similar to that of Figure 2B, in Figure 2D the individual neurons appear to deviate randomly from the idealized cosine tuning model indicated by the cardioid curve. Yet this apparent noisiness might represent another signal encoded by the same neuron population (see section Selective Encoding of Variables at Different Times below). How can we make judicious choices regarding the number of neurons used for BMIs?

More Neurons than Controlled DOFs Creates a Null Space

Although the optimal trade-off between the number of neurons recorded and the number of DOFs being controlled by linear BMIs has yet to be well understood, some insight can be gained by considering the simultaneous firing rates of a population of n recorded neurons as an n-dimensional space. When used as a linear signal to control d DOFs, the n-dimensional neural signal is projected into a smaller d-dimensional active control sub-space, leaving a null space of dimensionality m = n–d. Neural activity that projects along the m null-space dimensions has no effect on the d output DOFs. If the neurons are independent predictors, then most noise tends to result in changes in this null space of the joint neural state, allowing an ensemble of “noisy” neural signals to encode the output more precisely.

Yet the null space may be more than a repository for noise. Much of what appears to be noise related to a given signal may represent neural activity related to other signals encoded by the same population of neurons. Below we explore two other potentially valuable aspects of the null space that permit: (i) motor learning with rapid flexibility, and (ii) non-linear encoding that repartitions the active control space vs. the null space depending on the phase of movement.

The Null Space and Motor Learning with Rapid Flexibility

While the null-space can be considered an “uncontrolled manifold” in a particular movement scenario (Scholz and Schöner, 1999; Latash et al., 2007), in the case of a neuronal state space, the uncontrolled manifold is not entirely uncontrolled. During both natural arm movements and BMI output, the joint neural state tends to follow a subset of preferred trajectories that use a subset of the null space, rather than using all possible trajectories distributed throughout the n-dimensional neural space that could provide an equivalent output (Kaufman et al., 2014; Law et al., 2014). Preferred trajectories through the neural state space may reflect the network architecture of pre-existing synaptic connections in which the neurons are embedded (Sadtler et al., 2014). Yet to control novel BMIs, monkeys can learn to use relatively novel neural trajectories (Jarosiewicz et al., 2008; Ganguly and Carmena, 2009; Ganguly et al., 2011; Law et al., 2014). A similar process of learning to use novel neural trajectories may underlie the natural process of learning new motor skills and then switching rapidly at will between one skill and another, according to the context. The relatively large number of neurons, n > d, is no longer entirely redundant when additional trajectories through the neural state space must be utilized in additional contexts. Finding and utilizing such additional trajectories might entail learning to associate a previously learned trajectory with a new context, modifying a previously learned trajectory for use in a new context, or learning an entirely new trajectory through the neural state space.

Some evidence that motor learning and rapid flexibility in various contexts involve changes in neural trajectories can be gleaned from studies that use spike-triggered averaging of EMG activity to assess functional connectivity among those neurons that provide last-order inputs to particular motoneuron pools. Broad synchrony facilitations in spike-triggered averages of EMG activity provide evidence that synchronous spikes are discharged by multiple neurons with inputs to the same motoneuron pool, indicating that groups of such neurons receive common or serial inputs (Baker and Lemon, 1998; Schieber and Rivlis, 2005). Among M1 cortico-motoneuronal (CM) cells, such spike synchronization is most common between CM-cells that have output effects in similar sets of muscles (muscle fields), suggesting that these groups of neurons may be recruited together to facilitate a particular set of muscles (Jackson et al., 2003). The prevalence of synchrony effects in M1 neurons increases with long-term training at an individuated finger movement task (Schieber, 2002), suggesting that such long-term training increases the common inputs to neurons that all input in turn to the same motoneuron pool. This change in common inputs will alter the neural trajectory during the practiced movements. Yet the size of synchrony effects also can change rapidly when novel motor behaviors are being performed (Davidson et al., 2007), suggesting that different common inputs to the population of neurons with last-order inputs to a given motoneuron pool become active in different contexts, again indicating different neural trajectories for different contexts. These rapid changes depending on context may involve processing in cortical minicolumns and corticostriatal circuits, where the level of functional connectivity (as measured by cross-correlations between simultaneously recorded spikes in layer 2/3 and layer 5 of a minicolumn, for example) has been found to vary with the type and difficulty of the task being performed (Opris et al., 2012, 2013; Santos et al., 2014). For optimal performance, BMIs will need to take into account such context-dependent changes in neuron activity and the changes in neural trajectories they represent.

Selective Encoding of Variables at Different Times

This idea that the firing of an individual neuron simultaneously carries representations of multiple motor parameters has been widely accepted in neurophysiological studies for some time (Humphrey et al., 1970; Thach, 1978). In general, however, neurophysiological studies make the implicit assumption that the relative weighting of the encoded motor variables remains stationary over the time course of single movements and entire sessions. The same assumption typically is made in current BMI controllers.

Yet some neurophysiological studies have indicated that the motor variables being encoded are not constant, even within a single movement. Time-resolved linear regression, for example, demonstrated that in single M1 and premotor cortex neurons, direction is represented most strongly early in the course of reaching movements, target position is represented most strongly later, and distance is represented most strongly still later in the same movements (Fu et al., 1995). Similarly, using time-resolved analysis of variance, we found recently that the firing rates of M1 neurons vary depending on location early in the course of reach-to-grasp movements, and then on the hand shape used to grasp the object later (Rouse and Schieber, 2014). Such changes in the strength of representation of different features can be viewed as rotations of the d controlled dimensions in the n-dimensional neural state space, which will repartition the m null-space dimensions across the time of a single movement. Hence different variables are represented more or less selectively at different phases of a single movement, and the apparent “null” space provides room for such rotations to occur.

Figure 3 and the Supplemental Video both illustrate this hypothetical repartitioning of the active control space vs. the null space, again using the familiar population vector approach. As in the 2-dimensional examples of Figure 2, each arrow represents a different neuron, the direction of the arrow represents that neuron's preferred direction, and the length of the arrow represents its firing rate. In Figure 2, the d = 2 active dimensions were represented as the ordinate and abscissa of the plot, and the output of the single, linear model depended only on the resulting population vector sum in those two dimensions. Similarly in Figure 3A, we plot a population of 20 neurons (colored arrows) projected into the plane of two output dimensions, x and y, and the resulting population vector (black). As in Figure 2B, at the point in time illustrated in Figure 3A each individual neuron's firing rate closely matches the idealized linear model represented by the cardioid curve drawn to indicate the cosine tuning of individual neurons to the variables x and y relative to the population vector.
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FIGURE 3. Multi-dimensional population vector selectively encoding two pairs of variables at different times. Each of 20 neurons is represented by a colored arrow pointing in its preferred direction. The length of each arrow represents that neuron's firing rate. The two planes, x⊥y (tan) and u⊥v (blue), each show the individual neuron's firing rates and preferred directions projected into the two pairs of dimensions. The population vector sum (heavy black line) projected into each plane represents the population's estimate of the two pairs of variables: x and y, u and v. The black cardioid curve represents the predicted firing rates given the population vector if each neuron was ideally cosine-tuned to a given pair of variables (x and y, or u and v). The two panels (A,B) represent two different points in time. At the first time point (A), the individual neuron firing rates are related most closely to x and y, matching the idealized cosine tuning to those two variables, as represented by the cardioid in that plane. But at the second time point (B), the firing rates of the same 20 neurons are related most closely to u and v. The firing rates of these neurons may not be representing both pairs of variables equally at all points in time, but rather selectively encoding one pair of variables at each time. At either time point, if a single linear decoder were used to estimate all four dimensions—x, y, u, and v—simultaneously from the population, one pair would be estimated accurately and the other pair inaccurately. But using two different decoders—one to estimate x and y, the other to estimate u and v—and then selecting the currently decoded output by assessing which idealized model is better fit at the time, would enable more accurate decoding overall. The Supplemental Video provides an animated version of this Figure. (N.B. To illustrate a 4-dimensional space in 3-dimensions, we have made u linearly dependent on x and y in these images; but in the actual high-dimensional neural space, all four variables can be linearly independent).



The remaining m = 20–2 = 18-dimensional null space has no direct effect on the output (population vector) of this model in this x⊥y plane. But consider the neural activity in two of these null dimensions, u and v. The neuron firing rates and resulting population vector projected in the u⊥v plane also are illustrated in Figure 3A. A different cardioid curve is shown here to represent the cosine tuning that pertains when the population vector is calculated using a second idealized model based on the projections of the neuron firing rates in the u⊥v plane. In the u⊥v plane, the firing rates of the individual neurons match this second model poorly, not unlike the example of Figure 2D.

Now consider a different point in time when the individual neurons are firing at different rates, illustrated in Figure 3B. Now the firing rates match the cardioid in the x⊥y plane poorly, but match the cardioid in the u⊥v plane well. The same neuron population that encoded x and y previously, now is encoding u and v. We hypothesize that in this manner a given neuron population may encode different variables selectively during different phases of a single movement. In such a construct, treating the 20 neuron population as a 4-dimensional output space that continuously encodes x, y, u, and v plus a 16-dimensional null space would be suboptimal. For BMI purposes, decoding different variables at different points in time would provide more accurate output for the two variables as each becomes most relevant to the current phase (or context) of movement. At each point in time, the model most heavily weighted in the BMI output could be selected by having the computer assess which idealized model is better fit by the neuron firing rates currently being generated by the brain.

Such selective neural encoding of different sets of variables at different times might be dismissed as simply reflecting an inability to create a single linear model fitting all the observed firing rates well. An inaccurate single model might result from having insufficient data (numbers of trials), insufficient numbers of neurons (e.g., n >> 20 is needed), or insufficient sampling of the high-dimensional parameter space (…u, v, …x, y…). Yet if a given population of neurons does indeed represent different output features at different times, applying a single linear model cannot achieve high accuracy at all points in time regardless of how many neurons or how much data are incorporated. Non-linear models will be needed to repartition the active control space vs. the null space.

As reviewed above (section The Null Space and Motor Learning with Rapid Flexibility), we envision that during natural behavior the nervous system achieves the non-linear repartitioning that selects different controlled variables by coactivating, or even synchronizing, various subpopulations of neurons at different times. In view of the wide range of inputs that impinge on a single α-motoneuron (including Ia afferents, Ia-inhibitory interneurons, excitatory spinal interneurons, and CM-cells) or that affect a single M1 neuron (including inputs from the primary somatosensory cortex, ventral premotor cortex, dorsal premotor cortex, supplementary motor area, and thalamus), we hypothesize that non-linear repartitioning may involve various inputs predominating at different times, with synaptic summation that is not necessarily linear. The extent to which the nervous system naturally uses non-linear repartitioning to output different features from the same neuron population at different times remains an open scientific question.

In any case, BMI performance might be improved by implementing methods that allow for selective encoding of the variables most relevant to the current phase of movement. This could be achieved by applying different decoding algorithms to sequentially capture different features of complex movements (Ethier et al., 2011; Jiang et al., 2011; Srinivasan and da Silva, 2011; Shanechi et al., 2012; Aggarwal et al., 2013; Kang et al., 2015). Rather than continuously decoding all DOF simultaneously, the BMI controller might use population neural activity to encode only a subset of variables while other variables are either passively dampened or even held constant by the BMI. Controlling a robotic arm and hand to reach and grasp, for example, might be improved by using neural activity sequentially, first to encode the reach location to which the arm transports the hand, and then as the hand arrives near the object, switching to encode the grasp while damping further movement of the arm. This could allow the user to focus on grasping the object precisely, without the distraction of simultaneously continuing to control the entire arm.

Conclusions

A general theme that emerges from our considerations is that natural motor control is not a single process that applies universally in all situations. The control of small, fine movements differs from that of large, gross movements. The control of posture is not achieved by producing movement with zero velocity. Many movements may be controlled through small numbers of synergies, and only the most sophisticated performances may require individuated control of large numbers of DOFs. In generating complex movements, the same neuronal population may transmit information on different sets of output variables sequentially rather than simultaneously. To advance the performance of BMIs further toward that of normal humans will require similar strategies that go beyond one-size-fits-all, linear state space models.

Achieving such advances necessarily will require increasing the complexity of BMI controllers. Decoding will need to be more flexible and applied differently at different times, possibly driven by inputs recorded from different parts of the nervous system. Moreover, supervisory algorithms will be needed to identify the contexts and movement phases that define this dynamic relationship between neural signals and output DOFs. Implementing such designs will go further to translate our knowledge of natural motor control physiology, advancing BMIs toward normal human performance.
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Cognitive impairment is a common non-motor feature of Parkinson's disease (PD). Understanding the neural mechanisms of this deficit is crucial for the development of efficient methods for treatment monitoring and augmentation of cognitive functions in PD patients. The current study aimed to investigate resting state fMRI correlates of cognitive impairment in PD from a large-scale network perspective, and to assess the impact of dopamine deficiency on these networks. Thirty PD patients with resting state fMRI were included from the Parkinson's Progression Marker Initiative (PPMI) database. Eighteen patients from this sample were also scanned with 123I-FP-CIT SPECT. A standardized neuropsychological battery was administered, evaluating verbal memory, visuospatial, and executive cognitive domains. Image preprocessing was performed using an SPM8-based workflow, obtaining time-series from 90 regions-of-interest (ROIs) defined from the AAL brain atlas. The Brain Connectivity Toolbox (BCT) was used to extract nodal strength from all ROIs, and modularity of the cognitive circuitry determined using the meta-analytical software Neurosynth. Brain-behavior covariance patterns between cognitive functions and nodal strength were estimated using Partial Least Squares. Extracted latent variable (LV) scores were matched with the performances in the three cognitive domains (memory, visuospatial, and executive) and striatal dopamine transporter binding ratios (SBR) using linear modeling. Finally, influence of nigrostriatal dopaminergic deficiency on the modularity of the “cognitive network” was analyzed. For the range of deficits studied, better executive performance was associated with increased dorsal fronto-parietal cortical processing and inhibited subcortical and primary sensory involvement. This profile was also characterized by a relative preservation of nigrostriatal dopaminergic function. The profile associated with better memory performance correlated with increased prefronto-limbic processing, and was not associated with presynaptic striatal dopamine uptake. SBR ratios were negatively correlated with modularity of the “cognitive network,” suggesting integrative effects of the preserved nigrostriatal dopamine system on this circuitry.
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INTRODUCTION

Cognitive impairment is a very important and common non-motor feature of Parkinson's disease (PD) with a major impact on patients' and caregivers' quality of life, as well as healthcare costs (Muslimovic et al., 2005; Vossius et al., 2011; Svenningsson et al., 2012). Approximately one-fifth of newly diagnosed PD patients fulfill clinical criteria for mild cognitive impairment (PD-MCI) (Aarsland et al., 2009) and about one-sixth develop dementia after 5 years (Williams-Gray et al., 2009).

Although the exact role and mechanisms of the dopaminergic system in cognition are still a matter of debate, there is no doubt that its preservation is crucial for cognitive functioning of PD patients. Thus, there is strong evidence suggesting that the impairment of at least 3 major dopaminergic pathways (nigrostriatal, mesocortical, mesolimbic) originating in the brainstem play a very important role in cognitive dysfunction associated with PD (Narayanan et al., 2013).

Previous neuroimaging studies assessing brain networks in vivo have shown impairment of the dopaminergic pathways and related neural circuits in PD. Numerous studies on cognitive dysfunction associated with PD have revealed structural and functional abnormalities within the cortico-strio-thalamo-cortical circuits, known to be largely modulated by the dopaminergic system (Hirano et al., 2012; Christopher and Strafella, 2013).

Decreased 6-[18F]-fluorodopa (18F-DOPA) uptake in the anterior cingulate cortex, ventral striatum and right caudate nucleus has been found in PD patients with dementia (PDD) compared to PD (Ito et al., 2002). Studies employing Single Photon Emission Computed Tomography (SPECT) with the dopamine transporter-binding ligands (DaTSCAN) also suggest more severe striatal presynaptic dopaminergic deficiency in PDD compared to PD patients, especially in the caudate nuclei (O'Brien et al., 2004). In addition, there is also evidence suggesting an association between striatal 18F-DOPA uptake and executive performance in PD patients (Bruck et al., 2001; Cheesman et al., 2005; Cropley et al., 2008).

Several 18F-fludeoxyglucose Positron Emission Tomography (FDG-PET) studies analyzing brain networks in PD have identified partially overlapping patterns of brain metabolic changes associated with cognitive impairment in multiple domains, suggesting that the PD-related profile of cognitive impairment is associated with reduced glucose metabolism mainly in prefrontal, parietal, hippocampal, and striatal regions (Mentis et al., 2002; Huang et al., 2007a,b; Eidelberg, 2009). H152O-PET studies have shown an impaired basal ganglia and dorsolateral prefrontal response during executive task performance in PD (Owen et al., 1998; Dagher et al., 2001; Cools et al., 2002).

Functional MRI studies have also revealed abnormalities within the frontal-subcortical circuits in patients with PD. For instance, an abnormal fronto-striatal response during executive task performance has been found in cognitively impaired PD patients compared to non-impaired ones (Lewis et al., 2003). Another fMRI study assessing working memory and motor functions in ON and OFF dopaminergic medication states in PD patients (Mattay et al., 2002) found increased prefrontal and parietal activations during the working memory task performance in the OFF state, which were positively correlated with errors during the task. Studies focusing on set-shifting paradigms have found a PD-associated pattern of prefrontal and parietal response characterized by either reduced or increased activation depending on whether the caudate nucleus was involved in the task (Monchi et al., 2004, 2007).

Notably, a pharmacological fMRI study in healthy subjects revealed a significant effect of L-dopa administration on striatal functional connectivity (Kelly et al., 2009). In addition to its effects on motor networks, L-dopa increased functional connectivity between the ventral striatum and ventrolateral prefrontal cortex, and disrupted connectivity of the striatum with components of the default mode network (Kelly et al., 2009). Impaired deactivation of the default mode network during executive task performance has been reported in several fMRI studies of PD (Tinaz et al., 2008; Van Eimeren et al., 2009). Resting state fMRI studies have reported abnormal cortico-striatal connectivity in PD (Wu et al., 2009; Helmich et al., 2010; Kwak et al., 2010), while L-DOPA administration has been shown to enhance functional connectivity in the frontal areas of the sensorimotor network (Esposito et al., 2013).

The brain is a complex biological system that demonstrates emergent network properties on different scales, even at a cellular and single-structure level (Welsh et al., 2010). At the cellular scale, neocortical neurons are organized into sets of structurally and physiologically merged modules (Mountcastle, 1997), which in turn, are grouped into functionally segregated hypercolumns, wired with inter-modular connections. At the larger scale, system-wide coordination of the brain networks give rise to the coherent dynamic states that support cognitive functions and behavior (Sporns, 2013). Large-scale network architecture of the human brain appears to combine two principles of structural and functional organization. On the one hand, densely connected network modules or communities promote specialized processing and functional segregation. On the other hand, these specialized communities are interconnected via long-distance pathways that ensure efficient functional integration across multiple functional domains. Maintaining the balance between segregation and integration is thought to be essential for establishing complex network dynamics that support cognition (Sporns, 2010).

Recent advances in neuroscience and mathematical modeling have made it possible to apply classical concepts of graph theory to the analysis of brain network structure and dynamics (Rubinov and Sporns, 2010; Sporns, 2010). Graph-theoretical studies of structural and functional networks of the brain have revealed “small-world” properties (Achard and Bullmore, 2007), i.e., the coexistence of dense local connectivity with relatively sparse long-range connections. Such small-world networks combine high clustering with a relatively short path length between any pair of the elements (e.g., brain regions). The “small-world” model may be of functional importance as it balances functional segregation (high modularity or clustering) and functional integration (short path length) and thus offers a network architecture that may be well-suited for neuronal information processing (Sporns and Zwi, 2004).

To date, there are very few studies of PD employing graph theoretical framework for fMRI data analysis. Skidmore et al. found reduced whole-brain global efficiency in PD (Skidmore et al., 2011). Compared to healthy controls, 14 PD patients included in the study demonstrated reduced local efficiency (nodal level) in the precentral regions, primary and secondary visual cortex. Another recent study found global reduction of network-level processing efficacy in PD. Analysis of network modules indicated decreased interaction of the visual network with other brain modules, but abnormally increased connectivity within the sensorimotor network. The authors interpreted the latter as a compensatory mechanism aimed at overcoming the striato-cortical functional deficit within the motor loops, which may also be associated with loss of mutual inhibition between brain networks (Gottlich et al., 2013).

To the best of our knowledge, there are no previous studies assessing brain correlates of PD-related cognitive impairment employing both dopamine transporter imaging and fMRI with graph theory metrics.

In the present study, we assessed global and local network-level correlates of cognitive dysfunction and related dopaminergic impairment in PD using the graph theory metrics of nodal strength and modularity.

We hypothesized that the PD-related profile of cognitive impairment would be associated mainly with abnormalities within the fronto-subcortical (impaired cortico-striatal connectivity) and fronto-parietal circuits, which are closely related to nigrostriatal deficiency.

METHODS

The main workflow steps are illustrated in Figure S1.

INCLUSION AND EXCLUSION CRITERIA

We included all 30 subjects (31 minus one subject excluded during quality control due to “cuts” of dorsal cortical areas) with rs-fMRI enrolled in the Parkinson's Progression Marker Initiative (PPMI) (in total 452 PD patients), a multicenter study launched in 2010 designed to identify progression biomarkers in newly diagnosed PD patients (www.ppmi-info.org/data).

Inclusion criteria required that subjects must have at least two of the following symptoms: resting tremor, bradykinesia, rigidity or either asymmetric resting tremor or asymmetric bradykinesia. In addition, the subjects had to be drug naïve, Hoehn and Yahr stage I or II at baseline, and a screening 123I-FP-CIT SPECT scan, sensitive to the loss of striatal dopamine transporter (DaT) binding.

Exclusion criteria were atypical PD syndromes due to drugs or metabolic disorders, encephalitis, or other degenerative diseases. In addition, it was required that the subject was not taking levodopa, DA agonists, MAO-B inhibitors, amantadine, or other PD medication; or had taken levodopa or dopamine agonists prior to baseline for more than a total of 60 days.

NEUROPSYCHOLOGICAL ASSESSMENT

In addition to a cognitive screening test, the Montreal Cognitive Assessment (MoCA), all subjects underwent a neuropsychological test battery developed to assess major cognitive domains affected by PD.

Visuospatial function was evaluated using the 15-item version of the Benton's Judgment of Line Orientation Test, which examines the ability of a subject to estimate angular relationships between line segments by visually matching angled line pairs to 11 numbered radii forming a semi-circle (Benton et al., 1978).

Verbal memory was assessed using the Hopkins Verbal Learning Test-Revised (HVLT-R) (Shapiro et al., 1999), which consists of presenting a list of 12 words over three learning trials. With each repetition, subjects are expected to learn additional words on the list and increase their performance with each trial. Total immediate recall or encoding (sum of trial 1–3) and delayed recall (after 20–25 min) scores were included in this study.

Executive functions were evaluated using three semantic fluency tests (names of animals, fruits, and vegetables, in 1 min each), the MoCA subtests of phonemic fluency (words that start from the letter “F,” in 1 min) and alternating trail making (drawing a line, going from a number to a letter, in ascending order; score 0–1).

Attention was assessed by the Letter-Number Sequencing Test (LNST), in which a combination of numbers and letters is read to the subject who is then asked to recall the numbers, first in ascending order and then the letters in alphabetical order. The Symbol Digit Modalities Test (SDMT) was also used to assess attention, in which specific numbers had to be paired with geometric figures based on a reference key within 90 s.

COGNITIVE DOMAINS

Three cognitive domains were calculated based on the standardized tests for memory, visuospatial, and attention/executive functioning. Raw values were converted to z-scores using the mean and standard deviation of the healthy control group. Domain composite scores were calculated by averaging z-scores of the standardized tests in each cognitive domain.

In the memory domain, three learning trials and the delayed recall of HVLT-R were included. The visuospatial domain included the Benton judgment of line orientation. The attention/executive domain included the LNST, SDMT, semantic fluency, and the phonemic fluency test. No corrections were performed to adjust the tests scores for age or gender given that the subsequent analyses included these variables as nuisances.

Since the calculated composite scores for cognitive domains were scaled and reflected positive cognitive performance (the higher the score, the better functioning in a corresponding domain), we defined the “motor” domain by inverting and scaling UPDRS-III raw scores in order to achieve the same variable scale and direction (higher scores correspond to better motor function) when assessing and plotting the results.

AUTOMATED META-ANALYSIS IN NEUROSYNTH

In order to support our hypotheses and to objectively identify regions that are relevant for cognitive functions, an automated search using the meta-analytical software Neurosynth (http://neurosynth.org) was undertaken. This approach utilizes text-mining and machine-learning techniques to perform probabilistic mapping between neural and cognitive states (Yarkoni et al., 2011). In the present study, the Python-based version (https://github.com/neurosynth/neurosynth) was used. The database was accessed on 24.10.13, searching for the key-words “executive” (237 studies), “visuospatial” (n = 116) and “memory” (n = 1470).

After the search overlapping patterns were found between cognitive domains. They were in line with the regions that have revealed an association with cognitive impairment in PD highlighted in the introduction. Thus, the profile of visuospatial functions included prefrontal, parietal, and occipital regions. The “executive” pattern contained prefrontal [with more extended involvement of dorsolateral prefrontal cortex (DLPFC)], cingulate, superior parietal, temporo-occipital, basal ganglia, and cerebellar regions. Finally, the “memory” profile, in addition to prefrontal and parietal regions, also included hippocampus, temporal areas, and basal ganglia.

Due to the observed overlap, the resulting statistical maps were merged and overlaid with the Automated Anatomical Labeling (AAL) atlas in order to have an unbiased definition of ROIs associated with cognitive functions for further network analysis. The main steps of the meta-analysis and the resulting maps are illustrated in Figure S2.

MRI

Image acquisition

A standardized MRI protocol included acquisition of whole-brain structural and functional scans on 3 Tesla Siemens Trio Tim MR system. More details can be found in the MRI technical operations manual at http://www.ppmi-info.org/.

3D T1 structural images were acquired in a sagittal orientation using a MPRAGE GRAPPA protocol with Repetition Time (TR) = 2300 ms, Echo Time (TE) = 2.98 ms, Field of View (FoV) = 256 mm, Flip Angle (FA) = 9° and 1 mm3 isotropic voxel.

For each subject, 212 BOLD echo-planar rs-fMRI images (40 slices each, ascending direction) were acquired during a 8 min, 29 s scanning session (acquisition parameters: TR = 2400 ms, TE = 25 ms, FoV = 222 mm, FA = 80° and 3.3 mm3 isotropic voxels). Subjects were instructed to rest quietly, keeping their eyes open and not to fall asleep.

123I-FP-CIT SPECT

In the fMRI + DaTSCAN subgroup (n = 18), only those PD patients who had both fMRI and DaTSCAN acquired within less than a week interval were included.

Image acquisition was performed 4 ± 0.5 h after injection of 123I-FP-CIT, a time-point at which striatal specific binding ratios are stable (Booij et al., 1999) with a target dose of 185 MBq. The radiopharmaceutical was provided as a unit dose and filled to a standard volume, which was re-assayed.

Raw projection data were acquired into a 128 × 128 matrix with steps of 3 or 4 degrees for the total projections. Image preprocessing (reconstruction, attenuation correction, spatial normalization) was performed using the Hermes software (Medical Solutions, Stockholm, Sweden) at a central SPECT Core lab in New Haven (Connecticut, United States). Specific binding ratios were calculated for the left and right caudate nuclei according to specific binding ratio = (L/R Caudate)/(Occipital area) − 1 and then averaged for further analysis.

IMAGE PREPROCESSING

As a first step, a population template was generated from the bias-corrected T1 structural images using the Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra (DARTEL) algorithm (Ashburner, 2007) in order to improve normalization quality.

For the fMRI data, two initial echo-planar volumes were automatically removed by the scanner software to minimize T1 effects on the T2* echo-planar images, and the remaining 210 volumes underwent preprocessing in the SPM8-based (http://www.fil.ion.ucl.ac.uk/spm) pipeline implemented in the Data Processing Assistant for Resting-State fMRI: Advanced Edition (DPARSFA, version 2.3) (Chao-Gan and Yu-Feng, 2010), installed within the MATLAB environment (Matlab 8.0 and Statistics Toolbox, 2012).

Next, functional images underwent the following preprocessing steps: spatial realignment and slice-timing correction, co-registration with the high-resolution structural scans. Finally, the co-registered BOLD volumes were normalized into standardized Montreal Neurological Institute (MNI) space using the DARTEL template and resampled to 3 mm3 isotropic voxels. Spurious variance was reduced by a voxel-specific head motion correction (Satterthwaite et al., 2013) and by regressing-out time-series from the white matter and cerebrospinal fluid. Next, the images were band-pass filtered to eliminate biologically non-relevant signals (Biswal et al., 1995; Lowe et al., 1998) (it was not necessary to use large smoothing kernels due to a ROI-based framework implemented in the study), and the resulting low-frequency fluctuations were extracted from 90 regions-of-interest (ROIs) defined in the AAL atlas (Tzourio-Mazoyer et al., 2002) and were used in the subsequent network analysis (Rubinov and Sporns, 2010).

DATA ANALYSIS

Network analysis

The data analysis workflow was developed in order to assess both regional and global network-level correlates of presynaptic DAT uptake and cognitive functions. To do this, two metrics were selected: nodal strength (local measure) and modularity of a network (global measure).

Generalization of nodal strength and modularity for positive and negative connections

In binarized networks, the number of edges emanating from a particular node is known as its degree. For non-binarized networks, this metric has generalization called nodal strength (weighted degree), defined as the sum of neighboring link weights (Rubinov and Sporns, 2010).

Although the source of negative correlations in rs-fMRI is still a matter of debate (Fox et al., 2009; Murphy et al., 2009), there is strong evidence supporting a biological origin (Chang and Glover, 2009). In light of this, generalizations of several weighted graph theory metrics have been developed taking into account negative correlations (Rubinov and Sporns, 2011).

Thus, nodal strength can be calculated for positive and negative connections. The corresponding definition is straightforward:

[image: image]

[Equation (1), adopted from Rubinov and Sporns, 2011] Where:

N—set of all nodes in the network;

(i, j)—link between nodes i and j (i, j ∈ N), associated with connection weights wij (0 < |w| < 1)

Nodal strength can therefore be computed for both positive and negative weights (±). In our analysis, the total strength of both positive and negative weights was used.

A widely used metric for network modularity is formally defined as the fraction of the edges that are within a given set of communities minus the expected fraction of edges if the network was randomly wired (Newman, 2006). The metric therefore serves as a global large-scale network measure that allows quantification of the community structure of the brain. Higher modularity values for a particular network are generally associated with denser within-modular connections, but sparser connections between nodes that are in different modules.

Generalization of the modularity to both positive and negative correlations is more complex than nodal strength due to the differences in significance of positive and negative weights when determining modularity-partitions. Therefore, a non-symmetric generalization of network modularity has been proposed as:
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or more complete definition:

[image: image]

Both equations are adopted from Rubinov and Sporns (2011)

Where:

Q±—modularity;

(w±ij − e±ij)—difference between present within-module connection weights w and chance-expected within-module connection weights e;

δMi Mj = 1, when i and j are in the same module and δMi Mj = 0 otherwise.

v± = ∑i ∈ Ns±i—total weight (the sum of all positive or negative weights)

The Brain Connectivity Toolbox (BCT, http://www.brain-connectivity-toolbox.net) (Rubinov and Sporns, 2010) was used to compute the described measures. Of note, connectivity matrices were neither thresholded nor binarized. Instead we employed a strategy that aimed to analyze weighted graphs by taking into account both positive and negative weights.

Next, the analysis proceeded in two directions with the aim of assessing local and global network-level correlates of cognitive functioning in PD and the impact of nigrostriatal dopaminergic deficiency on these networks.

All statistical analyses were performed using the R programming language, version 3.0.1 (R Core Team, 2013).

Dimensionality reduction: covariance patterns between nodal strength and cognitive functions

Partial Least Squares Regression (PLSR) was performed to reduce the dimensionality of the data, estimating latent components associated with composite scores for each domain (executive, memory, visuospatial).

PLSR is an effective data-driven method that allows high-dimensional associations between explanatory and response variables to be reduced into a small set of latent variables (LVs) (Wold et al., 1984). After decomposition, each of the LVs represents a distinct pattern of brain–behavior associations.

The following elements of these components were of particular interest in our study: (1) eigenvector (loadings) showing the degree to which a given LV contributes to the variance within the X-matrix (in our case, brain network measures), and (2) a set of scores representing a transform of a particular data-point into a latent component's space (the degree to which a given component is “represented” in a particular subject).

The models were assessed with leave-one-out cross-validation. As a result, 3 LVs minimizing total Root Mean Squared Error Prediction (RMSEP) for all 3 domains were selected. For details, see Figure S3. Individual LV scores were subsequently correlated with 3 cognitive domains using motor function, age, and sex as nuisance covariates.

GLM formula:

[image: image]

Finally, the scores were correlated with mean caudate DaT binding ratios in order to investigate which of them were influenced by nigrostriatal dopamine deficiency. The analysis was focused only on the caudate nuclei (without putamen), as this striatal structure is well-documented to be involved in cognition.

Due to the concerns regarding potential influence of motion artifacts, in addition to a voxel-specific correction strategy (Satterthwaite et al., 2013), analysis of motion with respect to the variables of interest (cognitive, motor domains, and age) was also performed. For this purpose, first principal component extracted from the absolute mean displacement values (x, y, and z axes) as well as relative displacements were used.

None of our variables of interest (executive, memory, and visuospatial domains) demonstrated significant association. The only significant associations were found for the motor domain (pmean displacement = 0.036; prelative displacement = 0.035) and age (pmean displacement = 0.026), as expected. These variables were included in the modes as nuisance covariates.

Impact of nigrostriatal deficiency on the modularity of cognitive brain circuitry

For the second part, adjacency matrices were constructed using 60 AAL ROIs identified during the meta-analysis step (see Meta-Analysis section and Figure S2). Next, modularity was estimated based on both negative and positive weights [as described in Equations 2a and 2b].

Finally, an association between network modularity and mean DaT uptake in the caudate nuclei was analyzed using linear modeling.

RESULTS

DEMOGRAPHICS AND CLINICAL DATA

Demographics and clinical characteristics are shown in Table 1.

Table 1. Demographics and clinical data.
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The data were representative of the entire DaTSCAN cohort of PD patients (results not shown). Of note, visuospatial functions were relatively less affected than executive and memory domains.

GRAPH THEORETICAL ANALYSIS

Brain-behavior covariance patterns

The analysis was performed with PLS LV-scores determined after the dimensionality reduction step (see corresponding Methods section).

Nodal strength

The first PLS LV captured global effects. Its higher scores were associated with higher strength of all 90 nodes with largest effects on motor, prefrontal cortices, and striatum. On a behavioral level, this component was positively associated with motor function (see Table 2, Figure 1).

Table 2. Associations between component scores and behavioral data: nodal strength.
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FIGURE 1. Associations between component scores and behavioral data: nodal strength. (A) Between-component correlation plot. Positive association (r = 0.5) was found between latent variables (LVs) I and III. (B) Associations between LV scores extracted from the nodal strength data and performance in 3 cognitive (executive, memory, visuospatial) and motor domains. On the right-hand side of the graph, corresponding loading maps are depicted in brain space, reflecting the relevance of the nodes (spheres) for a particular LV, the magnitude of which is represented by nodal size. Positive loading values are depicted as red spheres, whereas negative ones are shown in blue. *p < 0.05, **p < 0.01.



The second LV was associated with higher degree of posterior (supramarginal, superior parietal, posterior cingulate, occipital regions) and striatal nodes, and lower prefronto-limbic (orbitofrontal, anterior cingulate, parahippocampal, temporopolar regions) nodal strength (except for operculo-triangular, middle frontal areas, and left hippocampus, which demonstrated positive associations). Behaviorally, this component displayed a negative association with memory function, that is to say that better memory performance was associated with reversed component pattern, favoring the involvement of prefronto-limbic nodes (see Table 2, Figure 1).

The third LV, in turn, favored cortical-subcortical segregation with positive associations found in dorsal cortical nodes (dorsolateral prefrontal, frontal and parietal areas) and negative in subcortical structures (hippocampi, striatum, globus pallidus), primary visual, middle temporal, and paralimbic (ventral prefrontal) areas. Higher scores of this component were associated with better executive performance (see Table 2, Figure 1).

Latent variable scores and caudate DaT uptake

Analysis of the effects of nigrostriatal dopaminergic deficiency on the LVs estimated from the nodal strength revealed significant positive associations of mean caudate SBR ratios with I and III LV-scores (See Table 3, Figure 2).

Table 3. Latent variable scores and mean caudate DaT binding.

[image: image]


[image: image]

FIGURE 2. Associations between component scores and mean caudate DaT binding. Associations of latent variable (LV) scores extracted from the nodal strength data with nigrostriatal dopaminergic function measured by 123I-FP-CIT SPECT (mean caudate SBR ratios). Positive associations (*p < 0.05) were found for the Ist (“global/motor”) and IIIrd (“executive”) LVs. Corresponding loading maps are depicted in brain space, reflecting the relevance of the nodes (spheres) for a particular LV, the magnitude of which is represented by nodal size. Positive loading values are depicted as red spheres, whereas negative ones are shown in blue.



This means that higher caudate DaT binding is associated with global increase of nodal strength and segregation toward more active dorsal cortical processing when the subject is at rest.

Modularity of the cognitive circuitry and caudate DaT binding

The analysis revealed negative effects of the preserved dopaminergic function on modularity of the cognitive circuit (T = −3.6, 17 DOF, p = 0.002), suggesting greater integration among regions within this network (see Figure 3).


[image: image]

FIGURE 3. Caudate DaT uptake and modularity of the cognitive circuitry at rest. The figure shows significant (p < 0.01) negative association between modularity of the cognitive circuitry (identified with automated meta-analysis) and nigrostriatal dopaminergic function measured by 123I-FP-CIT SPECT (mean caudate SBR ratios).



DISCUSSION

To the best of our knowledge, this is the first study to assess large-scale network correlates of PD-related cognitive impairment and presynaptic dopaminergic deficiency, combining rs-fMRI and DaTSCAN. Higher executive functional scores were associated with higher nodal strength of dorsal cortical nodes (predominantly in dorsolateral prefrontal, premotor, and superior parietal regions) and lower involvement of subcortical, occipital, temporal, and ventral cortical nodes, suggesting that relative preservation of executive functions in PD is linked to the dominance of dorsal cortical processing with inhibition of subcortical, paralimbic, and primary sensory circuitry when the subject is at resting state with eyes open. This pattern was positively influenced by higher nigrostriatal dopaminergic function.

Our results are consistent with an abnormally increased fronto-striatal connectivity found in a single-blind placebo-controlled rs-fMRI study of PD patients (Kwak et al., 2010), in which this hyperconnectivity was down-regulated by L-DOPA administration. Further analysis in this study revealed PD-related increase of power in the low-frequency band (0.02–0.05 Hz) in the striatum, which was also reduced after L-DOPA administration. Of note, this reduction correlated with L-DOPA-associated cognitive improvement. Apart from this, an increase in spontaneous oscillatory activity in the 10–35 Hz range (beta frequency band), occurring within the basal ganglia-thalamocortical networks and suppressed by dopaminergic treatment, is a well-replicated pathophysiological finding in PD (Brown et al., 2001; Levy et al., 2002; Gatev et al., 2006; Hammond et al., 2007), which provides additional support of our results converging from other imaging modalities.

The pattern associated with higher scores in the memory domain favoring prefronto-limbic processing did not reveal associations with presynaptic striatal dopamine uptake in the present study. The latter suggests that other mechanisms may be involved in the development of memory impairment associated with PD. The most likely ones are mesocortical dopaminergic deficiency (Narayanan et al., 2013) and impaired cortical cholinergic function (Bohnen et al., 2003), which in turn may at least be partly associated with concomitant cortical atrophy (Weintraub et al., 2012).

Of note, our study did not find any correlates of visuospatial impairment. However, this finding may be influenced by small sample size and due to the fact that visuospatial function was only mildly affected in the present cohort.

According to Mink's hypothesis (Mink, 1996), the basal ganglia play a crucial role in sustaining the balance between facilitation and suppression of movements. If we consider executive functions as the “movement of thoughts” a similar analogy can be drawn within this context. Indeed, cognitive frontal-subcortical loops is a widely accepted notion, where the DLPFC circuit has been documented to mediate set-shifting, complex problem-solving, retrieval abilities, organizational strategies, concept-formation, working memory (Zgaljardic et al., 2006), and other executive functions that are known to be affected in PD. Preserved nigrostriatal dopamine function therefore not only allows effective execution and termination of motor activity, but may also implement smooth switching between cognitive patterns, controlling mutual inhibition and/or facilitation of fronto-subcortical circuits. This is also supported by computational models of the basal ganglia that highlight their routing role in various cognitive functions, such as for example action-selection (Stocco et al., 2010).

In general, higher DaT binding values were associated with global integrative effects on the brain (global increase of nodal strength). This was also confirmed for the cognitive circuitry (defined during meta-analysis), where higher DaT SBR ratios (relative preservation of dopaminergic function) were associated with lower network-level modularity, suggesting that dopamine favors integration of the cognitive network when the subject is at rest. These results are in line with previous fMRI studies that indicated globally impaired network-level processing in PD (Skidmore et al., 2011; Gottlich et al., 2013). Negative effects of the preserved dopaminergic function on the modularity of cognitive circuitry are also in line with previous literature. Thus, a recent randomized double-blind rs-fMRI study of healthy subjects with bromocriptine administration (dopamine agonist) revealed drug-induced decreases in modularity, estimated for the whole brain (White et al., 2013). Our results also suggest that preserved nigrostriatal dopaminergic system allows supporting integrity of the cognitive network when a subject is at rest. In the light of this, it would be interesting to assess the dynamics of cognitive circuitry during performance of particular executive tasks or multi-tasking, where dopamine may have different or even opposite effects on network modularity. This is supported by previous functional imaging studies of executive functions in PD, revealing that hypodopaminergic states are associated with increased prefrontal cortical responses during performance of corresponding tasks (Mattay et al., 2002), whereas L-dopa administration, in contrast, decreases it (Cools et al., 2002). In this context, it is also worth mentioning an event-related fMRI study that found PD-related brain abnormalities during performance of the set-shifting task specifically developed to elicit caudate responses (Monchi et al., 2007). Compared to the control group, patients demonstrated increased cortical activation in the condition not specifically requiring the caudate nucleus, whereas decreased cortical activation was observed in the task that involved the caudate nucleus. These studies, however, are not focused on any specific dopaminergic system, looking at general dopamine-related effects instead, and therefore do not necessarily confirm the role of exactly nigrostriatal dopaminergic system in these phenomena.

Finally, a recently published graph theoretical MEG study with longitudinal design found that progression of PD is associated with growing impairment of local integration (measured by clustering coefficient) in multiple frequency bands and loss of global brain network efficiency (based on path length) in the alpha2 frequency band. This deterioration was, in turn, correlated with cognitive and motor impairment observed during disease progression (Olde Dubbelink et al., 2014). These findings provide additional support for our results, also suggesting global positive effects of dopaminergic preservation on efficient functioning of the brain networks.

The main limitation of the present study is a relatively small sample size. In addition, the cross-sectional design complicates causal interpretation of the results. Apart from this, the resting state setting itself hampers direct interpretation of the findings with regard to the role of brain networks in cognitive task performance. Active cognitive processing is likely associated with patterns of brain dynamics that are different compared to the ones occurring when the subject is at rest. These patterns in turn may have different associations with altered dopaminergic function in PD. Therefore, this presents a need for further studies of brain dynamics underlying cognitive processing in PD and related dopaminergic deficits.

The main strengths are a multimodal approach and graph theoretical setting that have not yet been implemented together for clarifying brain mechanisms of PD-related cognitive impairment. Further strengths are a relatively broad cognitive evaluation combining multiple tests to assess three major functional domains and the drug-naïve status of the participants. Of note, although the present study specifically investigated the nigrostriatal system, the deficiency measured by 123I-FP-CIT SPECT might also reflect indirect effects of neurodegeneration of dopaminergic neurons within other pathways, since the severity of dopaminergic deficits may correlate across different systems. Therefore, the results should be interpreted with caution.

To summarize, our study found that PD-related executive impairment is associated with altered balance between cortical and subcortical processing at rest, when contribution of the dorsal cortex is getting abnormally suppressed, and subcortical processing is disinhibited. This pattern (unlike brain profiles of visuospatial and memory impairment) is linked to nigrostriatal deficiency, which also has disruptive effects on cognitive circuitry at the network scale.

The results provide evidence for the contribution of the nigrostrital dopaminergic system in human cognition, and the described concept can potentially be utilized in future interventional studies to monitor the effects of treatments, including the approaches that augment cognitive functions.
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SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: http://www.frontiersin.org/journal/10.3389/fnsys.2014.00045/abstract

Figure S1. Study Workflow. The study workflow consisted of IV main steps: (I) Selection of 30 PD subjects with fMRI data from the complete PPMI cohort and an fMRI + DaTSCAN subsample of 18 subjects; (II) Preparation of the data for further analysis that, in turn, included (IIa) calculation of composite scores for 3 cognitive domains, (IIb) automated meta-analysis to define “cognitive network,” (IIc) image preprocessing and network measure extraction; (III) Dimensionality reduction with PLS followed by parametric tests evaluating associations between latent variable (LV) scores and cognitive functions; (IV) Final analysis assessing influence of caudate dopamine transporter (DaT) uptake on LV scores and modularity of the “cognitive network.

Figure S2. Automated meta-analysis workflow. An automated search using the meta-analytical software Neurosynth (http://neurosynth.org) was undertaken in order to identify regions that are relevant for cognitive functions. The key-words “executive” (237 studies), “visuospatial” (n = 116) and “memory” (n = 1470). The profile of visuospatial functions included prefrontal, parietal, and occipital regions. The “executive” pattern contained prefrontal (with more extended involvement of DLPFC), cingulate, superior parietal, temporo-occipital, basal ganglia, and cerebellar regions. Finally, the “memory” profile, in addition to prefrontal and parietal regions, also included hippocampus, temporal areas, and basal ganglia. Due to the observed overlap, the resulting statistical maps were merged and overlaid with the Automated Anatomical Labeling (AAL) atlas defining cognitive circuitry, the modularity of which was then correlated with nigrostriatal function measured by 123I-FP-CIT Single-Photon Emission Computed Tomography.

Figure S3. Latent variable selection. The figure shows Root Mean Squared Error Prediction (RMSEP) as a function of a number of PLS latent variables (LVs). The maximum number of LVs was selected that minimized total training (red dashed line) and leave-one-out cross-validation (green solid line) errors for all the domains (n = 3).
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BCI method (measured signal type)

Advantages

Disadvantages

LFPs
(Fring rate of bundies of neurons)

ECoG
(Electrical activity from brain surface)

EEG
(Electrical actiity from the scalp)

MRl
[Blood oxygenation level dependent (BOLD)]

NIRS
(Measure of oxygenated hemoglobin)

MEG
(Magnetic ield)

High SNR; low variabiity during the experiment; targeting the
activity in specifc brain areas; higher resolution of detecting
temporal and spatial features in several paraliel-activated
brain regions.

‘Supports accurate BCI operation with little training (Leuthardt
etal., 2004); higher spatial resolution and amplitude than EEG
(Freeman et al., 2000; Leuthardi et al., 2009); far less EMG
and EQG artifacts (Freeman et al., 2003; Ball et al., 2009);
greater long-term functionality compared to LFPs (Margalt

et al., 2003); more stable SNR compared to EEG (Schalk,
2010).

Superior temporal resolution suitable for real-time:
experiments); ease of use (non-invasive) even by inexpert
individuals; inexpensive (compared to other devices); least
ethical concern and medical isks compared to other
methods; portable.

‘Superior spatial esolution (deCharms et al., 2005; Lee et al.,
2009); signal detection from whole brain including the
subcortical structures (Logothetis, 2003; Weiskopf et al.,
2004).

Robust when dealing with noise (Coyle et al., 2004; Waldert
etal, 2012); superior in detection of stimulation onsets and
offsets (reducing the faise positive commands) (Torita et al.,
2014); precise parameter setting to extract features is not
needed to detect information on the brain (Kanoh et l.,
2009).

Higher spatiotemporal resolution (Melinger et al., 2007) than
EEG; less training sessions than EEG; more robust in
detectabilty of different frequency-band compared to EEG
(Melinger et al., 2007).

Intracranial surgery; very susceptible to signal-loss in
fong-term implantation (Shain et al,, 2003; Donoghue
et al,, 2004); requires precise source localization in
order to implant the electrodes in the right location;
less common in human studies.

Intracranial surgery; Limited long-term functional
stabiity and signal loss (Schalk and Leutharct, 2011);
very rare research application (Sutter and Tran, 1992).

Susceptible to noise (EMG, EOG and environmental);
Low spatial resolution (harder to localize brain
activities); requires a substantial degree of ser training
in BOI development.

Signal drift due to imperfection of magnetic gradient
field (Lee et al, 2009); limited to BOLD-signal-based
analysis (can be done in ERP experiments but not in
frequency-range analysis); less suitable for real-time
BCI due tolow temporal resolution; strict physical
restriotion of subjects inside the scanner due to motion
artifacts; requires expensive devices and expertise to
operate the system.

Lower temporal resolution compared to EEG (Torita
etal, 2014).

Expensive (at least 10 times more expensive than EEG
cost) and non-portable; lower spatial resolution
‘compared to fMRI; poorer localization for deeper brain
structures compared to MRI.
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Category

Endogenous BCI

Exogenous BCI

Protocol
- Source of the brain activity

- Frequency bands

-ERP

- SSVEP

Advantages

- Independent of any specifc task

- Useul for patients with sensory deficits

- Perfect for freely moving operations (since subjects are
not instructed to stare at specific stimulus)

- Low training session

- High information transfer rate (explained i the next
section)

- Feasible with a few EEG channels

- Higher signal-to-nose ratio

Drawbacks

- Requires several sessions of trainings

- Some patients may not be able to communicate
with BCI (BC iiterate)

- Low information transfer rate

- Low signal-to-noise ratio

- Low spatil resolution of EEG-based BCs (narder
for source localization analyss)

- Requires many EEG electrodes

- System failure if the subject is not attending to the
stimuli

- Fatigue in subjects (especiallyin SSVEP tasks due
to constant fickering objects)
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Study Modality  Training task Control group Population  Training period
McKendrick et al. (2014) NIRS a dual verbal and spatial WM ayoked condition group YA 5days
task
Heinzel et al. (2014) MRI an adaptive n-back task - OAand YA 4 weeks
Buschkuehl et al. (2014) ASL adaptive visuaospatial n-back vocabulary and general YA 7 days
knowledge questions
Zhao et al. (2013) EEG Three memory tasks 10 training YA 21-23 days
Schweizer et al. 2018) MRI adaptive emotional dual n-back afeature match training YA 20 days
Owens et al. (2013) EEG an online dual n-back task a nonadaptive dual 1-back YA 2 weeks
task (dysphoric)
Anguera et al. (2013) EEG NeuroRacer (a dual task) single task and no-contact oA 4 weeks
control
Wuetal. (2012) EEG aFPS video game nonaction game control group YA 10h
Schneiders et al. 2012) MRI adaptive auditory n-back - YA 2 wesks
Prakash et al. (2012) MRI Space Fortress vidoegame only limited game experience YA 30h
Mathewson et al. 2012) EEG Space Fortress vidoegame R YA 20h
Leeetal. (2012) MRl Space Fortress videogame only limited game experience YA 30h
Jausovec and Jausovec (2012) EEG, Five different WM tasks communication and social YA 30h
NIRS skills
Schneiders et al. (2011) MRI adaptive visual or audtory 0 training YA 2 weeks
n-back
Meaciin et al. (2011) EEG Space Fortress vidoegame - YA 20h
Jolles et al. (2010) MRI averbal WM task no training YA 6 weeks
Dux et al. (2009) MRI sensory-motor task (single or - YA 2 weeks
dual task trials)
Tang et al. (2009) EEG amedtation training arelaxation training YA 5days
Dahin et al. (2008) MRI aletter memory task 1o training OAand YA 5 weeks
Erickson et al. (2007) MRI a dual tasks and a single task 1o training YA 2-3weeks
Olesen et al. (2004) MRI WM tasks - YA 5 weeks
Hempel et al. (2004) MRI n-back - YA 4 weeks

Note: EEG: electroencephalography, MMRI: functional magnetic resonance imaging, NIRS: near-infrared spectroscopy, ASL: arterial spin labeling, YA: young adults, OA:

old adults.
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Study Modality Training task Control group Population Training period
Wolf et al. (2014) on logical reasoning training - oA 4weeks
Tang et al. (2012) o ‘2 medtation training arelaxation training YA 4 weeks
Takeuchi et al. (2011) gray matter volume mental calculation placebo, no training YA 5days
Tekeuchi et al. (2010) ot WM program - YA 2 months
Enguig et al. (2010) cortical thickness memory training 1o training OA 8weeks
Taubert et . (2010) DTI, gray matter volume  a complex motor skillleaming - YA 6 weeks
Sohmidt-Wilcke et al. (2010)  gray matter density aMorse code learning 1o training YA 2.5-8months
Scholz et al. (2009) DTI, gray matter juggling 1o training YA 6 weeks
Driemeyer et al. (2008) gray matter density juggling - YA 7 days

Boyke et al. (2008) gray matter density juggling - OA 3months
Draganski et al. (2006) gray matter density studying for medical exam - YA (medical students) 3 months
Draganski et al. (2004) gray matter density juggling jugglers vs. non-jugglers YA 3months

Notes: DTt: diftusion tensor imaging, YA: young adults, OA: old adults.
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Study Modality Training task Control group Population Training period
Strenziok et al. (2014) MRI, Rise of Nations, Brain Fitness, - oA 6 weeks
ot Space Fortress
Jolles et al. (2013) MRI averbal WM task - YAand CH 6 weeks
Tekeuchi et al. (2013) MRI, WMT program no training YA 27 days
AsL
Langer et al. (2013) EEG Tatool (adaptive WM training) tasks with low WM YA 4weeks
demand
Heitger et al. (2012) MR amotor learning task - YA 4days
Voss et al. (2012) MRI Space Fortress - YA 20h
Bassett et al. (2011) MRI amotor learning task - YA (musical 5days
instruments)
Stevens et al. (2010) MR visual semantic dlassification - YA 15min
tasks
Abert et al. (2009) MR amotor leaming task amotor performance YA 11min
task
Lewis et al. (2009) MRI a shape-identification task - YA 2-9 days

YA: young adults, OA: old adults, CH: children.





OPS/images/fnsys-09-00071/math_12.gif
E]
Vua®) =6+ Y GON,(k+)  (12)
faie="





OPS/images/fnsys-08-00139/math_3.gif





OPS/images/fnsys-08-00206/fnsys-08-00206-g007.jpg
| BA40. |BA1 | |BA1 [m- BAG | ||BA6 || BAG . W'I B
/\ . A~ o R N i N N\ /\
= \J N/ S 7 \f\/ - \_ —~———/ \ A4 ]
0 R TR SETeTEE S s 20, |
| BA40 | | BA2 BRZ BA 8 BA 8 BA 8 Q __
o~ o /\ P S | ~ :
ik=a [~ V\ i N~ il GJ ] I
| § Vv E § _ _ 5 15 :
— —— T — '(n =47
| BA40 | | BA2 | | BA9 = |BA9 BK‘Q"'" o :( )
"’ ‘V/\ P~ = . v 8 10 :
N ~— " ) O .
e :
T T 2 |
| BA42 i | BA43: FBAZ S g |
R | \/ _' S |_|
T R = e Toeee e e e e S e 0 T L T T
|BA42 | |BA6 | |BA44 | BA44 | BA45 | BA10 0 2 4 6
S | =N A\ ) N o~ B\ ERP size (HV S)
N— N—" "\ — " =
| BA22: | BA44: |BA45: |BA46 . |BA46: | BA10
P\ o = VNN N
7 o~ N —— L~ Y ~N—— N
| BA22 | | BA47 . | BA45 | BA46
PaNLY. A JA
N 4 ~\
0 200
Time (Ms)
C D
15- m
E -150;
I_
o
» 10 3 -1001
(O}
(= I
: 3
e
o
o
o
w 0
O_

Others
BA9
BAG6
BA 4
Others{ —
BA 9
BA 6
BA 4





OPS/images/fnsys-09-00071/inline_35.gif
POM





OPS/images/fnsys-09-00071/math_13.gif
=&lB,B, + & ByyBuy (13





OPS/images/fnsys-08-00206/fnsys-08-00206-g006.jpg
No-stop trials (67%)

Go- Mov.
signal onset
® @ ) —0
Central Cue
Target
Hand position
Holding Reaction Time MT * Holding
Cue (RT) Target
Stop trials (33%) Go- Stop-
signal signal
© [} © T3 ) °
Central Cue
Target
Hand position
Holding * Stop Signal Holding
Cue Delay (SSD) Stop

Type A neuron

Type B neuron

_ SSRT
a o
2 %
60 - d =
601 “
£ Ry
(2] (2]
£ 407 2 40
o [
() [}
20 1 20 — Activity no stop trials
— Activity stop success trials
g — Differential spike density function
OT - Threshold
\ ; 1 «» Mean RT
50 4 :_‘ "l 504 e Endof RT
5 s | -~ Mean MT
100 4 3100+
0 0F
25 5
-200 200 600 1000 -200 200 600 1000

Time from Go (ms)

Time from Go (ms)





OPS/images/fnsys-09-00071/inline_36.gif





OPS/images/fnsys-09-00071/math_14.gif





OPS/images/fnsys-08-00097/inline_1.gif
A
W = ;bz (Ox(e-1)





OPS/images/fnsys-08-00206/fnsys-08-00206-g005.jpg
Spatial cues

®
o

Memory

Color cue

Go signal

0%0
o O
000

o

Activity
with respect to
baseline





OPS/images/fnsys-09-00071/inline_37.gif
POM





OPS/images/fnsys-09-00071/math_15.gif





OPS/images/fnsys-09-00071/inline_41.gif
cm

sec





OPS/images/fnins-10-00336/math_1.gif
£(t) =sqre(d(t)) /bw (1)





OPS/images/fnsys-09-00071/inline_42.gif
POM





OPS/images/fnins-10-00336/math_2.gif
£(ty +2) = const + clol(t]) +c292(t1) +c3p3(tD)
4oty +T< T and [t [ t1] @





OPS/images/fnsys-09-00071/inline_43.gif
POM





OPS/images/fnsys-08-00068/fnsys-08-00068-g001.gif
]

g

0080 10 JOGNNN

2012

200 2004 2008

‘Publication year





OPS/images/fnsys-08-00068/fnsys-08-00068-g002.gif
Throughput (bit’s)

2002

2006 2010
Publication year





OPS/images/fnsys-09-00162/fnsys-09-00162-t001.jpg
Company name Touch Bionics Otto Bock Steeper Vincent GmbH
Prosthesis model b Quantum Michelangelo with Bebionic v3 Evolution 2
Axon Bus Technology
General Weight 474-515g ~510g 550-598 g 380-410g
technical data (without battery) (365-390 g small hand)
Operating voltage 74V 1"iv 74V 68V
Battery type Lithium polymer Li-lon Li-lon Li-Pol
Battery capacity 1300-2400 mAh 1500 mAh 1300-2200 mAh 1300-2600 mAh
Number of actuators 6 2 5 6
Dexterity Active fingers 5 independent 3 5 independent 5 (+12 active joints)
Thumb rotation Powered Powered Manual Powered
Total number of grip 24 7 14 20
patterns
Grip patterns available 7 £ 1 20
at any moment
Flexible wrist Available Included Avaiiable Available
Rotating wrist Available Available Available Available
Rotating wrist (active or passive) (active or passive) (active or passive) (only passive)
Full closing time 0.8 (0.7 s small hand) 0.37s 05-1s 08s
Finger position No 2 motor position 5 (one in each 2 (in thumb
encoders encoders actuator) actuators)
Force Power grip 100-136 N ~T0N 140.1 N (280 N small hand) 60N
Lateral pinch 40N (60 N small hand) ~B0N 26.5N (53 N small hand) 15N
Adaptive Grip Yes Yes Yes Yes
Falling object Active (auto-grasp, based on No Active (auto-grip, based on Passive
prevention ‘accidental SEMG finger position encoders) (spring load)
signal detection)
Proportional control Yes Yes Yes Yes
N of electrodes 1-2 1-2-3 12 1-2 wired
Control Movement control Movement triggers, Sequential, 4-channel ‘Sequential, Morph RFid Single trigger
type mobile app, blustooth control GRIP selection or Vincent
grip chips, favorite compatiole Morse code
environment, gesture control
Movement Hold open, double impulse, Different switching Co-contraction/ Hold signal
command triple impulse, modes available, ‘©open-open signal (opening or closing),
co-contraction fast and high signal controls double signal,
rotation in co-contraction,
4-channel control alternating signal
Particular features Various control Sensor hand speed Fully free Very low weight
methods thumb (stiff and harder finger tips); flexing fingers.
rotating manually Fragile objects grasping
and automatically
Feedback No No Audible beeps and/or Vibration (force
vibration (grip changes) detected via
motor current
and DMS sensors)
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Index (Author) H. erectus H. erectus H. erectus H. sapiens H. sapiens H. sapiens

lower limit ‘midpoint upper limit midpoint upper limit
Extraneurons (Jerison, 1973) 5.96 x 10° 702 x 10° 838 x 10° 6.94 x 10° 9.17 x 10° 1139 x 10°
Encephalization Quotient (Jerison, 1973) 370 551 811 564 851 138
Index of Progression (Stephan, 1972) 18.59 230 3233 236 350 464

Note that H. erctus midpoints are close to H. sapiens lower limits while H. sapiens midpoints are close to H. erectus upper limits. There is an obvious overlap
between ranges of the two taxa.
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regularizer
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Andersson etal. (2011)

Andersson etal. (2012)
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Andersson etal. (2011)
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Astrand etal. (2014a)
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Armstrong etal. (2009)

Zhang etal. (2011)
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fight vs.

86,78, 64, 103, and
88 electrodes.
64 electrodes.
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131 neurons

48 channels

40 neurons

187 neurons

Parietal and occipital NIRS
Full head

Full head

Left hemisphere, 1 subject right
hemisphere. No occipital lobe.
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Extrastriate area V4 and portions
of VI/V2 along lunate sulcus

Single hemisphere, Right or Left
Frontal Eye Fields

Both hemispheres, Frontal Eve
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Right Frontal Eve Field

Anterior Inferior Temporal
cortex, single hemisphere

Stepwise regression and
Bayesian classification

Support Vector Machine w.
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Linear Regression with
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Linear Regression with
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Support Vector Machine w.
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Classifier

8 trials (13s) per condition
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for one subject: 80)

20 left/20 right/39 center
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60 trals per condition
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>10 trals per condition
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12 trials per stimulus.
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This includes the type of recording method, the number of recorded signals, brain coverage, the type of classifier used for the decoding, the available number of trials per condition.
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Treder etal. EEG/Alpha power Endogenous - 2 positions: 75% (n = 8 - - -
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(201 41%/R: 25% (n = 7) Offine
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(=2
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Invasivein  Gunduz etal ECoG/Power from all  Endogenous  84% 3 positions: 48% (35% - - -
humans (2012) frequency bands (chance 50%)  during motor engagement)
(chance at 33%)
Andersson etal. ECoG/Mighgamma  Endogenous - 3 positions: 70% Left: 5%/Right: - -
(201 power (chance at 33%) 60%/Center: 82%
Invasive in Rotermund ECoG/Power, phase  Exogenous - 2 positions: 96% 9% 99% Present but not
nonhuman  etal. (2013) coherence and (chance at 50%) quantified
primates difference
Astrand etal. SUA/average spiking ~ Endogenous - - 82% - Present but not
(20143) rate quantified
Astrand etal MUA/average spiking ~ Endogenous/  90-100% 4 positions: 67%/79% - - -
(2014b) rate Exogenous (chance at 25%)
Armstrong etal.  SUA/average spiking  Exogenous 2 positions: 90% - - 20% drop in
(2009) rate (chance at 50%) performance
Zhang etal SUA/average spiking ~ Endogenous  — 3 positions: 56% - 3positions 56%  10% drop in
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Sbj. Test on fixations with 500 ms threshold Test on fixations with 1000 ms threshold

Specificity Sensitivity Sensitivity
Al Button Ball Free cell Button Ball Free cell
1 092 +008 0224002 0.28:+0.07 0224005 0.15+ 003 025 027 0.17
2 0.91+005 0.24+008 0.30 £0.06 0.23 009 0.18+0.12 021 047 0.14
3 096+ 004 0.18:£0.03 0.18:£0.04 0.19:£005 0.18+ 009 011 0.10 0.12
4 0.91+004 0.20 £0.02 0.30 £ 0.06 0.19£001 0.10+ 0085 021 020 0.09
5 0.93+006 0.26+0.06 0.28+0.11 0.24£006 030+ 009 022 024 0.19
6 0.93+£003 0.33£0.06 034£0.12 0294004 0.36 £ 009 024 0.19 032
7 0.92+008 0264004 0.31:£0.11 027 £002 0.19+ 006 029 021 0.17
8 0.84+£006 0.45 £ 007 050 £0.10 0.42 £0.12 043+ 009 0.46 039 037
Mean 091 027 031 026 0.24 025 022 020
Std. 007 0.10 0.09 007 0.13 0.10 008 0.10

For training, recordings with 500 ms dwellthreshold were used. On these recordings, 5-fold cross-valdation was used to estimate, as M < SD over folds, al the performance indices.
For each fold, the classifier was trained on 80% and tested on 20% of the set. In the case of testing on 1000 ms ciwell threshold data, the train and test sets were not overiapped and,
thersfore, the classifier was appilied to all test date.
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Dwell Threshold 0.12
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Classifir x Training Set x Dwell Threshold x Fixation Type 077

Significant effects (o < 0.05) are shown in bold. Factors and their levels are described in the text.
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Sbj.

Test on fixations with 500 ms threshold

Test on fixations with 1000 ms threshold

Sensitivity AUC Sensitivity
Al Button Ball Free cell Al Button Ball Freecell  Button  Ball Free cell

1 090£016 018019 021£021 0174018 018018 063£006 064010 061£005 0642006 013 009 008
2 0854007 028010 034£017 0304008 0204013 063:£002 066+£006 064002 058005 030 024 016
3 096005 019012 024021 0152010 015011 063£004 070£010 060£006 059008 020 o010 009
4 083017  032£018 0414018 0264021 0274017 064002 069007 062003 060003 034 024 032
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6 070£025 032£023 036027 030£023 0374028 050£006 050006 056+005 063:+007 03t 021 027
7 090£009 0124009 019£011 012£006 013x£011 056001 060£002 055003 056£005 007 007 009
8 0924005 026+016 024£015 028+015 0304019 0714006 068£007 0724005 074£006 026 027 021
Mean 086 024 028 022 023 063 065 061 063 023 017 017
std. 015 017 008 007 o.19 004 004 005 006 009 008 009

For training, recordings with 500 ms dwell threshold were used. On these recordings, 5-fold cross-validation was used to estimate, as M = SD over folds, all the performance indices. For each fold, the classifier was trained on 80% of
the set, its threshold was adjusted on 8% aiming to obtain 90% specificity, and testing was done on 12%. In the case of testing on 1000 ms dwel threshold dat, the train and test sets were not overlapped and, therefore, the classifier
was applied to all test data.
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Sbj. Test on fixations with 500 ms threshold Test on fixations with 1000 ms threshold

Specificity Sensitivity Sensitivity
Button Ball Free cell Button Ball Free cell
1 092004 031008 016 014 023 024 013
2 092003 040£0.16 017 012 047 047 018
3 100000 020 0.06 006 002 007 005 008
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8 095004 041006 0.17 017 035 013 007
Mean 090 038 019 015 025 019 014
Std. 0.07 0.14 0.08 0.07 0.10 0.08 0.07

For training, recordings with 500 ms dwell threshold were used. On these recordings, 5-fold cross-validation was used to estimate, as M  SD over folds, sensitiity for Button fixations
and specifiity in the 500 ms dwel threshold data. For each fold, the classifir was trained on 80% and tested on 20% of the set. In the case of testing on Ball and Free cell fiations, as
well as for all 1000 ms dwell threshoid data, the train and test sets were not overlaoped and, thersfore, the classifier was applied to all test dals.
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Shj. Test on fixations with 500 ms threshold Test on fixations with 1000 ms threshold

Specificity Sensitivity Auc Sensitivity
Button Ball Free cell Button Button Ball Free cell
1 0.87 £0.13 023017 0.05 012 064006 0.16 0.07 0.09
2 0.85£0.10 029£022 0.15 0.09 0.67 £009 028 0.08 0.05
3 0.84+009 051+024 026 029 0.76 £ 007 0.41 0.20 030
4 092012 029021 0.08 0.08 0.70:£008 030 0.05 o011
5 0.83+0.14 038+0.11 0.20 029 0.77 £008 0.45 0.30 028
6 0.87 £ 009 023006 0.09 o1 064007 0.19 0.12 0.13
7 093+ 005 0.15£0.09 0.03 002 057 £003 0.07 0.04 0.04
8 0.86:+0.11 0.43+0.18 0.05 015 0.76 004 034 0.13 0.10
Mean 0.87 031 o.11 014 0.69 028 0.12 0.14
std. o.11 0.20 0.08 0.10 0.09 0.13 0.09 0.10

For training, recordings with 500 ms dwell threshold were used. On these recordings, 5-fold cross-validation was used to estimate, as M % SD over folds, sensitivity and Area Under
[ROC] Curve (AUC) for Button fixations, as well as specificity, in the 500 ms well threshold data. For each fold, the classifier was trained on 80% of the set, its threshold was adjusted
on 8% aiming to obtain 90% speificity, and testing wes done on 12%. In the case of testing on Ball and Free cell ixations, as well as for all 1000 ms dwell threshold déta, the trein and
test sets were not overlapped and, therefore, the classifier wes applied to al test data. Sensitivityis the same as True Positive Rate (TPF), here, the rate of comect classification of the
intentional dwells. Specificity is equal to one minus the False Positive Rete (FPR); FPRis the same as the rate of false alamms, and in this work it corresponds to incorrectly olassifying a
spontaneous fixation as the controlling one fi.e., an intentional dwel).
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(A) ERP for P120, N170, P300a, and P300b amplitudes. (B) ERSP and ITC for U vs. N. (C) ERSP and ITC for J vs. N. Only the electrodes showing significant results are
represented (***0.001, **0.01). The reduction in theta phase locking (ITC) is indexed by gray shading (dark p < 0.001, light p < 0.01). (D) SSVEP behavior differences.
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Subject Repetition number Time/ command Total time (s) Total commands On-line success rate (%) Collisions

subj1 (Y) 3 5.76 9.8 28/3 96.4 03
5 9.60 144.3 30/3 100.0 03
subj2 (N) 3 5.76 180.8 49/3 845 3
5 9.60 163.4 34/3 8838 03
subj3 (N) 3 576 2653 75/3 772 03
5 9.60 2456 513 784 03
subjd (Y) 3 5.76 116.1 3313 909 03
5 9.60 154.3 32/3 100.0 o3
subj5 (N) 3 5.76 163.4 46/3 782 o3

5 9.60 229.7 4513 734 43
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Subject Repetition Time/ Total Total On-line success rate Successful /

number command time (s) commands (%) for successful experiments total experiments
subj1 (Y) 3 5.76 65.4 1913 100.0 3/4
5 9.60 99.3 213 95.2 33
subj2 (N) 3 5.76 737 223 9.3 3/3
5 9.60 105.0 233 96.7 3/3
subj3 (N) 3 5.76 70.4 20/3 95.8 3/4
5 9,60 734 163 100.0 35
subj4 (Y) 3 5.76 69.1 20/3 100.0 3/5
5 9.60 1236 26/3 223 33
subjs (N) 3 576 94.1 218 66.7 34

5 9.60 85.0 193 958 35
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The table shows associations between latent variable (LV) scores extracted from the nodal strength data and performance in 3 cognitive (executive, memory,
visuospatial) and motor domains. Positive significant associations are depicted in red and negative ones in blue.

In total, 3 models were fitted with component scores as dependent variables, cognitive domains as independent variables (other covariates: motor domain score
laiso shown here as an important confounder, age and sex).

T, t-statistics; DOF, degrees of freedom.
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Complete sample (n = 30)

Mean [£SD]
Age 6167 [+9.46]
MoCA 2667 [23]
ExecDom ~02541£0.73]
Membom ~051(+12]
VspDom 006 £0.78]
UPDRS Ill 20.2[£10.6)

Male/Female ratio was 2:1.

*Subsample of subjects who had both fMRI and DaTSCAN acquired within less than a week interval.

Median (range)

62(40-75)
27 (15-30)
~0.125 (~1.37-126)
~041(-281-147)
~0.06 (~1.57-0.95)
17 (7-47)

Subsample* (n = 18)

Mean [+SD]

60.11 [+8.04]
2672 1+3.5]
~0.297 [£0.67]
~0.731+126]
008 £0.84]
19.83 (£10.9]

Median (range)

61 (44-75)

27 (15-30)
~0.125 (~1.35-0.99)
~051(~2.81-125)

0.44 (~157-0.95)
17 (7-47)

MoCA, the Montreal Cognitive Assessment; ExecDom, “Executive” domain; MemDom, “Memory " domain; VspDom, “Visuospatial” domain; UPDRS i, part i of

the Unified Parkinson's Disease Rating Scale.
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CN DaT binding

T DOF P
wi —-0.096 17 0.925

The table shows associations of the PLS latent veriables (LVs) extracted dur
ing the dimensionalty reduction step with nigrostriatal dopaminergic function
measured by "%FP.CIT SPECT (mean caudate SBR ratios). Positve signif-
cant associations (depicted in red) were found for LVs I (“global/motor”) and
1l ("executive)

CN, Caudate Nucleus; DaTl Dopamine Transporter; T, t-statistics; DOF, degrees
of freedom.
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Sessions States Pre

Post

t-value P value % Change
Rand Neutral 643.18 + 130.654 660.00 + 113.641 —2.274 0.034* 2.62
Congruent 783.64 £ 117333 790.91 £ 119.440 —-0.876 0391 0.93
Incongruent 87141 + 136.070 892.73 + 136.004 —2.920 0.008** 2.45
Med Neutral 638.64 + 118.615 617.73 + 121.663 3.533 0.002** -327
Congruent 794.55 + 118.029 764.55 + 112.238 6.205 <0.001%** -3.78
Incongruent 865.00 + 137.797 819.09 £ 133.627 3.302 0.003*%* -5.31

*D < 0.05; p < **0.01; ***p < 0.001; repeated measures of ANOVA with Bonferroni adjustment comparing Post values with Pre values. Values are group means +

S.D. Rand—Random Thinking; Med—Meditation.
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Characteristics

Age (in years) (group mean £ S.D.)
Years of education

17 years and more

Upto 15 years

Upto 12 years

Type of meditation

Exper of meditation
practice (in months)
6-12 months

13-24 months

25-36 months.

37-48 months

48-60 months.

22.9+4.6 years

6(27.3%)

10 (45.5%)

6(27.3%)

Meditation on the
Sanskrit syllable “OM"

4(182%)
3(13.6%)
7(318%)
6(273%)
2(91%)
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Sessions  Voxels Pre Stroop_Pre During Stroop_Post Post
D1 D2 03 D4
Oxyhemoglobin (AHBO)

Rand LetPFC 0714371  —064+739 0514758 0154669 0254716 0214761 0834741 0804722
Right PFC  ~265+556 0814459 22141247  -130+1245 169+ 1267 ~165+ 1249 ~156+ 1190 ~100+ 1002

Med LeftPFC 0434653  -093+255 -113%317  -079+322 ~064+354 ~077+338 ~009+5.15 0484525
RightPFC  —245+718  —130£264 —0714407° —044£384"  —019+386" ~089+370 ~079+389 035+441

Deoxyhemoglobin (AHbR)
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RightPFC  —518+1080 2864365 -3224689  —178+575""*  —048+8.08""" 0.01:£8.05%* 122£818"  0.19:£1025%"

Med Lot PFC  —157£661  —127+885 28241820 -225+1882  -238+1915 ~229+ 1882 22841980 -223+1763
RightPFC  -390+822  -300£793 71942346 -816+2309  -814+2343 -8.15+22.72" -728+2356 ~704+ 1993

Total hemoglobin change (ATHC)

Rand LePFC  -1704539  -183+987 -15842098 13942102 ~173+2140 ~166+2116 17142156 ~102+19.70
RightPFC  —4294667  -328£905 -88542849 —-9.07:£2755°  —1041£2699"** —1028£2652°"* -—1026+2689*%  —8.41:21565"

Med LeftPFC 07841763 -298+798 35097  -218+1023 —182+ 107 —198+ 1134 —121+1427 ~11541388
RightPFC 51141197 4364529 -4374748 2834718 194 £ 8.48" -216£9.14"  —145£10.11°0 057+ 107"

*% < Q.OV; repested messwes of ANGVA with Bonfersoni sdfustment comparing During and Rost vakues with Pre wakues. Wkse are group mesns + SO,
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Type of NP/Disease Physicochemical properties Results Remarks References
Cationic antimicrobial CG3RBTAT, the short amphiphilic peptide  NPs crossed the BBB and inhibited the TAT peptides (YGRKKRRQRRR) help the NP Liu et al., 2009; Wang
peptide/meningitis forms micelles with TAT molecules evolution of bacteria in the infected parts of o cross the BBB etal, 2010
toward the external medium, having the  brain, a high therapeutic index (50) against S
hydrophilic peptide shell and aureus infection in a rabbit model was
hydrophobic cholesterol core noticed. NPs also showed the same
efficiency in decreasing the growth rate of C.
neoformans in brain compared to
amphotericin B as they do not damage the
kidney and liver and do not change the blood
electrolyte balance
Amphotericin NPs with mean particle diameter of The NPs path through BBB was perceived Xu etal., 2011

B-polybutyleyanoacrylate NPs
(AmB-PBCA-
NPs)/cryptococcal

meningitis

Anti-body conjugated iron
oxide NPs/ multiple sclerosis

Melarsoprolnanosuspension/
cerebral stage of African
trypanosomiasis

69nm were modified with polysorbate
80

Iron oxide macroparticles of around 1um
conjugated with rat antibody of vascular
cell adhesion molecule-1 (VACAM-1)

Sizes of 324 and 427 nm

after 30 min. Mice treated by
AmB-PBCA-NPs lived more than 4 days. Up
10 80% survived to the day 10 remaining
constant until day 20th

Enhanced detection resolution of VACAM-1
at early stage

Decreasing the concentration of melarsoprol
in brain but increasing the concentration at
bone marrow, the nanosuspension
decreases the brain toxicity, which may not
be useful for Trypanosomiasis; nevertheless,
it might be helpful for Leukemia treatment

Early stage MRI molecular imaging of
disease activity with contrast agent

In vitro data also showed that
nanosuspension concentration in the bone is
very much higher

McAteer et al., 2007

Ben Zirar et al,, 2008

Porous cationic NP having oily
core (70DGNP-+)/
Trypanosomabrucei. African
trypanosomiasis

Lipid-diminazene conjugate
NPs/Trypanosomiasis

NPs with zeta potential of 29mV and an
average diameter of 74nm

Multiple particle sizes within the range
of 285-442nm and zeta potential around
—36mV

In vitro tests proved efficacy

The adsorption pattern of plasma protein
indicates a higher uptake chance of the
receptors at BBB

Loading the diminazene inside NPs after the
synthesis of NPs resulted in better
entrapment with a stability up to 6 months
and about 80% entrapment efficiency

Kroubi et al., 2010

Olbrich et al., 2004

Ag-nanotriangles on the
surface of functionalized
mica/Alzheimer's Disease

Ag NPs with width and length of 90 and
25nm, respectively

Quantitative detection of amyloid-5 at
physiologically monomer concentration

Use of localized surface plasmon resonance
for optical biosensor

Haes et al., 2005

Amine-modified single-walled
carbon nanotube
(a-SWCNT)/Stroke

a-SWCNT prepared from SWCNT
(4-10nm in diameter and 500-1500 nm
in length)

There is a low damage of the tissue in
treated rats. SWCNT can protect from
ischemic injury due to the low levels of
apoptotic, antigenic and inflammation
markers

Carbon nanotubes as scaffold of neural cells

Lee etal., 2011b
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Early “should-I-stay-or-
should-I-go”
decision

Goal selection

Action selection

Late “should-I-stay-or-

should-l-go”
decision

Action execution

Monitoring system

SMA/pre-SMA

Sector F5 (subregion of PMv)/PPC
Basal ganglia (dopaminergic
neurons; putamen and pallidum)
OFC

LPFC

PMd

PRR

IFG/DLPFC (subregions of LPFC)
Pre-SMA

Basal ganglia (striatum, STN)
PMd and M1

PPC

PMd and M1

Spinal cord
Basal ganglia (STN)
ACC

Basal ganglia (dopaminergic
neurons; ventral striatum)

Frontal pole cortex (subregion of
PFC)
SMA/pre-SMA

Boccardi etal. (2002), Grezes and Decety (2002), Biran and Chatterjee (2004),
Sumner etal. (2007), Forstmann etal. (2008), Ridderinkhof etal. (2011), van Gaal
etal. (2011)

Murata etal. (1997), Rizzolatti and Luppino (2001)

Mazzoni etal. (2007), Schmidt etal. (2008), Bonanni etal. (2010), for a review see
Turner and Desmurget (2010)

Damasio (1994), Padoa-Schioppa and Assad (2006), Fellows and Farah (2007),
Padoa-Schioppa and Assad (2008), for a review see Wallis (2007)

Hoshi etal. (2000), Barraclough etal. (2004), Genovesio etal. (20085, 2012), for a
review see Wise (2008)

Cisek and Kalaska (2005), Klaes etal. (2011), for a review see Cisek and Kalaska
(2010)

Calton etal. (2002), Cui and Andersen (2007), Scherberger and Andersen (2007)
Aron etal. (2003), Aron and Poldrack (2006), Chambers etal. (2006), Aron etal.
(2007), Zheng etal. (2008), Zandbelt and Vink (2010), Jahfari etal. (2012), Zandbelt
etal. (2013), for a review see Aron etal. (2014)

Aron etal. (2007), Li etal. (2008), Chen etal. (2010), Zandbelt and Vink (2010),
Jahfari etal. (2012), Zandbelt etal. (2013)

Aron and Poldrack (2006), Van den Wildenberg etal. (2006), Aron etal. (2007), Li
etal. (2008), Zandbelt and Vink (2010), Swann etal. (2011), Mirabella etal. (2012)
Coxon etal. (2006), Swann etal. (2009), Mirabella etal. (2011), Mattia etal. (2012),
Mattia etal. (2013)

Chikazoe etal. (2009), Jahfari etal. (2010), Zandbelt etal. (2013)

Taniji and Evarts (1976), Georgopoulos etal. (1982), Weinrich etal. (1984), Riehle and
Requin (1989), Hoshi and Tanji (2000), Hoshi and Tanji (2002), Churchland etal
(2006), for a review see Shenoy etal. (2013)

Prut and Fetz (1999)

Paradiso etal. (2003), Loukas and Brown (2004), Mirabella etal. (2013)

Bernstein etal. (1995), Brown and Braver (2005), Kennerley etal. (2006), Sheth
etal. (2012)

Schultz etal. (1997), O'Doherty etal. (2003), Montague etal. (2004), Bayer and
Glimcher (2005), Chikazoe etal. (2009), Zandbelt and Vink (2010), Jahfari etal
(2012), Zandbelt etal. (2013)

Tsujimoto etal. (2010), for a review see Tsujimoto etal. (2011)

Chikazoe etal. (2009), Chen etal. (2010), Scangos and Stuphorn (2010), Zandbelt
and Vink (2010), Jahfari etal. (2012), Zandbelt etal. (2013), Bonini etal. (2014)

SMA, supplementary motor area; pre-SMA, pre-supplementary motor area; PMv, ventral premotor cortex; PPC, posterior parietal cortex; LPFC, lateral prefrontal
cortex; DLPFC, dorsolateral prefrontal cortex; PMd, dorsal premotor cortex; PRR, parietal reach region; IFG, inferior frontal gyrus; STN, subthalamic nucleus; M1,
primary motor cortex; ACC, anterior cingulate cortex; FPC, frontal pole cortex.
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Method

Examples of studied
drug/marker

Remarks

References

Ultrasound-assisted TJ
opening

(1) Evans Blue Dye
transport through BBB of
white rabbits

(2 fluorescent-tagged
dextrans at different
molecular weights in
mice

(1) Transient, localized, reversible disrupt of BBB by
ultrasonic

(2) High-frequency focused ultrasound results in skull
overheating and skullinduced beam distortion

(3) low-frequency ultrasounds may produce standing waves
inside the human skull, which might result in intra-cerebral
hemorrhage

(4) low-frequency ultrasound require longer exposure time
(6) Drug can be loaded inside micro-bubbles

Choi et al,, 2010; Liu et al., 2010,
OReilly and Hynynen, 2012; Ting
etal., 2012; Beccaria et al,, 2013;
Burgess and Hynynen, 2013

Electromagnetic
field-assisted TJ opening

Markers such as
Fluorescein, Albumin,
Mannitol, Evans Blue,
Sucrose, horseradish
peroxidase

(1) Pulse wave is more effective than continuous wave in
BBB permeability

(2) Macromolecule permeabilty can be reversibly increased
by high electromagnetic fields (EMF), which also increase
by more than 1°C the brain temperature

(3) Data on low frequency EMF (without tissue heating) is
sparse and does not depend on permeability changes

(4) EMF could induce overexpression of beta amyloid

Qiu et al., 2010; Stam, 2010; Jiang
etal, 2013

Macrophage-assisted TJ
opening

Protein-assisted TJ opening

(1) HIV-1 encephalitis
rodent model

(2) macrophage bearing
liposomal doxorubicin

(1) Fluorescein
isothiocyanate-dextran

(1) Monocytes/macrophages can reach the tumor sites
across BBB by acting as Trojan horses carrying drug
cargoes

(1) Twin-arginine translocation (Tat) translocase proteins.
TatB and TatC disrupt the BBB integrity

Dou et al., 2009; Choi et al., 2012

Gandhi et al., 2010

Peptide-assisted TJ
opening

Surfactant-assisted TJ
opening

(1) Small interfering RNA
for gene silencing

(1) Digoxin

(1) There is a 29-amino-acid peptide that can be bound
specifically to the acetylcholine receptor, i.e., neuronal cells

(1) Pluronic block copolymer P85 inhibited the drug efflux
from brain via P-glycoprotein efflux mechanism

Kumar et al., 2007

Batrakova et al., 2001

Functionalized
Nanocarriers.

Amphiphilicsupramolecular
aggregates

Nanomaterials as drug carriers has been reviewed in several papers. The
requirements for this application are: (1) Stable in blood and long blood circulation
time, (2) tunable drug release, (3) BBB-targeting mechanism

(1) Beta-galactosidase as
amodel protein

Vesicles, micelles, and liposomes are frequently used in
drug delivery

(1) Pluronic has also been used as nanocarier which upon
conjugation with Chitosan is effective for delivery of
proteins to the brain

(2) Polyethylene glycol increase the life time of liposome by
preventing interaction/exchange with cell membranes as
well as protection against Phagocytes

Tysseling and Kessler, 2011; Chen
and Liu, 2012; Wohlfart et l
2012

Kumari et al., 2010; Kim et al.,
2013; Kreuter, 2013

Transport vectors. LDOPA The route for transport of nutrients to brain can be used as  Wade and Katzman, 1975
successful strategy. But this method is limited to peptide
drugs with similar molecular structure to nutrients
Adsorptive-mediated siRNA Cell penetrating peptide and cationic proteins use AMT to  Adenot et al., 2007; Sharma et al.,
transytosis (AMT) enter the brain 2012; Kanazawa et al., 2013

Endogenous receptor-
mediated transcytosis
(RMT)

RMT has the advantage of BBB targeting. The targeting starts with endocytosis after
receptorligand binding which is followed by exocytosis to the brain side. Different
receptors employed are: (1) Insulin receptor, (2) Transferrin receptor, (3) Lipoprotein
receptors, (4) Diphtheria toxin receptor

Qiao et al., 2012; Wang et al.
2013; Wiley et al., 2013

Cell-mediated transport

Cells such as macrophages and monocytes act like Trojan horse to transport the drug

Jain et al., 2003
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Biplane engine off

Biplane engine on

Accuracy False False d Accuracy False False d
positive negative positive negative
rate rate rate rate
Pre-ICA 774(101)  202272)  25.0(2.20) 175021) 66.1(0.75  380(123)  298(131) 0.61(0.06)
ICA 785(072)  20.0(158)  23.0(0.68) 1710.11)  77.3(045)  236(126)  21.8(0.81) 1.45 (0.08)
PrelCA + Kalman Filter ~ 77.0(0.97)  146(116)  31.4(253)  213(0.)  653(096) 354(278)  34.0(240)  0.78(0.17)
ICA + Kalman Filter 811035 100119  27.8(135) 265(0.18) 792(039)  226(112)  19.0(116) 151(0.07)

The standard error is given in parentheses below each mean value of the 10 nested cross-validation iterations.
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Platform off Platform on
Accuracy False False d Accuracy False False d

(%) positive negative (%) positive negative

rate (%) rate (%) rate (%) rate (%)
Pre-ICA 783(033)  19.8(020)  236(0.65  169(001)  71.6(0.56)  35.4(152)  214(0.60)  0.75(0.08)
ICA 81.0(049  214(099)  166(0.73)  159(007)  737(052)  268(191)  268(175)  1.26(0.12)
Pre-ICA + Kalman Filter ~ 77.8(055) ~ 20.2(105) ~ 242(194)  168(007)  728(053) 366(158)  17.8(194)  0.69(0.08)
ICA + Kalman Filter 83.4(027)  17.2(053) 160(0.60)  190(0.04)  73.1(08) 28.4(261)  254(179)  1.18(0.16)

The standard error is given in parentheses below each mean value of the 10 nested cross-validation iterations.
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A. ICA vs. Baseline Pre-ICA

Overall

B. ICA + Kalman vs. Baseline Pre-ICA
Overall

*x

C. Off vs. On

Overall

wxx

D. ICA + Kalman vs. ICA

Overall

Platform

Platform

Platform

Platform

Biplane

Biplane

Biplane

Biplane

Platoff

Platoff

Platoff

Platon

Platon

Platon

Engoff

Engoff

Engoff

Engon

Engon

Engon

Significance (one-tailed) is determined using the Wilcoxon sign-rank test. * = p < 0.05: ** = p < 0.01; *** = p < 0.001.
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A. ICA vs. Baseline Pre-ICA

Overall Platoff Platon Engoff Engon Platoff +  Platon+  Engoff +  Engon +
Kalman ~ Kalman  Kalman  Kalman
. . - . e
B. Off vs. On
Overall Platform Engine Platform Engine  Platorm  Engine  Platform  Engine
Pre-ICA Pre-ICA PredCA+  PrelCA+ ICA ICA ICA + ICA +
Kalman Kalman Kalman  Kalman
axe - . e . P e .
C. Kalman Filter vs. no Kalman Filter
Overall Platform Platform Engine EngineOn  Platform  Plaform  Engine  Engine
Off PredCA  OnPrelCA  Off PreCA  OnPrelCA  OFICA  OnICA  OffICA  OnICA

Significance (one-tailed) is determined using the Wilcoxon sign-rank test. * = p < 0.

< 0.01; *** = p < 0.001
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Main fixed effects

Overall mean
Movement duration
N/KTT vs. KTT

Random effects

Within-individual SD
Within-set SD
KTT residual variance ratio

cl

Estimate (p-value) 95% confidence interval
~0.0063 (0.0000) —0.0086; —0.0039
0.0021 (0.0283) 0.0002; 0.0040
~0.0009 (0.3349) —~0.0009; 0.0026
Estimate 95% confidence interval
0.0045 0.0032; 0.0064
0.0049 0.0042; 0.0057

0.8635 0.8440; 0.8835

Mu
Estimate (p-value) 95% confidence interval
~0.0056 (0.0100)
0.0042 (0.0401)
—0.0020 (0.3004) —-0.0058; 0.0018
Estimate 95% confidence interval
0.0066 0.0042; 0.0101
0.0115 0.0101;0.131
0.9242 0.9036; 0.9452
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Condition

c

Mu

Recalls (CI2 and Mu2)
Fr

N/KTT (02)

0.00076729
0.000772

0.00085849
0.00082369

KTT (0?)

0.0006626549
0.000714

0.0008080108
0.0007996383

N/KTT vs. KTT
(p-value)

< 0.0001
< 0.0001
< 0.0001

0.005
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Musical names

Adagio
Andante

Moderato

Allegro

Presto

Rank

NN -

Reference

1.067
1333
1.600
1867
2133
2.400
2.700
2933

Ranges (Hz)

From

1017
1283
1550
1817
2.083
2.350
2617
2817

Tempo equivalences

Ranges (ms)
To Reference From
1133 93721 983.28
1.400 750.19 779.42
1667 625.00 645.16
1933 535.62 550.36
2200 468.82 480,08
2467 41667 425.53
2800 37037 382.12

3.000 340.95 35499

To

88261
714.29
599.88
51733
454.55
405.35
35714
33333
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Left  Hemisphere Right  Hemisphere

x y z T val Brodman Area x y z Tvalue  Brodman Area

976 1839 194 18 12 94 22 2 19

1.2 399 1562 2 336 -796 212 188 18

-04 104 1.4 3 69.6 -148 039 2258 21

-364 1839 1009 13 588 13.99 -68 15.65 38

572 68 571 10 6 —184 184 14.69 42

572 32 558 10 48 364 256 88 13

30 50 —14 755 11

228 60.79 68 474 10

48 679 436 692 6

a8 32 364 554 6

Controls -3839  -3550 68 31.76 a7 444 -328 39 181 41

-456  -856 14.79 17.99 6 26.4 -796 104 16913 18

2899 176 57.9 29.35 6 144 32 256 295 9

-384 32 544 2345 6 372 679 256 2074 9

~16.8 392 508 19.04 8 444 -4 292 796 6

3479 13 29 242 9 408 356 —14 27 11

-31.2 -04 184 16.93 13 444 4279 -32 223 10

—a2 6 22 20.04 9 6 -0 —14 12.42 21

—492 54 436 9.37 40 48 292 508 898 40

-348 544 544 328 7 552 -2 364 547 2

—492 -4 364 8585 6 48 3 36 504 2

492 12 472 621 4 336 32 -17.6 562 3

—42 -76 436 578 6 408 284 22 778 6
-49.2 284 328 625 9
—49.2 212 36.4 6.08 9
5279 1399 3279 35 9

Specification of active clusters at p < 0.001 (cluster criterion: 10 voxels).
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FAvalue ADC value

(10-3MM2/S)
Corpus callosum Eyeborguser  057+002° 092003
Controls. 052+003 088002
Inferior longitudinal
fasciculus
Left Eyeborguser  053+001  085+002
Controls. 049+003 084004
Right Eyeborguser  051+001  086+002
Controls. 048£002 082004
Inferior fronto-occipital
fasciculus
Left Eyeborguser  0.51+006 082002
Controls. 045+008  085+009
Right Eyeborguser 050007 083001
Controls. 048+001  089+002

FA = fractional anisotropy value; ADC = apparent diftusion coefiiient; 'p < 0.05.
Diffusion Tensor Imaging resuts for white selected white matter tracts in the
Eyeborg user and controls.
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Metabolite ratios

Voxel Location  NAA/Gr ahcr Cho/Cr mino/Cr
vi

Eyeborg user 153 174 046 042
Controls 145+012 133£031 052£006 055009
v2

Eyeborg user 163 127 056 057
Controls 141£012 105+080 044£001 058012
va

Eyeborg user 148 093 043 08
Controls 144£010 1072047 064+018 062%011

(NAW), N-acetyiaspartate and other N-acetyl-containing compounds. (Gi),
Glutamate and Glutamine. (Cr), Creatine. (Cho), Choline. (mino), Myo-inositol. Data
obtained at "H MR spectroscopy.
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Main fixed effects

Overall mean
Movement duration
N/KTT vs. KTT

Random effects

Within-individual SD
Within-set SD
KTT residual variance ratio

Recalls (CI2 and Mu2)

Estimate (p-value) 95% confidence interval
—0.0014 (0.7492) —0.0071; —0.0099
—0.0034 (0.4347) —0.0121; 0.0052

0.0031 (0.4836) —0.0055; 0.0117
Estimate 95% confidence interval
0.0031 1e-04; 0.0993
0.0377 0.0347; 0.0410
0.9412 0.9252; 0.9575

Estimate (p-value)

0.7218 (0.0000)
—0.3147 (0.0000)
0.0114 (0.5934)

Estimate

0.0127
0.1452
0.9708

Fr

95% confidence interval

0.6865; 0.7671
—0.3571; -0.2723
—0.0308; 0.0533

95% confidence interval

1e-04; 12508
0.1306; 0.1614.
0.9511; 0.9908
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EcoG 16 PADS MATERIALS

Components. Materials Characteristics
Grid Flexible polymide 15 thickness
Electrodes Platinum 200nm thickness
Case Peek (invibio) 0.8mm thickness
Adhesives Fast-cure siicone adhesives (Nusi)  MED1-4213,
MED2-4213,
MED3-4213
Solicon primer (Nasi) MED-163
Epoxy resin (Epoxy Technology) EPO-TEK 301-2
EMC Alumina thick fim 0.5mm thickness
Battery Rechargeabie lithium ion polymer cell

Electronic circuits  Electronics components.
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Numer of channels

Variable Gain 1,2,8,4,6.8,12

Detection range +780uV (@ Gain 12)

Bandwidth 0-500Hz (@ 2Ksps)

Resolution 16bit /A

Input noise 1 Vs (G = 12 @ 500Hz BW)

‘Sampiing frequency 250Hz 10 2 KHz

Lead off detection DC and 250Hz @ 24 nA

Microcontroler Kinetic MK4ON5 12K 100 MHz Freescale.

External SRAM 16 Moits (2M x 8 bit)

Sensors 3 Axis g, Temperature, Charge current
Programmable waveforms

Ampll(ude 43V and 4 1.65V (oetween Ref and Pad)

Impedance 109

Inductive local coilfrequency 145 KHz (Charge current 20mA @ 3.7V

Magnetic cage 145 KHz (Charge current 20mA @ 3.7V)

Li lon rechargeable 3.6V 140mAh

Battery Life ~3h @38mA
Recharging Period > 12h (Cage)

16CH @ S00SPS + TX_RF

16CH @ 500SPS 3BmA
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site Thumb Index Middle Anular Big Toe bcs

(Forelimb) (Forelimb) (Forelimb) (Forelimb) (Forelimb)

Thumb P=0015, P=0013, P
(Forelimb) N=40000 N
INdex P=0015, P
(Forelimb) N=40000 N
Middie P=0127, P
Forelimb) N=40000 N
Anular P=0994, P
(Forelimb) N=200 N
Big Toe P=0016, P
(Hindlimb) N=40000 N

We exerted each stimulation site of the right forelimb and hindlimb 200 times: 100 times in the frst experimental session after 1 month and 100 in the second experimental session after
3 months of the grid surgical implantation. P-values toward 1 on the table diagonal ensured that the response pattens were stable both within each experimental session and between
the experimental sessions. Instead, small p-values indicated that each stimulation site procluces an unequivocal activation pattem detected by the epicortical grid that charactenized the
somatosensory response. The similarity between responses was asserted by computing the correlation coefficient between the resulting matrices (see Methods section).
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Hormone condition Proestrous
AS-ODN condition Control PXR AS-ODN

Infusion condition  Veh 3u5eTHP  PKI1195  PK11195+ 30,50 THP Veh 305«THP  PKITI95  PK11195 +30,50-THP
AQ 3394106 14488 492491 125451 518"+ 182 379" £76 583" +83 464797
EXPERIMENT2
Hormone condition Proestrous

AS-ODN condition Control PXR AS-ODN

FGIN condition Veh FGIN Veh FGIN

AQ 265+ 9.0 309476 3424126 465+9.2

Hormone condition OVX, Ez-primed

AS-ODN condition Control PXR AS-ODN

FGIN condition Veh FGIN Veh FGIN

AQ 406+ 116 .2+ 104 7524121 662479

Hormone condition OVX/ADX, Eo-primed

AS-ODN condition Control PXR AS-ODN

FGIN condition Veh FGIN Veh FGIN

AQ 3964129 230101 6117 £10.3 66.6" £ 16.0

* Indicates a significant difference of pregnane xenobiotic receptor (PXR) PXR antisense oliodeoxynucleatides (AS-ODN) from control (P> 0.05).
“Indicates significant interaction between AS-ODN, PK11195, and 3a, 5a-THP (P> 0.05).
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b. Supervised feature
extraction

Sbj K(NoPert) K(Pert) Z-score Sbj K(NoPert) KiPert) Z-score

S1 0.95 0.81 147 St 0.97 0.85 123
s2 085 075 124 S2 079 067 147
S3 059 0.58 002 S3 0.58 0.48 116
sS4 0.79 0.64 175 S4 0.63 0.67 0.42
S5 0.68 0.75 090 S5 0.76 0.76 0.02

Two conditions are significantly different (« = 0.08) if Z-score is > 1.96. The table
shows the results of the Unsupervised and Supervised feature extraction-based
decoders. To note that chance level is K = 0.





OPS/images/fnsys-09-00073/fnsys-09-00073-g001.gif





OPS/images/fnins-09-00331/fnins-09-00331-g006.gif
.........






OPS/images/fnins-09-00331/fnins-09-00331-g007.gif
e ABe—— »

At 1) @

] et gt

Aok (a) @
i ]






OPS/images/fnsys-09-00048/fnsys-09-00048-t001.jpg
Firstauthor Kawamoto et al., 2013

Maeshima et al., 2011

Nilsson et al., 2014

Ueba et al,, 2013

Watanabe et al., 2014

Aach etal., 2014

Kubota et al., 2013

Am To investigate the feasibilty  To evaluate the effects of  To explore the safety and feasbility of - To investigate the To examine the effects  To evaluate the possibilties  To investigate the
of locomotor training with  the HAL suit on the gait of ~the HAL system when used for early  feasiility and safety of ~ of gait rehabiitation  of exoskeletal locomotor  feasibilty of 16-session
the HAL in chronic stroke  stroke patients onset, intensive gait training as part of the HAL suitinthe  using the HAL for training with HAL under (8 week) HAL
patients and to examine  undergoing rehabitation an inpatient rehabiitation program for - rehabiltation of patients patients in the recovery  voluntary control and rehabiltation training
differences between two patients with hemiparetic stroke in the acute phase after phase of stroke to test  identity beneficial effects on  for patients with limited
functional ambulation stioke the feasibity of functional mobility of the  mabilty
subgroups intervention and patients
outcome assessment  Hypothesis: that
protocols for a future  exoskeleton treadmill
randomized controlled  training s feasible and safe
tral on a larger scale  in applcation and capable
of improving ambulatory
mobilty in chronic SCI
patients
Study design ~ Single group study Single group study Single group study Single group study  Randomized controlled ~ Single group study Single group study
and setting  Out-patient setting Inpatient rehabiltation  Inpatient rehabiltation setting Inpatient rehabiltation  study (outcome Out-patient setting Out-patient setting
setting setting assessment not
biinded)
Inpatient rehabiltation
setting
Inclusion 1. Requirement of physical  Not reported 1. <7 weeks since stroke 1. Hemiplegi or ataxia 1. Hemiparesis from 1. Traumatic SCI with cronic 1. Musculoskeletal
criteria assistance or assistive 2. Able to sit 5min after stroke unilaterel incomplete or complete  disabilty affecting
devices for standing up 3. Unable to walk due to paresis 2. Height >120cm  ischemic/hemorrhagic — paraplegia ambuiation
siting down, and/or 4. Postural control to allow standing  weight <100kg stroke 2. Present motor functions 2. Physical assistance
walking; with assistance 3. Glascow coma scale 2. Time since onset <6 of hip and knee extensor o assistive devices in
2. Understanding study 5. Understand instructions ~9 months and flexor muscle groups  at least one of following
protocol and expressing 6. Express informed consent 4. Systolic BP daily activities: standing
voluntary consent 7. Body size that fits HAL 100-160mmHg up, sitting down, and
3. A body shape that could 5. Saturation > 90% walking
fitin the robotic sult HAL 6. Heart rate between 3. Abiity to understand
4. Gonaurrent use of 40 and 120 beats/min study and to express
physical and occupational 7. Body temperature consent
therapies <37.5°C 4. Body size that fit
HAL
5. Abity to undergo
usual physical and
ocoupational therapies
Diagnosis and Stroke Stroke Stroke Stroke Stroke scl Stroken = 12
numberof  Divided into two subgroups  Patients were dividedin  Included n = Included n = 22 Included n = 32 Included n = 8 sCin
patients based on 3groups: Completedn =8 Completedn =16  Completedn =22 (11 Completedn =8 Musculoskeletal
FAC-score FAC 2-3 1. Assisted group in each group) diseasesn =4
(dependent ambulatory) 2. Handrail group Other diseases n = 14
FAC 4-5 (independent 3.Quad cane group Included n = 38
ambulatory) included n = 16 Completed n = 32
Included n = 16 completed n = 16
Completed n = 16
Timesince  Months, mean: 47.1+37.6 Days, mean: 52 Days, range: 6-46 Days, mean: Days, mean: Months, mean: 97.2 + 88.4 Years, range: 1-54
event/disease Months, range: 13-132  Days, range: 29-116 Group1: 127 7.6 HAL group 589 + 465 Years, range: 1-19
onset Group2:9.5+24  Control group 50.6 &
(divided into two. 38
groups based on
occurrence of
orthostatic
hypotension)
Age Years, mean: 61 Years, mean: 63 Years, mean: 53 Years, mean: 666 Years, mean: Years, mean: 48 Years, mean: 53.2
Years, range: 18-84 Years, range: 53-78 Years, range: 39-64 Years, range: 2-90 (min HAL group 67 Years, range: 36-63 Years, range: 18-81
not reported) Control group 75.6
Years, range: not
reported
Gender Menn = 12 Men n Menn Menn=7 Men n Menn =6 Men
Women n = 4 Womenn =7 Women n =0 Women n = 15 Womenn = 11 Women n = 2 Womenn = 11
(included, completed  HAL group, menn =7,
not reported) women n =4
Control group, men
=4, womenn =7
Intervention  HAL-training: with use o HAL-training: walking ~ HAL-training: with use of treadmil  HAL-training: not HAL training: with use  HAL-training: with use of  HAL-training: with use
mobe suspension system  (overground), stair and body weight support reported of mobile suspension  treadmill and body weight  of mobile suspension
and hamess. Sit-to-stand ~ climbing No of sessions: median 16, range  No of sessions, mean:  system and harness f support. Included some  system and harmess, or
and walking No of sessions: 1 6-31 38431 necessary regular physiotherapy treadmill and body
Noof sessions:n =16 Times/week: NA Times/week: n = 5 Times/week: not HAL group: no of No of sessions, mean: weight support
Times/week: approximately ~ Duration: NA Duration, weeks: approximatelyn =3 reported sessions: n = 12 5175£56 No of sessions: n = 16
n =2 (indiidualized) HAL version: double leg  (ndvidualized) Duration, days, mean:  Times/weekin=3  Times/weekin =5 Times/week: n = 2
Duration, wesks, mean: HAL version: double leg 12147 Duration, weeks: n =4 Duration, days: n = 90 Duration, weeks: n = 8
108435 Training lasted 90min/session, max  HAL version: double leg HAL version: single leg  HAL version: double leg  HAL version: double leg
HAL version: double leg 60min (effective time) Control group receiving  Training lasted Training lasted
Training lasted conventional training: 90 min/session 90-min/session
90min/session HAL training 10 of sessions: n = 12 (including all. Net
was 20-30 min/session Times/week: n =3 walking time was
Duration, weeks: n = 4 approximately 20min
Training lasted 20 min
per session
Assessments  10m walk test* (walk 10m wakk test (stride 10m walk test Orthostatic 10m walk test (Max 10 walk test (time, 10m wakk test*
‘speed, number of steps,  length, speed) Timed up and go hypotension and walking speed) number of steps, Timed up and go*
cadence) Physiological cost index  Berg balance scale several medicaland  Timed up and go assistance) Berg balance scale*
Timed up and go Assessed before, during,  Functional ambuiation categories  functional variables  Functional ambulation  Timed up and go
Berg balance scale after HAL training and the ~ NIH stroke scale were assessed categories* 6min walk test
next day Fugh-Meyer-LE Smin walk test Walking index for SCI 1l
Cinical outcome variable scale Fug-Meyer-LE WISCI )
Fals-efficacy scale Short physical Lower extremity motor
Barthel index performance battery  score
Functional independence measure Isometric muscle Muscle volume
EQ-5D strength ASIA impairment scale
Results Dependent ambulators:  During HAL training Improvements in FAC, Improved walking and  HAL group: Al patients improved in  Improvements in gait
improvements in 10m walk ~ physiological costindex  Fugl-Meyer-LE, 10m wak test, and  torso posturen =2 improvements in treadmil training with HAL. ~ speed, steps and
test (speed, cadence and  (PCl)increased inn = 11 berg balance scale Standing with HAL ~ independent walking  Mean walking speed and ~ cadence based on
number of steps) and berg  participants. PClwas  Statistically significant differences: not n = 12 (FAC), walking speed,  average walking time 10m walk test, (27
balance scale. statistically associated with abilty to  reported No change n = 2 timed up and go, Bmin  increased ants)
significent differences ambulate (p < 0.05) Adverse events reported as: no Withdrew n = 6 walk test and Improvements in 10m walk ~ Statisticaly significant
(0 <005) Walking speed decreased ~ serious adverse events occurred  Statistically significant ~ Fugl-Meyer LE. test (gait speed, number of  differences (p < 0.05)
Independent ambulators:  during training inn = 12 differences (o < 0.05):  Statistically significant  steps), lower extremity Improvements
improvements in Berg participants. Speed was not reported differences (o < 0.05)  motor score, timed up and  according to timed up
Balance Scale. Statistically  associated with abilty to Adverse events. Control group: o, 6min wak test and go and berg
significant differences ambuiate (p < 0.05) reported as: orthostatic. improvements in statistically significant balance scale. No
(0 <005) Stride length increased hypotension (1=4)  independent walking  differences (p < 0.05) statistically significant
Whole group: improvements during training in n = 4 (FAC), short physical  Improvements inwalking  differences (o < 0.05)
in 10m walk test and berg ~ participants. Stride length performance and timed _index for SCI 1l No Adverse events
balance scale. Statistically  was not associated with Up and go. Statistically ~statisically significant reported as: no serious
significant differences abilty to ambuiate significant differences  differences (o < 0.05) training-related adverse
(0 <005) (p-value ot reported) (0 <0.05) Adverse events reported as:events
Adverse events reported as: Adverse events: not Between groups: neither acverse nor severe
no training-related serious  reported improvements in adverse events occurred
adverse events were independent walking  during the intervention
observed (FAC) greater in HAL
group. Statistically
significant differences
(o <0.04)
Adverse events
reported as: no
participants withdrew
because of adverse
effects
Quality =) (o] =) =) (o] =) (o]
according to
SIGN criteria

*Indlicated as the primary outcome in the study.
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Trained on

Tested on Bimodal Bimodal-Att-V  Bimodal-Att-T

8333(1766)*  76.67 (21.08)*  80.00(18.92)"
Bimodal-Att-V 8167 (1230)*  85.00 (14.59)* 73.33 (14.05
Bimodal-Att-T 7667 (1792)" 7167 (26.12)* 86.67 (13.15)*

Symbols #A# indicate which classes are categorized together, with'* for Equal,

for Overiap, and* for No Overlap.
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ERP Component Visual Tactile Bimodal-Incongr Bimodal Bimodal-Att-V/ Bimodal-Att-T

P1 376 (178) 923 (49.4) 36.4(14.1)
N2 6.5 (27.9) 44.4(227)
P300 168.9 (63.5) 2370 (73.4) 3513 (140.9) 526.7 (223.3) 534.7 (125.4) 265.2 (168.0)
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Description

Discretization time of the hand model

Hand mass

Coefiicient of friction

Time constant of the muscle model

Velocity cost function weight

Energy cost function weight

Reaching time in pole control (range)

Reaching time in brain control (range)

Variance of the visual (V) position measurement noise
Variance of the visual (V) velocity measurement noise
Variance of the proprioception (P) position measurement noise
Variance of the proprioception (P) velocity measurement noise
Proprioception measurement noise factor

Magnitude of the hand process noise

Hand process noise factor

Number of neurons

Bin size

Value

0.01(s]
kgl
77'g)
0.04[s]

02

0.02
1.7-22(s]
2.4-6[s]
0.01m)2
©12R
Km(0.01m)?
Km(.1 2P
10

Ky - (6IN))
0.1

50

0.1(s]
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Category Putamen  Caudate  Bridge Total

Recordedcells 104  73% 20 14% 18 13% 142 100%

RFs tested 81 78% 16 80% 16 89% 118 80%
Cutaneous 7 9% 1 6% 2 1% 10 7%

Decp 27 3% 3 19% 4 26% 34 2%
No Clear RF 47 58% 12 75% 10 G2% 69 49%
PMAL
Cue MooN% 2 10% 1 6% 14 10%
Movernent 8 2% 17 8% 17 94% 119 84%
intermediate 8 8% 1 5% 0 0% 9 6%

Reciprocal % 3% 6 0% 5 28% 47 13%
Directional 4 4% 0 0% 0 0% 4 %

Non-Directional 64 ~ 62% 14 70% 13 72% 91  64%

Reciprocal 3  34% 5 26% 3 17% 43 30%
Directional 2 2% 1 8% 0 0% 3 2%
Non-Directional 67  67% 14 70% 15 83% 96  68%

RF type and AF location. PMA relationship to cue and movement. PMA changes during
martain/uncertain “A" and “R” triafs.
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Go Cue Vibratory Visual

irection Flexions Extensions Flexions Extensions
Trial Type R Trials. ATrials R Trials ATrials R Trials AT R Trials ATrials
Bkg (H2) 21£14 21414 20£14 21213 1913 20214 20£14 20£13
Resp (H2) 26£16 26+16 24514 25+14 24415 24%16 24414 24414
R2 (ms) 187£74 16054 173:£52 158:+49 22870 215460 185442 185:+50
ToC (ms) 88470 84460 73£62 68458 154459 161452 121451 121446
CoD 087120054 08880056 08610054 08670054 0902004 09080033 09030039  0908:0.033

Comparison between values for certain vs. uncertain rewards, in respectively, "A" and “R" tral. Staistcal signifcance was determined using repeated measures ANOVA, inclucing
Scheffe's post hoc test and t-test (See Text for abbreviations).
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