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Novel Insights Into Rheumatoid
Arthritis Through Characterization
of Concordant Changes in DNA
Methylation and Gene Expression in
Synovial Biopsies of Patients With
Differing Numbers of Swollen Joints
Andrew Y. F. Li Yim1,2‡, Enrico Ferrero1†‡, Klio Maratou1, Huw D. Lewis1, George Royal1,
David F. Tough1, Chris Larminie1, Marcel M. A. M. Mannens2, Peter Henneman2,
Wouter J. de Jonge3,4, Marleen G. H. van de Sande5,6, Danielle M. Gerlag1,
Rab K. Prinjha1*§ and Paul P. Tak1,5,7,8*†§

1 R&D GlaxoSmithKline, Stevenage, United Kingdom, 2 Department of Clinical Genetics, Genome Diagnostics Laboratory,
Amsterdam Reproduction & Development, Amsterdam University Medical Centers, University of Amsterdam, Amsterdam,
Netherlands, 3 Tytgat Institute for Liver and Intestinal Research, Amsterdam Gastroenterology & Metabolism, Amsterdam
University Medical Centers, University of Amsterdam, Amsterdam, Netherlands, 4 Department of Surgery, University Clinic of
Bonn, Bonn, Germany, 5 Department of Rheumatology and Clinical Immunology, Amsterdam Rheumatology and Immunology
Center, Amsterdam Institute for Infection & Immunity, Amsterdam University Medical Centers, University of Amsterdam, Amsterdam,
Netherlands, 6 Department of Experimental Immunology, Amsterdam Institute for Infection & Immunity, Amsterdam University
Medical Centers, University of Amsterdam, Amsterdam, Netherlands, 7 Department of Rheumatology, Ghent University, Ghent,
Belgium, 8 Department of Medicine, University of Cambridge, Cambridge, United Kingdom

In this study, we sought to characterize synovial tissue obtained from individuals with arthralgia
and disease-specific auto-antibodies and patients with established rheumatoid arthritis (RA),
by applying an integrative multi-omics approach where we investigated differences at the level
of DNA methylation and gene expression in relation to disease pathogenesis. We performed
concurrent whole-genome bisulphite sequencing and RNA-Sequencing on synovial tissue
obtained from the knee and ankle from 4 auto-antibody positive arthralgia patients and
thirteen RA patients. Through multi-omics factor analysis we observed that the latent factor
explaining the variance in gene expression and DNAmethylation was associated with Swollen
Joint Count 66 (SJC66), with patients with SJC66 of 9 or more displaying separation from the
rest. Interrogating these observed differences revealed activation of the immune response as
well as dysregulation of cell adhesion pathways at the level of both DNAmethylation and gene
expression. We observed differences for 59 genes in particular at the level of both transcript
expression and DNA methylation. Our results highlight the utility of genome-wide multi-omics
profiling of synovial samples for improved understanding of changes associated with disease
spread in arthralgia and RA patients, and point to novel candidate targets for the treatment of
the disease.

Keywords: rheumatoid arthritis, arthralgia, DNA methylation, transcriptomics, multi-omics analyses, synovial
biopsies, target identification
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INTRODUCTION

Rheumatoid arthritis (RA) is a complex, multifactorial, and
chronic autoimmune disease that primarily affects the synovial
tissue in joints (1). It affects about 1% of the population and
manifests with significant unmet medical need (2). Investigating
pathogenesis during different stages of disease, or across a
spectrum of disease severity, is critical to optimize appropriate
therapeutic interventions that affect disease progression (3, 4).

Diagnosis of established RA coincides with the development
of painful and swollen joints, although circulating auto-
antibodies can be detected up to 10 years before diagnosis (5,
6). Clinically manifested joint swelling reflects synovial tissue
inflammation (synovitis), which is characterized by infiltration
into the synovium of multiple immune cell types [including T
cells, B cells, macrophages, plasma cells, dendritic cells, natural
killer (NK) cells, and mast cells (7)], with up to 18 distinct
infiltrating cell populations being reported on in a recent single
cell transcriptomics analysis (8). As disease progresses, synovial
fibroblasts adopt an increasingly aggressive and invasive
phenotype, promoting further inflammation and joint damage
together with other processes induced by the inflammatory
environment, such as the differentiation of bone-resorbing
osteoclasts (9, 10). Disease progression in early RA is often
associated with the involvement of an increasing number of
inflamed joints, but the mechanisms responsible for this spread
of disease are poorly understood. Moreover, differences in the
rate of disease manifestation and variability of response to
therapy indicate that different pathophysiological mechanisms
are implicated in disease development and progression
compared to disease etiology (11).

An increasing body of evidence indicates that epigenetic
modifications play an important role in the regulation of RA
pathogenesis (12). Several array-based studies have reported
widespread differences in DNA methylation among peripheral
blood cells from RA patients and controls, suggesting that
epigenetic modifications in circulating cells associate with
disease (13, 14). However, wider conclusions may be limited by
the unknown correlation of these effects to synovial cells directly
at the site of inflammation. Epigenetic modifications have also
been implicated in modulating the function of synovial
fibroblasts in RA, through comparisons of DNA methylation
patterns of cultured cells isolated from RA and osteoarthritis
patients (15–20). Such studies have identified DNA methylation
patterns that distinguish RA from other forms of arthritis, along
with regulatory elements and biomarkers related to the
pathological phenotype of RA. However, to identify novel
candidate genes for therapeutic interventions that affect disease
progression, it is important to study samples from patients across
different stages of disease. Two such studies using cultured
fibroblast-like synoviocytes found small but statistically
significant patterns of hypomethylation in patients with
longstanding RA compared to those with early RA, suggesting
that the DNA methylome could be associated with the
transformation of synovial fibroblasts into invasive cells
capable of joint destruction and the resulting disease
progression (21, 22).
Frontiers in Immunology | www.frontiersin.org 26
Here, we gain insights into RA heterogeneity by combining
whole-genome DNA methylome and transcriptome analyses
from the same synovial biopsies and stratifying patients
according to the number of swollen joints, a clinical parameter
reflective of disease evolution. We find that swollen joint count
based on 66 joints (SJC66), which reflects the amount and spread
of inflamed synovial tissue, is associated with major changes in
gene transcription and DNAmethylation at promoters. By cross-
interrogating differentially methylated genomic regions and their
associated genes, we reveal novel candidate loci associated with
the spread of the disease across joints.
MATERIALS AND METHODS

Sample Description
Synovial tissue was collected via a mini-arthroscopic procedure
as described previously (23) from patients at the Amsterdam
University Medical Center, University of Amsterdam. A total of
17 samples were obtained from three cohorts. The first cohort
contained individuals that had either arthralgia and/or a positive
family history for RA, but without arthritis (as determined by a
clinician), and that were positive for IgM Rheumatoid Factor
(IgM-RF) and/or Anti-Citrullinated Protein Antibodies (ACPA)
(Pre-synoviomics; n = 4) (24). The second cohort consisted of
individuals that at inclusion were Disease Modifying Anti-
Rheumatic Drug (DMARD)-naïve with early arthritis, as
defined by a disease duration of less than 1 year (Synoviomics;
n = 9) (25, 26). The third cohort contained samples from patients
with established RA on active treatment with a disease duration
of more than one year who had at least one swollen joint suitable
for synovial tissue sampling (Synoviomics II; n = 4) (27). For all
analyses, samples were prepared simultaneously to mitigate
batch effects.

All subjects provided written informed consent and the
collection and use of the samples received Institutional Review
Board review and approval. Characteristics of patients included
in this study are listed in Table S1.

RNA-Sequencing and Whole Genome
Bisulphite Sequencing
Flash-frozen synovial tissue biopsies were utilized to
simultaneously isolate RNA and DNA using an AllPrep DNA/
RNA Mini kit (Qiagen), with QIAshredder spin columns
(Qiagen) used to disrupt the tissue. RNA samples were
quantified and their integrity assessed using Qubit RNA Broad
Range Assay Kit (Thermo Fisher Scientific) and an Agilent 2100
Bioanalyzer RNA 6000 Nano Kit (Agilent Technologies),
respectively. Depending on sample yield, DNA samples were
quantified using Qubit DNA BR or Qubit DNA HS kits (Thermo
Fisher Scientific).

RNA-Seq libraries were generated from 150 ng of total RNA.
The TruSeq® Stranded Total RNA LT was used with a Ribo-
Zero™ Human/Mouse/Rat kit (Illumina), following the ‘Low
Sample’ protocol except for two modifications. Firstly, the time
of the ‘Elution 2 – Frag – Prime’ program was reduced from 8 to
April 2021 | Volume 12 | Article 651475
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6 min to increase the length of the RNA fragments. Secondly, 11
instead of 15 cycles were used to enrich the DNA fragments.
Libraries were quantified with a KAPA Library Quantification
Kit (KAPA Biosystems) on a QuantStudio 12 K Flex Real-Time
PCR System (Thermo Fisher Scientific). Five samples were
multiplexed per lane and libraries were clustered and
sequenced using HiSeq® PE Cluster Kit v3 – cBot™ and
HiSeq® SBS Kit v3 kits (Illumina). Paired-end sequencing (2 x
76 bp) was performed using a HiSeq 1500 (Illumina) to a depth
of ~40 M reads per sample.

Whole Genome Bisulphite Sequencing (WGBS) libraries were
generated using an EpiGnome Methyl-Seq Library Preparation
Kit (Epicentre, now Illumina) from 100 ng of sample DNA.
Bisulphite conversion was performed using an EZ DNA
Methylation-Lightning Kit (Zymo Research). Each bisulphite
conversion reaction contained 500 pg of unmethylated lambda
DNA (Promega), which was used as a control to verify that
bisulphite conversion efficiencies were at least 98%. Libraries
were quantified using a KAPA Library Quantification Kit (KAPA
Biosystems) on a 7900HT Real-Time PCR System (Thermo
Fisher Scientific). Six samples were multiplexed per lane and
libraries were clustered and sequenced using HiSeq® PE Cluster
Kit v4 – cBot™ and HiSeq® SBS Kit v4 kits (Illumina). Paired-
end sequencing (2 x 125 bp) was performed using a HiSeq 1500
(Illumina) to a depth of ~600M reads per sample. To provide
sufficient coverage each batch was sequenced over 2 high
output runs.

Exploratory Analyses of DNA Methylation
and Gene Expression
To concurrently explore the DNA methylation and gene
expression data, Multi-Omics Factor Analysis (MOFA) was
applied (v1.0.0) (28). In short, MOFA performs unsupervised
dimensionality reduction simultaneously across multiple data
modalities from the same sample through a small number of
inferred latent factors, enabling the detection of co-ordinated
changes between the different data modalities (28). Here, we used
the 5,000 most variable CpGs and genes as input and with the
number of latent factors set to 9, the tolerance to 0.1 and the
factor threshold to 0.02.

Gene Expression Data Analysis
Quality assessment of the raw reads was performed using FastQC
(v0.11.2) (29). Adapters were removed from reads using Scythe
(v0.991) (30) and sequences were quality-trimmed using Sickle
(v1.33) (31) using a quality threshold of 20. Alignment to the
GRCh38 build of the human genome was performed using
Kallisto (v0.44.0) (32).

All subsequent analyses were performed in R (v3.5.0) (33).
Gene-level counts were generated from the transcript
abundances using tximport (v1.12.0) (34). Allosome-associated
genes were removed to mitigate obvious sex effects. Differential
Gene Expression (DGE) analyses were conducted using DESeq2
(v1.22.2) (35) where SJC66high was compared with SJC66low
whilst correcting for sex, age and DMARD usage using the
following design formula:
Frontiers in Immunology | www.frontiersin.org 37
Gene Expression ∼ sex + age + DMARD usage + SJC66dichotomized

DMARD usage was a binary variable defined by the usage of
any medication: conventional DMARDs (cDMARD, including
methotrexate) or biological DMARDs (bDMARD). As Kallisto
provided abundance levels for individual transcripts, Gene
Differential Expression (GDE) analyses were also conducted to
identify genes where particular transcripts were differentially
expressed (36). In short, differential expression analyses was
performed using DESeq2 and the resulting p-values were
combined using the Lancaster aggregation method found in
aggregation (v1.0.1) (36), where observations were weighted by
the base expression. DGEs and GDEs were defined as genes with
a false discovery rate (FDR)-adjusted p-value less than 0.05.

DNA Methylation Data Analysis
Quality assessment of the raw reads was performed using FastQC
(v0.11.2) (29). Adapter and quality trimming was performed
using Skewer (v0.1.123) (37) and a quality filter of 20. To assess
bisulphite conversion rates, Bismark (v0.14.1) (38) was used to
align the reads to the genome of the phage lambda, and again
for alignment to the GRCh38 build of the human genome. Post-
alignment filtering of unmapped reads, reads aligning at multiple
locations and reads with a mapping score lower than 10 was
carried out using SAMtools (39).

All subsequent analyses were performed in R (v3.5.0). CpG
loci located on the allosomes were removed to mitigate the sex
effect. The differential methylation analyses were performed
using dmrseq (v1.2.5) (40), where we contrasted SJC66high with
SJC66low whilst correcting for sex, age and DMARD usage using
the following design formula:

Methylation ∼ sex + age + DMARD usage + SJC66dichotomized

Differentially Methylated Regions (DMRs) were annotated
using ChipPeakAnno (v3.16.1) (41) to genes if the DMR was
located within 5,000 bp upstream or 1,000 bp downstream of the
gene as obtained from Gencode (v29) (42).

Integrated DNA Methylation and Gene
Expression Analysis
Integrated analyses were based on the DMRs and GDEs found
through the separate DNA methylation and gene expression
analyses. The overlap between DMRs and GDEs were called
Genes displaying both Differential Expression and Methylation
(GDEMs). For each GDEM the median percentage methylation
was calculated for all constituent CpGs per sample and correlated
with the log2 transformed expression counts to obtain the
Pearson correlation coefficient. Confidence intervals (95%)
were calculated through 1000 bootstraps for each GDEM. In
short, 17 samples were randomly drawn from the original
samples with replacement, whereupon the Pearson correlation
coefficient was calculated. This process was repeated 1000 times
to generate the empirical distribution function, which was then
used to estimate the confidence intervals (43). The
aforementioned bootstrapping approach was performed using
the boot (v1.3) package (44). For inferential purposes, p-values
April 2021 | Volume 12 | Article 651475
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were calculated by means of a permutation approach. In short,
per GDEM, 1000 sets of consecutive CpGs equal to the length of
the observed DMR were sampled and correlated with the gene
expression signal as described above, after which the proportion
of correlation coefficients higher than the observed correlation
coefficient was calculated yielding the p-value.

Functional Enrichment, Cell Type
Enrichment and Protein-Protein
Interaction Network Analyses
Gene set enrichment analyses were performed using fgsea
(v1.8.0) (45) using the Metabase pathways terms (46) as
reference. Metabase pathway terms with an FDR-adjusted
p-value less than 0.05 were considered significant.

Cell proportions were imputed using xCell (v1.1.0) (47),
where transcripts per million were used to estimate the
proportion of each of the 64 immune and stromal cell types.
Subsequent linear regressions were performed to calculate the
p-values to assess statistical significance. Again, we compared
SJC66high with SJC66low also correcting for age, sex and
DMARD usage.

Protein-protein interaction (PPI) network analyses were
performed using the STRING (v11) database (48), in order to
identify whether a set of genes was over-represented for
interactions. In short, the PPI analysis returned networks of
genes where the encoded proteins interacted, co-expressed or co-
evolved with one another, based on text mining, curated
databases, and experimental data.

Data Availability
The datasets generated and analyzed for this study can be found
in the ArrayExpress repository under accession number E-
MTAB-6638 and E-MTAB-6684 for WGBS and RNA-Seq,
respectively. All code is hosted on GitHub at https://github.
com/enricoferrero/BTCURE.
RESULTS

Swollen Joint Count Is Associated With
the Latent Factor Explaining Variance in
Gene Expression and DNA Methylation
We profiled the DNA methylome and transcriptome of 17
synovial tissue samples (Table S1) using whole genome
bisulphite sequencing (WGBS) and RNA-sequencing (RNA-
Seq). We initially attempted to link gene expression changes to
disease duration as well as to cross-patient variations in the
Disease Activity Score of 28 joints (DAS28) variables, but these
analyses resulted in weak and non-biologically relevant signals,
and were ultimately deemed inconclusive for this set of samples
(data not shown). Principal Component Analysis (PCA)
indicated that variation in both DNA methylation and gene
expression were independently correlated with the swollen joint
count in 66 joints (SJC66; Figures 1A, B). Comparison of the
first principal component of both the DNA methylation and
gene expression data suggested agreement with samples 33, 19, 3,
Frontiers in Immunology | www.frontiersin.org 48
12A and 25 broadly separating from the other samples for both
modalities (Figure 1C). While sample 33 appeared to be an
outlier based on the DNA methylation data the removal thereof
did not alter the correlation substantially (Figure S1). To further
explore DNAmethylation and gene expression at a genome-wide
level in an integrative fashion, we performed variance
decomposition using multi-omics factor analysis (MOFA) (28).
MOFA infers a set of latent factors that capture sources of
variability across different measured -omic modalities of the
same samples. We found that most variance (approx. 70%)
was better explained by gene expression as compared to DNA
methylation (Figure 1D). Further decomposition of the variance
identified 8 latent factors, with LF1 explaining 40% of the
variance in gene expression, whereas variance in methylation
was more evenly distributed amongst all eight latent factors.
Focusing on LF1, we observed a marked separation between
samples with SJC66 of 9 and above compared to those with
SJC66 of 8 or less (Figures 1E and S2A, B). While most samples
were obtained from the knee, two were obtained from the ankle.
Interrogation of the first latent factor did not indicate any
correlation with the source of the sample (Figure S2C).
Importantly, sex was also strongly associated with LF1 (p-value
= 8.8E-03; Figure S2D) where samples with SJC66 of 9 and
above were mostly males and most samples with SJC66 equal to
or fewer than 8 were mostly females. Therefore, subsequent
comparative analyses accounted for the imbalance in sex by
removal of allosome-associated genes as well as including sex as
covariate in linear models. females. Therefore, subsequent
comparative analyses accounted for the imbalance in sex by
removal of allosome-associated genes as well as including sex as
covariate in linear models.

Differences in DNA Methylation and Gene
Expression in Patients With High and
Lower Numbers of Swollen Joints Are
Associated With Immune Response and
Cell Adhesion Pathways
Having observed genome-wide differences through exploratory
analyses in both DNAmethylation and gene expression data that
associated with SJC66, we next investigated which regions and
genes were differentially methylated and expressed. At this point
we investigated DNA methylation and gene expression
separately. While samples with SJC66 = 0 were included for
the aforementioned exploratory analyses, they were excluded
from subsequent comparative analyses as they were medically
not a homogeneous group consisting of very early arthritis as
well as late arthritis with no swelling following medication. The
swollen samples were stratified according to the separation
observed in the exploratory analyses (Figure 1E) and we
compared SJC66high (SJC66 ≥ 9) with SJC66low (SJC66 < 8)
correcting for age, sex and DMARD usage. Comparative methylation
analysis identified 3,536 DMRs (Figure 2A and Table S2), where
2,140 were hypomethylated and 1,396 were hypermethylated. The
majority of DMRs were located within 1 Kb of a TSS or in distal
regions (Figure 2B). Notably, the most statistically significant
DMRs spanned regions larger than 10 Kb (Table S2).
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For example, the top two DMRs were located within the
promoter regions of the MIRLET7B and MIR3619 genes
(MIRLET7BHG; 22:46,072,724-46,090,732; Figure 2C) and
microRNA 10B (MIR10B; 2:176,147,225-176,162,267; Figure
2D) and exceeded 15 Kb in length. While the MIRLET7BHG-
associated DMR was hypermethylated, the MIR10B-associated
DMR was hypomethylated when comparing SJC66high with
SJC66low. Functional analysis of the DMRs identified several
pathways with evidence of differential methylation. Among the
top 10, we observed that the NGF/TrkA MAPK pathway,
Frontiers in Immunology | www.frontiersin.org 59
immune response pathways including antigen presentation by
MHC class II, macrophage and dendritic cell phenotype shifts, as
well as CCR3 signalling in eosinophils, were hypermethylated
(Figure 2E and Table S3).

Comparing SJC66high with SJC66low at the gene expression
level identified 142 DGEs, of which 106 up-regulated and 36
down-regulated (Figure 3A and Table S4). The top 2 DGEs,
chemokine ligand 13 (CCL13) (Figure 3B) and C-Type Lectin
Domain Containing 10A (CLEC10A) (Figure 3C), were both
found to be more highly expressed in the SJC66high samples.
A B C

D E

FIGURE 1 | Exploratory analysis. Analysis of SJC66 regressed onto the first principal component of (A) DNA methylation and (B) gene expression annotated with
the Pearson r-squared (R2) and the p-value. (C) Comparison of the first principal components for DNA methylation on the x-axis and gene expression together
coloured for SJC66. Trendlines represent the mean and 95% confidence intervals. (D) Results obtained from multi-omics factor analysis, where the figure at the top
depicts a bar chart representing the percentage variance explained by gene expression and DNA methylation, which has been decomposed into the separate latent
factors (LF) at the bottom. (E) Decomposition of the variance observed for LF1 into the loadings assigned by MOFA to the top 20 weighted features for gene
expression (top; colours represent log2(count)) and DNA methylation (bottom; colours represent percentage methylation).
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A B

C D

E

FIGURE 2 | SJC66high versus SJC66low differential methylation analysis. (A) Volcano plots depicting the -log10(p-value) on the y-axis relative to the difference in %
methylation when comparing the SJC66high with SJC66low samples on the x-axis. Colours represent the non-significant (orange) and significant regions (blue).
Statistical significance is further depicted by a dashed horizontal line. (B) At the top: distribution of the DMRs relative to the transcription start site (TSS) and at the
bottom: upset plot indicating the distribution of the DMRs across the different genetic features. (C, D) DMRs found at genomic co-ordinates (C) 22:46,072,724-
46,090,732 and (D) 2:176,147,225-176,162,267 are located in the promoters of MIRLET7BHG and MIR10B, respectively. DNA methylation is visualized as the
percentage methylation (y-axis) with a smoothed trendline per sample. (E) The 10 most enriched MetaCore gene sets associated to the promoter-bound DMRs. Tick
marks represent gene ranks relative to the direction of the methylation effect and is summarized by the normalized expression score (NES).
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Functional analyses revealed a striking similarity with the
differential methylation results, where genes associated with
antigen presentation by MHC class II as well as the NGF/TrkA
MAPK pathways were overexpressed (Figure 3D and Table S5).

Transcripts Associated With Differentially
Methylated and Expressed Genes Display
Concordant Expression and Identify Nodal
Points for Key Interactions
Having observed pathway-concordant differences in DNA
methylation and gene expression, we were interested in
identifying specific genes that were both differentially
methylated and expressed. Although DNA methylation has
Frontiers in Immunology | www.frontiersin.org 711
traditionally been associated with gene-level expression,
emerging evidence shows that it also regulates alternative
splicing (49–51). Therefore, we complemented our Differential
Gene Expression (DGE) analysis, which masks transcript-level
dynamics, with Gene Differential Expression (GDE) analysis,
which identifies genes that display transcript-level differences, by
combining the p-values of individual transcripts associated with
a single gene (36). We identified 290 genes that displayed
perturbations in the expression of their transcripts (GDEs;
Table S6). Combining the GDEs with the DMRs yielded 97
unique DMRs associated with 59 unique genes, which we termed
Genes Differentially Expressed and Methylated (GDEMs)
(Figures 4A, B). We observed that most transcripts, those
A B

D

C

FIGURE 3 | SJC66high versus SJC66low differential expression analysis. (A) Volcano plots depicting the -log10(p-value) on the y-axis relative to the difference in log2
fold change when comparing the SJC66high with SJC66low samples on the x-axis. Colours represent the non-significant genes (orange), the significant genes (blue)
and the significant genes with a log2 fold change of larger than 1 (green; “sig. interesting”). Statistical significance is further depicted by a dashed horizontal line.
Mean and standard error bars superposed onto a jitterplot for the two most differentially expressed genes (B) CCL13 and (C) CLEC10A. (D) The 10 most enriched
MetaCore gene sets associated to the DGEs. Tick marks represent gene ranks relative to the direction of the expression effect and are summarized by the
normalized expression score (NES).
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associated with 52 GDEMs, were concordantly differentially
expressed. Transcripts of the remaining 7 GDEMs were found
to display opposite directions of expression, namely Cytohesin 1
(CYTH1), Eukaryotic Translation Initiation Factor 4 Gamma 1
(EIF4G1), a putative monooxygenase (KIAA1191), Kinesin Light
Chain 1 (KLC1), Cell Division Cycle 16 (CDC16), Fas-Activated
Serine/Threonine Kinase (FASTK) and G protein coupled
receptor 132 (GPR132; Figure 4B). Investigation of the
methylation status of the gene overlaid onto the transcript
location indicated that the observed DMRs for KIAA1191,
Frontiers in Immunology | www.frontiersin.org 812
KLC1, CDC16, FASTK and GPR132 were located in the
promoter shared by most transcripts (Figure 4C). The
mechanisms that could cause opposite direction of expression
in these genes are currently unclear although studies in
Arabidopsis have identified a methylation reader complex that
can enhance rather than suppress gene transcription in the
presence of methylation (52). Our work therefore supports the
rationale for further validation and mechanistic studies.

Functionally, we observed that the 59 GDEMs were primarily
over-represented for immune response-associated pathways,
A C

B

FIGURE 4 | Differential methylation and alternative splicing. (A) Comparison of the -log10(p-values) obtained from gene differential expression analysis and differential
methylation analysis on the x- and y-axis, respectively. Grey, green, blue and purple represent the genes: unchanged for methylation and gene expression (“NS”),
differentially expressed (“GDE”), differentially methylated (“DMR”), differentially methylated and expressed (“GDEM”), respectively. (B) Visualization of the Wald statistic
(a statistic calculated by DESeq2 representing the effect size relative to the variance) calculated for the individual transcripts (represented in dots) associated with
each of the GDEMs. Grey and blue dots represent non-significant and significantly differentially expressed transcripts, respectively. Large red circles left of the gene
symbols indicate genes with transcripts that display opposite effect sizes. (C) Summary visualization of the DNA methylation and gene expression signals for GDEMs:
CYTH1, EIF4G11, KIAA1191, KLC1, CDC18, FASTK and GPR132. The “Transcripts” track represents individual transcripts coloured by the Wald statistic. Stars in
red indicate differentially expressed transcripts. The “Mdifference” track represents the difference in percentage methylation when comparing SJC66high with SJC66low.
The “DMR” track represents the locations of the DMRs as found by dmrseq.
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specifically T-lymphocyte associated pathways (Figure 5A). We
interrogated which of the GDEMs encoded known interaction
partners by querying the STRING database for documented
interactions (48). Almost half (46%) of the GDEMs encoded
for interacting proteins with the most connected GDEMs being
ITGB2 (11 interactions) and LCP2 (9 interactions) (Figure 5C).
Both ITGB2 and LCP2 were differentially methylated at multiple
locations, with the largest visible differences occurring within the
TSS and downstream thereof (Figures 5D, E). Transcript-wise,
ITGB2-transcripts ENST00000498666 and ENST00000397852 as
Frontiers in Immunology | www.frontiersin.org 913
well as LCP2 transcript ENST00000046794 were most
differentially expressed. Expression Quantitative Trait
Methylation (eQTM) analyses confirmed strong inverse
correlations between the differences in methylation in the
promoter regions of ITGB2 (21:44918461-44921815) and LCP2
(5:170295513-170298924) with transcripts ENST00000498666
(r = -0.9; p-value = 1E-04) and ENST00000046794 (r = -0.9;
p-value = 1E-04), respectively (Table 1). While the association
between the ITGB2 promoter DMR and ENST00000397852
expression was non-significant (p-value = 0.2353), the correlation
A

B

D

C

E

FIGURE 5 | Functional analyses GDEMs. (A) The 10 most overrepresented MetaCore gene sets found for the GDEMs depicting the ratio of pathway-associated
GDEMs relative to the total number of pathway-associated genes. The size and colour intensity are proportional to the number of pathway-associated GDEMs and
the -log10(adjusted p-values), respectively. (B) GDEMs were analysed for known interactions by querying the STRING database. Represented here is the protein-
protein interaction network, where the thickness of the edge is proportional to the STRINGdb evidence score and the colour proportional to the Wald statistic,
respectively. (C) Bargraph representing the number of interactions per protein. Summary visualization of the DNA methylation and gene expression signals for
GDEMs: (D) LCP2, (E) ITGB2. The “Transcripts” track represents individual transcripts coloured by the Wald statistic. The “Mdifference” track represents the difference
in percentage methylation when comparing SJC66high with SJC66low. The “DMR” track represents the locations of the DMRs as found by dmrseq.
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TABLE 1 | Differentially methylated and expressed genes.

Gene GDEp-value DMR DMRstat DMRp-value EnsT DTEp-value eQTMr eQTMp-value

ENSG00000233110 2.53E-04 4:185586913-185587794 -9.94 2.78E-04 ENST00000411847.1 2.53E-04 0.88 [0.74;0.95] 2.54E-02
CD74 2.00E-04 5:150410549-150413278 -9.48 3.59E-04 ENST00000009530.11 1.77E-02 -0.88 [-0.96;-0.7] 1.00E-04
CD74 2.00E-04 5:150410549-150413278 -9.48 3.59E-04 ENST00000518797.5 1.23E-02 -0.9 [-0.96;-0.76] 1.00E-04
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000637439.1 5.06E-03 -0.92 [-0.96;-0.78] 1.00E-04
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000637439.1 5.06E-03 -0.92 [-0.96;-0.78] 1.00E-04
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000575513.1 8.19E-04 -0.88 [-0.96;-0.66] 8.10E-03
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000575513.1 8.19E-04 -0.88 [-0.96;-0.66] 8.10E-03
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000572665.1 6.67E-03 -0.86 [-0.94;-0.62] 8.80E-03
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000572665.1 6.67E-03 -0.86 [-0.94;-0.62] 8.80E-03
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000576601.1 3.12E-02 -0.89 [-0.96;-0.67] 2.51E-02
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000576601.1 3.12E-02 -0.89 [-0.96;-0.67] 2.51E-02
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000381835.9 2.59E-02 -0.86 [-0.95;-0.52] 4.06E-02
CIITA 2.93E-10 16:10877103-10878257 -10.23 2.47E-04 ENST00000381835.9 2.59E-02 -0.86 [-0.95;-0.52] 4.06E-02
CMAHP 1.89E-04 6:25232404-25233193 10.46 2.24E-04 ENST00000377993.8 2.12E-04 -0.7 [-0.87;-0.25] 1.00E-04
CMAHP 1.89E-04 6:25232404-25233193 10.46 2.24E-04 ENST00000493257.5 2.08E-02 -0.68 [-0.84;-0.28] 1.00E-04
COL6A1 1.18E-06 21:45978416-45978817 8.14 8.44E-04 ENST00000361866.7 8.83E-08 0.58 [0.07;0.8] 2.20E-03
COL6A1 1.18E-06 21:45983116-45984355 15.46 2.00E-05 ENST00000361866.7 8.83E-08 0.45 [-0.19;0.78] 1.80E-03
CYTH1 1.53E-04 17:78716750-78718002 12.83 7.40E-05 ENST00000589296.5 8.32E-04 -0.42 [-0.78;0.23] 4.12E-02
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000342981.8 2.97E-02 0.32 [-0.28;0.72] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000342981.8 2.97E-02 0.32 [-0.28;0.72] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000346169.6 3.07E-04 0.68 [0.28;0.9] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000346169.6 3.07E-04 0.68 [0.28;0.9] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000411531.5 1.71E-02 0.7 [0.33;0.9] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000411531.5 1.71E-02 0.7 [0.33;0.9] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000435046.6 1.78E-06 0.53 [-0.05;0.8] 1.00E-04
EIF4G1 4.11E-07 3:184319325-184320192 7.83 1.09E-03 ENST00000435046.6 1.78E-06 0.53 [-0.05;0.8] 1.00E-04
EVL 2.46E-05 14:100132409-100133139 9.08 4.52E-04 ENST00000556921.1 3.54E-02 0.89 [0.73;0.97] 3.04E-02
FASTK 1.23E-06 7:151081348-151082120 11.88 1.10E-04 ENST00000460980.5 2.32E-03 -0.21 [-0.76;0.52] 1.00E-04
FMN1 1.83E-04 15:33154437-33154950 -7.96 9.88E-04 ENST00000320930.7 2.49E-02 -0.82 [-0.94;-0.59] 1.26E-02
GPR132 3.80E-05 14:105055190-105056414 9.09 4.48E-04 ENST00000329797.7 6.12E-03 0.9 [0.62;0.99] 1.00E-04
GPR132 3.80E-05 14:105063870-105066425 -11.52 1.36E-04 ENST00000549990.1 2.60E-02 -0.38 [-0.72;0.44] 3.57E-02
IKZF1 6.58E-06 7:50305276-50312367 -11.26 1.55E-04 ENST00000471793.1 1.04E-02 -0.8 [-0.92;-0.33] 1.00E-04
IKZF1 6.58E-06 7:50305276-50312367 -11.26 1.55E-04 ENST00000492119.1 3.29E-02 -0.88 [-0.94;-0.7] 1.00E-04
IKZF1 6.58E-06 7:50305276-50312367 -11.26 1.55E-04 ENST00000413698.5 1.30E-02 -0.9 [-0.95;-0.72] 2.55E-02
IL4I1 2.32E-04 19:49895253-49897628 -7.97 9.82E-04 ENST00000391826.6 2.32E-04 -0.96 [-0.98;-0.74] 1.00E-04
ITGB2 7.75E-05 21:44898213-44900097 8.96 4.89E-04 ENST00000498666.5 5.07E-03 0.91 [0.67;0.98] 1.00E-04
ITGB2 7.75E-05 21:44911555-44912533 -11.65 1.24E-04 ENST00000397852.5 5.15E-03 -0.94 [-0.98;-0.72] 1.00E-04
ITGB2 7.75E-05 21:44911555-44912533 -11.65 1.24E-04 ENST00000498666.5 5.07E-03 -0.93 [-0.98;-0.81] 2.00E-03
ITGB2 7.75E-05 21:44911555-44912533 -11.65 1.24E-04 ENST00000522688.5 3.04E-02 -0.9 [-0.97;-0.63] 3.80E-03
ITGB2 7.75E-05 21:44911555-44912533 -11.65 1.24E-04 ENST00000320216.10 6.78E-03 -0.79 [-0.93;-0.57] 4.08E-02
ITGB2 7.75E-05 21:44911555-44912533 -11.65 1.24E-04 ENST00000302347.9 4.31E-02 -0.9 [-0.97;-0.62] 4.71E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000397852.5 5.15E-03 -0.96 [-0.98;-0.88] 1.00E-04
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000397852.5 5.15E-03 -0.96 [-0.98;-0.88] 1.00E-04
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000498666.5 5.07E-03 -0.92 [-0.98;-0.79] 1.14E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000498666.5 5.07E-03 -0.92 [-0.98;-0.79] 1.14E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000302347.9 4.31E-02 -0.92 [-0.97;-0.72] 2.00E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000302347.9 4.31E-02 -0.92 [-0.97;-0.72] 2.00E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000522688.5 3.04E-02 -0.87 [-0.96;-0.61] 3.08E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000522688.5 3.04E-02 -0.87 [-0.96;-0.61] 3.08E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000320216.10 6.78E-03 -0.79 [-0.95;-0.45] 3.97E-02
ITGB2 7.75E-05 21:44913899-44915246 -12.34 9.60E-05 ENST00000320216.10 6.78E-03 -0.79 [-0.95;-0.45] 3.97E-02
ITGB2 7.75E-05 21:44918461-44921815 -18.22 9.00E-06 ENST00000498666.5 5.07E-03 -0.9 [-0.98;-0.55] 1.00E-04
ITGB2 7.75E-05 21:44918461-44921815 -18.22 9.00E-06 ENST00000498666.5 5.07E-03 -0.9 [-0.98;-0.55] 1.00E-04
ITGB2 7.75E-05 21:44918461-44921815 -18.22 9.00E-06 ENST00000320216.10 6.78E-03 -0.85 [-0.93;-0.69] 3.35E-02
ITGB2 7.75E-05 21:44918461-44921815 -18.22 9.00E-06 ENST00000320216.10 6.78E-03 -0.85 [-0.93;-0.69] 3.35E-02
KLC1 7.08E-05 14:103696092-103697307 8.07 9.05E-04 ENST00000246489.11 1.93E-08 0.62 [0.28;0.84] 2.73E-02
LAIR1 6.55E-07 19:54375122-54375966 -8.84 5.29E-04 ENST00000440716.5 9.38E-03 -0.93 [-0.98;-0.73] 3.80E-03
LCP2 1.90E-08 5:170295513-170298924 -13.19 6.10E-05 ENST00000046794.9 1.23E-03 -0.9 [-0.97;-0.66] 1.00E-04
LCP2 1.90E-08 5:170295513-170298924 -13.19 6.10E-05 ENST00000519149.1 8.96E-03 -0.82 [-0.9;-0.62] 1.00E-04
LCP2 1.90E-08 5:170295513-170298924 -13.19 6.10E-05 ENST00000628092.2 6.87E-03 -0.92 [-0.97;-0.74] 1.00E-04
LCP2 1.90E-08 5:170295513-170298924 -13.19 6.10E-05 ENST00000519594.5 2.89E-02 -0.87 [-0.93;-0.72] 3.70E-03
LCP2 1.90E-08 5:170295513-170298924 -13.19 6.10E-05 ENST00000522760.5 7.55E-03 -0.93 [-0.97;-0.8] 8.10E-03
OSM 4.92E-04 22:30266011-30268071 -13.63 5.10E-05 ENST00000215781.2 3.59E-04 -0.68 [-0.95;-0.13] 1.00E-04
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coefficient remained high (r = -0.87) (Table S7). Nonetheless, given
the centrality of ITGB2 and LCP2 among the GDEMs would make
them interesting candidates in future targeted studies.

Estimated Cellular Composition Suggests
Lower Proportion of Neuronal Cells in
SJC66high
Systematic differences in DNA methylation and gene expression
could reflect changes in the cellular composition. To this end, we
estimated the cellular composition using the transcriptome data
as input for xCell, which is capable of estimating enrichment
scores of 64 immune and stromal cell types (47). By comparing
the estimated proportions from SJC66high with SJC66low we
identified significant differences for 6 cell types: neurons,
dendritic cells (DCs: all, conventional and immature),
megakaryocytes and platelets (Figure 6 and Table S8).
Expectedly, higher enrichment scores for DCs (all subtypes)
and platelets were estimated for the SJC66high samples. By
contrast, lower proportions of neuron and megakaryocyte
signatures were observed for the SJC66high samples. Notably,
the difference in neuronal enrichment was found to be the most
statistically significant with an almost fourfold difference when
comparing SJC66high with SJC66low.
DISCUSSION

In this study, we highlight insights into RA progression by
combining the outputs of parallel whole-genome DNA
methylome and transcriptome analyses on extracted
preparations of synovial biopsies, from auto-antibody positive
individuals, early arthritis patients and patients with established
RA, stratified by the number of swollen joints. We observed that
synovia from patients with a higher number of swollen joints
(SJC66 ≥ 9) were different at the level of DNA methylation and
Frontiers in Immunology | www.frontiersin.org 1115
gene expression from synovia from patients with a lower number
of swollen joints. Specifically comparing SJC66high with SJC66low
revealed 3536 DMRs and 142 DGEs, with both datasets primarily
enriched for pathways associated with immune responses. The
most significant difference in methylation was found spanning
the promoter regions of MIRLET7B and MIR10B. Interestingly,
mouse miR-let-7b has been shown to provoke arthritic joint
inflammation by remodeling naïve myeloid cells into M1
macrophages via TLR-7 ligation (53) and can augment disease
severity (54). MIR10B has been shown to regulate Th17 cells in
patients with ankylosing spondylitis (55) but no studies have
specifically associated it with RA. At the level of transcription,
CCL13 and CLEC10A were found to be the most differentially
expressed. CCL13 (MCP-4) is an extensively studied chemokine
that is thought to be involved with RA pathogenesis and disease
progression (56–58). By contrast, not much is known about the
role of CLEC10A in RA besides it being highly expressed on
immature dendritic cells (DCs), monocyte-derived DCs and
alternatively activated macrophages (59), as well as having
been observed in the inflamed synovium of patients with active
RA (60). Chemokines CCL13, CCL8, CXCL11, CXCL10, and
CXCL9 regulate the recruitment of leukocytes into tissue and
have therefore been implicated in the pathogenesis of RA (61).
Differential methylation was observed in the vicinity of the
promoter for CCL13, CXCL11, and CXCL9. Such results
support a role for epigenetic/transcriptional processes in the
spread of pathology to additional joints. While definitive
mechanisms of joint spreading remain elusive, possible roles
for immune cell migration due to chemokine expression (62, 63)
could be further evaluated based on our data.

Altogether, we observed that 3% of DMRs associate with 20%
of the differentially expressed GDEs. It is not surprising that not
all DMRs could be linked to genes as a large number are found in
distal intergenic (18.6%) or intronic (28.3%) regions, making any
functional inference challenging. Of the genes that presented
TABLE 1 | Continued

Gene GDEp-value DMR DMRstat DMRp-value EnsT DTEp-value eQTMr eQTMp-value

OSM 4.92E-04 22:30266011-30268071 -13.63 5.10E-05 ENST00000215781.2 3.59E-04 -0.68 [-0.95;-0.13] 1.00E-04
PPP6R1 5.34E-04 19:55251330-55251959 -11.33 1.51E-04 ENST00000592242.1 4.83E-02 -0.86 [-0.94;-0.6] 4.22E-02
PPP6R1 5.34E-04 19:55251330-55251959 -11.33 1.51E-04 ENST00000412770.6 2.83E-03 -0.88 [-0.96;-0.6] 4.54E-02
RASSF4 4.87E-05 10:44977022-44977811 11 1.76E-04 ENST00000489171.5 3.42E-02 0.93 [0.76;0.98] 1.00E-04
RPS6KA4 3.11E-04 11:64359911-64360661 -10.55 2.11E-04 ENST00000334205.8 1.51E-03 -0.7 [-0.86;-0.43] 1.00E-04
RPS6KA4 3.11E-04 11:64359911-64360661 -10.55 2.11E-04 ENST00000334205.8 1.51E-03 -0.7 [-0.86;-0.43] 1.00E-04
SH3TC1 3.47E-04 4:8240533-8241022 -7.96 9.85E-04 ENST00000507891.1 6.46E-05 -0.7 [-0.83;-0.17] 1.64E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000590602.5 3.31E-02 -0.92 [-0.98;-0.82] 3.02E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000590602.5 3.31E-02 -0.92 [-0.98;-0.82] 3.02E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000591436.5 1.21E-02 -0.81 [-0.91;-0.64] 3.78E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000591436.5 1.21E-02 -0.81 [-0.91;-0.64] 3.78E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000593044.5 1.28E-02 -0.85 [-0.93;-0.67] 4.06E-02
TMC6 6.31E-05 17:78126612-78127570 -9.6 3.35E-04 ENST00000593044.5 1.28E-02 -0.85 [-0.93;-0.67] 4.06E-02
UCP2 7.66E-10 11:73979728-73982457 -9.4 3.75E-04 ENST00000545562.2 3.59E-02 -0.67 [-0.83;-0.46] 1.33E-02
UCP2 7.66E-10 11:73979728-73982457 -9.4 3.75E-04 ENST00000545562.2 3.59E-02 -0.67 [-0.83;-0.46] 1.33E-02
VAC14 2.54E-04 16:70691109-70693047 11.18 1.56E-04 ENST00000261776.9 4.82E-03 0.88 [0.55;0.96] 2.74E-02
VAC14 2.54E-04 16:70746190-70746702 9.13 4.36E-04 ENST00000261776.9 4.82E-03 0.87 [0.71;0.94] 3.48E-02
April 2
021 | Volume 12 | A
Expression quantitative trait methylation (eQTM) analysis of the GDEMs representing the correlation between methylation and transcript expression. Key in table legend: Gene = HGNC
gene symbol, DMR = co-ordinates of the DMR (GRCh38), DMRp-value = p-value associated to the differential methylation analysis, EnsT = Ensembl transcript ID, DTEp-value = p-value
associated to the differential transcript expression analysis, eQTMr = Pearson correlation coefficient for the methylation-expression correlation and the 95% confidence intervals, eQTMp-

value = p-value associated to the methylation-expression correlation. An extended parsable table including the full eQTM analysis for all GDEMs can be found in Table S6.
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both differentially expression and methylation, protein-protein
interaction networks indicated that half encoded for interacting
proteins, suggesting that the observed GDEMs function together.
The most interconnected GDEMs appeared to be ITGB2 and
LCP2, with multiple regions of differential methylation observed
surrounding both genes. While we observed transcript
differential expression, most transcripts belonging to ITGB2
and LCP2 behaved similarly and all displayed reasonably
strong inverse correlations with the DMRs located in the
promoter area. ITGB2 encodes an integrin, which would
typically be involved in cell-surface mediated signalling. We
observed that the gene encoding ITGB2’s interaction partner
integrin alpha L (ITGAL) was also differentially methylated and
expressed. ITGB2 and ITGAL together form lymphocyte
function-associated antigen (LFA-1), which interacts with
intracellular adhesion molecule 1 (ICAM-1 or CD54) resulting
in an enhanced immune cell influx into the synovial tissue (64,
65). Inhibiting LFA-1 has been reported to reduce inflammation
and joint destruction in murine models of arthritis (66).

Functionally, the 59 GDEMs were primarily over-represented
for immune response-associated pathways, specifically T-
lymphocyte associated ones. It would be fascinating to
understand why the DNA methylome and transcriptome
between patients with a SJC66 of 9 and above relative to
patients with a SJC66 of 8 present with such a sudden split
instead of a gradual difference. It is clear that inflammation is
likely an important factor contributing to the observed
differences as patients with a high SJC66 also generally present
higher levels of inflammation as expressed through using
erythrocyte sedimentation rate (ESR) or concentration
Frontiers in Immunology | www.frontiersin.org 1216
C-reactive protein (CRP). Our transcriptomic data indeed
suggested an increased proportion of immune cells among
SJC66high samples, as would be expected while pathology
develops and cells migrate into the affected joints. Previous
work has shown that clinically manifest arthritis in established
RA is associated with increased infiltration of leukocytes. In
synovial tissue samples from clinically involved joints, scores for
infiltration by DCs are consistently higher than in clinically
uninvolved joints obtained simultaneously from the same RA
patients (67). Importantly, when comparing different clinically
inflamed joints from the same RA patient simultaneously,
leukocyte infiltration in one inflamed joint was shown to be
representative of that in other inflamed joints, supporting the
notion that leukocytes migrate from one joint to another (68).
Indeed, there is continuous influx of leukocytes into the joints in
established RA (69). We postulate that if synovial leukocytes
exhibit properties that would facilitate cell migration, arthritis
might spread from one inflamed joint to another. The results
presented here support a disease mechanism in which, after
development of clinically established RA, inflammatory and cell
adhesion-associated processes play a key role in the progression
of RA to greater joint involvement (70–72). Interestingly, we also
observed differences of neuronal signatures suggesting a lower
relative enrichment of neurons among SJC66high samples. In
addition, enrichment analyses on the DMRs suggested
hypermethylation of genes encoding nociception receptors,
which are typically associated with peripheral sensory neurons
(73, 74). A similar decrease in neuronal signature has previously
been associated with RA severity, where the authors noted a
potential role in the maladaptive response towards damage (75).
FIGURE 6 | Cellular composition estimation. Cellular proportions were estimated for 64 cell types using the xCell algorithm. Of these, 6 cell types were found to be
significantly different when comparing SJC66high with SJC66low. Visualized as scatter- and cross-bar plots are the significantly differentially represented cell types,
namely the neurons, conventional dendritic cells (cDC), dendritic cells (DC), immature dendritic cells (iDC), megakaryocytes, and platelets.
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This is consistent with a more general loss of anti-inflammatory
control by the nervous system in RA (76). Important to note is
that our observations are based on estimates made by xCell,
which can only calculate enrichment scores based on signatures
rather than absolute values of cells. We are therefore unable to
discern whether a population increased in size or a different
population had decreased. Ideally, a similar estimate would have
been generated based on the DNA methylation data, but the
currently available reference datasets do not include the cell types
measured available in xCell.

There are two limitations of this study, namely the fact that
sex confounds the separation between SJC66high and SJC66low
and the limited sample size. While we have sought to mitigate the
confounding effect of sex by removing genes and CpGs located
on the allosomes as well as by including sex as a covariate in our
analyses, we acknowledge that we cannot fully eliminate the
possibility that a sex effect is present. Accordingly, validation
studies would be necessary where the DMEGs are verified using a
larger, independent cohort while controlling for an interaction
effect between sex and SJC66. The observed differences in
transcript expression could be validated using a quantitative
PCR approach with primers designed specifically against
particular transcripts. Similarly, for validating the DMRs,
targeted bisulphite-sequencing using primers for the regions of
interest would be a cost-effective approach.

In conclusion, our study constitutes an exploratory analysis
of whole genome DNA methylation and gene expression data
performed on primary synovial tissue material from auto-
antibody positive arthralgia patients without arthritis as well
as patients with early and established RA patients. Where
previous studies investigated cells from patients with RA
versus disease controls and were potentially limited by their
use of cultured cells, we focus on an integrative analysis of
epigenetic marks and alternative splicing associated with
swelling spread, providing novel insights into the mechanisms
of disease progression towards more severe phenotypes.
Nonetheless, further validation is necessary if the identified
target genes are to be used for monitoring or treatment of the
swelling and associated inflammatory processes in the joints of
RA patients.
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Tegnér J, et al. Identification of novel markers in rheumatoid arthritis through
integrated analysis of DNA methylation and microRNA expression.
J Autoimmun (2013) 41:6–16. doi: 10.1016/j.jaut.2012.12.005

17. Whitaker JW, Boyle DL, Bartok B, Ball ST, Gay S, Wang W, et al. Integrative
omics analysis of rheumatoid arthritis identifies non-obvious therapeutic
targets. PLoS One (2015) 10:1–14. doi: 10.1371/journal.pone.0124254

18. Ekwall A-KH, Whitaker JW, Hammaker D, Bugbee WD, Wang W, Firestein
GS. The Rheumatoid Arthritis Risk Gene LBH Regulates Growth in
Fibroblast-like Synoviocytes. Arthritis Rheumatol (Hoboken NJ) (2015)
67:1193–202. doi: 10.1002/art.39060

19. Hammaker D, Whitaker JW, Maeshima K, Boyle DL, Ekwall A-KH, WangW,
et al. LBH Gene Transcription Regulation by the Interplay of an Enhancer
Risk Allele and DNA Methylation in Rheumatoid Arthritis. Arthritis
Rheumatol (Hoboken NJ) (2016) 68:2637–45. doi: 10.1002/art.39746

20. Ham S, Bae J-B, Lee S, Kim B-J, Han B-G, Kwok S-K, et al. Epigenetic analysis
in rheumatoid arthritis synoviocytes. Exp Mol Med (2019) 51:22. doi: 10.1038/
s12276-019-0215-5

21. AiR,Whitaker JW,BoyleDL,TakPP,GerlagDM,WangW,etal.DNAMethylome
Signature in Synoviocytes From Patients With Early Rheumatoid Arthritis
Compared to Synoviocytes From Patients With Longstanding Rheumatoid
Arthritis. Arthritis Rheumatol (2015) 67:1978–80. doi: 10.1002/art.39123

22. Karouzakis E, Raza K, Kolling C, Buckley CD, Gay S, Filer A, et al. Analysis
of early changes in DNA methylation in synovial fibroblasts of RA
patients before diagnosis. Sci Rep (2018) 8:7370. doi: 10.1038/s41598-018-
24240-2

23. Gerlag DM, Tak PP. How to perform and analyse synovial biopsies. Best Pract
Res Clin Rheumatol (2013) 27:195–207. doi: 10.1016/j.berh.2013.03.006

24. de Hair MJH, van de Sande MGH, Ramwadhdoebe TH, Hansson M, Landewé
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Esophageal cancer (EC) is one of the most common mucosa-associated tumors, and is
characterized by aggressiveness, poor prognosis, and unfavorable patient survival rates.
As an organ directly exposed to the risk of foodborne infection, the esophageal mucosa
harbors distinct populations of innate immune cells, which play vital roles in both
maintenance of esophageal homeostasis and immune defense and surveillance during
mucosal anti-infection and anti-tumor responses. In this review, we highlight recent
progress in research into innate immune cells in the microenvironment of EC, including
lymphatic lineages, such as natural killer and gdT cells, and myeloid lineages, including
macrophages, dendritic cells, neutrophils, myeloid-derived suppressor cells, mast cells
and eosinophils. Further, putative innate immune cellular and molecular mechanisms
involved in tumor occurrence and progression are discussed, to highlight potential
directions for the development of new biomarkers and effective intervention targets,
which can hopefully be applied in long-term multilevel clinical EC treatment. Fully
understanding the innate immunological mechanisms involved in esophageal mucosa
carcinogenesis is of great significance for clinical immunotherapy and prognosis
prediction for patients with EC.
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INTRODUCTION

According to an analysis of 36 cancer types in 185 countries,
esophageal cancer (EC) accounts for approximately 3.2% of
incidence and 5.3% of mortality attributable to total cancers
(1). Risk factors for EC include smoking, alcohol consumption,
low fruit intake, and high body-mass index, and it is becoming a
major disease burden worldwide (2). There are two main types of
EC, esophageal adenocarcinoma (EAC) and esophageal
squamous cell carcinoma (ESCC) (3). EAC is most common in
developed countries (e.g., Europe and America), while ESCC
mainly occurs in developing countries, including eastern Asia
and Africa, and particularly China, which had the highest age-
standardized incidence, mortality, and disability-adjusted life-
years rates among 195 countries in 2017 (2). Due to the lack of
reliable diagnostic indicators, the prognosis of patients with EC
remains relatively poor; while surgical resection can prolong
patient survival, rates of recurrence and metastasis remain high,
with 5-year survival rates only 15%–25% (3, 4). In many patients
who cannot benefit from esophagectomy, immune status
determines sensitivity to radiotherapy and chemotherapy (3).

The recent realization that the involvement of innate immune
system in the process of defending mucosal-associated infection
and tumors has fuelled the accelerated interest in the roles of
innate immune cells in the pathogenesis of EC. The esophageal
mucosa harbors numerous innate immune cells, which is
attributed to their quick responses when encountering foreign
foodborne antigens (4, 5). The partial exposure of the esophageal
mucosa to the external environment makes it vulnerable to
pathogen attack, which can cause long-term inflammation that
may develop into esophageal dysplasia and subsequently cancer
(6). Via recognizing molecular alterations caused by microbial
infections (7) or cancer cells with multiple genetic mutations (8),
innate immune cells can induce effector responses such as
cytotoxicity by natural killer (NK) cells and phagocytosis by
macrophages. Besides, they can initiate adaptive immune
responses by antigen presentation to tumor-specific CD8+ T
antigen-presenting cells (APCs) (9). Innate immune cells can
also exert effector functions after antibody induction, including
antibody-dependent cellular cytotoxicity or phagocytosis, which
Abbreviations: APCs, antigen-presenting cells; BE, Barrett’s esophagus; CAR,
chimeric antigen receptor; CCR2, CC chemokine receptor 2; DCs, dendritic cells;
EC, esophageal cancer; EAC, esophageal adenocarcinoma; ESCC, esophageal
squamous cell carcinoma; FcR, Fc receptor; FGF2, fibroblast growth factor 2;
FGFR1, fibroblast growth factor receptor 1; HMGB1, high-mobility group box 1;
HSP, heat shock protein; IDO1, indoleamine 2,3-dioxygenase 1; iNOS, inducible
nitric oxide synthase-2; ILCs, innate lymphoid cells; LAMP3, lysosome-associated
membrane glycoprotein 3; MCs, mast cells; MCP-1, macrophage chemotactic
protein-1; MDSCs, myeloid-derived suppressor cells; M-MDSCs, mononuclear
myeloid-derived suppressor cells; MMP9, matrix metalloproteinase 9; NETs,
neutrophil extracellular traps; NK, natural killer; NAC, neoadjuvant
chemotherapy; NLR, neutrophil to lymphocyte ratio; OS, overall survival; PMN-
MDSCs, polymorphonuclear myeloid-derived suppressor cells; RCAS1, receptor-
binding cancer antigen expression on SiSo cells; RLRs, RIG-I-like receptors;
SIRPa, signal regulatory protein-a; TLRs, targeting toll-like receptors; Tregs,
regulatory T cells; TK1, tissue kallikrein; TAMs, tumor-associated macrophages;
TANs, tumor-associated neutrophils; TME, tumor microenvironment; TNF,
tumor necrosis factor; TP, thymidine phosphorylase; VEGF, vascular
endothelial growth factor.
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rely on Fc receptor (FcR) expression (9). Cancer cells can escape
from anti-tumor immune responses by promoting polarization
toward immunosuppressive cell phenotypes, including tumor-
associated macrophages (TAMs) and dendritic cells (DCs),
recruiting immunomodulatory cells, such as myeloid-derived
suppressor cells (MDSCs) and regulatory T cells (Tregs), and
inducing over-expression of immune checkpoint molecules by
NK or T cells (10). Due to the plasticity of innate immune
cells, another strategy of tumor immune escape is to enable
them to orchestrate the angiogenic switch under tumor
microenvironment (TME) stimuli, to support the tumor
progression (5, 11). Given the important defensive and
regulatory roles of innate immune cells in cancer progression,
extensive attention has been focused on their pathogenic or
protective functions in the microenvironment of many solid
tumors (12). Clinical immunotherapy approaches based on
innate immune cells, including inhibitors targeting immune
checkpoints, such as PD1/PD-L1, CTLA4, TIGIT, CD96,
TIM3, and LAG3, as well as bispecific antibodies or chimeric
antigen receptor (CAR) T cells, to promote specific T cell
responses, have been extensively studies and have potential for
use as adjuvant therapies, alongside surgical resection and
chemoradiotherapy, to treat cancers (9, 13). Therefore,
adequate understanding of how variations of innate immunity
in the TME affect EC pathogenesis is of great practical
significance for clinical treatment. However, until now, the
roles of innate immune cells in EC have not been
comprehensively described.

Herein, we review recent progress in understanding of the
roles of innate immune cells, including NK cells, gdT cells,
TAMs, DCs, MDSCs, neutrophils, mast cells (MCs) and
eosinophils in the TME of EC, as well as the underlying
cellular and molecular mechanisms involved in tumor
occurrence and progression, with the aim of providing
directions for combined immunotherapy strategies and
prognosis prediction.
NK CELLS

The innate immune system serves as the front line of host
defense against pathogen invasion and tumor, in which NK
cells play a vanguard role due to their powerful cytotoxic activity
(14). NK cells express various activating and inhibitory receptors
for tumor cell recognition and are the primary force in innate
anti-tumor immune surveillance, playing vital roles in inhibiting
cancer development at early stages, and in controlling cancer
metastasis (13, 15). NK cells can initiate anti-tumor responses
through directly killing tumor cells, secreting cytokines,
including IFN-g and TNF-a, and recruiting other anti-tumor
immune cells (13). Studies indicated that infiltrating NK cell
density in the EC TME is positively correlated with patient
overall survival (OS) and favorable postoperative prognosis
(16, 17). NK cells in the TME of EC can recognize and kill
tumor cells via NKp30/B7-H6 pathway, which substantially
contributes to NK cell-mediated immune responses (16).
April 2021 | Volume 12 | Article 654731
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However, EC patients with high B7-H6 expression have inferior
survival, primarily because EC cells can secret soluble B7-H6,
which competitively binds the NKp30 receptor on NK cells,
thereby inhibiting NKp30-mediated killing (16). Interestingly,
IL-17 secreted by CD4+Foxp3- Th17 cells can increase NK cell
numbers by stimulating EC cells to produce chemokines (CXCL9
and CXCL10), and augment NK cell activation and function by
enhancing their TNF-a, IFN-g, granzyme B, and perforin
production, and the expression of activating receptors (NKp46,
NKp44, NTB-A, and NKG2D) (17, 18). Nevertheless, an
important mechanism by which tumor cells counteract NK
cells is by promoting over-expression of immune checkpoints
and down-regulation of activating receptors on NK cells,
inducing their dysfunction and exhaustion (13). Up-regulated
expression of the inhibitory receptor, Tim-3, on EC tumor-
infiltrated NK cells is accompanied by NK cell dysfunction and
exhaustion, and associated with tumor invasion depth, nodal
status, and advanced clinical stage (19). Furthermore, increased
PD1 expression on peripheral and tumor-infiltrating NK cells
can inhibit their IFN-g secretion and CD107a expression through
the PD-1/PD-L1 pathway, and is associated with poor survival of
EC patients (20) (Figure 1).

Cancer cells can promote a suppressive TME, which
challenges anti-tumor immunity by inducing an imbalance in
activating and inhibitory immune cell signaling, suppressive
factor secretion, and recruitment of suppressive immune cells.
In principle, CD56dim NK cells, which exhibit higher
cytotoxicity, are more sensitive to apoptosis than CD56bright

NK cells in the presence of physiological H2O2 levels; large
amounts of H2O2 can be produced in the TME of EC, which
Frontiers in Immunology | www.frontiersin.org 322
contributes to reduced infiltration by CD56dim NK cells as
tumors develop (21). Consistently, NK cell numbers in the
circulation and omentum of patients with EAC were
significantly reduced and skewed toward the CD56bright

phenotype with increased IL-10 and reduced NKp46 and TNF-
a production, exhibiting reduced toxicity and inhibited function
(22). Similarly, in ESCC patients, with the down-regulation of
CD16 and increased expression of CD56, the NK cell levels were
also declined in the tumors and exhibited an exhausted
phenotype (23, 24), demonstrating the vital roles of the
suppressive microenvironment formed by cancer cells in
altering NK cell phenotype and activity (Figure 1).

Although existing studies on EC have provided a preliminary
understanding of anti-tumor effects of NK cells, there is still not
enough to fully outline the roles and prognostic significance of NK
cells involved in EC. Recently, a study in human hepatocellular
carcinoma reported that breaking the balance between active
receptor CD226 and inhibitory receptors CD96 and TIGIT lead
to impaired NK cell function (25). Other than the attenuation of
targeting and killing of tumor cells and acquisition of tolerogenic/
immunosuppressive behavior, tumor-associated NK cells can
acquire pro-angiogenic activities favoring tumor progression due
to TME stimuli in various solid malignancies including prostate
cancer, lung cancer and colon cancer, which inspires us to pay
attention to the full-scale immune function of NK cells in EC (11,
26). The significance of investigations on the function of NK cells
lies in facilitating the development of NK cell-based
immunotherapy in EC. Indeed, studies from an ESCC animal
model revealed that IL-18 deficiency can down-regulate local NK
cell anti-tumor immunity by decreasing their IFN-g production,
A B

FIGURE 1 | Roles of natural killer cells in the esophageal cancer tumor microenvironment. (A) Natural killer (NK) cells exert essential anti-tumor functions through
degranulation, cytokine release, and activated receptor expression, directly killing esophageal tumor cells in the absence of antigen recognition in the tumor
microenvironment (TME). (B) Cancer cells can escape from NK cell immune surveillance in the TME through the PD-1/PD-L1 pathway and the competitive
combination of activated NKp30 receptor, expressed on NK cells, by releasing soluble B7-H6 (indicated as sB7-H6). Otherwise, large amounts of H2O2 produced by
tumor infiltrated macrophages in the TME are prone to induce CD56dim NK cell apoptosis, while CD56dim NK cells can also transform to a CD56bright phenotype
during tumor development, as well as decreasing in number and becoming dysfunctional.
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suggesting that exogenous IL-18 supplementation has potential to
delay EC development (27). Furthermore, NK cells expanded in
vitro have high cytotoxicity against ESCC cells expressing
NKG2DLs, particularly those exhibiting an epithelial-
mesenchymal transition (EMT) phenotype, raising the
possibility of clinical therapy targeting these NK cells in patients
with ESCC (18). However, much remains to be done before these
findings can be applied to the clinical treatment of EC.
gdT CELLS

As important contributors to innate immunity, gdT cells perform
complex roles, including immune surveillance, immune
regulation, and effector functions (28); they can be divided into
two types according to their T cell receptor d chain: Vd1 and Vd2
T cells. The former exists in healthy epithelium and participates
in maintaining epithelial homeostasis, whereas the latter is
present on 70% of total peripheral gdT cells (29). Flow
cytometry analysis of gdT cells from patients with EC revealed
that the majority of peripheral circulatory gdT cells expressed the
Vg9 and Vd2 T cell receptors and exhibited cytotoxicity against
EC cells, mainly by recognizing heat shock protein (HSP) 60 and
HSP70 on the tumor cell surface (30). However, Vd1+ T cells are
dominant in the TME of ESCC, possibly because activated Vd1+

gdT cells in peripheral blood can adhere to ESCC cells and
fibroblasts via adhesion molecules, including LFA-1 (CD11a),
CD49d, CD49e, L-selectin, and CD103, whereas Vd2 T cells can
only use a few adhesion molecules, including LFA-1, L-selectin,
and CD44v6 (31).

The role of gdT cells in EC is far from well understood.
Although gdT cells make up a small population of tissue-resident
lymphocytes, they constitute an important first line of defense
against infections, autoimmune diseases and tumors, especially
in the mucosal barrier such as the skin, lung, liver, tongue, genital
tract and peritoneal cavity (32–34). However, the alterations in
gdT cell subsets and functions, as well as their prognostic and
diagnostic significance in the EC remains obscure. Indeed, we
have been focusing on the role of tissue-resident gdT cells in lung
cancer for years, and have illustrated the involvement of gdT17
cells in the effective immune surveillance of lung mucosa shaped
by microbiota, as well as in the control of melanoma in the
elderly (35, 36). It is worth pondering whether commensal
bacteria engage in the maintenance of esophageal homeostasis
and the occurrence and progression of EC, and importantly,
whether the roles of gdT cells are involved. Recently, we also paid
attention to the variations of tissue-resident gdT cells in surgical
ESCC specimens, and hope to clarify the functions of these gdT
cells in the tumor progression and its prognostic and diagnostic
value in ESCC in future study.
TAMs

Accounting for up to half of the total, TAMs are the most
abundant infiltrated leukocyte in tumors and have two
Frontiers in Immunology | www.frontiersin.org 423
functionally polarized phenotypes in the TME: classically
activated M1, and alternatively activated M2, macrophages
(37). In the initial stages of various tumors, TAMs are
preferentially polarized toward the M1 phenotype, producing
abundant proinflammatory cytokines, including IL-12 and
TNF, and exerting anti-tumor functions (38); however, on
cancer progression and changes in the TME, TAMs, driven by
tumor cell- and T cell-derived cytokines, including IL-4, IL-13,
and IL-10, gradually acquire a polarized M2 phenotype,
expressing mannose and the scavenger receptors, CD163 and
CD204, and exhibit distinct functional properties that promote
angiogenesis, as well as tissue remodeling and repair (37). The
downstream signaling pathways activated by the numerous
proteins and molecules produced by tumor cells and TAMs in
the TME can increase TAM infiltration in EC, which is
correlated with unfavorable prognosis and OS (39). For
example, cysteine-rich angiogenic inducer 61 (Cyr61) from
tumor cells and TAMs may contribute to the increase in
CD204+ TAMs via MEK/ERK pathway activation in ESCC
TME (40). Cancer cell-derived fibroblast growth factor 2
(FGF2) can facilitate TAM survival and migration through
AKT/ERK signaling, activated by neural cell adhesion
molecule 1-enhanced classical FGF receptor 1 (FGFR1) and
intracellular FGF2/FGFR1 signaling. These tumor-infiltrating
TAM are skewed toward CD163+ M2 phenotype under the
action of the transcription factor, GATA3, and cytokines,
including IL-4, IL-6, and IL-13, and promoted an
immunosuppressive TME in EAC (33). The similar event
happened in ESCC, for that CD68+PD-1+ TAMs in the ESCC
TME are skewed toward an M2 phenotype (41), which can lead
to elevation of tumor cell PD-L1 expression and promote tumor
cell invasion and migration, associating with poor OS (42).
Moreover, a study of EC patients who received neoadjuvant
chemotherapy (NAC) followed by surgery demonstrated that
high tumor CD163+ M2 macrophage infiltration is an
independent predictor of response to NAC, and associated
with poor prognosis and OS (43).

In fact, TAMs are involved in a variety of pathways that
promote tumor progression of EC. The activation of the AKT/
ERK pathway is the driving force to promote tumor cell growth,
migration and invasion in EC (39, 44). This AKT/ERK pathway
can be triggered by multiple factors derived from TAMs or
cancer cells themselves, involving the FGF2/FGFR1 signaling we
mentioned above (39), growth differentiation factor 15 induced
in TAMs and derived from cancer cells (possibly through TGF-b
type II receptor) (39, 44), overexpression of ANXA10 by cancer
cells interacting with CD204+ TAMs (41), and high CXCL8
expression in TAMs and cancer cells (through the CXCL8-
CXCR1/CXCR2 axis) (42), which are closely correlated with
tumor invasion depth, lymph node metastasis and poor
prognosis and OS of ESCC patients.

Another mechanism that the increased CD163+ TAM in the
TME promote ESCC tumor progression is that they can augment
angiogenesis by releasing thymidine phosphorylase (TP) under
the influence of macrophage chemotactic protein-1(MCP-1) (45,
46), inducing vascular endothelial growth factor (VEGF)
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expression in EC cells (45, 47), and promoting stromal cell
matrix metalloproteinase 9 (MMP9) production (48). CD163+

TAM distribution in tumor sites is closely related to EMT (49),
possibly because their IL-1b production can enhance EMT,
promoting tumor cell migration and invasion (50).
Additionally, MCP-1 expression levels in the TME are
positively correlated with increased stromal cell and TAM CC
chemokine receptor 2 (CCR2) expression, associated with tumor
invasion depth, lymph node metastasis, and distant metastasis,
and predict poor prognosis in patients with ESCC (45–47).

The majority of research on TAMs in EC has concentrated on
ESCC. The clearly increased numbers of TAMs in both tumor
structures and stroma is significantly negatively correlated with
EC patient survival (43, 51–53). Under the combined action of
various factors in esophageal TME, TAMs are gradually skewed
toward an M2 phenotype, which is closely associated with
angiogenesis and tumor aggressiveness, and thus predicts poor
prognosis in patients with EC (Figure 2) (48). The M2/M1
macrophage ratio in esophageal tumors can serve as a sensitive
indicator predicting lymph node metastasis and patient
prognosis (54). To our knowledge, there is currently no
TAMs-based immunotherapy strategy in EC. Study of an N-
nitrosomethylbenzy-lamine-induced ESCC animal model
suggested that CCL2-CCR2 signaling activation participates in
TAM recruitment into the TME, which can promote immune
evasion and tumor progression through the PD-1/PD-L2
Frontiers in Immunology | www.frontiersin.org 524
pathway, indicating potential intervention and immunotherapy
strategies targeting TAMs in patients with ESCC (47).
DCs

As the main professional APCs, DCs are essential for triggering
and regulating antigen-specific immune responses, and
closely connect innate and acquired immunity. Human DCs
are a heterogeneous population consisting of two types of
conventional DC (cDC), cDC1 and cDC2, and plasmacytoid
dendritic cell subsets in equilibrium, plus inflammatory DCs,
which are generated in response to inflammation, and
Langerhans cells (LCs), which originate from embryonic
monocytes and can self-renew (55). DCs distributed in the
esophageal mucosa are generally LCs, which remain in an
immature immune state under normal conditions, rapidly
maturing into professional APCs after capturing pathogen or
tumor associated-antigens, to trigger T cell activation and
immune responses (56). Mature DCs express various
important markers, including CD80, CD86, and CD208. DCs
at different stages of maturity are uniquely distributed in the
ESCC TME. Abundant CD1a+ immature DCs are distributed in
the cancerous epithelium, while fewer CD208+ mature DCs are
present in the tumor stroma, particularly the peri-tumoral region
(57). In ESCC, DC density indicates the immune defense status
A

B

FIGURE 2 | Interactions between tumor infiltrating macrophages, cancer cells, and stromal cells via multiple immune factors in the esophageal cancer tumor
microenvironment. (A) tumor infiltrating macrophages (TAMs) transform from an anti-tumor M1 phenotype to a pro-tumor M2 phenotype with tumor progression,
under the influence of the transcription factor, GATA3, and cytokines, including IL-4, IL-6, and IL-13. (B) By producing various immune factors, or interacting
with cancer cells and stromal cells to promote their release of associated components, TAMs are closely correlated with epithelial to mesenchymal transition,
angiogenesis, cancer cell survival and migration, invasion depth, and lymph node metastasis, and generally predict poor prognosis and survival in patients with
esophageal cancer.
April 2021 | Volume 12 | Article 654731

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Cui et al. Innate Immune Cells in EC
of the host against the carcinoma, as patients with marked DC
infiltration in tumors survive for longer than those with low DC
density (58).

DC maturity in the TME is closely related to cancer
progression (59). Importantly, the amount of intratumor
mature DCs expressing lysosome-associated membrane
glycoprotein 3 (LAMP3), is closely associated with tumor-
infiltrated CD8+ T cell numbers, which predict favorable
prognosis in patients with ESCC (60). In clinical studies,
preoperative chemoradiotherapy was shown to lead to
significant increases high-mobility group box 1 (HMGB1)
protein levels in the ESCC TME. HMGB1 is closely related to
DC maturation and positively correlated with patient survival
(61). Additionally, by stimulating cancer cells to release
inflammatory chemokines (CCL2 or CCL20), IL-17A-
producing cells can enhance CD1a+ DC infiltration of the
TME, which is correlated with favorable OS of patients with
ESCC (18). These reports highlight the connections between DC
maturity and EC tumorigenesis and development.

Interactions of tumor and immune cells with the cytokines/
chemokines they produce in the EC TME generate complex
regulatory networks, which significantly impact DC phenotype
and function, thereby influencing tumor progression. DC
immune functions are impaired both in the circulation and at
tumor sites in patients with EC, and this is accompanied by
decreased CD80 and CD86 expression (62). The reduced activity
and function of these infiltrated DCs involves mutated p53
protein overexpression in tumors (63). Compared with benign
Barrett’s esophagus (BE), DC density is dramatically increased in
adenocarcinoma (64), along with decreased C1q expression,
which contributes to immune complex capture and subsequent
classical complement activation pathway initiation, indicating
the potential roles of DCs in EAC dysplasia and tumorigenesis
(65). Esophageal tumor cells can also induce production of the
tryptophan-catabolizing enzyme, indoleamine 2,3-dioxygenase 1
(IDO1) and/or expression of PD-L1 by immunosuppressive
DCs, which can promote immune tolerance by inhibiting
CD8+ T cell infiltration and inducing immunosuppressive
Tregs, and are associated with poor prognosis in EC patients
(3, 66–68). The density of receptor-binding cancer antigen
expression on SiSo cells (RCAS1) in esophageal tumor tissues
with dramatic DC infiltration was inclined to accompany a
decrease in TILs, suggesting that RCAS1 can promote tumor
cell escape from immune surveillance by inducing DC-activated
TIL apoptosis (69). Further, CD47, a cell transmembrane protein
expressed in ESCC tumor cells, can inhibit CD8+ T-cell
infiltration and anti-tumor immune responses in a DC-
dependent manner, by interacting with signal regulatory
protein-a (SIRPa), expressed in DCs (70).
MDSCs

MDSCs are generated in the bone marrow and rapidly
differentiate into macrophages, DCs, neutrophils, eosinophils,
basophils, and mast cells in healthy individuals; however, when
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cancer occurs, MDSCs can migrate into peripheral lymphoid
tissues and tumor sites, contributing to TAM formation (71, 72).
MDSCs can be polymorphonuclear (PMN-MDSCs) or
mononuclear (M-MDSCs). PMN-MDSCs are morphologically
and phenotypically similar to neutrophils, while M-MDSCs are
similar to monocytes (71); both have immunosuppressive
functions, mainly targeting T cells through Arginase-1 and
inducible nitric oxide synthase-2 (iNOS) (73).

In ESCC patients, circulating MDSC numbers are elevated,
accompanied by high PD-L1 expression (74). Concurrently,
MDSC-derived TGF-b can induce high PD-1 expression on
CD8+ T cells in the TME (75). Hence, MDSCs can exert
immunosuppressive functions on T cells via the PD-1/PD-L1
pathway and are correlated with tumor burden, lymph node
metastasis, and tumor stage (74). Importantly, IL-6 exerts vital
roles in MDSC induction and their production of ROS,
Arginase 1, and p-STAT3 (76). Circulating MDSC numbers
and IL-6 levels in the TME are positively correlated with NLR,
predicting poor OS in ESCC patients (77). The cell-cell junctions
formed by interaction between p120ctn and E-cadherin
are critical in maintaining normal esophageal epithelial
homeostasis; however, p120ctn expression in the ESCC TME is
decreased or absent, leading to E-cadherin degradation and
NF-kB, AKT, and STAT3 phosphorylation in cancer cells,
promoting cancer cell GM-CSF release, which can recruit
MDSCs into the TME. NF-kB signaling activation in MDSCs
up-regulates their IL-4RA expression and nitric oxide production,
thereby inhibiting CD8+ T cell cytotoxicity and contributing to a
TME conducive to tumor cell growth (78). Further, in a
conditional p120-ctn knockout mouse model of oral-EC,
expression of the receptor CD38 induced by tumor-derived IL-6,
IGFBP-3, and CXCL16, promoted arrest of MDSC maturation in
an immature state, with stronger inhibitory functions of activated
T cells through production of iNOS, among other factors, thus
promoting tumor growth (79).
NEUTROPHILS

Tumor-associated neutrophils (TANs) have a different
phenotype and cell/chemokine activity from circulating
neutrophils (80). TANs can be functionally divided into anti-
tumor N1 and cancer-promoting N2 phenotypes. TGF-b in the
TME contributes to the transformation of neutrophils from N1
to N2 (80, 81). Further, neutrophil phenotype and function in the
TME change with tumor development. In early stage tumors,
neutrophils are only on the tumor periphery and exhibit anti-
tumor effects, while in later stages, they can penetrate the tumor
and demonstrate pro-tumor effects (82). Studies on neutrophils
in cancer have focused on the neutrophil to lymphocyte ratio
(NLR), as it is impossible to classify N1/N2 neutrophils using
surface markers (83). The NLR is usually derived from routine
blood tests, and may reflect changes in the TME and systemic
inflammation status (84), which are independent prognostic
indicators in patients with EC (85). NLR and platelet-to-
lymphocyte ratio are associated with EC progression (86), and
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elevated preoperative NLR is related to lymph node
metastasis, deeper tumor invasion, and advanced TNM
stage (87), predicting poor prognosis and OS in patients who
have undergone esophagectomy (85, 88, 89). In addition
to de fend ing aga ins t microbia l invas ion through
phagocytosis and degranulation, neutrophils can undergo
apoptosis after activation, and then form neutrophil
extracellular traps (NETs), fibrinoid structures comprising
extracellular chromatin and granulocyte proteins, including
myeloperoxidase and neutrophil elastase, which were
discovered because of their pathogen-trapping function, which
can promote tumor metastasis by capturing circulating tumor
cells and causing their proliferation at a second site (83, 90). In
EC patients without surgical stress or any other stimuli, tumors
alone can induce high levels of circulating NETs, which are
predictive of positive lymph node status, distant metastasis, and
advanced disease stage (91).

The functions of neutrophils in the TME, influenced by
various cytokines and/or chemokines, are controversial (92).
By changing the esophageal microenvironment and gut
bacteria, a high-fat diet can cause esophageal dysplasia, which
promotes the development of BE into EAC, which involves IL-8
chemokine family activation and neutrophil recruitment, along
with NK cell reduction, suggesting that increased neutrophils
may inhibit NK cell-mediated tumor cell cytotoxicity and
indicate poor prognosis (93). Conversely, in the ESCC TME,
IL-17 [mainly produced by CD4+ Foxp3- Th17 cells (17)]
stimulates tumor cells chemokine (CXCL2 and CXCL3)
production, causing accumulation and activation of
myeloperoxidase+ TANs, which increase their killing capacity
by releasing cytotoxic molecules, including IFN-g, reactive
oxygen species (ROS), and TNF-related apoptosis-inducing
ligand, and predict favorable prognosis in ESCC patients (94).
MCs AND EOSINOPHILS

MCs mainly localize to areas where organisms are likely to come
into contact with pathogens or harmful substances, including the
gastrointestinal tract, respiratory mucosa, and skin, and act as
multifunctional immune cells involved in both innate and
adaptive immunity in health and various disease states (95). In
several human cancers, MCs recruited by stem cell factor or
other mast cell activators in the TME, release angiogenic factors
and proteases to promote blood vessel formation and degrade the
extracellular matrix, leading to tumor cell invasion; however,
they can also release ROS/TNF-a, tryptase, heparin, IL-1, IL-4,
and IL-6, among other factors, to inhibit tumor cell growth and
apoptosis (96). In the ESCC TME, high MC density is positively
correlated with tumor angiogenesis, lymph node metastasis,
invasion depth, and tumor progression (97, 98), and a
predictor of poor survival in ESCC patients (97, 99).
Furthermore, activated MCs in EC tissue express high levels of
tissue kallikrein (TK1), which may subsequently generate
mitogenic kinin, a promoter of tumor cell growth (100).
Interestingly, another study found that the presence of a group
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of MCs able to produce IL-17 in the esophageal muscularis
propria, rather than in tumor nests, is positively correlated with
the level of activated CD169+ macrophages and effector CD8+ T
cells in the same region, indicating favorable prognosis and
survival (101). It is noteworthy that IL-17 released from Th17
cells in the EC TME, as we mentioned above, was involved in
recruiting cells with anti-tumor effects including NK cells,
neutrophils, and CD1a+ DCs, so whether MCs participated in
this process deserves further attention.

Eosinophils usually cluster together with MCs in tissue sites
under both homeostatic and inflammatory conditions (102).
With similar developmental and functional patterns, such as
releasing cationic proteins pre-stored in cytoplasmic granules by
degranulation upon activation, they often participate in host
responses to helminth infection and allergic disease in a
synergistic manner (102, 103). Based on their abilities to
release cytokines, eosinophils are being recognized to be also
involved in local immunity, tissue homeostasis, remodeling, and
repair in multiple previously unexpected tissues, especially the
mucosal tissues such as gut and esophageal (104–106). For
example, eosinophil infiltration is a typical feature of
eosinophilic esophagitis, an allergic disease associated with
epithelial barrier dysfunction and chronic type 2 inflammation
(106). Other than this, the increase of eosinophils is also found in
some ESCC patients (107), positively correlating with low
incidence of LN metastasis in patients with early ESCC and
predicting favorable OS in ESCC patients treated with
concurrent chemoradiotherapy (108, 109). Conversely,
eosinophils appear to be significantly reduced across all stages
of dysplasia and EAC progression, indicating the loss of immune
surveillance by eosinophils may contribute to BE progression
toward dysplasia and cancer (110). Indeed, eosinophils play
controversial roles in modulating tumor initiation and
progression, for that they are both the source of anti-
tumorigenic factors including TNF-a, granzyme, cationic
proteins, and IL-18, and protumorigenic molecules such as
pro-angiogenic factors, depending on the different immune
milieu (35). Nevertheless, how eosinophils exert their functions
in the occurrence and development of EC remains unclear. There
is still a long way to go to understand the specific mechanism of
eosinophils in EC, which will shed light on the control of EC
progression and the immunotherapy based on them.
CROSSTALK AND REGULATION OF
INNATE IMMUNE CELLS

The EC TME contains a various innate immune cells and
associated cytokines/chemokines. By regulating or being
regulated, innate immune cells and diverse other cell
populations, including adaptive immune cells, stromal cells,
and cancer cells, form complex regulatory networks through
receptor-ligand binding and immune factor release in the TME,
which influences the proliferation, migration, and invasion of
cancer cells, as well as angiogenesis, thus influencing tumor
growth and metastasis (Figure 3).
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The balance of activating and inhibitory receptor expression,
cytokine release, and degranulation ability endow NK cells with
powerful immune surveillance and direct killing functions
toward tumor cells; however, NK cells exhibit a dysfunctional
phenotype and exhaustion on tumor development of EC,
involving cancer cell-induced over-expression of inhibitory
receptors, such as PD-1, and suppression of activated
receptors, such as NKp30, tumor infiltrating macrophage-
induced CD56dim NK cell apoptosis via H2O2, and aggregation
of neutrophils under the influence of IL-8. As the most common
infiltrating immune cells in the tumor milieu, TAMs are
polarized into an inflammatory M1 phenotype during early
EC, facilitating CD8+ T cell activation and exerting anti-tumor
effects. As EC develops, TAMs gradually transform into an M2
phenotype, promoting tumor cell proliferation, migration, and
invasion. DC maturation in the TME can be promoted by
HMGB1 stimulated by preoperative chemoradiotherapy and is
accompanied by surface molecule (CD80, CD86, CD208, and
LAMP3) expression with anti-tumor functions of tumor-
associated antigen presentation, which facilitates effective CD8+

T cell activation. Nevertheless, DC activity and function can be
damaged by cancer cells overexpressing mutated p53. EC tumor
cells can also escape from immune surveillance by inducing DC-
triggered TIL apoptosis under the influence of RCAS1, or by
promoting the DC transformation into an immunosuppressive
phenotype, with PD-L1 and SIRPa expression and IDO1
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production, inhibiting CD8+ T cell activity. Moreover, tumors
can induce high levels of circulating NETs from apoptotic
neutrophils, which predict positive lymph node status, distant
metastasis, and advanced stage in EC. Additionally, MDSCs in
EC TME can be recruited and activated by cancer cell-derived
cytokines/chemokines (IL-6, IGFBP-3, CXCL16, and GM-CSF),
thereby accelerating tumor progression by inhibiting CD8+ T cell
activation. Controversially, MCs in EC can both promote tumor
cell growth through TK1/mitogenic kinin signaling and exert
anti-tumor effects, through activation of CD169+ TAMs and
CD8+ effector cells. Importantly, IL-17 from Th17 cells and MCs
in EC TME can promote cancer cell release of CXCL9/10,
CXCL2/3, and CCL2/20, which can increase the infiltration
and anti-tumor effects of NK cells, neutrophils, and CD1a+

DCs, respectively, and predict favorable prognosis for patients
with esophageal tumors.
IMMUNOTHERAPY STRATEGY BASED ON
INNATE IMMUNE CELLS

Treatment for EC remains less than satisfactory. Recent studies
indicate that treatment with a single PD-1 inhibition agent is
more effective for ESCC than EAC, while a combination of
inhibitors targeting PD-1 with chemotherapy is a good strategy
FIGURE 3 | Crosstalk and regulation of innate immune cells in the esophageal cancer tumor microenvironment. Among the multiple innate immune cells involved in
esophageal cancer progression, NK and gdT cells are active in the front line of anti-tumor defences with their powerful cytotoxicity. Mature dendritic cells (mDC) play
vital roles in antitumour responses by boosting the function of CD8+ effector T cells, while chemoradiotherapy can promote DC maturity by increasing HMGB1 levels
in the tumor microenvironment (TME). IL-17 derived from Th17 cells and MCs can activate CD169+ tumor infiltrating macrophages (TAMs) and effector CD8+ T cells,
as well as recruit NK cells, CD1a+ immature DCs (iDC) and neutrophils (Neu) into the TME by stimulating cancer cells to release various chemokines, thereby exerting
antitumour effects. Although the mechanism is unknown, eosinophils are also involved in the anti-tumor process. On the contrary, neutrophils can also promote
tumor development by inhibiting NK cell function in response to IL-8, as well as by forming NETs after tumor-induced apoptosis. MCs can promote tumor cell growth
through the TK1/mitogenic kinin pathway. Importantly, tumor cells can escape from innate immune surveillance by promoting TAM progression to a suppressive M2
phenotype, which inhibits CD8+ T cell function by transforming DCs into an immunosuppressive phenotype (isDC) and recruiting myeloid-derived suppressor cells to
inhibit the cytotoxic effects of CD8+ T and NK cells.
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for treatment of metastatic disease (68); however, partly due to a
lack of reliable predictive indicators of whether patients respond
effectively, the use PD-1 inhibitors, alone or with other
checkpoint antibodies, has had controversial results (36).
Problems remain for use of PD-L1 as a predictive biomarker,
because of tumor heterogeneity, a lack of reproducibility of
results, and a complex scoring system (68). Therefore, it is
imperative to identify new predictive indicators and
immunotherapy strategies.

Various tumor treatment regimens aim to enhance effector
cell function and/or control immunosuppression (9). Hence,
there is potential to treat EC by boosting innate immune
functions, such as NK cell cytotoxicity, phagocytosis, and DC
maturation, which subsequently activate and sustain tumor-
specific CD8+ T cell effects. First, the development of broad-
spectrum immune checkpoint inhibitors targeting NK cells (i.e.,
LAG3, TIM3, and PD-1, which we review here, and NKG2A,
CTLA4, TIGIT, and CD96 which require further investigation)
and/or myeloid cells (i.e., SIRPa), is a promising approach that
should be advanced in EC therapy. NK cells share the majority of
checkpoints with T cells; therefore, inhibition of these receptors
will also release various brakes on T cells and benefit both innate
immunity and T-cell functions. Second, the development of anti-
tumor antibodies that can bind to activating FcRs expressed on
innate immune cells lacking antigen receptors, such as NK cells
and macrophages, will enable them to act specifically on EC cells.
Third, multiple pattern recognition receptors expressed on the
surface of innate immune cells in mucosal sites ensure rapid
responses to pathogenic microorganisms by recognizing
pathogen-related molecular patterns. Therefore, targeting toll-
like receptors (TLRs), RIG-I-like receptors (RLRs), and
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stimulators of interferon, to generate a ‘pathogen-induced-like’
innate immune responses at the tumor site, may be promising
approaches in EC treatment, since the innate immune system
can sense the nucleic acids of growing tumors using the pathogen
and damage receptors involved in infection detection. Finally,
generating engineered CAR NK cells with high anti-tumor
activity and CAR macrophages which can be polarized towards
an anti-tumor M1 phenotype, in addition to, or instead of, CAR
T cells, may provide a route to next generation immunotherapies
for EC (Figure 4).

In conclusion, the application of these methods to clinical
treatment is based on sufficient research of innate immune
functions in the EC TME and numerous preclinical trials.
Indeed, combined therapy approaches may become the norm
in future treatment of EC.
PERSPECTIVE

The roles of innate immune cells in mucosal tissues in
maintaining regional homeostasis and in host resistance to
infection and tumor has been extensively elaborated. However,
partly due to specimen constraints and regional disparities in
incidence (i.e., its higher prevalence in developing countries,
particularly East Asia) (2), few studies have focused on innate
immunity in EC, and ongoing immunotherapy of patients with
esophageal tumors is almost entirely restricted to targeting of the
PD1/PD-L1 pathway (68). Based on the limited available data,
one limitation of this review is that we cannot comprehensively
compare the similarity or difference of innate immune cells
between ESCC and EAC.
FIGURE 4 | Immunotherapy strategies based on innate immune cells. Various tumor treatment regimens can be implemented by boosting the effector functions of
innate immune cells, including generating engineered CAR NK cells with high anti-tumor activity and CAR macrophages which can be polarized towards an anti-
tumor M1 phenotype, developing anti-tumor antibodies that can bind to activating FcRs expressed on innate immune cells lacking antigen receptors, and enabling
them to act specifically on EC cells, and targeting toll-like receptors (TLRs) and RIG-I-like receptors (RLRs), to generate a ‘pathogen-induced-like’ innate immune
responses at the tumor site, since the innate immune system can sense the nucleic acids of growing tumors using the pathogen and damage receptors involved in
infection detection. Another immunotherapy strategy is to control immunosuppression signals on innate immune cells via development of broad-spectrum immune
checkpoint inhibitors targeting NK cells (i.e., LAG3, TIM3, and PD-1, which we review here, and NKG2A, CTLA4, TIGIT, and CD96 which require further investigation)
and/or myeloid cells (i.e., SIRPa).
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Although previous research provides clues to the essential
roles of various innate immune cells in the EC TME,
considerable further investigations of their functions in EC
occurrence and development are required. It is worth noting
that the inadequacy and imbalance of the previous studies may
lead to incomplete evaluation of the complicated immune
contexture of EC. For example, gdT and NKT cells, two typical
innate immune cells which are deeply involved in anti-tumor
responses to multiple cancers, have rarely been studied in EC.
Recently, a group of innate lymphocytes, innate lymphoid cells
(ILCs), were identified. ILCs can be subdivided into ILC1, ILC2,
and ILC3, subtypes, based on cytokine production and
transcription factors associated with their development (111).
Alternatively, ILCs can be classified as cytotoxic (i.e.,
conventional NK cells) and helper ILCs, which resemble the T
cell classification (i.e., CD8+ cytotoxic T and CD4+ T helper cells)
(112). In addition to circulating cytotoxic NK cells, ILCs exhibit
clear tissue tropism, preferentially localizing to barrier tissues,
including the lung, intestine, and skin, and involving in
inflammation and carcinogenesis (112). Whether ILCs in the
esophageal mucosa participate in the development of esophageal
diseases, such as BE and EC remains unknown; hence, the
functions of these cells in EC warrants attention in future
Frontiers in Immunology | www.frontiersin.org 1029
preclinical and clinical studies. Overall, a more comprehensive
understanding of the roles of innate immune cell populations in
EC and identification of better treatment targets will likely
ultimately benefit patients with EC.
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Netherlands, 2 Institute for Complex Molecular Systems (ICMS), Eindhoven University of Technology, Eindhoven, Netherlands

Plasmacytoid dendritic cells (pDCs) are a rare type of highly versatile immune cells that
besides their specialized function of massive type I interferon (IFN-I) production are able to
exert cytotoxic effector functions. However, diversification upon toll like receptor (TLR)-
induced activation leads to highly heterogeneous responses that have not been fully
characterized yet. Using droplet-based microfluidics, we showed that upon TLR7/8 and
TLR9-induced single-cell activation only 1-3% secretes IFNa, and only small fractions
upregulate cytotoxicity markers. Interestingly, this 1-3% of early IFN-producing pDCs,
also known as first responders, express high levels of programmed death-ligand 1
(PD-L1) and TNF-related apoptosis-inducing ligand (TRAIL), which makes these hybrid
cells similar to earlier described IFN-I producing killer pDCs (IKpDCs). IFN-I priming
increases the numbers of IFNa producing cells up to 40%, but does not significantly
upregulate the cytotoxicity markers. Besides, these so-called second responders do not
show a cytotoxic phenotype as potent as observed for the first responders. Overall, our
results indicate that the first responders are the key drivers orchestrating population wide
IFN-I responses and possess high cytotoxic potential.

Keywords: plasmacytoid dendritic cells, droplet-based microfluidics, diversification, heterogeneity, interferons,
cytotoxicity, stochasticity
INTRODUCTION

Plasmacytoid dendritic cells (pDCs) are a rare type of highly versatile immune cells constituting an
extremely promising therapeutic target for infectious diseases, autoimmune diseases, and cancer.
Besides their highly specialized function to produce massive amounts of type I interferons (IFN-I),
previous studies highlighted their multifaceted biology that goes beyond the scopes of viral
immunity (1, 2). In fact, it is widely appreciated that pDCs can also exert cytotoxic effector
functions (3). However, in pathological conditions, pDCs are often in a hypofunctional or aberrant
state, with tumor-infiltrating pDCs correlating with bad prognoses (4–6). Therefore, it is crucial to
Abbreviations: IFN-I, type I interferon; IKpDC, interferon producing killer plasmacytoid dendritic cell; PBMC, peripheral
blood mononuclear cell; pDC, plasmacytoid dendritic cell; PD-L1, programmed death-ligand 1; TLR, toll-like receptor; TLRL,
toll-like receptor ligand; TRAIL, TNF-related apoptosis-inducing ligand.
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understand how pDCs can be properly activated, thereby
enhancing their antitumoral potential and enabling them to
restore local immune responses (7–9).

Over the past years, studies have revealed that pDCs are
heterogeneous, showing a wide range of diversification upon
stimulation. Subsequently, multiple different pDC subsets,
specialized in multiple different functions, have been described
(10–13). One of the most recent examples is the diversification
observed in bulk-activated pDCs for the markers CD80 and
Programmed death-ligand 1 (PD-L1), giving rise to three stable
subpopulations of which one is specialized in IFN-I production
(14). Although these studies have been very informative, an
improved fundamental understanding of pDC diversification is
needed to reveal their true intrinsic behaviors and capabilities.
Therefore, experimental approaches require not only single-cell
resolution, but also single-cell activation in which all types of
cellular interactions that average out individual cellular
responses are excluded. Droplet-based microfluidics is a high-
throughput technique that allows highly controllable single-cell
activation by encapsulating individual cells in picolitre-sized
droplets that function as tiny bioreactors (15, 16). Inside these
droplets, cells receive their input while being excluded from any
kind of interaction with other cells, thereby revealing their
intrinsic behaviors upon single-cell activation. This change in
approach revealed that upon single-cell activation only fractions
of 1-3% produce IFN-Is, which is a phenomenon that has been
observed in multiple different settings, for different types of
immune cells, both in vitro and in vivo (17–21). Additionally,
IFN-I priming revealed the crucial role of paracrine signaling in
amplifying the TLR-induced IFN-I response by increasing the
fraction of IFN-producing pDCs up to 40%, which comes to a
halt upon the administration of neutralizing antibodies (16).

In this study, we set out to investigate the cytotoxic
diversification of pDCs to a similar extend as observed for
IFN-I production. More specifically, we studied whether the
small fractions of early IFN-I producers express cytotoxic
markers, since so-called IFN-producing killer (p)DCs (IKDC/
IKpDCs) have been described in the past (22–27). PD-L1 and
TNF-related apoptosis-inducing ligand (TRAIL) have been
known for their role in pDC cytotoxicity [reviewed in (3, 7)],
and were therefore, together with a functional IFN-I readout, the
main focus of this study. Additionally, intracellular granzyme B
was assessed, since this cytolytic molecule has proven its anti-
tumor effects in a variety of pDC and NK-cell dependent killing
(3, 7, 28). Up to now, all that is known about pDC cytotoxicity
and IKpDCs has been tested only in bulk-activated pDCs.
Therefore, to the best of our knowledge, we are the first to
study the diversification of IFN-I production combined with the
expression of cytotoxic markers in single TLR-activated pDCs.
MATERIALS AND METHODS

Cell Isolation and Culture
Human primary pDCs were isolated from buffy coats of healthy
donors (Sanquin), according to institutional guidelines and
after informed consent per the Declaration of Helsinki.
Frontiers in Immunology | www.frontiersin.org 235
Peripheral blood mononuclear cells (PBMCs) were isolated via
Lymphoprep density gradient centrifugation (Stemcell
Technologies, 07861). The isolated PBMCs were washed thrice
with phosphate-buffered saline (PBS, Thermo Fisher Scientific,
20012027) supplemented with 0.6 w/v% sodium citrate
dehydrate tri-basic and 0.01 w/v% bovine serum albumin
(Sigma Aldrich, C8532; A9418). To deplete monocytes, PBMCs
were resuspended in RPMI cell culture medium (Thermo Fischer
Scientific, 11875093) supplemented with 2% human serum
(pooled; Sanquin), 1% antibiotics (penicillin-streptomycin,
Thermo Fisher Scientific, 11548876), and incubated for 1 hour
at 37 degrees Celsius in T150 cell culture flasks. Afterwards, non-
adherent cells were collected while washing the cells thrice with
PBS. Next, pDCs were isolated using magnet-activated cell
sorting (MACS) by positive selection using the CD304
Microbeat Kit (Miltenyi Biotec, 130-090-532), according to
manufacturer’s instructions. For purity assessment, a small
sample was washed with PBS supplemented with 0.5% bovine
serum albumin (later referred to as PBA) and stained for 20
minutes at 4 degrees Celsius using FITC-labeled anti-CD123 and
APC-labeled anti-CD303. The pDCs were identified as CD123+
CD303+ (average 92%, SD 4.4%, n = 12).

Soft Lithography and Microfluidic Setup
Microfluidic devices were fabricated with polydimethylsiloxane
(PDMS) base and curing agent at a ratio of 10:1 (Sylgard 184;
Sigma-Aldrich, 101697). After proper mixing, the PDMS mix
was poured onto a master silicon wafer and cured at 65°C for 3
hours. The surface of the devices was OH-terminated by
exposure to plasma (Emitech K1050X), and were sealed with
plasma-treated glass slides to yield closed microchannels.
Channels were treated with 2% silane in fluorinated HFE-7500
3MNovec (Fluorochem, 051243). Droplets were produced with a
three-inlet microfluidic device. Liquids were dispensed from
syringes driven by computer-controlled pumps (Nemesys,
Cetoni GmbH). 2.5 v/v% Pico-Surf surfactant (Sphere Fluidics,
C024) was used in fluorinated HFE-7500 3M Novec.

Bulk Activation Assay
Freshly isolated pDCs were incubated in 100 µL per 106 cells PBA
containing the IFNa Cytokine Catch Reagent (Miltenyi Biotec,
130-092-605) at 4 degrees Celsius for 20 minutes. Next, cells were
washed and resuspended in X-Vivo 15 cell culture medium
(Lonza), supplemented with 2% human serum (pooled;
Sanquin), 1% antibiotics (penicillin-streptomycin), at 25.000
cells per 100 mL in U-bottom microwell plates. For
intracellular IFNa stainings, cells were not pre-incubated with
Cytokine Catch Reagent, but directly transferred to the
microwells upon isolation.

Single-Cell Activation Assay
Freshly isolated pDCs were incubated in 100 µL per 106 cells PBA
containing the IFNa Cytokine Catch Reagent (Miltenyi Biotec)
at 4 degrees Celsius for 20 minutes. For the primed conditions,
pDCs were primed with 500 U/mL IFNb, at a concentration of
105 cells per 100 µL in U-bottom microwell plates, prior to the
incubation with IFNa Cytokine Catch Reagent. Next, cells were
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washed and resuspended in X-Vivo 15 cell culture medium
(Lonza, BE02-060Q), supplemented with 2% human serum
(pooled; Sanquin), 1% antibiotics (penicillin-streptomycin), at
2.6*106 cells/mL for single-cell encapsulation in 92 pL droplets.
Stimulus was dissolved in medium at twice the desired
concentration to account for 2x dilution in the microfluidic
device. For a list of al utilized stimuli, see Supplementary
Table 1. For droplet production, flow rates of 900 µL/h for the
oil phase and 300 µL/h for the aqueous phases were used. Droplet
production and encapsulation rates were carefully monitored
using a microscope (Nikon) at 10x magnification and a high-
speed camera. The droplet emulsion was collected and covered
with culture medium to protect droplets from evaporation. The
encapsulated cells were incubated in Eppendorf tubes with a few
punched holes to allow gas exchange, at 37 degrees Celsius and
5% CO2. After 18 hours of incubation, the droplets were de-
emulsified by adding 100 µL 20 v/v% 1H,1H,2H,2H-Perfluoro-1-
octanol (Sigma Aldrich, 370533) in HFE-7500.

Antibody Staining
Cells were washed once with PBS and dead cells were stained
with Zombie Green fixable viability dye (BioLegend, 423111),
1:10.000 in PBS, 100 µL) at 4 degrees Celsius for 20 minutes.
Subsequently, cells were washed once with PBS and incubated
with antibodies against surface proteins in 50 µL PBA at 4
degrees Celsius for 20 minutes. Next, cells were fixed and
permeabil ized with Cytofix/Cytoperm solution (BD
Biosciences, 554714) at 4 degrees Celsius for 20 minutes. Cells
were washed with Perm/Wash buffer (BD) and incubated with
antibodies against intracellular proteins in 50 µL Perm/Wash
buffer. For a full list of all utilized antibodies and reagents, see
Supplementary Table 2.

Flow Cytometry
Acquisition was performed in PBA on FACS Aria (BD
Biosciences). Flow cytometry data were analyzed using FlowJo
X (Tree Star). FMO stainings served as controls for gating
strategy. For the gating strategy, the readers are referred to
Supplementary Figure 1.

Data Analysis and Statistics
Analysis and data visualization was performed using PRISM for
windows version 9 (GraphPad). For statistical analysis, Mann-
Whitney test, and Wilcoxon signed-rank test were performed.
T-SNE multidimensional data analyses were performed using
FlowJo X (Tree Star).
RESULTS

Droplet-Based Microfluidics Allows for
Single-Cell Activation of pDCs
In vivo, pDCs operate in complex microenvironments that
influence their cellular behavior. One way to reveal this
complexity is by studying pDCs in highly controlled
microenvironments, enabled by utilizing innovative techniques
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and approaches such as droplet-based microfluidics. Cleverly
designed microfluidic chips allow for the generation of
thousands of droplets with high precision and control over the
content of each individual droplet.

In order to investigate the diversification of pDCs upon
single-cell activation, freshly isolated human pDCs were either
stimulated in bulk or individually in picolitre-sized droplets
(Figure 1A). Briefly, pDCs were isolated from human buffy
coats, primed with IFNb or left untreated, and coated with
cytokine Catch Reagent for the IFN-I readout. Therefore,
during incubation, secreted IFNa was captured on the cells’
surface (Figure 1B). The concentrations used for stimuli and
cytokines for IFN-I priming have been extensively tested, as
described elsewhere (16). Additionally, the different
concentrations used for the droplet conditions compared to the
bulk conditions were considerably chosen to correct for the total
amount of volume per cell, to ensure similar absolute quantities
of stimuli across experimental conditions. Besides, throughout
this study, IL-3 stimulation served as a control to assess the TLR-
induced up/down-regulation of the markers of interest, while
this cytokine can be considered as a growth factor which barely
induces phenotypical or functional differentiation in pDCs (14).

A microfluidic device was used to encapsulate individual cells
in water-in-oil droplets (Figures 1C, D), as previously optimized
and described (16). The Tip-Loading method was applied for
proper cell encapsulation (29). The produced droplet volumes
ranged between 70 and 110 pL (Figure 1E). Since the
encapsulation of cells in droplets is a random process following
the Poisson distribution, theoretical fractions of total droplets and
cell-containing droplets were calculated (Figure 1F). Single-cell
encapsulation was ensured by using relatively low cell seeding
densities that resulted in over 95% of cell-containing droplets with
only one cell. After incubation, pDCs were retrieved from droplets
by breaking the emulsion for additional down-stream analysis.
Although the de-emulsification of water-in-oil droplets can be
toxic to the cells, cell viability remained high throughout all
procedures, allowing reliable analysis (Figure 1G).

Taken together, our droplet-based microfluidics platform
allows for studying diversification of single TLR-activated
pDCs in highly controllable microenvironments.

Single-Cell Activation Limits the
Production of IFN-Is and the Upregulation
of Cytotoxicity Markers to Only Small
Fractions of pDCs
Recent studies have demonstrated that bulk-activated pDCs
analyzed at single-cell resolution show significant levels of
cellular heterogeneity (10, 14). These results prompted us to
explore the levels of diversification upon single-cell activation,
focusing on IFNa production, the costimulatory molecule CD80,
the cytotoxicity markers PD-L1 and TRAIL, the adhesion
molecule CD2, and the secretion of granzyme B. Based on
these markers, pDC subsets have been described in the past
(1). In order to validate our single-cell findings, bulk-activated
pDCs of matching donors served as an important control to
literature and enabled us to assess the role of paracrine signaling
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in the upregulation of the markers of interest. In turn, IFN-I
priming mimics the effects of paracrine signaling, but since the
activation of the cells in these conditions occurs in droplets, the
intrinsic behaviors are still elicited rather than the averaged
outcomes that would occur in bulk-activated pDCs.

In our experimental setup, bulk-activated pDCs reached up to
100% positivity for IFNa, as a result of the full saturation of IFNa
binding to available Catch Reagents (Figure 2A). These IFNa
molecules are produced by only a fraction of around 30% of
IFNa-producing cells, according to numerous examples in
literature (14). However, in droplets, the produced IFNa can
only bind to the pDCs that have actually produced it. Therefore,
the number of IFNa positive cells in the droplet conditions
represent the actual IFNa producers. Notably, our results of
Frontiers in Immunology | www.frontiersin.org 437
unprimed single TLR-activated pDCs, representing the first
responders, show that only a small fraction, of around 0.5-0.7%,
of cells secrete IFNa (median for CpG-C; R848: 0.54; 0.76
respectively, n =10). Upon IFN-I priming, representing the
second responders, percentages of IFN-producing pDCs
increased up to 40%. This increase is the result of the IFN-I
induced effects initiated during priming, which enhances the
response rate upon activation compared to the numbers
observed in naïve cells. This phenomenon is elicited upon both
TLR7/8 (R848) and TLR9 (CpG-C) signaling, although the
observed effect of IFN-I priming was higher for R848 activation
(p = 0.0005) compared to CpG-C activation (p = 0.006).

In accordance with literature, bulk-activated pDCs show
already levels of diversification upon TLR activation, with
A B

C

E F G

D

FIGURE 1 | Schematic overview of experimental conditions and microfluidic device. (A) Human pDCs were isolated from buffy coats, primed with 500 U/mL IFNb or
left untreated. Next, all pDCs were coated with IFNa Catch Reagent and incubated with TLR ligands (TLRL) in bulk or droplets for 18 hours. Single cell encapsulation
was achieved with concentrations of 1,300,000 cells/mL in 92 pL droplets on average. After incubation, encapsulated pDCs were retrieved from droplets by de-
emulsification. Next, pDCs were washed thoroughly, fixed and permeabilized, stained for viability, extracellular IFNa, surface marker expression, intracellular
granzyme B, and analyzed by flow cytometry. (B) Schematic representation of IFNa production in bulk vs in droplets. (C) Schematic overview of microfluidic chip
with inlets (1–3), outlet (4), and droplet production nozzle in blue rectangle. (D) Microscopic image of the droplet emulsion with single-encapsulated pDCs indicated
with white arrows. Scale bar equals 100 mm. (E) Box plot depicting droplet volumes in pL, n = 100 droplets. (F) Theoretical fractions of total droplets (left) and cell-
containing droplets (right) with x number of cells per droplet, according to the Poisson distribution, average droplet size of 92 pL, and cell concentration of 1,300,000
million cells/mL. (G) Viability of analyzed cells per experimental condition.
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varying expression levels of CD80, PD-L1 and TRAIL (Figure
2A). Upon single-cell activation, the percentages of positive cells
for these markers were significantly lower (p < 0.0001 for all
markers, compared to bulk percentages). Interestingly, the effects
of priming did not significantly affect the upregulation of these
markers, indicating an underlying mechanism other than
induced by IFN-Is. In contrast and in accordance with
literature, the expression of CD2 remained relatively stable
over time, independent of experimental conditions or stimulus
(Supplementary Figure 2). Only priming seemed to have
affected CD2 expression, with a significant reduction upon
CpG-C activation. The differences were not significant when
activated with R848. The secretion of granzyme B, assessed by
intracellular staining, was similar for both the bulk and droplet-
unprimed conditions, while priming significantly enhanced the
secretion. The interpretation of these results was based on the
finding that all pDCs that were not activated with TLR ligands
Frontiers in Immunology | www.frontiersin.org 538
expressed granzyme B, reaching up to 100% positivity
(Supplementary Figure 2). This finding is in accordance with
literature (30, 31).

The relatively low percentages of positive cells among the
single TLR-activated pDCs, compared to the bulk-activated
pDCs, raised the question whether these results were possibly
due to technical limitations of the experimental setup. Therefore,
we evaluated the expression levels of both IFNa and the
individual markers from the single-activated pDCs, and
compared these with the expression levels obtained from the
FMO controls and bulk-activated pDCs. Despite the very low
numbers of IFN-positive events in the unprimed droplet
conditions, these events could be properly distinguished from
technical noise, indicating that these events represent true IFN
producers (Figure 2B). Besides, the expression levels of the
markers of interest of single-activated pDCs reach up to those
found for bulk-activated pDCs, indicating that the pDCs
A

B C

FIGURE 2 | Single-cell analysis reveals functional and phenotypical heterogeneity within single-activated pDCs. Freshly isolated pDCs were either primed or left
unprimed, coated with IFNa Catch Reagent, and activated in bulk or droplets as described before. The pDCs were activated with 5 or 50 mg/mL CpG-C or R848,
for bulk and droplet conditions respectively, for 18h. Next, pDCs were stained for viability, IFNa secretion, marker expression of CD80, PD-L1, TRAIL, CD2,
granzyme B, and analyzed by flow cytometry. (A) Data represent mean percentages of IFNa-secreting and marker-expressing pDCs plotted against treatment
condition; error bars indicate SEM; BULK n = 11; DROP-Unprimed n = 10; DROP-Primed n = 5 for both CpG-C and R848. (B) Dot plots depicting IFNa expression
levels of FMO control and representative donor, DROP-Unprimed. Depicted in the colored boxes are negative events (gray) technological noise (red), and positive
events (green). (C) pDCs were treated as described above. The histograms are representatives of expression levels of viable pDCs stimulated with R848 in either
bulk or droplets from one donor, compared to FMO controls. Indicated with the blue dotted line are the maximum expression levels. Mann–Whitney test *p < 0.05,
**p < 0.01, ***p < 0.001. ns, non-significant.
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encapsulated in droplets can be properly activated and can
induce their expression in a proper manner (Figure 2C and
Supplementary Figure 3).

We conclude that single TLR-activated pDCs display a high
degree of diversification, leading to heterogeneous outcomes,
both functionally and phenotypically. Only small fractions
secrete IFNa and induce the expression of surface markers
CD80, PD-L1, and TRAIL. Moreover, IFN-I priming only
increases the percentage of IFN producers and does not
significantly affect the expression of cytotoxicity markers.

PD-L1+/CD80- Subsets Are Specialized
IFNa Producers and Express High Levels
of TRAIL
While still most of the subset characterization is based on
phenotypes, functional readouts are often correlated as a proof
of concept and to reveal the importance, relevance and potential
of the different subsets. Over the years, much progress has been
made in identifying IFN-secreting subsets in the pDC
compartment. One of the most recent studies identified and
characterized 3 populations, with distinct phenotypes and
functionalities, that arise upon activation in bulk. Based on the
expression of PD-L1 and CD80, populations could be defined
(14). PD-L1+/CD80- pDCs, referred to as P1, were found to be
specialized in the production of IFN-Is and prevalent in patients
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with IFN-I-mediated autoimmune diseases. PD-L1-/CD80+
pDCs, referred to as P3, were found to promote T cell
activation and Th2 differentiation. PD-L1+/CD80+ pDCs,
referred to as P2, was not further addressed as being
specialized in either IFN-I production or T cell activation.

In this study, we set out to investigate whether we could find
similar IFNa secretory profiles for P1, as described by
Alculumbre et al. Therefore, bulk activated pDCs were plotted
for PD-L1 and CD80 expression accordingly. Based on the
expression levels obtained upon IL-3 stimulation, the 3
populations were defined (Figure 3A). Only the data for the
R848-actived pDCs are shown, while for all CpG-C-activated
pDCs similar results were found, across all experimental
conditions (data not shown). Although our plots were slightly
different from the data presented in Alculumbre et al., which
could be explained by the different stimuli and incubation times
used, we were able to define the 3 populations. Unfortunately,
our experimental setup did not allow an interpretation regarding
the IFNa readout, as described in prior results sections. The
expression of TRAIL and CD2 did not significantly differ
between the 3 different populations.

Next, the 3 populations were defined for the unprimed single-
activated pDCs (Figure 3B). Interestingly, P2 and P3 were barely
present, suggesting that the diversification into these 2
populations is dependent on paracrine and/or juxtacrine
A

B

C

FIGURE 3 | PD-L1+/CD80- subsets are specialized IFNa producers and express high levels of TRAIL. Freshly isolated pDCs were either primed or left unprimed,
coated with IFNa Catch Reagent, and activated in bulk or droplets as described before. The pDCs were activated with 5 or 50 mg/mL R848, for bulk and droplet
conditions respectively, for 18h. Next, pDCs were stained for viability, IFNa secretion, surface marker expression of CD80, PD-L1, TRAIL, CD2, granzyme B and
analyzed via flow cytometry. (A) Based on the expression of PD-L1 and CD80, 3 populations were defined for the bulk activated pDCs. IL-3 stimulated pDCs served
as a control for gating. The first histogram represents the percentages of the 3 populations. Other histograms represent the percentages of positive cells for the
indicated markers, for the total viable pDCs (T) and the 3 populations (P1, P2, P3). (B) Data as in panel (A), for unprimed single-activated pDCs. Expression of
markers is only plotted for T and P1, because of the low percentages of P2 and P3 present in total. (C) Data as in (B), for primed single-activated pDCs. Bars
represent mean percentages; error bars indicate SEM; BULK n = 11; DROP-Unprimed n = 6; DROP-Primed n = 5. Mann–Whitney test *p < 0.05, **p < 0.01.
ns, non-significant.
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signaling. Because of the low abundance, the expression of IFNa,
TRAIL and CD2 could not be properly examined in these two
populations and therefore left out of the analysis. Hence, only P1,
characterized by PD-L1+/CD80- was further characterized.
Interestingly, in agreement with Alculumbre et al., we found
that P1 expressed significantly more IFNa, compared to the total
pDCs (T), implying that this population is specialized in IFNa
production. Besides, the expression of TRAIL was also
significantly higher in P1 compared to the total pDCs.

Finally, the 3 populations were defined for the primed single-
activated pDCs (Figure 3C). Similar to the unprimed single-
activated pDCs, P2 and P3 were barely present. A similar increase
in IFNa-expressing and TRAIL expressing pDCs was observed for
P1 as for the unprimed single-activated pDCs, although less potent.

A similar approach was undertaken for the CD2+ and CD2-
pDCs. Although literature characterized the co-expression of
IFN-Is, TRAIL and granzyme B for CD2+ cells, we couldn’t find
any significant differences between the CD2+ and CD2-
populations (data not shown) (10).

Together, in agreement with Alculumbre et al., our data
demonstrate an increased IFNa signature for PD-L1+/CD80-
pDCs, with high expression of TRAIL.
Frontiers in Immunology | www.frontiersin.org 740
Early IFN-Producing pDCs Share
Phenotypical Characteristics Assigned to
Previously Described Killer pDCs
The combination of IFN-I production and strong cytotoxic or
antitumor activities has been described for (p)DCs in numerous
studies (22–27). Therefore, we next zoomed in on the expression
of cytotoxic markers on the fraction of early IFN-producing
pDCs. For further analysis we used stringent gating conditions to
correct for any possible technological noise that could arise from
the binding of excessive IFNa to non-IFN-producing pDCs
during the droplet de-emulsification phase, as described earlier.

Our results show that early IFN-producing pDCs, those who
produce IFN-Is in the unprimed conditions, express relatively
high levels of PD-L1 and TRAIL compared to non-IFN-
producing pDCs (Figures 4A, B). This finding is in line with
the earlier described IFN-I-induced effect upon autocrine
signaling that results in the upregulation of these markers, but
it might as well be inherent to this specific fraction of pDCs (32,
33). Besides, considering the merged expression levels of all
donors, the secretion of granzyme B seemed to be enhanced in
IFN-producing pDCs compared to non-producing pDCs,
though not significantly (Figures 4A, B).
A

B

FIGURE 4 | IFNa producing pDCs are phenotypically similar to previously described killer pDCs. (A) Single-encapsulated pDCs were either primed or left unprimed,
incubated with IFNa Catch Reagent, activated with 50 mg/mL CpG-C or R848 for 18h and gated for IFN-producing (blue; unprimed, and green; primed) and non-
IFN-producing pDCs (red). Histograms represent relative expression levels of PD-L1, TRAIL and granzyme B for merged data of 7 and 5 representative donors for
unprimed and primed conditions, respectively. (B) Scatter plots show paired data of non-IFN-producing pDCs, IFN-producing pDCs and their corresponding
percentage of positive cells for PD-L1, TRAIL and granzyme B per donor. Wilcoxon signed-rank test. *p < 0.05. ns, non-significant.
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For the populations of second responders, those who produce
IFN-Is in the primed conditions, we found similar results, although
less potent. This could be explained by the difference in secretion
quantities between first and second responders, as literature suggests
that first responders produce more cytokines than second
responders due to multiple autocrine feedback loops (34, 35).

Altogether, first responders share phenotypical characteristics
assigned to previously described IKpDCs, with relatively high
expression of PD-L1 and TRAIL. The killer phenotype of the
second responders, however, was not as evident as for
first responders.

Multi-Dimensional Data Analysis Shows
Clustering of Early IFN-Producing pDCs
With Co-Expression of PD-L1 and TRAIL
Next, we performed multidimensional data analysis to explore
the possible existence of different pDC subsets. t-Distributed
Stochastic Neighbor Embedding (t-SNE) is a data-visualization
technique for dimensionality reduction that is particularly well
Frontiers in Immunology | www.frontiersin.org 841
suited for high-dimensional datasets. Since our panel consisted
of only 6 dimensions (IFNa, CD80, PD-L1, TRAIL, CD2, and
granzyme B), this technique is, in case of our study, more useful
for visualizing co-expression of different markers and the
indication of potential pDC subsets, rather than proving them.

Data of all representative donors were combined for robustness
of the analysis to generate the t-SNE plots. Notably, the unprimed
single-TLR activated pDCs show that the first responders form a
separate cluster, as visualized with the corresponding heatmaps,
irrespective of the TLR ligand used for activation (Figure 5). These
clusters offirst responders showed relatively high levels of cytotoxic
marker expression compared to the non-IFN producing cells.
Interestingly, the t-SNE plots revealed high numbers of co-
expression of the two cytotoxicity markers in this cluster
(percentage PD-L1 positive events of TRAIL positive events:
88.9%). Overall, for both IFN producers and non-producers, the
vast majority of TRAIL positive events co-expressed PD-L1 (co-
expression numbers of total events; median ± median absolute
deviation: 82.8% ± 6.5%, R848 activated, n = 7).
FIGURE 5 | Multi-dimensional data analysis shows clustering of early IFNa-producing pDCs with co-expression of PD-L1 and TRAIL. Single pDCs were either
primed or left unprimed, incubated with IFNa Catch Reagent, activated with 50 mg/mL CpG-C or R848 for 18 hours, retrieved, stained for viability and markers of
interest, and analyzed with flow cytometry as described earlier. Depicted are t-SNE plots based on the reanalysis of earlier presented data, based expression of
IFNa, CD80, PD-L1, TRAIL, CD2, and granzyme B; DROP-Unprimed n = 10; DROP-Primed n = 5. Individual events are colored according to the expression of each
indicated marker. Corresponding heatmap indicates the level of expression from low (blue) to high (red). Iterations 1000, perplexity 30.
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Similarly, t-SNE plots were generated for all primed single-
TLR activated pDCs. Results show that primed IFN-producing
pDCs, referred to as second responders, do no longer segregate in
a separate population as we observed for the first responders
(Figure 5). As previously shown, we confirmed that priming
does not significantly affect the expression of PD-L1 and TRAIL,
with t-SNE plots showing similar patterns of expression and co-
expression numbers as compared to the unprimed data (co-
expression numbers of total events; median ± median absolute
deviation: 85.4 ± 2.6%, R848 activated, n = 5).

Overall, the multi-dimensional data analysis visualized by t-
SNE plots showed that the unprimed IFN-producing pDCs form
a separated cluster. These results indicate that the 1-3% of early
IFN-producing pDCs are potentially a distinct subset with
relatively high expression of PD-L1 and TRAIL.

Early IFN-Producing pDCs Are Key Drivers
for Orchestrating Population-Wide IFN-I
Responses
Advancing single-cell technologies and refined experimental
approaches have highlighted the multi-layered stochasticity
present in the IFN-I system [reviewed in (36)]. This
Frontiers in Immunology | www.frontiersin.org 942
stochasticity turned out to be the underlying driver of the
cellular heterogeneity that is observed today. Computational
tools and mathematical models have helped interpret and
understand the observed cellular heterogeneity and started to
reveal the importance of first, second and non-responders
involved in all kinds of biological processes. Therefore, we
wanted to further characterize and investigate the role of first
responders in eliciting population-wide effects.

To assess population-wide IFN dynamics without the
functional presence of the first responders, freshly isolated
pDCs were first activated in droplets for 18h to eradicate the
first responders (Figure 6A). During this incubation, the first
responders will produce IFN-Is, after which they will enter an
IFN-desensitized state (37–39). Next, all remaining pDCs, those
that did not produce IFN-Is during the first activation, will
receive a second activation in bulk. As a control, freshly isolated
pDCs were directly activated in bulk to assess the IFN-I
dynamics for the first crucial hours, measured by intracellular
IFNa. These results show that within the first 4 hours the peak of
IFN positive cells has passed, reaching up to 40% positivity
(Figure 6B). This number corresponds with the second
responders fraction described in prior result sections. In the
A B

C D

FIGURE 6 | Timing of IFN-I dynamics is key for orchestrating population-wide IFN-I responses. (A) Freshly isolated pDCs were either only activated in bulk with 5
mg/mL R848 (2) or first activated in droplets with 50 mg/mL R848 (1), followed by the activation in bulk (2). In theory, activation 1) leads to the eradication of first
responders (minus FR), whereas activation 2), without prior activation 1), will still include the first responders (plus FR). Next, cells were fixed, permeabilized and
stained for intracellular IFNa over the course of the first 4 hours after bulk activation (2). (B) Depicted are the dynamics of IFNa positive cells per condition. The
additives IFNa (100pg), IFNb (250pg), and conditioned medium (CM, 100%) were added upon activation 2). Dots represent mean percentages; error bars represent
SEM, n = 6. (C) Schematic overview of proper IFN-I induction by a small fraction of first responders, induced upon viral detection. Subsequently, the secreted IFN-Is
induce the larger fraction of second responders, which arise from the population that did not became a first responder in the earlier phase. The majority is left
unresponsive. (D) Without the proper timing of the IFN-induced responses by the first responders, pDCs will enter a hypofunctional state, as observed in panel (B).
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absence of first responders, these levels of IFNa positive cells
were not met. In fact, levels remained within the 1-3% range.

Following that, we assumed that the IFN-I response could be
restored by supplying the approximate amount of IFN-Is that is
usually produced by the first responders. Therefore, we added
small amounts of IFNa or IFNb to the conditions without the
first responders present. Different amounts of IFN-Is were tested,
ranging from 1 pg up to 1 mg (data not shown). However, none of
it led to the increase in IFNa positive events. Finally, we added
conditioned medium obtained from 1h bulk activation to the
conditions without the first responders present, to ensure the
right range of input for the second responders to get activated.
Interestingly, also this approach did not led to the increase in
IFNa positive events. This made us hypothesize that, under
physiological conditions, population-wide IFN-I responses are
driven by fractions of first responders, because of their fast and
potent peak in IFNs that elicits the second responders (Figure
6C). When this trigger is delayed, the activated cells enter a
hypofunctional state (Figure 6D).

To conclude, our results indicate that first responders can
potentially serve as the key drivers of population wide IFN-I
responses. In our experimental setup, IFN-I responses are
impaired without their proper functioning.
DISCUSSION

The multifaceted biology of pDCs makes this versatile immune
cell a promising therapeutic target for a wide range of diseases.
The combination of their highly specialized function to produce
massive amounts of IFNs, together with their ability to exert
cytotoxic effector functions, makes pDCs the ideal treatment
target to improve current immune therapies. Over the past
decades, multiple different studies revealed heterogeneity
present in the pDC compartment (10–14, 16). By changing the
experimental approach from bulk activation to single-cell
activation, we were able to further dive into the complex pDC
biology by highlighting the important role for the first
responders in eliciting population-wide IFN-I responses.

Similar to the phenomenon of a small fraction producing
IFN-Is upon single TLR-activation, only small fractions of pDCs
upregulate important cytotoxic markers, similar to the earlier
described IKpDCs. It would be interesting to evaluate whether,
besides their specialized function to secrete massive amounts of
IFN-Is, IKpDCs share functional and phenotypical
characteristics with NK cells, since several observations have
suggested that these cells could represent a subset of NK cells
(24). Additionally, our results are in agreement with previous
studies that describe the effect of removing cell-to-cell
communication resulting in a decreased expression of surface
markers (16, 19). The phenomenon of a small fraction of cells
amplifying population wide responses by activating surrounding
cells via paracrine signaling has been extensively studied and
proven for IFN-I signaling and multiple other immune reactions
(17, 19, 40, 41). By making only a small fraction of cells respond
to the initial stimulus, the response can be tightly regulated.
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For IFN signaling, this tight balance is crucial to avoid the
harmful effects of excessive amounts of IFNs. For that matter,
pDCs were classically described as being refractory to IFNa
production upon repeated TLR activation, which could explain
the non-responsiveness we observed in our study (42, 43).
However, to the best of our knowledge, we are the first that
have activated pDCs twice, of which the first activation happened
in total isolation. Therefore, we can now conclude that this
hypofunctional state is not initiated by soluble mediators
released from the responding cells, but an intrinsic factor of
pDC biology mediated by TLR-signaling.

Up to now, only HIV-stimulated pDCs allow for persistent
IFNa production upon repeated stimulation (44). This persistent
IFNa production was correlated with increased levels of IRF7
and was dependent upon the autocrine IFNa/b receptor
feedback loop. Besides, multiple studies have proven the
correlation between high basal expression levels of IRF7 with
responsiveness, for both pDCs and other cell types (35, 45–48).
IRF7 deficiency can even lead to recurrent influenza infection in
humans, emphasizing its crucial role in eliciting proper IFN-I
responses (49). This makes us hypothesize that the basal
quantitative level of IRF7 present in single cells could
potentially be one of the determining factors influencing
cellular decision making, in particular whether to become a
first or second responder, even though it has been stated that
pDCs constitutively express background levels of IRF7 (50).

The multi-layered stochasticity underlying the IFN-I dynamics,
thereby determining the first, second and non-responders,
remains elusive. Though, the first responders seem to comprise
a subset of high importance due to their dedication to the mass
production of IFN-Is. Therefore, this subset is able to drive and
orchestrate the population-wide IFN responses. In addition,
possibly due to the autocrine signaling, the cytotoxic markers
PD-L1 and TRAIL get upregulated, making them an ideal target
for immune therapies. The question remains whether such hybrid
cell will excel in performing both tasks in vivo. Although this
subset might not excel in both, it could still be a crucial driver of all
kinds of pDC functionalities. Therefore, a better understanding on
the role of these highly specialized hybrid cells in orchestrating
population-wide responses might push the field of pDC-based
immune therapies to a new therapeutic level.
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Tudelska K, et al. Cell Fate in Antiviral Response Arises in the Crosstalk of
IRF, Nf-kb and JAK/STAT Pathways. Nat Commun (2018) 9:1–14.
doi: 10.1038/s41467-017-02640-8

39. Schneider WM, Chevillotte D, Rice CM. Interferon-Stimulated Genes: A
Complex Web of Host Defenses. Annu Rev Biochem (2014) 32:513–45.
doi: 10.1146/annurev-immunol-032713-120231
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Human monoclonal antibodies (mAbs) are valuable tools to link genetic information with
functional features and to provide a platform for conformational epitopemapping. Additionally,
combined data on genetic and functional features provide a valuable mosaic for systems
immunology approaches. Strategies to generate human mAbs from peripheral blood have
been described and used in several studies including single cell sequencing of antigen-binding
B cells and the establishment of antigen-specific monoclonal Epstein-Barr Virus (EBV)
immortalized lymphoblastoid cell lines (LCLs). However, direct comparisons of these two
strategies are scarce. Hence, we sought to set up these two strategies in our laboratory using
peanut 2S albumins (allergens) and the autoantigen anti-Rho guanosine diphosphate
dissociation inhibitor 2 (RhoGDI2, alternatively ‘ARHGDIB’) as antigen targets to directly
compare these strategies regarding costs, time expenditure, recovery, throughput and
complexity. Regarding single cell sequencing, up to 50% of corresponding V(D)J gene
transcripts were successfully amplified of which 54% were successfully cloned into
expression vectors used for heterologous expression. Seventy-five percent of
heterologously expressed mAbs showed specific binding to peanut 2S albumins resulting
in an overall recovery of 20.3%, which may be increased to around 29% by ordering gene
sequences commercially for antibody cloning. In comparison, the establishment of
monoclonal EBV-LCLs showed a lower overall recovery of around 17.6%. Heterologous
expression of a mAb carrying the same variable region as its native counterpart showed
comparable concentration-dependent binding abilities. By directly comparing those two
strategies, single cell sequencing allows a broad examination of antigen-binding mAbs in a
moderate-throughputmanner, while the establishment of monoclonal EBV-LCLs is a powerful
tool to select a small number of highly reactivemAbs restricted to certainBcell subpopulations.
Overall, both strategies, initially set-up for peanut 2S albumins, are suitable to obtain human
mAbs and they are easily transferrable to other target antigens as shown for ARHGDIB.

Keywords: monoclonal antibodies, single cell sequencing, immortalization, limiting dilution, antigen-specific
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INTRODUCTION

Antibody diversity enables the adaptive immune system to
generate a humoral response against virtually any antigen.
Gene recombination of variable (V), diversity (D) and joining
(J) gene segments for the heavy chain and V and J gene
segments for the corresponding light chain results in a wide
variety of antibodies with distinct specificities. The diversity is
even enlarged by imprecision during the V(D)J gene
rearrangement process (1, 2). The introduction of somatic
hypermutations is an additional tool to increase diversity but
more importantly to strengthen antibody’s affinity against the
respective target (3).

Disease-related specific antibody repertoires are often
studied by comparing specific B cell subpopulations between
patients and healthy donors using next generation sequencing
(4–7). This powerful approach, however, does not provide any
information about antigen reactivity, affinity and functionality.
For this reason, several studies included the generation of
human monoclonal antibodies (mAbs) in order to assess their
functionality and to map their characteristics related to their
genetic features (8, 9). Besides identifying genetic features
associated with health or disease, human mAbs can support
the mapping of conformational epitopes formed by closely
located amino acids upon folding (9). While linear epitopes,
comprised of sequential amino acids, can easily be mapped by
e.g. peptide microarrays, the mapping of conformational
epitopes requires more sophisticated techniques like mass
spectrometry, nuclear magnetic resonance spectroscopy and/
or mutation libraries (10). Since these techniques can hardly be
executed with patient serum containing polyclonal antibodies,
human mAbs are powerful tools to overcome this obstacle.
Moreover, data obtained with mAbs derived from humans are
thought to be more easily translatable to clinical research
compared to data obtained with e.g. mouse-derived mAbs (9,
11). Additionally, these genetic and functional data can
provide a valuable mosaic for systems immunology
approaches, which model the complexity of the immune
system in silico.

The first human mAbs were obtained in the early 90’s by
phage display technology using single chain or Fab fragment
libraries (12, 13). Nearly simultaneously, transgenic animals
consisting of human immunoglobulin genes provided an
additional tool (14). These approaches, however, are artificial
and cannot represent a complete human antibody repertoire,
emphasizing the advantage of mAbs generated from human
peripheral blood or tissues. The first strategy to generate
human mAbs from periphera l blood included the
establishment of immortalized B cell lines by Epstein-Barr
Virus (EBV) infection followed by limiting dilution cloning
(15, 16). More recently, the immortalization by EBV was partly
replaced by BCl-6 overexpression mimicking a germinal center
status accompanied by constant antibody secretion (17). The
most recent technique, however, is single cell sequencing with
subsequent heterologous antibody expression (18).

This study provides a detailed description and comparison of
two different strategies to generate human mAbs including single
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cell sequencing of antigen-binding B cells (Method 1) and the
establishment of monoclonal EBV-immortalized B cell lines
(Method 2). Both methods were used to generate human mAbs
against peanut 2S albumins, major allergens in peanut allergy,
and anti-Rho guanosine diphosphate dissociation inhibitor 2
(RhoGDI2, alternative and used ‘ARHGDIB’), a non-HLA
target potentially involved in graft failure upon kidney
transplantation (19). The generation of peanut 2S albumin-
specific mAbs enables the evaluation of differences between
specific antibody repertoires of peanut allergic and tolerant
patients sensitized to these allergens. mAbs directed against
ARHGDIB, on the other hand, enables the assessment of the
role of ARHGDIB-specific mAbs in the pathogenesis of non-HLA
related graft failure upon kidney transplantation, which can
potentially lead to new therapeutic concepts in this context.
Method 1 is especially suitable for a broad examination of
antigen-binding mAbs due to a less selective process compared
to Method 2. Method 2, however, is a powerful tool to select a
small number of highly reactive mAbs potentially applicable in
the development of treatment strategies. A schematic overview of
both methods is shown in Figure 1.
MATERIALS

Kits

EZ-Link™ Sulfo-NHS-Biotin, 21217, ThermoFisher Scientific,
Waltham, Massachusetts, US

Pierce™ NHS-Activated Magnetic Beads, 88826, ThermoFisher
Scientific, Waltham, Massachusetts, US

Transcriptor First Strand cDNA Synthesis Kit, 04379012001,
Roche, Basel, Switzerland

Human B cell isolation kit II, 130-091-151, Miltenyi Biotec,
Bergisch Gladbach, Germany

NucleoSpin gel and PCR clean up, REF 740609.250, Macherey
Nagel, Düren, Germany

NucleoSpin Plasmid EasyPure, REF 740727.50, Macherey Nagel,
Düren, Germany

Enzymes

RNAse inhibitor, N8080119, ThermoFisher Scientific, Waltham,
Massachusetts, US

RNAsin, N2515, Promega, Madison, Wisconsin, US

SuperScript™ III Reverse Transcriptase, 18080044, ThermoFisher
Scientific, Waltham, Massachusetts, US

AmpliTaq Gold™ DNA polymerase, N8080249, ThermoFisher
Scientific, Waltham, Massachusetts, US

Exonuclease I (E. coli), M0293L, New England BioLabs, Ipswich,
Massachusetts, US

FASTAP Thermosensitive Alkaline Phosphatase, EF0651,
ThermoFisher Scientific, Waltham, Massachusetts, US

Phusion high-fidelity DNA polymerase, M0530L, New England
BioLabs, Ipswich, Massachusetts, US
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AmpliTaq polymerase, N8080161, ThermoFisher Scientific,
Waltham, Massachusetts, US

EcoRI restriction enzyme, R0101L, New England BioLabs,
Ipswich, Massachusetts, US

NheI restriction enzyme, R0131L, New England BioLabs,
Ipswich, Massachusetts, US

BsiWI restriction enzyme, R0553L, New England BioLabs,
Ipswich, Massachusetts, US

AvrII restriction enzyme, R0174L, New England BioLabs,
Ipswich, Massachusetts, US

T4 Polynucleotide kinase, M0201L, New England BioLabs,
Ipswich, Massachusetts, US

T4 DNA ligase, M0202L, New England BioLabs, Ipswich,
Massachusetts, US
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Antibodies
Antibodies for Single Cell Sorting
CD45-Pacific Orange, clone HI30, final dilution 1:40, MHCD4530,

ThermoFisher Scientific, Waltham, Massachusetts, US

CD3-Pacific Blue, clone UCHT1, final dilution 1:160, 558117,
BD Biosciences, East Rutherford, New Jersey, US

CD19-Fluorescein isothiocyanate, clone 4G7, final dilution 1:20,
345776, BD Biosciences, East Rutherford, New Jersey, US

CD14-R-phycoerythrin-cyanine dye Cy7, clone M5E2, final
dilution 1: 800, 2109070, Sony Biotechnology, Inc., San Jose,
California, US

CD16-R-phycoerythrin-cyanine dye Cy7, clone 3G8, final
dilution 1:1000, 557744, BD Biosciences, East Rutherford,
New Jersey, US
FIGURE 1 | Schematic overview on two different methods to generate human mAbs. (A) Method 1: “Single cell sequencing”: B cells for single cell sorting were
captured by double-positive antigen-tetramer staining (1 + 2). Upon transcription of total mRNA into cDNA, the V(D)J gene transcripts of the heavy and
corresponding light chain were amplified by reverse transcriptase polymerase chain reaction (RT-PCR) using multiplex primers (3). The V(D)J gene usage was
determined by Sanger sequencing and respective specific simplex primers were used to introduce restriction sites for subsequent cloning (4). Amplified V(D)J gene
transcripts were cloned into commercially available pFUSEss-IgH vectors (Invivogen) carrying either the heavy or light chain constant backbone (Fc) (5). Vectors with
correctly incorporated V(D)J gene transcripts were used for transient mammalian cell transfection (6) and the specificity was examined upon heterologous expression
using a direct ELISA (7). OD A, optical density antigen; OD T, optical density transferrin (control). (B) Method 2: “Establishment of monoclonal EBV-LCLs”: Antigen-
binding B cells were captured from B cells immortalized by Epstein-Barr Virus (EBV) using antigen-coupled magnetic beads (1 + 2). Based on theoretical frequency
of antigen-binding B cells, cells were directly cloned by seeding 5 cells/well on top of irradiated PBMCs as feeder cells (3). After 4 weeks of culturing, the
supernatants were checked for antibodies binding specifically to the antigen of interest (4). B cells with supernatant containing specific antibodies were seeded for an
additional round of cloning (5) and the resulting supernatant was screened for specific antibodies (6) after additional 4 weeks of culturing. Monoclonality was checked
by Sanger sequencing and the mAbs can be heterologously expressed as described for Method 1. LCLs, lymphoblastoid cell lines; OD A, optical density antigen;
OD T, optical density transferrin (control).
May 2021 | Volume 12 | Article 660037

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Ehlers et al. Generation of Monoclonal Antibodies
Streptavidin-Allophycocyanin, 17-4317-82, ThermoFisher
Scientific, Waltham, Massachusetts, US

Streptavidin-R-phycoerythrin, 12-4317-87, ThermoFisher
Scientific, Waltham, Massachusetts, US
Antibodies for ELISA

Goat anti-human IgE coupled with horse radish peroxidase
(HRP), 5210-0158, KPL, Gaithersburg, Maryland, US:

Goa t an t i -human kappa ant ibody-HRP, 2060-05 ,
SouthernBiotech, Homewood, Alabama, US

Goat ant i-human lambda ant ibody-HRP, 2070-05,
SouthernBiotech, Homewood, Alabama, US

Goat anti-human IgG FcY-HRP, 109-035-098, Jackson
ImmunoResearch, Philadelphia, Pennsylvania, US

Goat anti-human IgG-PE antibody, 109-116-170, Jackson
ImmunoResearch, Philadelphia, Pennsylvania, US

Donkey Anti-Goat IgG (H+L)-PE, 705-116-147, Jackson
ImmunoResearch, Philadelphia, Pennsylvania, US
Vectors

pFUSEss-CHIg-hE (hEF1-HTLV promotor, IL-2 signal sequence
for secretion, multiple cloning site upstream the constant
region and zeocin resistance gene for selection), pfusess-
hche2, Invivogen, San Diego, California, US

pFUSEss-CHIg-hG1 (hEF1-HTLV promotor, IL-2 signal
sequence for secretion, multiple cloning site upstream the
constant region and zeocin resistance gene for selection),
pfusess-hchg1, Invivogen, San Diego, California, US

pFUSEss-CLIg-hk (hEF1-HTLV promotor, IL-2 signal sequence
for secretion, multiple cloning site upstream the constant
region and blasticidin resistance gene for selection), pfuse2ss-
hclk, Invivogen, San Diego, California, US

pFUSEss-CHIg-hl (hEF1-HTLV promotor, IL-2 signal sequence
for secretion, multiple cloning site upstream the constant
region and blasticidin resistance gene for selection), pfuse2ss-
hcll, Invivogen, San Diego, California, US

pAdVAntage™ Vector, E1711, Promega, Madison, Wisconsin, US

Cell Lines

Human embryonic kidney cells (HEK293-F (RRID : CVCL_6642),
ThermoFisher Scientific, Waltham, Massachusetts, US

E. coli TOP10 cells, C404010, ThermoFisher Scientific, Waltham,
Massachusetts, US

Irradiated (35 Gy) PBMCs, feeder cells for EBV-LCLs, freshly
obtained from blood bank donors

Medium

Fast-Media Zeo Agar (Lysogency Broth (LB) medium containing
agar and zeocin), fas-zn-s, Invivogen, San Diego, California, US
Frontiers in Immunology | www.frontiersin.org 449
Fast-Media Zeo Liquid (LB medium containing zeocin), fas-zn-s,
Invivogen, San Diego, California, US

Fast-Media Blas Agar (LB medium containing agar and
blasticidin), fas-bl-s, Invivogen, San Diego, California, US

Fast-Media Blas Liquid (LB medium containing blasticidin), fas-
bl-s, Invivogen, San Diego, California, US

FreeStyle 293 expression medium, ThermoFisher Scientific,
Waltham, Massachusetts, US

RPMI-1640, 11554526, ThermoFisher Scientific, Waltham,
Massachusetts, US supplemented with 20% fetal calf serum
and 1% Penicillin-Streptomycin
Virus
Epstein-Barr virus was obtained from the supernatant of B95-8
cells, ACC 100, German Collection of Microorganisms and Cell
Cultures GmbH, Braunschweig, Germany

Antigens
Native peanut 2S albumins: isolated from roasted peanuts as
described previously by Ehlers and colleagues (20)

ARHGDIB, heterologously expressed in HEK 293F cells, as
described previously by Kamburova and colleagues (21)
METHODS

For the evaluation of both methods, we obtained blood from 14
blood bank donors who gave broad written informed consent at
the research blood bank of the University Medical Center
Utrecht (Mini Donor Dienst). Additionally, we included data
from patients who were recruited for a study on peanut allergy
and tolerance including 6 peanut-allergic, 6 peanut-tolerant
patients and 5 non-atopic controls (obtained from the research
blood bank) for single cell sorting of 2S albumin-binding B cells.
Peanut allergic and tolerant patients gave written informed
consent at the time point of inclusion. The corresponding
study was approved by the Medical Ethical Committee at the
University Medical Center Utrecht under the number 17-945
(20). An overview on which sample was used for which
evaluation is shown Table 1.

Method 1: “Single Cell Sequencing of
Antigen-Binding B Cells”
Antigen-Tetramer Formation
Isolated peanut 2S albumins (20) or heterologously expressed
ARHGDIB (21) were treated with an excess of biotin in
accordance with manufacturer’s instructions. The excess of biotin
resulted in on average four biotin molecules per one molecule
protein (EZ-Link™ Sulfo-NHS-Biotin). Antigen-tetramers were
subsequently formed by separately adding streptavidin-R-
phycoerythrin or streptavidin-Allophycocyanin to the biotinylated
2S albumin fraction or ARHGDIB in a molecular ratio of 1:1
(streptavidin: protein) (22, 23).
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Single-Cell Sorting of Antigen Specific B Cells
Blood was drawn into heparin-coated tubes and freshly processed
within 24 hours. Peripheral blood mononuclear cells (PBMCs)
were obtained by density gradient centrifugation (Ficoll paque,
SigmaAldrich) and they were finally resuspended in PBS
containing 0.5% bovine serum albumin (BSA) and 2 mM
EDTA. Subsequently, B cells were negatively enriched from the
PBMCs fraction using antibody-coated magnetic beads (B cell
isolation kit II). Enriched B cells were centrifuged (1000 x g, 20 °C,
5 min) and resuspended in PBS containing 0.5% BSA and 2 mM
EDTA to obtain a concentration of 2*10^6 cells/40 μl. These B
cells were stained for antigen specificity with 10 μl stainingmix per
40 μl cell suspension using CD45-Pacific Orange (final dilution:
1:40), CD3-Pacific Blue (final dilution: 1:160), CD19-Fluorescein
isothiocyanate (final dilution: 1:20), CD14-R-phycoerythrin-
cyanine dye Cy7 (final dilution: 1:800), CD16-R-phycoerythrin-
cyanine dye Cy7 (final dilution: 1:1000) and antigen-tetramers
[75 pg1 2S albumins, 1.1 ng2 ARHGDIB (24)]. Stained B cells were
gated for CD45+, CD3-, CD19+, antigen tetramers (double
positive) + and CD14/16- and single cell sorted into 96 wells
fully-skirted PCR plates supplemented with 14 mM DTT and
11.2 U RNAse inhibitor in a total volume of 4 μl 0.5x PBS. Plates
containing single-sorted B cells were immediately put on dry ice
and stored at -80 °C until further processing. Before single cell
sorting, the Aria II was calibrated to sort single cells into the
middle of the respective well to minimize the probability that the
sorted cell hits the wall.

For the selection of 2S albumin-binding B cells, a positive
control comprising PBMCs from a healthy donor with detectable
2S albumin-binding B cells in previous experiments was included
(healthy donor from the research blood bank but not belonging
to the healthy donor pool used for analysis). B cells stained with
biotin were used as negative control (Ctr 1). The gating was
based on the respective negative control 1. An additional
negative control (Ctr 2) was added to evaluate the optimal
dilution of the used antigen-tetramers. This control consisted
of a pre-incubation step with non-biotinylated antigen (75 pg 2S
albumins, 1.1 ng ARHGDIB) followed by the normal staining
30*10^6 antigen-tetramers sufficient for approximately 150-300 resting B cells.

112*10^6 antigen-tetramers sufficient for approximately 500-1000 resting B
1≙
2≙

cells.
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protocol described above (Figure 1A, Step 1 and 2). The final
gating strategy is shown in Figure 2.

Gene Amplification of B Cell Receptors
V(D)J gene transcripts amplification was performed as previous
described with minor modifications (18, 22, 25). While keeping
the frozen B cells on dry ice, they were supplemented with 1.4%
NP-40, 3 U RNAse inhibitor and 7 μM hexamer primers
reaching a total volume of 7.5 μl. For primer annealing, this
mixture was subsequently incubated for one minute at 68 °C and
cDNA transcription was performed in accordance with
manufacturer’s instruction (SuperScript III). The resulting
cDNA was subsequently used as template for the amplification
of the heavy chain and its corresponding light chain gene
transcript. Amplification was accomplished with 1.25 U hot-
start DNA polymerase (AmpliTaq Gold), 2.5 mM MgCl2, 1 mM
dNTP mix and 40 nM multiplex primers (Table 2) for 50 cycles.
The annealing temperature was set to 62, 60 and 58 °C for heavy,
k and l light chain, respectively (Figure 1A, Step 3).

Note: Primers aliquots (10 μM) should be stored in 5 mM
Tris-HCl buffer, pH 8.0 instead of Milli-Q water to prevent
degradation. Before using the primers for amplification, the
primers are diluted 1:10 (1 μM) using Milli-Q water.

Sequence Analysis of B Cell Receptors
Amplified V(D)J gene transcripts were purified by adding 0.5 μl
Exo RI (0.01 U) and 1 μl FAST-AP (1 U) and incubating this
mixture for 30 min at 37 °C followed by 20 min at 80 °C. Purified
heavy chain gene transcripts were Sanger sequenced by
Macrogen service using 200 nM multiplex reverse or
framework (FR)1 forward primers. Light chain gene transcripts
were sequenced using 200 nM of the respective reverse primers
(Table 2). To check the quality of the sequences, they were
evaluated using Chromas Lite, version 2.6.5. Double peaks,
potentially resulting from errors in the beginning of the
amplification reaction, were aligned to their germline and
corrected if plausible. Quality-checked gene sequences were
saved as FASTA files and subsequently used for automatic
germline alignment using the IgBLAST web interface
(reference: IMGT database) (26). The resulting output was
written into a SQLite database using R 3.6.3.
TABLE 1 | Patient samples used for each part of the protocol.

Antigen Patient samples

Method 1: “Single cell sequencing of antigen-binding B cells”
FACS set-up Peanut 2S albumins 4 blood bank donors†
Amplification 6 blood bank donors†
Ab expression Study population
FACS set-up ARHGDIB 3 blood bank donors‡
Ab expression 1 blood bank donor‡
Method 2: “Establishment of monoclonal EBV-LCLs”
Optimal seeding density Peanut 2S albumins 1 blood bank donor
Cloning round 1 2 blood bank donors§
Cloning round 2 2 blood bank donors§
Cloning round 1 ARHGDIB 2 blood bank donors¶
Cloning round 2 2 blood bank donors¶
May 2021 | Volum
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Cloning of V(D)J Gene Transcripts
To ensure the cloning of the entire V(D)J gene transcript without
the introduction of additional amino acids, restriction sites were
introduced with specific V gene forward and J gene reverse
primers (Table 2). This introduction was achieved using 0.5 U
Phusion high-fidelity DNA polymerase in presence of 1x
reaction buffer, 2.5 mM MgCl2, 1 mM dNTP mix and 400 nM
respective forward and reverse primers. The annealing
temperature was set to 62, 60 and 58 °C for heavy, k and l
light chain, respectively and the amplification reaction was
performed for 30 cycles. Gene products, purified accordingly to
manufacturer’s instructions (NucleoSpin gel and PCR clean up),
Frontiers in Immunology | www.frontiersin.org 651
were digested with 1 U of the respective restriction enzymes Eco
RI and NhE I (heavy chain), BsWi (k light chain) or Avr II (l
light chain). Before cloning the digested gene products into
human IgH and IgL pFUSEss expression vectors, they were
purified as already described and phosphorylated with 1 U T4-
polynucleotide kinase for 60 min at 37 °C followed by 20 min at
65 °C. To prevent self-ligation, 1 μg of digested - 1 U respective
restriction enzymes - and gel-purified parent vector was
dephosphorylated with 4 U FAST-AP for 10 min at 37 °C
followed by 10 min at 70 °C. Dephosphorylated vectors were
mixed with digested gene products in a molecular ratio of 5:1 and
incubated with 1 U T4 ligase for 1 hour at room temperature.
FIGURE 2 | Flow cytometry gating strategy to obtain antigen-specific B cells. The selection of antigen-specific B cells (derived from a peanut-tolerant patient) was
based on expression of CD45+ (CD45-PO), CD3- (CD3-PB), CD19+ (CD19-FITC) and double-positive binding to biotinylated antigen coupled with either
streptavidin-PE or streptavidin-APC. This population must be negative for CD14 (CD14-PerCP/Cy7) and CD16 (CD16-PerCP/Cy7) expression.
May 2021 | Volume 12 | Article 660037
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The ligated vector was transformed into competent E. coli Top10
cells by allowing them to rest on ice for 30 min and subsequently,
by incubating the mixture for 45 seconds at 42 °C (heat shock).
Overnight grown colonies (LB Agar containing Zeocin or
Blasticidin) were screened for incorporated V(D)J gene
transcripts by PCR using 400 nM forward primers binding to
the respective FR2 region and 400 nM reverse primers suitable
for the constant part of the respective vector (Table 2) in
presence of 2.5 U AmpliTaq polymerase, 2.5 mM MgCl2 and
1 mM dNTP mix. The annealing temperature was set to 63, 62
and 61 °C for heavy, k and l light chain, respectively and the
amplification cycle was repeated for 30 times. Positive clones
were grown overnight in 3 ml LB medium containing either
zeocin or blasticidin. Purified vectors (NucleoSpin Plasmid
EasyPure) were Sanger sequenced using the Macrogen service
and the correctness was verified by aligning the vector sequence
to the first sequence result (Figure 1A, Step 4 and 5).
TABLE 2 | Primers used for single cell amplification, sequencing and cloning control;
underlined: restriction sites; iltalic: additional nucleotide to ensure correct insertion.

Primer Sequence

Heavy chain primer forward
Single cell RT-PCR
5’ L-Vh1 ACAGGTGCCCACTCCCAGGTGCAG
5’ L-Vh3 AAGGTGTCCAGTGTGARGTGCAG
5’ L-Vh4/6 CCCAGATGGGTCCTGTCCCAGGTGCAG
5’ L-Vh5 CAAGGAGTCTGTTCCGAGGTGCAG
Introduction restriction sites
5’ EcoRI_VH1 ATATTGAATTCGCAGGTGCAGCTGGTGCAG
5’ EcoRI_VH1/5 ATATTGAATTCGGAGGTGCAGCTGGTGCAG
5’ EcoRI_VH1-18 ATATTGAATTCGCAGGTTCAGCTGGTGCAG
5’ EcoRI_VH1-24 ATATTGAATTCGCAGGTCCAGCTGGTACAG
5’ EcoRI_VH3 ATATTGAATTCGGAGGTGCAGCTGGTGGAG
5’ EcoRI_VH3-23 ATATTGAATTCGGAGGTGCAGCTGTTGGAG
5’ EcoRI_VH3-33 ATATTGAATTCGCAGGTGCAGCTGGTGGAG
5’ EcoRI_VH3-9 ATATTGAATTCGGAAGTGCAGCTGGTGGAG
5’ EcoRI_VH4 ATATTGAATTCGCAGGTGCAGCTGCAGGAG
5’ EcoRI_VH4-34 ATATTGAATTCGCAGGTGCAGCTACAGCAGTG
5’ EcoRI_VH4-39 ATATTGAATTCGCAGCTGCAGCTGCAGGAG
5’ EcoRI_VH6-1 ATATTGAATTCGCAGGTACAGCTGCAGCAG
Sanger Sequencing
5’ Vh1-FR1_(1-2) GGCCTCAGTGAAGGTCTCCTGCAAG
5’ Vh2-FR1_(2-5) GTCTGGTCCTACGCTGGTGAAACCC
5’ Vh3-FR1_(3-7) CTGGGGGGTCCCTGAGACTCTCCTG
5’ Vh4-FR1_(4-4) CTTCGGAGACCCTGTCCCTCACCTG
5’ Vh5-FR1_(5-51) CGGGGAGTCTCTGAAGATCTCCTGT
5’ Vh6-FR1_(6-1) TCGCAGACCCTCTCACTCACCTGTG
Colony screening
5’ Vh1-FR2_(1-2) CTGGGTGCGACAGGCCCCTGGACAA
5’ Vh2-FR2_(2-5) TGGATCCGTCAGCCCCCAGGGAAGG
5’ Vh3-FR2_(3-7) GGTCCGCCAGGCTCCAGGGAA
5’ Vh4-FR2_(4-4) TGGATCCGCCAGCCCCCAGGGAAGG
5’ Vh5-FR2_(5-51) GGGTGCGCCAGATGCCCGGGAAAGG
5’ Vh6-FR2_(6-1) TGGATCAGGCAGTCCCCATCGAGAG
5’ Vh7-FR2_(7) TTGGGTGCGACAGGCCCCTGGACAA
Heavy chain primer reverse
Single cell RT-PCR
3’ CH1_IgA* AGCCCTGGACCAGGCA
3’ CH1_IgE*,** GAAGACGGATGGGCTCTGT
3’ CH1_IgG*,** GGAAGGTGTGCACGCCGCTG
3’ CH1_IgM* GGGAATTCTCACAGGAGACG
Introduction restriction sites
3’ NheI_JH1/2/4/5 ATGCTAGCTGAGGAGACGGTGACCAG
3’ NheI_JH3 ATGCTAGCTGAAGAGACGGTGACCATTG
3’ NheI_JH6 ATGCTAGCTGAGGAGACGGTGACCGTG
Kappa light chain primer forward
Single cell RT-PCR
5’ L-Vk1/2 ATGAGGSTCCCYGCTCAGCTGGTGG
5’ L-Vk3 CTCTTCCTCCTGCTACTCTGGCTCCCAG
5’ L-Vk4 ATTTCTCTGTTGCTCTGGATCTCTG
Introduction restriction sites
5’ EcoRI_Vk1-5 ATATTGAATTCAGACATCCAGATGACCCAGTC
5’ EcoRI_Vk1-9 ATATTGAATTCAGACATCCAGTTGACCCAGTCT
5’ EcoRI_Vk1D-43 ATATTGAATTCAGCCATCCGGATGACCCAGTC
5’ EcoRI_Vk2-24 ATATTGAATTCAGATATTGTGATGACCCAGAC
5’ EcoRI_Vk2-28 ATATTGAATTCAGATATTGTGATGACTCAGTC
5’ EcoRI_Vk2-30 ATATTGAATTCAGATGTTGTGATGACTCAGTC
5’ EcoRI_Vk3-11 ATATTGAATTCAGAAATTGTGTTGACACAGTC
5’ EcoRI_Vk3-15 ATATTGAATTCAGAAATAGTGATGACGCAGTC
5’ EcoRI_Vk3-20 ATATTGAATTCAGAAATTGTGTTGACGCAGTCT
5’ EcoRI_Vk4-1 ATATTGAATTCAGACATCGTGATGACCCAGTC
Colony screening
5’ Vk1f/6 TCAAGGTTCAGCGGCAGTGGATCTG

(Continued)
TABLE 2 | Continued

Primer Sequence

5’ Vk2f GGCCTCCATCTCCTGCAGGTCTAGTC
5’ Vk3f CCCAGGCTCCTCATCTATGATGCATCC
5’ Vk4_int CAACTGCAAGTCCAGCCAGAGTGTTTT
5’ Vk5_int CCTGCAAAGCCAGCCAAGACATTGAT
5’ Vk7_int GACCGATTTCACCCTCACAATTAATCC
Kappa light chain primer reverse
Single cell RT-PCR
3’ Ck 494*,** GTGCTGTCCTTGCTGTCCTGCT
Introduction restriction sites
3’ BsiWI_Jk1/4 ATCGTACGTTTGATYTCCACCTTGGTC
3’ BsiWI_Jk2 ATCGTACGTTTGATCTCCAGCTTGGTC
3’ BsiWI_Jk3 ATCGTACGTTTGATATCCACTTTGGTC
3’ BsiWI_Jk5 ATCGTACGTTTAATCTCCAGTCGTGTC
Lambda light chain primer forward
Single cell RT-PCR
5’ L-Vl1 GGTCCTGGGCCCAGTCTGTGCTG
5’ L-Vl2 GGTCCTGGGCCCAGTCTGCCCTG
5’ L-Vl3 GCTCTGTGACCTCCTATGAGCTG
5’ L-Vl4/5 GGTCTCTCTCSCAGCYGTTGCTG
5’ L-Vl6 GTTCTTGGGCCAATTTTATGCTG
5’ L-Vl7 GGTCCAATTCYCAGGCTGTGGTG
5’ L-Vl8 GAGTGGATTCTCAGACTGTGGTG
Introduction restriction sites
5’ EcoRI_Vl1 ATATTGAATTCGCAGTCTGTGCTGACKCAG
5’ EcoRI_Vl2 ATATTGAATTCGCAGTCTGCCCTGACTCAG
5’ EcoRI_Vl3 ATATTGAATTCGTCCTATGAGCTGACWCAG
5’ EcoRI_Vl4/5 ATATTGAATTCGCAGCYTGTGCTGACTCA
5’ EcoRI_Vl6 ATATTGAATTCGAATTTTATGCTGACTCAG
5’ EcoRI_Vl7/8 ATATTGAATTCGCAGRCTGTGGTGACYCAG
Colony screening
5’ Vl1/2_int ATTCTCTGGCTCCAAGTCTGGC
5’ Vl3_int GGATCCCTGAGCGATTCTCTGG
Lambda light chain primer reverse
Single cell RT-PCR
3’ Cl*,** CACCAGTGTGGCCTTGTTGGCTTG
Introduction restriction sites
3’ AvrII_Jl1 ATTCCTAGGACGGTGACCTTGGT
3’ AvrII_Jl2/3 ATTCCTAGGACGGTCAGCTTGGT
3’ AvrII_Jl6 ATTCCTAGGACGGTCACCTTGGT
3’ AvrII_Jl7-1 ATTCCTAGGACGGTCAGCTGGGT
3’ AvrII_Jl7-2 ATTCCTAGGGCGGTCAGCTGGGT
*also used for Sanger Sequencing; **also used for colony screening.
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Heterologous Expression of Monoclonal Antibodies
For heterologous expression of human mAbs, human embryonic
kidney (HEK) 293F cells were cultured in FreeStyle 293
expression medium using 125 ml shaking culture flasks.
Exponentially growing cells at a confluence of 80% and
viability of 90% were transiently transfected with VH and VL
expression vectors in a ratio of 2:3 (total 0.5 μg plasmid DNA per
1*10^6 cells) using 150 mm culture plates and 293fectin (2 μl/μg
plasmid DNA, ThermoFisher Scientific). To ensure a sufficient
intake, the expression vectors were supplemented with 0.5 μg
pAdVAntage plasmid. The supernatant was harvested three days
upon transfection and stored at -20 °C for further analyses
(Figure 1A, Step 6).

Method 2: “Establishment of Monoclonal
EBV-LCLs”
Immortalization of Enriched B Cells by
Epstein-Barr Virus
B cells, isolated from heparin blood as described for Method 1,
were immortalized with EBV in presence of the TLR9 agonist
CpG 2006 and the immunosuppressive Cyclosporine A to
establish lymphoblastoid cell lines (LCLs) (15). In detail, 1 ml
of EBV-containing supernatant, obtained from growing B-95.8
cells, was added to 5*10^6 pelleted B cells and incubated for 1
hour at 37 °C and 5% CO2. Upon washing with 1 ml PBS,
infected B cells were resuspended in 3 ml RPMI-1640
supplemented with 20% fetal calf serum (FCS), 2.5 μg/ml CpG
2006, 1 μg/ml Cyclosporine A and 1% Penicillin-Streptomycin
(Pen/Strep). The suspension was cultured at 37 °C and 5% CO2

until visible clusters were formed and the medium changed its
color from red to yellow due to acidification (Figure 1B, Step 1).

Isolation of Antigen-Binding B Cells
Antigen-binding B cells were isolated from LCLs with an excess
of antigen-coupled Pierce™ NHS-activated magnetic beads. The
antigen was coupled to the beads in accordance with
manufacturer’s instruction. For the isolation, LCLs (10*10^6
cells) were pelleted and cooled on ice for 60 min. The pellet
was subsequently resuspended in 100 μl PBS supplemented with
0.5% BSA and 2 mM EDTA accompanied by 30 μl of antigen-
coupled beads and cooled on ice for another 10 min. This
suspension was applied on a magnetic column (MACS Cell
Separation Columns, Miltenyi Biotec B.V.) and the separation
was achieved in accordance with manufacturer’s instruction. The
elution fraction was collected as antigen-binding B cells and was
used to generate antigen-binding monoclonal LCLs (Figure 1B,
Step 2).

Direct Cloning
The number of isolated antigen-binding LCLs was estimated
based on the frequency of antigen-binding B cells determined by
flow cytometry analysis (~ 0.01% of the B cells - Method 1). The
elution fraction of the magnetic separation was mixed with
1*10^6/ml irradiated PBMCs (35 Gy) suspended in RPMI-
1640 containing 20% FCS and 1% Pen/Strep to achieve a
concentration of 25 antigen-binding LCLs/ml. 200 μl of this
mixture was transferred to one well of a flat-bottom 96 wells
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plate (= 5 cells/well). The cells were allowed to grow for 4 weeks
without re-feeding and the plate was tilted after the first week of
culturing to keep the cells in close contact after the feeder cells
died off. The plate was straightened again after an additional
week of culturing to avoid too close contact between steadily
proliferating cells (16) (Figure 1B, Step 3).

Note: It is crucial to tilt the 96 well plate after one week of
culturing and straightening it again after 2 weeks of culturing.

Generating Monoclonal LCLs by Limiting Dilution
Cloning
LCLs with supernatant containing antibodies specific to the
antigen of interest were used for a second round of cloning to
generate monoclonal LCLs. To this end, positive LCLs from the
direct cloning step were counted and diluted to 50 cells/ml in
RPMI-1640 supplemented with 20% FCS, 1% Pen/Strep and
1*10^6/ml irradiated PBMCs (35 Gy). This mixture was seeded
in a volume of 200 μl/well in a flat-bottom 96 wells plate (10 cells/
well) and incubated for 4 weeks as described above. For defining
the optimal seeding density, a range from 0.3 to 10 cells/well
was used.

Grown LCLs secreting antibodies specific for the antigen of
interest were transferred to a 5 mL round bottom polystyrene test
tube and cultured until a visible pellet was observed and the
medium color changed from red to yellow. For further
expansion, the LCLs were first transferred to a 25 cm2 culture
flask and subsequently to a 75 cm2 culture flask. Expanded LCLs
secreting specific mAbs were frozen at -80 °C and the
supernatant containing mAbs was stored at -20 °C.
Monoclonality was checked by Sanger Sequencing as described
for Method 1 (Figure 1B, Step 4 to 6).

RNA Extraction
Total RNA was isolated accordingly to manufacturer’s instruction
(RNA-Bee, BioConnect). Briefly, pelleted LCLs were homogenized
in 1 ml RNA-Bee and the RNA was separated from the genomic
DNA by adding 200 μl of chloroform and spinning for 15 min at
12.000 x g and 4 °C. The colorless phase was transferred to 500 μl
ice-cold isopropanol and incubated for 10 min on ice to precipitate
RNA. The precipitate was washed with 75% ethanol and the
resulted pellet was resolved in RNAse free water for 15 min at
55 °C. Extracted RNA was either stored at -80 °C or
used immediately.

cDNA Transcription and Gene Transcript
Amplification
RNA was transcripted into cDNA in accordance with
manufacturer’s instructions (Transcriptor First Strand cDNA
Synthesis Kit). Briefly, 2 μl of random hexamer nucleotides
(5 μM) were mixed with 8 μl of RNA template (1 μg) and the
mixture was incubated for 3min at 85 °C. Upon cooling down, 10 μl
cDNA reaction mixture containing 1X RT-buffer, 5 mM MgCl2,
1 mM dNTP mix, 5U RNA inhibitor, 1.5 U avian myeloblastosis
virus (AMV)-RT and 10 mM gelatin was added and incubated for
90 min at 42 °C. The reaction was stopped by inactivating the
AMV-RT for 3 min at 85 °C. cDNA was either stored at -20 °C or
immediately used for V(D)J gene transcript amplification as
May 2021 | Volume 12 | Article 660037
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described for Method 1. Contrary to Method 1, the primers
concentrations were adjusted to 400 nM instead of 40 nM.

Examination of Specific Antigen-Binding
Specific Binding to Peanut 2S Albumins
Specificity of native and heterologously produced mAbs to peanut
2S albumins was tested using a direct ELISA. Briefly, plates were
coated by applying either 0.3 μg/well Ara h 2 and 6 (27) or
transferrin (negative control) overnight at room temperature. On
the following day, the plate was blocked with PBS supplemented
with 1% BSA and 0.1% Tween-20 (blocking buffer) for one hour at
room temperature. Subsequently, supernatants were applied upon
1:2 dilution in blocking buffer (EBV LCLs) or in serial dilution (1 to
10 μg/ml) (heterologously expressed mAbs) for one hour at room
temperature under continuous shaking. Bound antibodies from
EBV-LCLs were detected with anti-human kappa (final dilution:
1:10.000) and anti-human lambda antibodies coupled with horse
radish peroxidase (HRP) (final dilution: 1:5000) for one hour at
room temperature under continuous shaking. Bound
heterologously expressed mAbs, on the other hand, were detected
by either goat anti-human IgE (final dilution: 1:5000) or goat anti-
human IgG1 (final dilution: 1:2000) antibodies coupled with HRP
under the same conditions. Visualization was provided by adding
tetramethylbenzidine (TMB) for 15 minutes in the dark and the
optical density (OD) was measured at 450 nm. Native Abs were
considered for further cloning or analysis when the sample OD was
at least two times higher than the OD of the negative control for
round 1 and 2.5 times higher for round 2. Heterologously expressed
mAbs were defined as specific if the sample OD was, upon
subtraction of the negative control OD value, at least 1.5 times
greater than the OD obtained with culture medium containing no
mAbs. This evaluation was chosen, in comparison to the evaluation
of native Abs, because the use of anti-IgE and anti-IgG-HRP as
secondary antibodies resulted in higher background OD values
when measuring binding to transferrin (coated mock antigen)
compared with OD values to peanut 2S albumins as coated
antigen. mAbs with OD values above 1 at a concentration of
10 μg/ml were considered as strong binders, mAbs with OD
values between 0.07 and 1 at all concentration steps were
considered as moderate binders and mAbs with increased OD
values at the highest concentration of 10 μg/ml, but no detectable
OD at the lowest concentration of 1 μg/ml were considered as
weak binders.

Specific Binding to ARHGDIB
Antibody specificity to ARHGDIB was evaluated using ARHGDIB-
coupled microspheres diluted in PBS supplemented with 0.1% BSA
(wash buffer) (21). IgG-coupled microspheres served as positive
control whilst empty and transferrin coupled microspheres served
as negative controls. All incubation steps were performed in the
dark, at room temperature and with continuous shaking.

For each antibody to be tested, 1500microspheres consisting of 4
colors, each individually coated, were incubated with 50 μl undiluted
HEK293 (Method 1) or EBV-LCLs supernatant (Method 2)
containing the respective mAb and incubated overnight. Upon
washing with a Bio-Plex Pro Wash station (Bio-Rad), bound mAbs
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were detectedwith either an 1-step (Method 1) or a 2-step procedure
(Method 2). For the 1-step procedure, 50 μl of 1:50 diluted PE-
conjugated goat-anti human IgG antibody was added and incubated
for 30min. For the 2-step procedure, 50 μl of goat anti-human kappa
(final dilution: 1:100) and goat anti-human lambda antibody (final
dilution: 1:32) was added and incubated for 30 min. For the second
step, 50 μl of 1:100 diluted PE-conjugated donkey anti-goat IgG
antibody was added and incubated for additional 30 min. For the
readoutof bothprocedures, 50μlofwashingbufferwas addedand the
median fluorescence intensities (MFI) were measured on a Luminex
200 flow analyzer (Luminex Corp) (50 counts, 75 μl sample volume,
90s time out).

Recovery Rate and Cost Calculation
The recovery rate of specific human mAbs was calculated for
both methods as followed:

Method 1:

Recovery   rate = 100% ∗ amlification   efficiency ∗ cloning  

efficiency ∗ portion   specific  mAbs

= 100% ∗ 0:5 ∗ 0:54 ∗ 0:75

= 20:3%

Method 2:

Recovery   rate =
n s

dcwellsð Þ ∗ efficiencydc ∗ n mAbs
s
dc

wells

� �
∗ efficiencymc

n antigen−binding   B   cellstheoð Þ ∗ 100%

  =   200 ∗ 0:8 ∗ 2 ∗ 0:551000 ∗ 100%

= 17:6%

(sdc)wells = seeded wells for direct cloning based on
theoretically antigen-binding B cells

efficiencydc = efficiency of direct cloning (approximate 2S
albumins and ARHGDIB)

n( mAbs
s
dcwells

) = approximate number of mAbs obtained from one

seeded well for direct cloning
efficiencymc = efficiency to obtain monoclonal cell lines upon

2nd round of cloning
Costs for the generation of one single human mAb was

calculated by adding up the expenses and correcting it for the
recovery rate of the respective strategy. Personal costs were included
based on an average salary of a research technician and the
approximate working hours needed to produce one single mAb.
RESULTS

Method 1: “Single Cell Sequencing”
Double Tetramer-Staining Reduced the Selection of
Non-specific CD19+ B Cells
Antigen-binding B cells for subsequent single cell V(D)J gene
transcript amplification were detected by flow cytometry using
antigen-tetramers formed with fluorophore-labeled streptavidin.
For the development of an optimal staining protocol, enriched
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B cells, derived from the same blood bank donor, were stained with
2S albumin-tetramers accompanied by either a single (APC) or two
distinct fluorophores (APC and PE). As shown in Figure 3A, B cells
single-positive for 2S albumin-tetramer binding accounted for 0.1%
of the total CD19+ B cell fraction. Both controls - staining with
biotin without the antigen (Ctr 1) and blocking with unlabeled
antigen (Ctr 2) - showed, however, a comparable percentage of 2S
albumin-binding B cells (Ctr 1: 0.092%; Ctr 2: 0.097%). The
subtraction of Ctr 1 resulted in a final percentage of 0.008% 2S
albumin-binding B cells. In comparison, the fraction of double-
positive 2S albumin-binding B cells was already reduced to a
percentage of 0.004% without any background staining, indicating
the potential of double antigen-tetramer staining for identifying
bona fide antigen-binding B cells. For validation purposes, double-
tetramer staining was used for the detection of 2S albumin (Figure
3B) or ARHGDIB-binding B cells (Figure 3C) in 3 independent
blood bank donors, respectively (n=6, Table 1). 2S albumin-binding
B cells ranged from 0.002 to 0.007% whilst ARHGDIB-binding B
cells ranged from 0.005 to 0.015%, indicating a good reproducibility
of the developed staining protocol.
V(D)J Gene Transcript Amplification Efficiency Is
Donor-Dependent
Amplification efficiency upon single cell sorting of 2S albumin-
binding B cells was evaluated in 6 independent blood bank
donors. Amplification efficiency of the heavy chain VDJ gene
transcript from 24 to 50 individual B cells ranged from 29 to 63%
whilst the percentage of successfully amplified V(D)J gene
transcripts from the heavy and corresponding light chain was
reduced and ranged from 17 to 50%. Although a low
amplification efficiency was shown for two donors, most of the
donors (4/6) showed sufficient amplification efficiencies of
approximately 50%3. Cloning of successfully amplified heavy
and corresponding light chain gene transcripts from peanut
allergic, peanut tolerant and non-atopic controls resulted into
an overall cloning efficiency of 54% which may be increased by
ordering the not successfully cloned gene sequences
commercially. Individual cloning efficiencies were estimated to
76% for the heavy chain gene transcripts and 71% for the light
chain gene transcripts (78% kappa and 31% lambda). In the
present study, 4 gene sequences, whose cloning originally failed,
were commercially obtained and the cloning of those sequences
were subsequently successful. Hence, the overall cloning
efficiency might be increased to 76% when obtaining gene
sequences partly commercially.
Antibodies Derived From Double-Positive Tetramer-
Binding B Cells Are Mostly Specific
The specificity of human mAbs, generated by single cell
sequencing, can only be examined upon heterologous
expression in the end of the workflow. Overall , 33
3Note: We observed higher amplification efficiencies when primer aliquots were
stored in 50 mM Tris-HCl buffer supplemented with 2 mM EDTA instead of
RNAse free water.
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heterologously expressed mAbs from 10 different donors
carried the variable region of B cells selected for their putative
binding to peanut 2S albumins and 1 mAb carried the variable
region of one B cell selected for putative binding to ARHGDIB.
These mAbs were randomly expressed as IgE or IgG1 mAbs as
this enabled the assessment of their potency to induce
degranulation (IgE) and their ability to block serum IgE
binding (IgG1) in the study of Ehlers and colleagues (20).
Their concentrations varied between 0.1 and 10 μg/ml.

Binding to 2S albumins was observed in 75% (25/33) of all
heterologously expressed mAbs. While mAbs with the ability to
specifically bind to peanut 2S albumins originated from 11 IgM+,
9 IgG+ and 5 IgA+ B cells, all (n=8) mAbs without specific
binding to peanut 2S albumins originated from IgM+ B cells.
Based on their binding abilities, examined by comparing their
achieved OD values at different concentrations, they were
roughly categorized into weak (n=13), moderate (n=8) and
strong (n=2) binders (Figures 4A, B). This variability in target
binding indicates that our selection strategy was not restricted to
only strongly binding B cells and implicates no selection bias
regarding distinct affinities. Our staining protocol can also be
adjusted to different antigen targets as the mAb generated from
an ARHGDIB-binding B cell (IgA+) showed strong binding to
ARHGDIB-coupled microspheres with an ARHGDIB/
transferrin ratio greater than 2 (Figure 4C).

Method 2: “Establishment of Monoclonal
EBV-LCLs”
LCLs Isolated With Antigen-Coupled Beads Are
Mostly Antigen-Specific
Native Abs can be produced by in-vitro culturing of primary B
cells secreting polyclonal Abs upon activation. Since in-vitro
culturing of primary B cells is challenging (28), especially in the
absence of a particular antigen, we chose for the establishment
of LCLs by EBV immortalization. Immortalized LCLs were
selected for their binding to either peanut 2S albumins or
ARHGDIB. As shown in Figure 5A, almost all polyclonal
EBV-LCLs (98.8%) obtained from the first round of cloning
secreted antibodies specifically binding to 2S albumins (2S
albumin/transferrin ratio ≥ 2) compared to the supernatant
of irradiated PBMCs (Ctr). This large number of positive EBV-
LCLs (100%) was confirmed by selecting for 2S albumin-
binding EBV-LCLs using a second blood bank donor.
Although the number of positive clones was reduced for
ARHGDIB-binding B cells (Donor 1: 67%, Donor 2: 56%), a
representative number of EBV-LCLs was selected for a second
round of cloning to achieve monoclonality (Figure 5B).

Optimal Seeding Density to Achieve Monoclonal
LCL Clones
LCLs positive for antigen-binding were used for an additional
round of cloning to achieve LCLs secreting monoclonal instead
of polyclonal Abs. EBV-LCLs from the first blood bank donor
were used to determine the optimal seeding density. Even though
a seeding density of 0.3 cells/well results theoretically in the
highest probability of obtaining monoclonal LCLs, only a small
number of wells contained LCLs showing proliferation.
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By increasing the seeding density, the number of LCLs secreting
Abs binding to 2S albumins rose in accordance with the number
of LCLs seeded per well. Despite a high seeding density of 10
cells/well, 55% of sequenced EBV-LCLs (6/11) showed
monoclonality, leading to a compromise between a high
number of proliferating EBV-LCLs and a reasonable rate of
achieved monoclonal EBV-LCLs (Figure 6A). Seeding 2S
albumin-binding EBV-LCLs from the second blood bank
donor at a density of 10 cells/well resulted in an approximate
recovery of 2 EBV-LCLs with specific binding to 2S albumins per
seeded plate (Figure 6B) when setting the threshold to a ratio
(OD antigen/OD transferrin) of 2.5. This increased threshold
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was set to enlarge the probability to select truly specific LCLs
combined with a certain amount of secreted antibodies. A
comparable recovery was achieved for ARHGDIB-binding
EBV-LCLs from another two independent blood bank donors
(Figure 6C).

Heterologously Expressed mAbs Showed
Comparable Binding to 2S Albumins
To validate heterologous expression of mAbs secreted by established
EBV-LCLs, one pair of heavy and corresponding light chain variable
regions was selected from the pool of 2S albumin-specific
monoclonal EBV-LCLs. Upon heterologous expression with a
A B

C

FIGURE 3 | Selection of antigen-binding B cells using antigen-tetramers. (A) Percentage of 2S albumin-binding B cells (blood bank donors) in relation to the total
CD19+ B cell fraction using single or double-tetramer staining. Control 1 (Ctr 1) represents the staining with only biotin and Control 2 (Ctr 2) is executed by pre-
blocking with unlabeled 2S albumin prior normal staining procedure. The final percentage is calculated by subtracting Ctr 2 from the sample. (B, C) FACS plots
representing antigen-binding B cells in relation to the total B cell population of 6 independent blood bank donors. 2S albumin-binding B cells are shown in (B) and
ARHGDIB-binding B cells in (C).
A B C

FIGURE 4 | Specific binding of produced monoclonal antibodies towards the respective antigen. (A) The binding of serial-diluted (1 to 10 µg/ml) human monoclonal
antibodies (mAbs) (expressed as IgE; derived from peanut-allergic and peanut-tolerant patients) towards peanut 2S albumins was measured using anti-human IgE-
horse radish peroxidase (HRP) as detection antibody. Measured optical density (OD) values were corrected by subtracting the OD value measured for the control
antigen (transferrin) and compared to the OD value obtained with HEK supernatant not containing any antibodies (turquoise). The threshold was set to an OD value
1.5 times greater than the OD value obtained with HEK supernatant containing no mAb. OD A, optical density antigen; OD T, optical density transferrin (control).
(B) The binding of serial-diluted (1 to 10 µg/ml) human mAbs (expressed as IgG1, derived from peanut-allergic and peanut-tolerant patients) towards peanut 2S
albumins was measured using anti-human IgG-HRP as detection antibody. The measured OD value was corrected as described for (A). (C) The specificity of the
mAb derived from an ARHGDIB-binding B cell, derived from a blood bank donor, was examined using ARHGDIB-coupled microspheres. The median fluorescence
intensity (MFI) towards ARHGDIB was evaluated in relation to the MFI towards transferrin as control antigen. A, antigen (ARHGDIB); T, transferrin.
May 2021 | Volume 12 | Article 660037

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Ehlers et al. Generation of Monoclonal Antibodies
vector containing the IgG1 backbone, native and heterologously
expressed counterparts were applied on a direct ELISA in a serial
dilution as shown in Figure 7. The measured OD values were
comparable between the native IgM mAb and the heterologously
expressed IgG1 mAb (light chain detection), indicating that mAbs
from subcloned EBV-LCLs can also be heterologously expressed
with comparable binding abilities.

Single Cell Sequencing Allows Higher Throughput
Both methods described within this chapter are characterized by
several up- and downsides influencing the choice which method
to use. A comparison regarding costs, expenditure of time,
recovery, throughput and complexity is shown in Table 3.
Without considering any further characterization, the
generation of one single human mAb can add up to 750€. The
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establishment of monoclonal EBV-LCLs, however, is generally
less expensive (400 - 500€) compared with the generation by
single sequencing (650 - 750€), resulting from expensive reagents
required for single cell amplification. On the other hand, the
workflow of single cell sequencing shortens the required time
from 12 weeks including long culturing periods to only 3 weeks.
Even though both methods showed comparable recovery rates in
our experiments, the establishment of monoclonal EBV-LCLs
reaches easily a capacity threshold limiting the overall
throughput and leading to random selection of clones to
proceed with. Hence, the establishment of monoclonal EBV-
LCLs is a suitable tool to generate a limited number of human
mAbs, especially due to the ability to screen for binding,
functionality and neutralization capacity throughout the
workflow. Single cell sequencing is, however, a more suitable
A B

FIGURE 5 | Direct cloning of peanut 2S albumin and ARHGDIB-binding EBV-LCLs from blood bank donors. (A) Antibodies secreted by directly cloned EBV-LCLs
were screened for their binding to peanut 2S albumins using a direct ELISA. EBV-LCLs secreting antibodies with an OD ratio (2S albumin/transferrin) ≥ 2 were
selected for an additional round of cloning. The data are presented as violin blot with the median and the inter-quartile range. Control (Ctr): irradiated PBMCs without
EBV-LCLs. LCLs, lymphoblastoid cell lines; OD, optical density; A, antigen; T, transferrin (mock antigen). (B) Antibodies secreted by directly cloned EBV-LCLs were
screened for their binding to ARHGDIB using antigen-coupled microspheres. EBV-LCLs secreting antibodies with a MFI ratio (ARHGDIB/transferrin) ≥ 2 were
selected for an additional round of cloning. The data are presented as violin blot with the median and the inter-quartile range. Control (Ctr): irradiated PBMCs without
EBV-LCLs. LCLs, lymphoblastoid cell lines; MFI, median fluorescent intensity; A, antigen; T, transferrin (mock antigen).
A B C

FIGURE 6 | Subcloning of 2S albumin and ARHGDIB-binding EBV-LCLs from blood bank donors. (A) Determination of the optimal seeding density for the
second round of EBV-LCLs cloning. EBV-LCLs with specific binding to peanut 2S albumins (ratio 2S albumins/transferrin ≥ 2) were considered for expansion.
The V(D)J gene transcript of these EBV-LCLs were Sanger sequenced to check for monoclonality. Green: monoclonal EBV-LCLs, red: polyclonal EBV-LCLs,
black: not sequenced. LCLs, lymphoblastoid cell lines; OD, optical density; A, antigen; T, transferrin (mock antigen). (B) Antibodies secreted by subcloned EB V-
LCLs were screened for their binding to peanut 2S albumins. EBV-LCLs with a ratio (2S albumin/transferrin) ≥ 2.5 were considered for expansion. The data are
presented as box blot with the median and the inter-quartile range. The lowest and highest 10% are presented as grey, filled dots. LCLs, lymphoblastoid cell
lines; OD, optical density; A, antigen; T, transferrin (mock antigen); dash line: set threshold to ratio ≥ 2.5. (C) Antibodies secreted by subcloned EBV-LCLs were
screened for their binding to ARHGDIB. EBV-LCLs with a ratio (ARHGDIB/transferrin) ≥ 2.5 were considered for expansion. The lowest and highest 10% are
presented as grey, filled dots. LCLs, lymphoblastoid cell lines; MFI, median fluorescent intensity; A, antigen; T, transferrin (mock antigen); dash line: set threshold
to ratio ≥ 2.5.
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tool for a broader examination of antigen-specific B cells, since a
much higher throughput can be achieved. Unfortunately,
specificity and functionality can only be examined in the end
of the workflow. Both methods are laborious and
highly complex.
DISCUSSION

Studying human-derived mAbs offers the possibility to link
genetic information to functional features, making them
indispensable in modern molecular biology research. In this
study, we directly compared two distinct strategies to generate
(highly) specific mAbs from peripheral blood of human donors,
Frontiers in Immunology | www.frontiersin.org 1358
i.e.: single cell sequencing and the establishment of monoclonal
EBV-LCLs. While single cell sequencing is a suitable tool to
generate a large panel of mAbs with distinct binding features, the
establishment of monoclonal EBV-LCLs provides the possibility
to screen for specificity and functionality throughout the
workflow. Both strategies, initially set-up for mAbs specifically
directed against peanut 2S albumins, were easily adaptable to
other antigen targets as shown for ARHGDIB.

Corresponding V(D)J gene transcripts were successfully
amplified from up to 50% of all single cell sorted 2S albumin-
binding B cells. The overall recovery of 2S albumin-specific
human mAbs, however, was reduced to around 20% by taking
the cloning efficiency (54%) and proportion of mAbs with
proven specificity (75%) into consideration. The cloning
efficiency may be increased by ordering gene sequences
without cloning success commercially. Overall , our
amplification efficiency (~50%) corresponds to the work of
Tiller and colleagues who described an amplification efficiency
of up to 60% (18). Moreover, a comparable overall recovery of
27% has been shown for single cell sequencing of antigen-specific
B cells from guinea pigs (29). Increased amplification efficiencies
of 90 to even 100% have been described for performing a
comparable amplification protocol in triplicates (30). However,
such an approach will simultaneously increase the probability of
amplification errors, potentially hampering gene analysis and
antibody cloning.

Regarding the establishment of antigen-specific monoclonal
EBV-LCLs, the overall recovery was estimated to around 18%.
This is in accordance with cloning efficiencies of around 15%
observed for limiting dilution approaches upon EBV
immortalization (16). However, we lack the information what
proportion of antigen-specific B cells were initially immortalized
TABLE 3 | Comparison of Method 1 and 2 to generate human mAbs.

Method 1: “Single
cell”

Method 2: “EBV-LCLs”

*Costs *~650 - 750€ *~450€
Time 3 weeks 12 weeks
Antigen
adaptation

sorting strategy:
approx. 3 weeks

No special adaptation needed
(only antigen coupling to beads – 1
day)

Recovery 20.3 - 29%** 17.6%***
Throughput +++ +
Complexity +++ +++
*costs per one single human mAb.
**Cloning efficiency might be increased from 54% to 76% by purchase gene sequences
commercially.
***The number of subcloned B cells is reduced by reaching a certain capacity threshold.
This has been reflected with the limited throughput.
+: low, ++: moderate, +++: high.
FIGURE 7 | Heterologous expression of a human mAb with specific binding to peanut 2S albumins derived from a blood bank donor. A mAb carrying the same
variable region as native antibodies obtained from a monoclonal EBV-LCL was heterologously expressed with a vector containing the IgG1 backbone. Its binding
ability expressed as OD values (corrected for binding to transferrin) was compared to the binding ability of its native counterpart (IgM) using anti-kappa-HRP as
secondary antibody. The data are presented as the mean with the standard deviation of two replicates. OD, optical density; A, antigen; T, transferrin (mock antigen).
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by EBV. To overcome this limitation, Fraussen and colleagues
described in their protocol the immortalization of 50 cells/well
upon sorting the desired B cell subpopulation (31). However, we
were not able to immortalize such small numbers of B cells
successfully in our laboratory.

Both strategies are characterized by their own strengths and
limitations. Single cell sequencing, on the one hand, enables the
execution in a moderate-throughput manner and the selection of
antigen-specific B cells is not restricted to certain subpopulations
as EBV immortalization is restricted to CpG-activated memory
B cells (15). These advantages make the single cell sequencing
platform a suitable tool for a broad examination of antigen-
binding B cells and their corresponding mAbs. The
establishment of monoclonal EBV-LCLs, on the other hand,
provides continuous screening for specific binding and
functionality throughout the workflow, resulting in an easy
selection of mAbs with high affinity towards their targets and
making this strategy a powerful tool in therapeutic research.
Moreover, this strategy enables the comparison of
heterologously expressed mAbs with their natural
counterparts, allowing the identification of potential structure
alterations by post-translational modifications during
heterologous expression (32, 33). An additional advantage of
generating human mAbs by establishing monoclonal EBV-
LCLs is their limited need for expensive reagents.

In conclusion, both strategies - single cell sequencing and
establishment of monoclonal EBV-LCLs - are able to generate
(highly) antigen-specific human mAbs and they are easily
adaptable to other target antigens. The recommended method
to choose is dependent on the research question to explore as
both strategies have their own strengths and limitations.
Frontiers in Immunology | www.frontiersin.org 1459
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Objective: Development and progression of immune-mediated inflammatory diseases
(IMIDs) involve intricate dysregulation of the disease-associated genes (DAGs) and their
expressing immune cells. Identifying the crucial disease-associated cells (DACs) in IMIDs
has been challenging due to the underlying complex molecular mechanism.

Methods: Using transcriptome profiles of 40 different immune cells, unsupervised
machine learning, and disease-gene networks, we constructed the Disease-gene
IMmune cell Expression (DIME) network and identified top DACs and DAGs of 12
phenotypically different IMIDs. We compared the DIME networks of IMIDs to identify
common pathways between them. We used the common pathways and publicly available
drug-gene network to identify promising drug repurposing targets.

Results: We found CD4+Treg, CD4+Th1, and NK cells as top DACs in inflammatory
arthritis such as ankylosing spondylitis (AS), psoriatic arthritis, and rheumatoid arthritis
(RA); neutrophils, granulocytes, and BDCA1+CD14+ cells in systemic lupus
erythematosus and systemic scleroderma; ILC2, CD4+Th1, CD4+Treg, and NK cells in
the inflammatory bowel diseases (IBDs). We identified lymphoid cells (CD4+Th1,
CD4+Treg, and NK) and their associated pathways to be important in HLA-B27 type
diseases (psoriasis, AS, and IBDs) and in primary-joint-inflammation-based inflammatory
arthritis (AS and RA). Based on the common cellular mechanisms, we identified lifitegrast
as a potential drug repurposing candidate for Crohn’s disease and other IMIDs.

Conclusions: Existing methods are inadequate in capturing the intricate involvement of
the crucial genes and cell types essential to IMIDs. Our approach identified the key DACs,
DAGs, common mechanisms between IMIDs, and proposed potential drug repurposing
targets using the DIME network. To extend our method to other diseases, we built the
DIME tool (https://bitbucket.org/systemsimmunology/dime/) to help scientists uncover
org May 2021 | Volume 12 | Article 669400161
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the etiology of complex and rare diseases to further drug development by better-
determining drug targets, thereby mitigating the risk of failure in late clinical development.
Keywords: IMID (immune-mediated inflammatory diseases), disease-associated cells, disease-associated genes,
drug repurposing, machine learning, immunome
INTRODUCTION

Genetic and epigenetic heterogeneity plays a significant role in
the development and progression of complex diseases. The past
two decades have seen a major surge in studies that characterize
genes and loci associated with diseases (1). The use of high-
throughput omics technology and functional screenings have
boosted our knowledge about genetic, epigenetic, and metabolic
factors underlying complex diseases (1). As a result of these
genetic and epigenetic screenings, we now know that most
complex diseases and genes/loci have a many-to-many
relationship. Meaning that complex diseases are linked to
many different genes, and a gene/loci might be associated with
several diseases (2). Thus, it is essential to identify and
characterize these disease-associated genes (DAGs) to
understand diseases better and develop therapy accordingly.

Extensive high-throughput screening studies and multi-omics
have helped in the identification of DAGs. However, in most
studies, DAGs were identified using bulk tissue or whole blood, a
caveat since each gene’s expression is known to vary between
tissues and cell types (3, 4). Thus, bulk tissue- or blood-based
studies on DAGs do not consider the role of different cells and
tissues in disease biology. To improve the understanding and
molecular basis of complex diseases, a large number of research
groups and consortiums have started to functionally identify
disease-associated cells (DACs) or tissue types (3–7). The
Genotype-Tissue Expression (GTEx) is one such valuable
project, which maps gene expression profiles of 54 different
human tissue types and the corresponding expression
quantitative trait loci (eQTLs) (5–7). Furthermore, the growth
of single-cell technologies propelled our understanding of
diseases and helped in identifying DACs for complex
conditions, including cancer (8), Alzheimer’s (9), rheumatoid
arthritis (10), among others. Among these studies, the role of
immune cel ls has been central to disease etiology
and progression.

The immune system plays a vital role in developing and
progressing immune-mediated and non-immune mediated
chronic diseases. Many association and functional studies have
shown that immune cells express multiple DAGs, and perturbing
these DAGs can modulate immune cell functions (11). However,
very few studies have explored the impact of DAGs on specific
cell types and even fewer on immune cells, many of which focus
on a limited number of cell subsets (12–16). Recently, Schmiedel
et al. studied the effect of genetic variants on gene expression in
13 different immune cell types (17). However, this study
primarily focused on analyzing genetic variants and their
impact on a total of 13 immune cell types: monocytes (classical
and non-classical), NK cells, naïve B-cells, and nine sub-
org 262
populations of T-cells. The study identified several genetic
variants to have a role in specific immune cell subsets in
autoimmune disorders. For example, the modulatory effects of
the variant rs12936231 in asthma and other autoimmune
diseases are seen in lymphoid rather than myeloid subsets as
previously described (17). Such new insights into specific
immune cells’ role led us to believe that specific immune cells
and their DAGs remain poorly understood even in
immune disorders.

The immune-mediated inflammatory diseases (IMIDs) are
complex among the immune disorders, involving several
immune cells. For example, in rheumatoid arthritis, the
immune cells such as B-cells, T-cells, macrophages, mast
cells, dendritic cells, and NK cells play a significant role (18).
However, the exact mechanism of these cell types remains
unknown. Insights on the precise mechanism of action are
crucial for developing successful therapies, which becomes
particularly challenging for IMIDs due to several cell types
involved. The massive undertaking of GWAS has enabled the
mapping of some of the molecular mechanisms of the IMIDs
(19–22). However, further research is required to understand
the etiology of IMIDs taking into account the several different
immune cells at play and the contributing DAGs for each
immune cell type. By identifying the critical immune cells
and their mechanism, we would set a robust rationale for
identifying any mechanistic overlap between diseases and
exploiting them to develop therapeutic strategies.

This study mapped the largest available and expert-curated
disease-gene network (from the DisGeNet curated from 16
different databases) (23) on the most extensive immunome
data comprising gene expression profiles of 40 different
immune cell types, curated by us. We then used an
unsupervised machine learning algorithm, the disease-gene
network, and the immunome to create the Disease-gene
IMmune cell Expression (DIME) network. Using this
approach, we built a tool called DIME. Using DIME, we
quantified the effects of 3957 DAGs on the immunome to
identify DACs for 12 phenotypically different IMIDs. We used
the DIME to (1) study the underlying cel l-specific
mechanisms (2); identify common DACs and their top-
weighted DAGs between disease pairs (referred to as the
common cel l-gene network); and (3) identify drug
repurposing targets using the common cell-gene network.
The DIME is available as a user-friendly R tool (https://
bitbucket.org/systemsimmunology/dime), to determine the
top genes and cells associated with the disease of interest for
(1): diseases from the DisGeNet (2), diseases from the EBI
genome-wide association study (GWAS) catalog, or (3)
custom set of genes defined by the user.
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METHODS

Transcriptome Data - Immunome
The transcriptome data consists of RNA-sequencing datasets of 40
different immune cell types curated using 316 samples from a total
of 27 publicly available datasets (see Supplementary Table S1 for
list of GEO datasets and samples used). The 40 different immune
cells cover the entire hematopoietic stem cell differentiation tree
comprising nine progenitors, 19 lymphoid, and 12 myeloid cell
types. The samples used here were manually curated considering
only the unstimulated (except for monocyte-derived macrophages)
immune cells that were sorted using Fluorescence-activated cell
sorting (FACS) and were isolated from either blood, bone marrow,
or cord blood from healthy donors.

All the selected datasets (Supplementary Table S1) were
downloaded as FASTQ files using the fastq-dump tool from
sratoolkit. The “split-files” option was given if the library type was
paired-end sequencing. FASTQ files were then aligned to the
reference genome (GRCH.Hg38.79) using the STAR aligner (24).
The result is a SAM file, which was then converted into a sorted
BAM file using the samtools program (25). These were then used to
calculate the count of aligned reads using the HTSeq program (26)
with the “intersection non-empty” option. HTSeq was run for all
possible stranded mode options, the count file with the maximum
counts was chosen as the respective count file for the sample.

The data was then filtered by removing all genes that had less
than 20 read counts in 95 percent of the samples using R
programming. The filtered data was then lane normalized
using the “betweenLaneNormalization” function from the
RUVSeq package (27). The RUVr method from RUVSeq was
used to identify residual factors contributing to the batch effect.
The resulting filtered, batch corrected, and normalized data had
expression for 34,906 genes that were void of any observable
batch effect. We calculated counts per million (CPM) for the
filtered genes and used log2(CPM +1) as the gene expression
measure. We then used the median gene expression for each cell
type for the rest of the analysis. This processed, batch corrected,
and normalized data of the 40 immune cells is referred to here as
the immunome.

Disease-Gene Network From DisGeNet
The disease-gene network from DisGeNet (23) was downloaded
from the DisGeNet database (www.disgenet.org/downloads). All
HLA associated genes were removed from the network; this was
done to ensure that bias towards myeloid cells and B cells are
removed since the HLA genes are primarily expressed by these
cells. The resulting network was further filtered to include only
those genes that were present in the immunome.

IMID Disease-Gene Network
To study and identify the DACs of the IMIDs, we extracted the
DAGs of 12 IMIDs extracted from the above DisGeNet. The
IMID gene network for the 12 diseases comprised of 3579 DAGs.
The 12 diseases that broadly represent the IMIDs in this study
include: ankylosing spondylitis (CUI: C0038013), arthritis (CUI:
C0003864), Crohn’s disease (CUI: C0010346), diabetes mellitus -
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non-insulin-dependent (CUI: C0011860), systemic lupus
erythematosus (CUI: C0024141), multiple sclerosis (CUI:
C0026769), psoriasis (CUI: C0033860), psoriatic arthritis (CUI:
C0003872), rheumatoid arthritis (CUI: C0003873), Sjogren’s
syndrome (CUI: C1527336), systemic scleroderma (CUI:
C0036421), and ulcerative colitis (CUI: C0009324). CUI, used
in DisGeNet, is the concept-unique-identifier for the disease
term defined by the unified medical language system (28). The
disease term arthritis (CUI: C0003864) comprises DAGs that
pan over several arthropathies such as spondyloarthropathy,
osteoarthritis, gout, allergic arthritis, etc., that fall under the
broad arthritis MeSH term.

Identification of Top DAC and DAG Using
Machine Learning
Briefly, we used an unsupervised machine learning algorithm
called non-negative matrix factorization (NMF) to map the
disease-gene network to the immunome and identify the top
DACs and DAGs of the 12 IMIDs. The NMF algorithm clusters
the input gene expression data into ‘k’ clusters, such that the
DAGs of a cluster are expressed by the DACs of the same cluster,
thus forming DAC-DAG pairs in each cluster (29). We used the
coefficients and weights identified by the NMF algorithm as the
DAC and DAG scores, respectively. The scores were scaled
between 0 and 1, with 1 being the highest score. Those in the
top 25 percentile of the scores were regarded as the top DACs
and DAGs, respectively. We calculated the Frobenius norm for
each cluster to weigh and rank the clusters; the rank 1 cluster is
the top cluster having the highest Frobenius norm value. The top
cluster comprises the DAC-DAG pair that maximally captures/
represents the input gene expression matrix. Using the top DAC-
DAG pairs of all clusters, we constructed the Disease-gene
IMmune cell Expression (DIME) network for the 12 IMIDs.
Detailed description of the DIME method is as follows.

Mapping Disease-Gene Network to Immunome Data
For a given disease D and its DAG, we first extracted the
corresponding immunome expression matrix (XD). XD

comprised the gene expression of the DAG across the 40 cell
types. XD was used as an input matrix for the NMF algorithm.

Using NMF to Cluster XD Into k Classes
We used the NMF package (30) in R and applied Brunet’s NMF
algorithm (29) on XD to factor it into two matrices, namely WD

and HD such that.

XD ≈ WDHD (1)

WDHD =

j j j j
w1
D w2

D … wk
D

j j j j

2
664

3
775

− h1D −

− h2D −

− ⋮ −

− hkD −

2
666664

3
777775

(2)

WDHD = Sk
i=1  w

i
D   h

i
D;   i   ∈ 1,…, kf g (3)
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Where WD and HD are the basis and coefficient matrices
computed by NMF. Here, k is the number of classes/clusters that
splits the data such that it satisfies the above NMF equations. The
WD matrix comprises the weights of the DAGs across the k
clusters (in each column), and the HD matrix comprises the
weights of the cells in the corresponding k clusters (in each row).
We used Brunet’s method to identify the ideal k value using the
cophenetic correlation coefficient (29).

Identifying the Top DAG and DAC From WD and HD

The NMF algorithm clusters the data into k clusters (as shown in
Equations 2 and 3) such that, in each cluster ‘i’, where i ∈ (1,…,
k), the genes that have high values in wi

D are constitutively
expressed by the cells that have high values in hiD. Where, wi

D is
the ith column of WD and hiD is the ith row of HD. We used the
scaled (between 0 and 1) values of hiD and wi

D as the DAC and
DAG scores, respectively. For each cluster i, we chose the DACs
and DAGs that were in the top 25th percentile range of their DAC
and DAG scores, respectively. These filtered DACs and DAGs
are regarded as the top DACs and DAGs, respectively. The top
DACs and DAGs were extracted for all clusters of i ∈ (1, …, k).
The DIME network was constructed using the top DAC-DAG
pairs from all clusters.

Identifying the Top Cluster
We then identified the largest weighted cluster (referred to as the
top cluster) among the k clusters identified by the NMF. That is,
the subset of DACs and DAGs of XD that can capture most of its
expression pattern. We did this by calculating the Frobenius
norm of each wi

Dh
i
D for all values of i ∈ (1, …, k) from Equation

3. We then identified the top cluster for which jjwi
Dh

i
DjjF is the

maximum. This can be represented as:

top   cluster   = argmax jjwi
Dh

i
DjjF

� �
;   i ∈ 1,…kf g (4)

Where the top cluster represents that which maximally
captures/represents the expression matrix XD. Thus, the top
cluster is the rank 1 cluster of DIME. Subsequent ranks are the
next highest weighted clusters.

Evaluating the Consistency of Top DACs and
DAGs Identified by DIME
To check the consistency of the results from DIME, we
performed 1000 jackknife simulations for each of the 12
IMIDs. For each simulation of each disease, we ran DIME
with 70% random subsampling of either the DACs or the
DAGs. And in each simulation, we identified the top cluster
and the top DACs when DAGs were subsampled and vice versa.
We compared the cons i s t ency o f the top DACs
(Supplementary Figure S2) and the top 10 DAGs
(Supplementary Figure S3) identified by the original DIME
run (100% of the sample) against the 1000 simulations. We
computed the Pearson correlation coefficient between the
DAC/DAG score of the top cluster of the original run to the
number of times the DAC/DAG was found as the top DAC/
DAG in the top cluster of the 1000 simulations. We used the p-
value from the Pearson correlation test to state the significance
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of correlation and thus the statistical significance of the top
DAC/DAG of the top cluster.

The Common Cell-Gene Network Between
Diseases
To identify the common cell-gene network between two diseases,
we looked at their overlapping DAC-DAG pairs in their
corresponding DIME networks. We refer to the overlapping
DAC-DAG pairs as the common cell-gene network between the
two diseases. We then used the Jaccard index (JI) to measure the
overlap between the two diseases and Fisher’s exact test (FET) to
obtain a confidence p-value for the given overlap.

Integrating Drug-Gene Network
We extracted the drug-gene target network from (1) DGIdb with
the filter set to contain CHEMBL interactions of the drugs
approved by the food and drug administration (FDA) of USA
(31) (2); all drug-gene of CLUE database (32) and (3); all drug-
gene of hPDI (33). The genes with drugs associated with them
are labeled in the common cell-gene networks to highlight
drugability (Figures 6C–E).

Statistical Analysis
We performed 1000 jackknife simulations to assess the consistency
of the results from the DIME (Supplementary Methods and
Supplementary Figures S2–S4). We used the Pearson correlation
coefficient to measure the significance of the jackknife simulations
compared to the original run (Supplementary Figure S4).
RESULTS

The Disease-Gene Network of the 12
IMIDs Reveal Several Common DAGs
In this study, we analyzed the DAGs of 12 different types
of IMIDs that broadly include inflammatory arthropathies,
spondyloarthropathies, rheumatic diseases, systemic IMIDs, and
inflammatory bowel diseases (IBDs). And specifically, the 12
different IMIDs studied here are ankylosing spondylitis (298
DAGs), arthritis (567 DAGs), Crohn’s disease (786 DAGs),
diabetes mellitus - non-insulin-dependent (1415 DAGs), systemic
lupus erythematosus (963 DAGs), multiple sclerosis (961 DAGs),
psoriasis (689 DAGs), psoriatic arthritis (177 DAGs), rheumatoid
arthritis (1612 DAGs), Sjogren’s syndrome (229 DAGs), systemic
scleroderma (494DAGs), and ulcerative colitis (796DAGs) (Figures
1A,B).The12 IMIDshada total of 3957DAGs.Amongthese, several
genes were linked to several IMIDs; for example, 74 DAGs were
linked to only Crohn’s disease (CD) and ulcerative colitis (UC), both
IBDs. Calculating the Jaccard index and Fisher’s exact test (FET) on
all the overlapping DAGs between all IMIDs revealed that CD and
UC had the highest significant overlap (Figure 1C). Interestingly,
genes associated with CD had significant overlap (FET p-value ≤
0.05) with all diseases except psoriatic arthritis and non-insulin-
dependent diabetes mellitus. Rheumatoid arthritis (RA) had a
significant overlap of DAGs with all IMIDs except non-insulin-
dependent diabetes mellitus. However, non-insulin-dependent
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D E

C

FIGURE 1 | DAGs of IMIDs: (A) intersection of DAGs for all comparisons of IMIDs. Comparisons are shown only for those diseases that have at least one
intersecting DAG between them. (B) Barplot represents the number of DAGs in each IMID. (C) Heatmap depicting Jaccard index and Fisher exact test (FET) p-value
calculated for each IMID comparison. Fisher exact test (FET) p-value denoted by * (***≤ 0.001, **≤ 0.01 and *≤ 0.05). (D) Gene expression of TNFAIP3. (E) Heatmap
depicting gene expression of the 12 genes common to all 12 IMIDs. Gene expression values in log2(CPM+1). CPM denotes counts per million.
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diabetes mellitus did not have a significant overlap of DAGs with
any of the IMIDs. Arthritis, psoriasis, CD, and RA had a significant
overlap ofDAGs between each other.We found 12DAGs that were
associatedwith all the 12 IMIDs (Figures 1A, E). TheseDAGswere
related to processes typically associated with inflammation, such as
cytokine signaling (GO:0001817; GO:0019221), regulation of
inflammatory response (GO:0050727), and regulation of
interleukin-6 (GO:0032675; GO:0032635). We further explored
these DAGs in the immunome and found the expression of
TNFAIP3 to be the highest in CD8+ T-cells, ILC3 and CD4+ T-
cells (Figures 1D, E). Likewise, IL1Bwas expressed bymyeloid and
progenitor cells; TNFwas expressed by lymphoid andmyeloid cells.
Overall, specific myeloid and lymphoid cells specifically expressed
some of the 12 genes linked to all the 12 IMIDs. Such cell-specific
expression of the DAGs led us to question the immune cell types
and genes essential for the 12 IMIDs. Hence, we used the DIME on
the 12 IMIDs to identify their top DACs and DAGs. Briefly, DIME
uses the immunome, input disease-gene network, and an
unsupervised machine learning algorithm (NMF) to determine
the clusters of top DACs and DAGs.

Inflammatory Arthritis Is Driven by CD4+

Treg, CD4+ Th1, and NK Cells
Inflammatory arthritis is an autoimmune disorder characterized by
joint inflammation. And joint inflammation is the primary clinical
feature observed in inflammatory arthritis types such as ankylosing
spondylitis (AS) and RA. However, in other inflammatory arthritis
types, such as psoriatic arthritis, inflammation is present in both the
skin and joints. Interestingly, AS and psoriatic arthritis are both
seronegative spondyloarthropathies (negative for rheumatoid factor
and auto nuclear antibodies) characterized by enthesitis and
predominant HLA-B27 genotype (34, 35). Such shared clinical
features led us to question if the inflammatory arthritis types
shared molecular mechanisms. So, we performed DIME on the
different types of inflammatory arthritis to identify the critical DACs
and DAGs and compare the molecular mechanism shared between
them. As a reference, we used the broader arthritis disease term that
encompassed several different kinds of arthropathies (including
inflammatory arthritis).

In the DIME analysis, the clusters of the DIME network (Figures
2–5) are ordered based on the Frobenius norm. Cluster with the
highest Frobenius norm represents the most crucial cluster and is
designated as the top cluster comprising the most crucial DACs and
DAGs. In each cluster, the DACs and DAGs are ordered based on
the DIME score, high scoring nodes signify higher importance. The
DIME analysis of AS revealed lymphoid cells such as NK cells, ILC3,
CD4+ T-cells (Th1, Treg, TEMRA) as the top DACs in the top
cluster (Figure 2A). The top cluster’s top DAGs comprised ETS1,
HSPA5, TNFAIP3, IL2RG, WNK1, etc. that were associated with
pathways such as interleukin signaling, antigen presentation,
regulation of RUNX3, and BCR signaling (Figure 2C). We find
RUNX3 expression highest in the NK cells, followed by CD8+ T-
cells and Th1 cells (Supplementary Figure S1A). The exact role of
RUNX3 in AS is unclear and possibly involves regulation,
differentiation, and activation of Th1 and T-bet cells (36). Further
research is required to establish the exact role of RUNX3 in AS and
Frontiers in Immunology | www.frontiersin.org 666
the above-identified lymphoid cell subsets. In the second cluster, the
top DACs included myeloid cells, and the top DAGs were
associated with pathways such as interleukin (IL-4, IL-10, IL-13)
signaling, MAPK3 activation, and MyD88 (Figures 2A, C). Thus,
the key DACs of AS are diverse, as reported in the literature (37).
However, according to DIME, the top DACs were NK cells, ILC3,
CD4+ T-cells (Th1, Treg, TEMRA).

The DIME analysis of psoriatic arthritis revealed lymphoid
cells such as NK cells, ILC3, T-cells (CD8+, TEMRA, Th1), ILC2
and myeloid cells like the macrophages and BDCA1+ DC as the
top DACs in the top cluster (Figure 2B). Likewise, T-cells, NK
cells, and antigen-presenting cells have played a crucial role in
psoriatic arthritis pathology (38). The top cluster’s top DAGs
were associated with interleukin (IL-4, IL-10, IL-13) signaling,
PI3K, and NF-KB activation. (Figure 2D). Furthermore, the
downstream genes of TNF-alpha such as TNFAIP3, TRAF5,
NFKB1, and ICAM1 were top DAGs in the top cluster.
Interestingly, TNF-alpha is a therapeutic target for psoriatic
arthritis (39, 40), perhaps the downstream genes identified by
DIME could also be explored as a therapeutic target for psoriatic
arthritis. S100 calcium-binding proteins like S100A8 and S100A9
play a role in regulating inflammation in psoriatic arthritis (41).
In the second cluster, we found the top DAGs included the S100
calcium-binding proteins, such as S100A9 and S100A8, which
were highly expressed by neutrophils, granulocytes, monocytes,
and dendritic cells (Figure 2B and Supplementary Figure S1B).

The crucial immune cells involved in RA are T-cells, B-cells,
and APCs (42). While activation of CD4+ Th1 and impairment
of CD4+ Tregs are essential for the pathology of rheumatoid
arthritis (43), the DIME analysis of RA revealed several
lymphoid cells such as CD4+ Tregs, CD4+ Th1, NK cells, etc.,
as the top DACs in the top cluster (Figure 3A). The top cluster’s
top DAGs were associated with pathways such as interleukin,
TCR, FCERI, and BCR signaling (Figure 3C). In the second
cluster, the top DACs included myeloid cells, and the top DAGs
were associated with pathways such as interleukin (IL-10, IL-13)
signaling, neutrophil degranulation, and ECM organization
(Figures 3A, C). Activation, recruitment, and apoptosis of
neutrophils are altered in RA, and under chronic inflammatory
conditions, they release protease-rich granules (44).

The DIME analysis of the broader arthritis disease term
revealed macrophages as the top DAC in the top cluster
(Figure 3B). Macrophages play a central role in arthropathies,
where they release cytokines and activate several immune cells
such as T-cells, monocytes, neutrophils, and synovial fibroblasts.
Besides, they are also the most abundant cells at the site of
inflammation (45). The top DAGs of the top cluster were
associated with pathways such as interleukin (IL-4, IL-13)
signaling, extracellular matrix (ECM) related pathways,
neutrophil degranulation, and toll-like receptor (TLR) cascades
(Figure 3D). In the second cluster, the top DACs comprise
neutrophils, granulocytes, and the top DAGs associated with
pathways s imi lar to the top cluster and included
inflammasomes-related pathways (Figures 3B, D).

In conclusion, using DIME, we found that in addition to the
shared clinical features, the three inflammatory arthritis types
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also had a similar DAC profile comprising CD4+ Treg, CD4+

Th1, and NK cells as the top DACs, distinguishing them from the
broader arthritis disease that showed macrophages as its top
DAC. Perhaps these lymphoid cells contribute to inflammation
in these arthropathies, and targeting them to reduce
inflammation could be explored as a therapeutic strategy (46).

Myeloid Cells Are Essential to Systemic
IMIDs
We performed the DIME analysis on the systemic IMIDs such as
systemic lupus erythematosus (SLE) and systemic scleroderma
Frontiers in Immunology | www.frontiersin.org 767
(SSc) (Figure 4). SLE and SSc are type I interferon-mediated
systemic autoimmune diseases, that unlike RA, primarily affect
not just the joints but also the skin, kidney, heart, and other
organs (47). In SLE, the continuous IFN production by pDC and
neutrophils leads to activation of monocytes, T-cells, and B-cells
(48). The DIME analysis of SLE revealed the myeloid cells
(granulocytes, macrophages, BDCA1+ CD14+, monocytes) as
the top DACs in the top cluster (Figure 4A). The top DAGs in
the top cluster were associated with interleukin signaling
pathways (IL-4, IL-13), neutrophil degranulation, cell-surface
interactions at the vascular wall, and the TLR cascades
A

B

DC

FIGURE 2 | Top DACs and DAGs of inflammatory arthritis: DIME network of (A) ankylosing spondylitis and (B) psoriatic arthritis. The DIME network shows top 25
percentile DACs and DAGs. Square nodes represent genes and circular nodes represent cell types, the color scheme signify the DIME score (higher score signify
importance of the node in the cluster) and the node size represent the median gene expression of the gene in the given cluster. Edges in each cluster signify the
relationship between the cell types and genes as identified by DIME, where the cell types in the cluster express the genes of the same cluster. To aid visualization,
the DAGs in the network is pruned based on the DIME score (top 50 DAGs if present) and gene expression (> 5 median gene expression in the corresponding
cluster’s cell types). Pathway enrichment analysis of the top 25 percentile DAGs of (C) ankylosing spondylitis and (D) psoriatic arthritis.
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(Figure 4C). Incidentally, the neutrophils in SLE undergo
spontaneous NETosis (a form of suicidal cell death), and this
process is dependent on TLR signaling (48). Additionally, T-cells
in SLE have altered cytokine production with higher IL6, IL7,
and IL10 secretions (48). In the second cluster, we found the top
DACs included CD4+ T-cells (TEMRA, TEM, TCM), and the top
DACs were associated with pathways such as immunoregulatory
interactions, Nef-associated factors (TNIP1, TNFAIP3), ZAP-70,
VAV1 pathway (Figures 4A, C). Nef-associated factors (TNIP1,
Frontiers in Immunology | www.frontiersin.org 868
TNFAIP3) have played a role in T-cell activation via TCR
signaling in SLE (49).

The DIME analysis of SSc revealed myeloid cells (neutrophils,
granulocytes, BDCA1+ CD14+ cells) and lymphoid cells (NK
cells, CD4+ Treg, ILC2, and ILC3) as the top DACs in the top
cluster (Figure 4B). The top DAGs in the top cluster were
associated with interleukin signaling pathways (IL-4, IL-13),
TGF beta signaling, NLR signaling, etc. (Figure 4D). In the
second cluster, the top DACs included macrophages and the top
A

B

DC

FIGURE 3 | Top DACs and DAGs of inflammatory arthritis: DIME network of (A) rheumatoid arthritis and (B) arthritis. Pathway enrichment analysis of the top 25
percentile DAGs of (C) rheumatoid arthritis and (D) arthritis. See Figure 2 legend for network description.
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DAGs were associated with pathways that included IL-10
signaling and degradation of ECM (Figures 4B, D). As
described in the review by Caam et al., several studies have
shown neutrophils, macrophages, NK cells, and Tregs to play a
role in the profibrotic events in SSc by the production of
profibrotic cytokines such as TGF beta, IL-4, IL-10, IL-13, etc.,
thus corroborating our findings (50).

Thus, the top DACs of the systemic IMIDs comprised
myeloid cells such as neutrophils, granulocytes, BDCA1+

CD14+ cells, CD11c+ myeloid cells, and BDCA1+ DC.
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Exploring the role of these cells, their corresponding DAGs
and pathways in the systemic IMIDs may be useful for gaining
mechanistic insights into disease and for successful therapeutic
strategy. Exploring the role of neutrophils and their
degranulation genes may serve as stronger targets in SLE, as
neutrophil degranulation precedes type 1 interferon signature
(often observed in SLE patients) (51–54). While the DACs of the
SSc are diverse populations of myeloid and lymphoid cells,
neutrophils are still an interesting candidate and exploring the
role of TGF beta may shed light on the profibrotic events in SSc.
A

B

DC

FIGURE 4 | Top DACs and DAGs of systemic diseases: DIME network of (A) SLE and (B) arthritis. Pathway enrichment analysis of the top 25 percentile DAGs of
(C) SLE and (D) SSc. See Figure 2 legend for network description.
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Thus, based on the DIME analysis, attenuation of neutrophilic
inflammation may be the key therapeutic strategy for the
systemic IMIDs.

IBDs Are Primarily Lymphoid Driven
We then looked at IMIDs that involve chronic inflammation of
the digestive system, categorized as IBDs. The two primary
forms of IBDs are CD and UC. CD is known to be driven by
CD4+ Th1 cells, with a dominant Th1 cytokine profile leading
Frontiers in Immunology | www.frontiersin.org 1070
to a pro-inflammatory effect (55). The DIME analysis of CD
revealed lymphoid cells (CD4+ Treg, ILC2, CD4+ TEMRA,
CD4+ Th1) as the top DACs in the top cluster (Figure 5A).
The top DAGs of the top cluster were associated with pathways
such as interleukin (IL-4, IL-10, IL-13) signaling, TLR (TLR-5,
TLR-10) signaling, MyD88, and neutrophil degranulation
(Figure 5C). In the second cluster, the top DACs included
granulocytes, neutrophils, monocytes, macrophages, etc., and
the top DAGs were associated with pathways such as
A

B

C D

FIGURE 5 | Top DACs and DAGs of IBDs: DIME network of (A) Crohn’s disease and (B) ulcerative colitis. Pathway enrichment analysis of the top 25 percentile
DAGs of (C) Crohn’s disease and (D) ulcerative colitis. See Figure 2 legend for network description.
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interleukin signaling, neutrophil degranulation, and TLR
cascades (Figures 5A, C).

The T-cell profile of UC has been difficult to categorize due to
discrepancies in its response among patients. However, there is
evidence of Th2 cells, NK cells, macrophages, and neutrophils
involved in the pathogenesis of UC (55). The DIME analysis of
UC revealed lymphoid cells (ILC2, NK, ILC3, CD4+ Th1, etc.) as
the DACs in the top cluster (Figure 5B). The top DAGs of the
top cluster were associated with pathways such as interleukin
(IL-4, IL-13) signaling, TLR cascades, NLR signaling, neutrophil
degranulation, etc. (Figure 5D). In the second cluster, the top
DACs included granulocytes, BDCA1+ CD14+ cells, etc. The top
DAGs were associated with interleukin signaling pathways (IL-4,
IL-10, IL-13), neutrophil degranulation, and TLR cascades
(Figures 5B, D). The DIME analysis of UC comprised 5
clusters in total, with myeloid cells in the third cluster,
thrombocytes and TEMRA in the fourth cluster, and bone
marrow plasma cells in the fifth cluster. This shows that the
disease-gene network of UC involves genes that participate in
many different cell types and are more complex to uncover their
etiology. However, the highest weighted cluster signifies that the
lymphoid cel ls may be the primary candidates for
further analysis.

Thus, the top DACs of the IBDs include the ILC2, CD4+ Th1,
CD4+ Treg, and the NK cells. The T-cells, innate lymphoid cells,
and NK cells play an important role in the pathogenesis of IBDs
(56–58), thus corroborating our findings. We hypothesize that
Crohn’s disease is driven primarily by lymphoid inflammatory
response and downregulating TLR signaling pathways could be a
potential therapeutic strategy. The DAC profile of ulcerative
colitis was found to be diverse, and would require a deeper
analysis into the participation of the different cell types involved
in their etiology.

Statistically Significance of DIME Results
To evaluate DIME’s consistency, we performed 1000 Jackknife
simulations with random subsampling of DAC/DAG. We re-
identified the top DAC/DAG for all IMIDs (see Supplementary
Methods). The jackknife simulations revealed that the top DACs
identified across all clusters in the simulations (Supplementary
Figure S2A) showed a similar pattern compared to top DACs
identified in the original run (Supplementary Figure S2C). For
the top DACs of the top cluster, the pattern from the simulations
(Supplementary Figure S2B) was comparable to the original
run’s DAC score (Supplementary Figure S2D). We used
Pearson correlation to compare the pattern observed between
the simulations and the original run. The Pearson correlation
between the pattern observed in the simulated run
(Supplementary Figure S2B) and the DAC scores of the
original run for the top cluster revealed that the top DACs in
the top cluster were significantly correlated (p-value ≤ 0.05) for
all the IMIDs except ulcerative colitis (Supplementary Figure
S4). This correlation shows that the top DACs of the top cluster
identified by DIME is statistically significant for all IMIDs,
except UC.

Likewise, we evaluated the consistency of the top DAGs. In all
simulations, the top 10 DAGs of the original run’s top cluster
Frontiers in Immunology | www.frontiersin.org 1171
were present as the top DAG in any of the simulated run clusters
(Supplementary Figure S3). The Pearson correlation between
the pattern observed in the simulated run and the DAG scores of
the original run for the top cluster was significantly correlated for
all the IMIDs (Supplementary Figure S4B). Thus, the top DAGs
of the top cluster identified by DIME is statistically significant for
all IMIDs.

Why Are the top DACs of UC Insignificant?
In the case of UC, the top DACs were statistically insignificant
from our 1000 jackknife simulations; the top DAGs, however,
were significant (Supplementary Figures S2–S4). We found
from 1000 simulations that the lymphoid cells identified by the
original run (Figure 5B) were indeed present in the simulations.
The myeloid cells were also part of the top DACs of the top
cluster in the simulations (Supplementary Figure S2B).
Furthermore, we found that the top cluster’s top DAGs
included genes associated with neutrophil degranulation
pathways and other myeloid cell-related pathways (Figures 5B, D).
Thus, owing to the non-convergence of NMF in accurately
predicting the top DACs of the top cluster in UC. The top DACs
of the top cluster of UC were ambiguous, as reported in the literature
(55). From our simulations, we propose the inclusion of the
myeloid cells in the top DACs of the top cluster in addition to the
lymphoid cells previously identified (Figure 5B).
Common Cell-Gene Networks Reveal
Common Mechanisms Between
IMIDs and Potential Drug Targets
The DIME analysis revealed that several top DAGs and their
corresponding DACs were present in many IMIDs. For example,
in many IMIDs, the gene FOS was present as top DAG in the
cluster typically containing myeloid cells (granulocytes,
neutrophils, and dendritic cells) as the top DACs. We found
several genes, like FOS, that were present as the top DAG in the
same top DAC cluster between different pairs of diseases. We
refer to these top DACs and DAGs present between the two
diseases as the common cell-gene network (represented
schematically in Figure 6A). Using the common cell-gene
network, we suggest that these diseases may have a similar
mechanism of action. We could exploit such common
mechanisms to gain mechanistic insights between diseases and
identify drug repurposing targets. Hence, we integrated the
publicly available drug-gene networks to identify and reinforce
drug repurposing targets based on the common mechanisms
(cell-gene networks) determined from the DIME analysis
(Figure 6A).

To identify the commonmechanisms across the 12 IMIDs, we
identified the common cell-gene networks between all disease
comparisons (Figure 6B). We then used the Jaccard index and
FET to measure the extent and significance of the overlap in the
common cell-gene networks between the disease pairs.
Compared to the analysis that looked at all DAGs, which
showed several diseases to be statistically significant in the
overlap, the common cell-gene network overlap was restricted
to fewer diseases (Figure 1C and Figure 6B).
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The comparative analysis revealed that CD had statistically
significant common cell-gene networks with several diseases
such as, psoriasis, RA, and UC (Figure 6B). CD and UC’s
common cell-gene network had the highest Jaccard index
among all the IMIDs, both being IBDs with an aggressive T-
cell response (55). CD and UC’s common cell-gene network
revealed that the top DACs included the lymphoid cells such
as CD4+ T-cell, CD4+ Th1, CD4+ Treg, ILC1, ILC2, ILC3, and
NK cells in one cluster (Figure 6C). CD4+ Th1 and NK cells
are known to be implicated in both CD and UC (55). The top
DAGs (represented by green border) such as CD44, CXCR4,
SELL, HSP90AA1 etc., were highly expressed by cells of the
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lymphoid cluster and were also drug targets (genes that are
druggable or have drug targeting them in our drug-gene
network). Thus, making them potential drug repurposing
candidates for CD and UC. Other potentially interesting
DAGs (that were not drug targets) included PTPRC, ETS1,
IL7R, TNFAIP3, etc. Collectively, the DAGs in the lymphoid
cluster were enriched in interleukin signaling pathways (IL-4
and IL-13), NLR signaling, etc. (Supplementary Figure S5A).
The other clusters consisted of myeloid cells such as the
granulocytes, dendritic cells, monocytes, and macrophages,
among which dendritic cells have been crucial for regulating
the T-cell responses in IBDs. The top DAGs, such as SH2B3,
A

B

D E

C

FIGURE 6 | Common mechanisms between IMIDs. (A) Steps involved in DIME based drug repurposing using the common cell-gene network. (B) Jaccard index
and FET calculated for the common cell-gene between two diseases for all disease comparisons. Fisher exact test (FET) p-value denoted by *(***≤ 0.001 and
*≤ 0.05). The common cell-gene network of (C) Crohn’s disease and ulcerative colitis, (D) Crohn’s disease and rheumatoid arthritis, and (E) ankylosing spondylitis
and rheumatoid arthritis. The DAG’s color is based on the median gene expression of the DAG in the corresponding DACs. DAGs that are drug targets have a green
border, and the cells are shown in blue color.
May 2021 | Volume 12 | Article 669400

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Devaprasad et al. Disease-Gene Networks for IMIDs
JAK2, CD86, MMP9, CXCL8, PTGS2, TREM1, LRRK2, TYK2,
etc., were highly expressed by the myeloid cluster cells and
were potential drug repurposing candidates. These DAGs were
enriched in interleukin signaling pathways (IL-10), TLR
signal ing , ECM degradat ion , e tc . (Supplementary
Figure S5A).

We next explored the common cell-gene network of the two
distinct IMIDs that belonged to different pathophysiology,
namely CD and RA. The common cell-gene network of CD
and RA revealed that the top DACs comprised of the lymphoid
cells that included all CD4+ T-cells and NK cells in one cluster
(Figure 6D). The top DAGs such as CXCR4, CD44, SELL,
RAC2, ANXA1, etc., were highly expressed by this cluster’s cells
and were potential drug repurposing candidates. These DAGs
were enriched for pathways associated with interleukin, TLR,
MyD88 signaling, etc. (Supplementary Figure S5B). The other
cluster comprised myeloid cells such as granulocytes, dendritic
cells, monocytes, and macrophages. The top DAGs such as
CTSS, ITGB2, MCL1, LYZ, SH2B3, etc., were highly expressed
by this cluster’s cells and were potential drug repurposing
candidates. These DAGs were enriched for pathways
associated with interleukin (IL-4, IL-13) signaling, neutrophil
degranulation, etc. (Supplementary Figure S5B).

In addition to CD’s common cell-gene networks, we found a
statistically significant common cell-gene network between the
two inflammatory arthropathies that have joint pain as the
primary feature, namely AS and RA. The common cell-gene
network of AS and RA revealed that the top DACs comprised of
the lymphoid cells that included all the T-cells and NK cells in
one cluster (Figure 6E). The top DAGs such as IL2RG, ITGAL,
IL2Rb, PTGER4, PRKCQ, etc., were highly expressed by this
cluster’s cells and were potential drug repurposing candidates.
These DAGs were enriched for interleukin (IL-1) signaling
pathways, FCERI mediated NF−kB activation, TCR signaling,
etc. The other clusters comprised myeloid cells such as
granulocytes, dendritic cells, monocytes, and macrophages. The
top DAGs, such as SH2B3, TYK2, TLR2, TLR4, IL6R, were
highly expressed by this cluster’s cells and were potential drug
repurposing candidates. These DAGs were enriched for
interleukin signaling pathways (IL-4, IL-10, IL-13)
(Supplementary Figure S5C).

Thus, using the common cell-gene networks, we could
uncover the common mechanisms between the IMID pairs
(Figure 6 and Supplementary Figure S5) and use them to
identify potential drug targets. This novel method of
computational drug repurposing is a combination of target-
based and mechanism-based drug repurposing strategies (59).
We found several DAGs such as IL1B, IL6R, ITGAL, PTGS2,
TYK2, NFKB1, NLRP3, PRKCQ, PTGER4, PTPN2, RELA,
SH2B3, SMAD3, TLR2, TLR4, and TREM1, that were drug
targets and present in all the common cell-gene networks
(Figures 6C, E). Among these DAGs, ITGAL was the only
DAG that was a drug target and present as the top DAG of the
top cluster (lymphoid cell cluster) in the DIME networks of
CD, UC, AS, and RA. This is interesting as the lymphoid cells
were identified as the top DAC of the top cluster for all of the
Frontiers in Immunology | www.frontiersin.org 1373
above diseases. Using the drugs associated with these drug
targets specifically for these diseases (CD, UC, AS, and RA) in
therapy would require extensive experimental validation and
clinical trials. Therefore, we explored (in the next section) the
possibility of using some of these drug targets for repurposing
based on existing studies and drugs that are already approved
by the FDA. Thus, reinforcing and strengthening these targets
and also the validity of our approach in identifying them.
Common Cell-Gene Networks Reveal
Drug Repurposing Targets
To explore and validate the drug targets for repurposing, we
focused on the top DAGs of the statistically significant (FET p-
value ≤ 0.05) common cell-gene networks of all IMIDs (Figure
6B). To identify drug targets that were targets of FDA-approved
drugs, we used the drug-gene network of CHEMBL. We found
several drug targets such as IL1B, IL6R, ITGAL, and TYK2 to be
present in all the statistically significant common cell-gene
networks (Table 1). Here, we explore the possibility of using
these drug targets for repurposing based on their current use as a
therapeutic target in certain IMIDs and suggest where they can
be repurposed based on their presence in the common cell-gene
networks of those IMIDs and others.

Drug targets identified by us that are already in use for the
different IMIDs include drugs that target IL1B, IL6, TYK2, and
JAK2.IL1B was present in the common cell-gene network of AS,
CD, psoriasis, RA, and UC, indicating a similar mechanism
between these diseases (Table 1). Anti-IL1 therapy is used for
psoriasis and RA (60–62), suggesting that it could be potentially
used in IMIDs like AS, CD, and UC. Incidentally, preliminary
studies indicate that anti-IL1 treatment has shown promising
clinical response for treating AS, CD, and UC (63, 64). Anti-IL6
therapy (tocilizumab) showed a positive clinical response in a
small group of patients in AS, CD, and RA, suggesting its
application in other IMIDs like psoriasis and UC (65–67).
However, anti-IL6 therapy had side effects in smaller studies
on psoriasis and UC and must be explored carefully (68, 69).
Tofacitinib, a TYK2 and JAK2 inhibitor developed for RA, is now
making way to treatment options in other diseases such as, CD,
UC, and psoriasis (70–73). Plerixafor (drug target: CXCR4) is a
drug now used in cancer (lymphoma and multiple myeloma)
after stem cell transplantation to initiate migration of stem cells
in the bloodstream (74). This drug is now in clinical trials
(NCT01413100) to be evaluated for use after autologous
transplant in patients with SSc. We suggest extending such
trials based on exploiting the CXCR4 mediated dysregulation
of the immune system to other IMIDs like psoriasis, CD, RA,
and UC.

Integrin based therapies (such as natalizumab and
vedolizumab that targets ITGB2) are already used for CD (75).
Exploring other integrin based therapies (such as Lifitegrast that
targets ITGAL and ITGB2) for CD may be beneficial since
ITGAL and ITGB2 are top DAGs in the DIME network and
are also implicated in CD (76, 77). Lifitegrast could be a
promising drug repurposing candidate for CD and perhaps for
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TABLE 1 | The top DAGs and their FDA approved drug candidates identified from the DIME-based common cell-gene networks of the different IMIDs.

DAG/
Drug
target

Diseases Drugs

IL1B AS, CD,
Psoriasis,
RA, UC

canakinumab, rilonacept, anakinra

IL6R AS, CD,
Psoriasis,
RA, UC

tocilizumab

ITGAL AS, CD,
Psoriasis,
RA, UC

lifitegrast

TYK2 AS, CD,
Psoriasis,
RA, UC

tofacitinib citrate

PSMB9 AS, CD,
Psoriasis,
RA

bortezomib, carfilzomib, ixazomib citrate

DNMT3A AS, CD,
Psoriasis,
UC

azacitidine, decitabine

HDAC7 AS, CD,
Psoriasis,
UC

belinostat, panobinostat lactate, romidepsin

JAK2 AS, CD,
Psoriasis,
UC

baricitinib, ruxolitinib phosphate, tofacitinib citrate

PTGS2 AS, CD,
RA, UC

acetaminophen, aminosalicylate potassium, aminosalicylate sodium, aspirin, balsalazide disodium, bismuth subsalicylate, bromfenac sodium,
carprofen, diclofenac, diclofenac epolamine, diclofenac potassium, diclofenac sodium, diflunisal, etodolac, etoricoxib, fenoprofen calcium,
flurbiprofen, flurbiprofen sodium, ibuprofen, ibuprofen lysine, ibuprofen sodium, indomethacin, indomethacin sodium, ketoprofen, ketorolac
tromethamine, meclofenamate sodium, meloxicam, mesalamine, nabumetone, naproxen, naproxen etemesil, naproxen sodium, nepafenac,
olsalazine sodium, oxaprozin, oxaprozin potassium, piroxicam, sulfasalazine, sulindac, tolmetin sodium

BCL2 CD,
Psoriasis,
RA, UC

venetoclax

CXCR4 CD,
Psoriasis,
RA, UC

plerixafor

IL4R CD,
Psoriasis,
RA, UC

dupilumab

IL17RA CD,
Psoriasis,
RA

brodalumab

ITGB2 CD,
Psoriasis,
RA

lifitegrast

PSMD7 CD,
Psoriasis,
RA

bortezomib, carfilzomib, ixazomib citrate

CD86 CD, RA,
UC

abatacept, belatacept

CSF2RA CD, RA,
UC

sargramostim

NR3C1 CD, RA,
UC

alclometasone dipropionate, amcinonide, beclomethasone dipropionate, betamethasone, betamethasone acetate, betamethasone benzoate,
betamethasone dipropionate, betamethasone sodium phosphate, betamethasone valerate, budesonide, ciclesonide, clobetasol propionate,
clocortolone pivalate, cortisone acetate, deflazacort, desonide, desoximetasone, dexamethasone, dexamethasone acetate, dexamethasone
sodium phosphate, diflorasone diacetate, difluprednate, flumethasone pivalate, flunisolide, fluocinonide, fluorometholone, fluorometholone
acetate, fluprednisolone, flurandrenolide, fluticasone furoate, fluticasone propionate, halcinonide, hydrocortamate hydrochloride, hydrocortisone,
hydrocortisone acetate, hydrocortisone butyrate, hydrocortisone cypionate, hydrocortisone probutate, hydrocortisone sodium phosphate,
hydrocortisone sodium succinate, hydrocortisone valerate, loteprednol etabonate, medrysone, meprednisone, methylprednisolone,
methylprednisolone acetate, methylprednisolone sodium succinate, mifepristone, mometasone furoate, paramethasone acetate, prednicarbate,
prednisolone, prednisolone acetate, prednisolone sodium phosphate, prednisolone tebutate, prednisone, rimexolone, triamcinolone,
triamcinolone acetonide, triamcinolone diacetate, triamcinolone hexacetonide

(Continued)
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UC, AS, and RA. Since its target gene ITGAL, was the only top
DAG of the top cluster (lymphoid cell cluster) that was also a
drug target in the DIME networks of these diseases (Figures 2, 3,
6C–E). Thus, we propose lifitegrast as a novel drug repurposing
candidate to be tested for CD, UC, AS, and RA.
DISCUSSION

Despite decades of experimental data, the knowledge of
important cell types involved in the disease’s pathogenesis
remains limited. To address this gap, we used the immunome
comprising 40 immune cells, the disease-gene network, and
computational methods to identify the important DACs and
DAGs of the disease. The integration of these parts resulted in
the novel mechanisms being captured by our method, using
which we built a tool called the DIME. Here, we highlight the
important DACs, DAGs, and common mechanisms captured
using DIME for 12 phenotypically different IMIDs. Using DIME,
the top DACs were found to be CD4+ Treg, CD4+ Th1, and NK
cells in inflammatory arthritis (AS, PsA, and RA); neutrophils,
granulocytes, and BDCA1+ CD14+ cells in SLE and SSc; ILC2,
NK, CD4+ Th1, and CD4+ Treg in the IBDs.

Lymphoid cells such as CD4+ Th1, CD4+ Treg, and NK cells
were the key players in inflammatory arthritis (AS, PsA, and RA)
and IBD (CD and UC). These diseases have been reported to
have an intricate cross-play of the above lymphoid cells, where
the NK cells influence the differentiation of CD4+ Th cells into
CD4+ Th1 and CD4+ Tregs; CD4+ Th1 plays a crucial role in the
initiation of inflammation by cytokine production; the CD4+

Tregs are crucial for immune response modulation (78).
Interestingly, the top DAGs of these diseases show pathways
associated with the signaling of IL-4 and IL-13 that are crucial in
this cross-play, thus corroborating DIME results.

Although we excluded HLA genes to prevent myeloid and B
cell bias, the IMIDs associated with the HLA-B27, such as
psoriasis, AS, and IBDs were found to have statistically
significant common-cell gene networks. However, PsA (also
associated with HLA-B27) is omitted here since it did not have
a statistically significant common-cell gene network with any
IMIDs (Figure 6B). Additionally, AS and RA, the two
inflammatory arthritis with joint inflammation as the primary
feature, also had a statistically significant common-cell gene
network. Thus, the diseases with these shared clinical features
also had common mechanisms as identified by DIME. The
Frontiers in Immunology | www.frontiersin.org 1575
common mechanisms from these networks revealed several
lymphoid and myeloid cells and their expressing DAGs. The
lymphoid cells such as CD4+ Th1, CD4+ Treg, and NK were
predominant in all the statistically significant common-cell gene
networks, showing that these diseases were indeed mainly driven
by the aggressive T-cell response (36–38, 55). Pathways such as
interleukin (IL-4 and IL-13), TLR, TCR signaling, etc., was found
to be enriched in the top DAGs of the common cell-gene networks
of these IMIDs. Thus, the common cell-gene network revealed
several common mechanisms between the diseases in accordance
with the top DACs, DAGs, and their associated pathways.

We used the common mechanism from the common cell-
gene network and the drug-gene networks to propose
potential drug targets for repurposing. This novel
computational drug repurposing strategy, a combination of
target-based (literature drug-gene network) and mechanism-
based (inferred from DIME), revealed several potential drug
targets such as IL1B, IL6R, ITGAL, PTGS2, TYK2, NFKB1,
NLRP3, PRKCQ, PTGER4, PTPN2, RELA, SH2B3, SMAD3,
TLR2, TLR4, and TREM1. Further, we used these mechanism-
based drug targets from DIME, and the FDA approved drug-
gene network to propose several drug targets and their
drugs that could expedite the drug repurposing process
(Table 1). Thus, we were able to capture drug targets and
their drugs currently being targeted or being explored for use
in therapy for the IMIDs. We also found a few novel targets,
such as the drug lifitegrast (used for dry eyes) for CD, UC, AS,
and RA as an alternative to other integrin-based therapies
already in use for CD. Lifitegrast is particularly interesting
because it targets ITGAL, which was found to be important in
the lymphoid cell cluster of CD, UC, AS, and RA. Thus,
effectively targeting the exact mechanism. Perhaps the effect
of lifitegrast could be used for down-regulating lymphoid cell-
mediated inflammation in these diseases (79). Although
Lifitegrast is currently available as an eye drop application
and used to treat eye complications only, different
formulations of this drug can be explored to treat CD, UC,
AS, and RA. To the best of our knowledge, lifitegrast in
the axis of ITGAL has not been investigated to treat CD,
UC, AS, and RA. Thus, using DIME, we were able to propose a
novel drug repurposing strategy from the analysis of the
12 IMIDs.

In conclusion, DIME helped identify (1) top DACs, DAGs
of the IMIDs (2), Common mechanisms between the IMIDs,
and (3) drug targets for repurposing. To enable DIME analysis
TABLE 1 | Continued

DAG/
Drug
target

Diseases Drugs

P4HB CD, RA,
UC

lomitapide mesylate

IL2RB,
IL2RG

AS, RA basiliximab, daclizumab

PSMB8 AS, RA bortezomib, carfilzomib, ixazomib citrate
ALOX5 CD, RA balsalazide disodium, meclofenamate sodium, mesalamine, olsalazine sodium, sulfasalazine, zileuton
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for other diseases from the DisGeNet, the GWAS network, or a
user-defined set of genes, we built the DIME tool as a user-
friendly shinyapp. We believe that this tool will help scientists
uncover the etiology of complex and rare diseases and
facilitate drug development by better-determining drug
targets, thereby mitigating the risk of failure in late
clinical development.
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4 Oncoimmunology Laboratory, Centro de Investigación Biomédica de Oriente, Instituto Mexicano del Seguro Social,
Puebla, Mexico, 5 Coordinación de la Investigación Cientı́fica - Red de Apoyo a la Investigación, UNAM, Ciudad de
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The balance between pro- and anti-inflammatory immune system responses is crucial to
face and counteract complex diseases such as cancer. Macrophages are an essential
population that contributes to this balance in collusion with the local tumor
microenvironment. Cancer cells evade the attack of macrophages by liberating
cytokines and enhancing the transition to the M2 phenotype with pro-tumoral
functions. Despite this pernicious effect on immune systems, the M1 phenotype still
exists in the environment and can eliminate tumor cells by liberating cytokines that recruit
and activate the cytotoxic actions of TH1 effector cells. Here, we used a Boolean modeling
approach to understand how the tumor microenvironment shapes macrophage behavior
to enhance pro-tumoral functions. Our network reconstruction integrates experimental
data and public information that let us study the polarization from monocytes to M1, M2a,
M2b, M2c, and M2d subphenotypes. To analyze the dynamics of our model, we modeled
macrophage polarization in different conditions and perturbations. Notably, our study
identified new hybrid cell populations, undescribed before. Based on the in vivo
macrophage behavior, we explained the hybrid macrophages’ role in the tumor
microenvironment. The in silico model allowed us to postulate transcriptional factors
that maintain the balance between macrophages with anti- and pro-tumoral functions. In
our pursuit to maintain the balance of macrophage phenotypes to eliminate malignant
tumor cells, we emulated a theoretical genetically modified macrophage by modifying the
activation of NFkB and a loss of function in HIF1-a and discussed their phenotype
implications. Overall, our theoretical approach is as a guide to design new experiments for
unraveling the principles of the dual host-protective or -harmful antagonistic roles of
transitional macrophages in tumor immunoediting and cancer cell fate decisions.
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INTRODUCTION

Macrophages are essential cells in inflammatory responses and
immune regulation. However, these cells have heterogeneous
functions depending on their polarization. Despite the
importance of the process, only the M1 and M2 phenotypes
have been experimentally characterized (1, 2). Nevertheless,
there are macrophages with intermediate functional
phenotypes or hybrid stages that have not been fully described
yet. M1, M2, and some hybrid states have specific gene
expression and secretion profiles, depending on the
microenvironment signals (3). For instance, M1 macrophages
express NFkB or STAT1 and secrete TNF-a and IL-12,
correlated with a pro-inflammatory response. On the contrary,
the M2 macrophages are correlated with an anti-inflammatory
response, but their expression profiles are subject to the hybrid
stages. As far as we know M2 macrophages have 4 hybrid stages,
called M2a, M2b, M2c, and M2d (4). M2a macrophages express
STAT6 and secrete IL-10, TGF-b, and IL-1RA, associated with
pro-fibrotic functions and inhibition of Th1, and a Th2 response
(5). M2b macrophages express Erk and AP-1, and secrete IL-10,
TNF- a, and IL-1, correlated with immune regulation (6). M2c
macrophages express STAT3 and secrete IL-10 and TGF-b, involved
in tissue repair, matrix remodeling, and immunosuppressive behavior
(7). Finally, M2d macrophages express HIF1-a or a defective NFkB,
enhance STAT1, and induce the secretion of IL-10, TGF-b, and
VEGF. M2d is associated with tumors, enhancing the angiogenic
process, metastasis, tumor growth, and regulating the immune system
(8–10). In principle, hybrid stages inmacrophage polarization depend
on the microenvironment signals, such as cytokines, membrane
receptors, and transcription factors, to determine their specific
function and cell fate. However, macrophage hybrid states can
transit from one to another depending on the stimuli. M1
macrophages can polarize reversibly into M2a, M2c, and M2d,
while M2c can polarize reversibly into M2a (8–11). Moreover, the
microenvironment signals can be secreted by other cells within the
tissue or by the macrophages themselves (12). Despite the previous
characterization, theoretically it has been proposed a continuum
transition between the mentioned phenotypes (13). Therefore,
integrating the signaling responses and molecular mechanisms
involved in the macrophage polarization is required to untangle the
complexity of the transitions between the different phenotypes.

As stated above, macrophages respond to tumor
microenvironment stimuli in a coordinated and regulated
manner. At the molecular level, transcription factors regulate
the expression of other transcription factors or mRNA molecules
inducing a change in the behavior based on the stimuli. These
interactions can be summarized in a gene regulatory network
where we can analyze their dynamic properties through
mathematical models (14). Given that gene regulatory
networks contemplate a large number of variables and the
interactions among them, modeling their behavior using a
continuous approach would be difficult due to the lack of
kinetic parameters. However, gene regulatory networks
represent variables as nodes and the interactions between them
as edges, making a discrete approach suitable because it requires
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few parameters. A common approach is the Boolean modeling.
This mathematical approach is, where we numerically represent
the state of the nodes as 0 (OFF) or 1 (ON). The OFF state means
that a transcription factor or molecule is below a certain
threshold, meaning it is inactive, while ON indicates an active
molecule. The activation and inactivation rules for each node are
called Boolean functions. These rules, indicate how each node is
activated or inhibited are obtained from experimental evidence
and mathematically represented through logical operators: AND
(stated as: &), OR (stated as: |), and NOT (stated as: ¬), obtained
based on the experimental evidence on how each node is
activated or inhibited. The system is solved via a synchronous
or asynchronous update where we transform a static gene
regulatory network into a dynamic one. By applying a
synchronous all Boolean functions are updated simultaneously,
and they will eventually arrive at a steady state, called an
attractor. An attractor is a point where a group of states will
converge to that point and they cannot leave this state until a
perturbation occurs (15, 16). The biological interpretation of an
attractor is a certain cell type or function defined by a gene
pattern, it can be related to one or more subtypes of phenotypes
and a phenotype can be associated with one or more attractors.
This approach has been used to successfully model biological
systems (17, 18), and study the cell fate decisions of the adaptive
immune response by their specific signals (19, 20). Notably, this
approach validated the continuum hypothesis of polarization
states by integrating a network of external cytokine signals
(21, 22). Although valuable endeavors have recovered and
model some of the macrophage phenotypes (M1, M2a, M2b,
and M2c) (21, 22). However, there is a lack of information about
other phenotypes and their functionalities. We propose a new
model capable of recreating the macrophage phenotype diversity
considering relevant experimental evidence to fulfill this gap.

In this paper, we present a Boolean dynamical analysis over an
updated signaling regulatory network of macrophages to assess the
polarization of intermediate phenotypes immersed in the tumor
microenvironment. Our Boolean model predicted known
macrophage phenotypes, plus hybrid intermediate phenotypes
with mixed physiological functions associated with tumor
eradication, tissue repair, and progression of tumor cells. Then,
we proceeded with an in-depth analysis of the functional
properties of the hybrid states. Analyzing the stability of the new
hybrid states. As a result, we acknowledge the importance of
STAT1, NFkB for the M1 phenotype and HIF1-a for the M2
phenotype. We also proposed a theoretical approach of
macrophage immunotherapy in an in silico breast cancer
microenvironment, which showed promising results in a specific
microenvironment towards a better prognosis for cancer
eradication. Overall, this work represents a systems biology
framework capable of characterizing known macrophage
phenotypes and suggesting new hybrid cell populations. Also, it
explores the typified macrophages functionality in a tumor
microenvironment as well as their robustness and properties.
Moreover, our model serves as a computational platform to
explore how the tumor microenvironment can potentially
modulate macrophages-cancer interaction.
June 2021 | Volume 12 | Article 642842
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MATERIAL AND METHODS

Mathematical Modeling of Network
Phenotypes Through Discrete Variables
To explore the feasible space of phenotypes associated with our
signaling network, we applied a Boolean approach. Briefly,
Boolean approaches assume that each node in the network can
be in one of two states (0 or 1), and their dynamic behavior is
entirely governed by a Boolean function, which is defined by their
regulation. Under this situation, the dynamic state of the i-esime
node at time t is given by

xi(t + 1)   =   fi(xi1(t), xi2(t),   :::  ,   xiki(t))

Where xi can take the values 0 or 1, and fi represents the
Boolean function of the i-esime node in the network. Note that
every node has a Boolean function which determine how that
specific node respond to the change of the neighbor regulators
(here indicated by the arguments of fi). Also, fi maps a Boolean
state including multiple Boolean variables at time t into a new
Boolean state. After one unit of time, the dynamic behavior of the
network is obtained when we simultaneously apply the transition
function fi over all the nodes. Starting from the 2N initial states,
the Boolean transition functions will allow the network to reach a
finite set of states that could cycle between them in a fixed state.
These recurrent states are called attractors: if the dynamics
reaches a state and stays there, they are called simple
attractors, but if they move irregularly in a set of states, they
are called complex or loose attractors. All the set of initial states
whose transition function guide to the same attractors will form
the basin of attraction. The attractors are of great importance
because they represent the long-term behavior of the Boolean
model and are potentially associated with phenotypes in the
system of study (20, 23).

Analysis and Simulation of the Attractors
of Our Boolean Model
A gene regulatory network is a dynamic system. We obtained all
of the attractors using the exhaustive search algorithm evaluating
the space of 2n (where n is the number of nodes) initial
conditions. So we evaluated 536,870,912 initial conditions
using BoolNet Library from R software (24). The obtained
attractors carried important biological implications and were
associated with macrophage phenotypes. Each attractor was
labeled based on experimental evidence. The labeling was done
with a function of R package BoolNetPerturb, located at https://
github.com/mar-esther23/boolnet-perturb-0.1. To compare the
differences between the obtained attractors we reduced the
dimension of our variables to plot them in a 2D-space using
the t-SNE function in R. Once we had our plot, we clustered
them to find similarities between the attractors. To determine the
optimal number of clusters, we develop rules based on each
possible group value’s associated error, varying from 10 to 30.
Finally, the clusters were named based on the functions carried
out by the phenotypes of macrophages in each cluster. The
model is available in a txt file and an SBML file for it could be
easily reproduced. Our Code, data, and implemented analysis
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can be accessed at: https://github.com/resendislab/M1-M2-
Macrophage-Polarization.

Mutation Analysis
Mutation analysis was divided into two sections: gene deletion
and activation. The number of initial conditions for each
perturbation is 2n–1 where n–1 is the number of nodes minus
the perturbed, so for every perturbation we evaluated 268,435456
initial conditions. We permanently set the state of the node as 0
for gene deletion and simulated the dynamics until it reached an
attractor. Conversely, gene activation was accomplished by
permanently fixing as 1 the state of one node in the network
along with all units of time. These considerations were used to
mimic the experimental condition of knock-outs or
overexpression, respectively. By making this approach, we
evaluated the robustness of a given macrophage subtype to
resist a gene deletion or activation and how it affects its
molecular activation pattern.

In the case of the cell fate map of macrophage polarization, we
randomly changed the values of each attractor’s nodes. by a
single bit flip. Then we evaluated which nodes changed a given
macrophage phenotype into another given phenotype; this
perturbation will determine the one-state neighbors.

Robustness Analysis of Our Model
To validate the robustness of our model, we calculated the
Derrida curve and developed the sensitivity analysis of the
update rules. A Derrida curve allowed us to evaluate if a gene
regulatory network is chaotic, ordered or critical. If the
differences between the initial states diverge rapidly from the
degrees diagonal, the network is chaotic. To obtain the Derrida
curve we proceeded as follows. First, we sampled a random pair
of initial states X1(t) and X2(t) at the same known time t. Once
we have these states, we calculated the normalized Hamming
distance h(t) which is the number of bits that differ from the two
initial states divided by the number of nodes N. Then, we
initialize in time the Boolean network and let both initial states
evolve to their next states X1(t+1) and X2(t+1), we calculated the
normalized hamming distance denoted as h(t+1) run the
dynamic. We repeated the previous steps for 10 000 random
pairs and calculated the average behavior over the realizations.
We plotted the value of h(t) in the x-axis and the y-axis the value
of h(t+1), as well we plotted the diagonal where h(t)=h(t+1)
which means that the successor states and the initial states are the
same. The Derrida curve was calculated with the R package
BoolNetPerturb, located at https://github.com/mar-esther23/
boolnet-perturb-0.1.

Complementary, the sensitivity analysis showed the
differences on the results depending on alterations on each
component, either turning on or off respectively. First, we
created 50 000 randomly chosen states for each Boolean
function define as f(ki) where ki is the different variables and
i iterates from 1 to 29. Then, for each of these 50,000 initial states,
we created a mutation randomly with only one-bit flip
(Hamming distance of 1) labeled as f(ki’). Finally, we applied
the update rule for ki and ki’, and we calculated the sensitivity of
the update rule as the fraction of initial states where f(ki) ≠ f(ki’).
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The sensitivity analysis was carried out using the package of
BoolNet in R.
RESULTS

Network Reconstruction and Boolean
Analysis: The Molecular Basis of
Macrophage Polarization in a
Tumor Microenvironment
The tumor microenvironment contains several cell types, such as
cancer cells, immune cells, and mesenchymal cells. These cells
produce cytokines that attract other monocytes to the tumor as a
natural immune response in the host. The interplay between tumor
microenvironment interactions and macrophage functions must be
taken into account to understand part of the inflammatory process
involved in the interaction between macrophages and cancer. To
this end, we reconstructed a signaling network that comprises a
variety of regulatory elements associated with macrophage
differentiation. We set up our interaction network of the
macrophage polarization by a literature search of interactions
between external components and how this affects the activation
or inhibition of transcriptional factors associated with macrophage
polarization. This approach is called a bottom-upmethodology. The
original reconstruction included 40 nodes. Then, we excluded all
those nodes with less than two interactions (in and out) to analyze
the dynamic behavior of the network.We did it because these nodes
do not contribute information to the dynamic analysis. Therefore,
we did the dynamic Boolean analysis onto a network of 29 nodes
and 60 interactions. Overall, our transcriptional regulatory network
(TRN), integrates extracellular-intracellular components, signal
transduction cascades, and transcriptional regulatory mechanisms.
This regulatory network of macrophage polarization had two parts,
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the extracellular components (green nodes) and the master
transcriptional factors (blue nodes) that regulate macrophage
polarization (Figure 1 and Table S1).

Among the signaling cascades included in our reconstruction,
we included the following interactions: Cancer dying cells produce
HMGB1 activating Toll-like receptor 4 (TLR4), consequently
activating NFkB (25). Briefly, these signals initiate the anti-tumor
response in macrophages. However, the macrophage colony-
stimulating factor (M-CSF) also triggers NFkB through JAK2 and
STAT5. Besides, interferon triggers STAT1, so the cell releases
cytokines to inhibit tumor growth (26). On the other side, we also
described different activation processes for the M2 sub phenotypes
(M2a, M2b, M2c, and M2d). First, M2a activation depends on IL-4
and IL-13 and triggers STAT6 (27). At the same time, STAT6
inhibits STAT1 and NFkB through SOCS1 and KLF4, avoiding the
M1 phenotype. Then, M2b activation depends on the signals of AP1
or ERK. AP1 is activated by the presence of IL-1b, while ERK needs
the binding to Fc receptors (6). Next, M2c activation relies on the
presence of STAT3. IL-10, glucocorticoids, TGF-b, and adenosines
trigger STAT3 (28). This cascade induces the secretion of IL-10 and
the inactivation of NFkB. Finally, M2d activation hinges on IL-6 or
HIF1, related to a hypoxic environment (29). This phenotype is
present in solid tumors. This cascade induces the secretion of IL-10,
VEGF, and other cytokines. Conversely, the activation of any M2
sub phenotypes culminates in the liberation of cytokines, such as
IL-10, that enhance tumor growth. We also included interactions
that described M2d phenotype, a tumor-associated-macrophage,
and relevant inflammatory cytokines, such as TGF-b and TNF-a.
We used this network to dynamically analyze the master regulators
that drive the transition between several types of macrophage
phenotypes. Hence, to unveil the effect of the tumor
microenvironment in macrophage polarization, we performed a
Boolean analysis over a reconstructed transcriptional regulatory
FIGURE 1 | Gene regulatory network of macrophage polarization in a tumor microenvironment. Green circles represent components of the extracellular space and
blue circles represent the components of the internal machinery. Solid green arrows represent activation and dashed red arrows inhibition.
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network for macrophages (Table S1). Our network contains a
monocyte-derived macrophage regulatory mechanism, as depicted
(Figure 1). We assumed that all the receptors for the external
stimuli were constitutive. This assumption allowed us to eliminate
linear interactions and to reduce the size of our network without
affecting the dynamic and topology.

Boolean Modeling of the TRN and Its
Spectrum of Macrophage Phenotypes
Based on our reconstructed signaling network, we determined
the possible macrophage phenotypes existing in a tumoral
Frontiers in Immunology | www.frontiersin.org 583
microenvironment. Our Boolean model had interconnected
signaling pathways, and their dynamics with the external
inputs eventually converged to stable states, called single
attractors. An attractor is a set of activated or inactivated genes
that are time-invariant and potentially represent a macrophage
phenotype. We named each attractor based on in vitro
experimental evidence; we considered six possible steady states
associated with a specific macrophage phenotype (Table 1).
Using a synchronous update, our TRN converged to an entire
landscape of 10,430 attractors, where 56 were cyclic, and the
remaining were simple attractors. The simple attractors
represented 13 phenotypes. Among them, four are already
experimentally described (M0, M1, M2b, and M2d). The nine
remaining were hybrid phenotypes with two or three
macrophage phenotypes. To identify similarities among
attractors, we made a bidimensional map using a distributed
stochastic neighbor embedding (t-SNE) and a clustering analysis
(Figure S1). Employing a 30 metrics consensus, we determined
that the optimal cluster value was 10 (Figure S2). We obtained
10 clusters for 13 phenotypes (Figure 2), each one embedding
more than one phenotype (Figure S3).

Among all the phenotypes, seven correlated with a pro-
tumoral response and five with an anti-tumoral response. The
tumor microenvironment enhances macrophages polarization to
TABLE 1 | Macrophage phenotypes used to name each attractor.

Phenotype Transcriptional Factors Activated/External
components

Literature
Revised

M0 None
M1 Activation of NFkB, or STAT1, or TNFa and AP1 (26, 30)
M2a Activation of STAT6 (28, 31)
M2b Activation of AP1 or ERK (12)
M2c Activation of STAT3 (29)
M2d Activation of TLR4 and A2a or HIF1A (32)
The attractors obtained after the simulation were labeled based on the macrophage
phenotypes reported in the literature.
FIGURE 2 | Clusters of the single size attractors obtained in the Boolean simulations. Each circle represents a two-dimensional projection of one attractor, and the
color represents a collection of attractors with similar phenotypes between them. The numbers associated with the clusters are explained in Table 1.
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pro-tumoral phenotypes with the liberation of interleukins and
chemokines. In return, macrophages release growth and immune
regulatory factors allowing proliferation and progression of
cancer cells. Notwithstanding, in a tumor microenvironment,
there are macrophage phenotypes with anti-tumor activity,
balancing the elimination of tumor cells without affecting the
surrounding tissues.

Due to the massive amounts of stimuli in a tumor
microenvironment, we hypothesized that many hybrid
activation states exist. We handled macrophage hybrid
phenotypes as a single cell identity rather than a heterogeneous
population, as in previous works (32). We suggested that a
hybrid will be phenotypically distinguished by a combination
of expression markers associated with pure M1 and M2
phenotypes. For instance, cluster A contained two-hybrid
(mixed macrophage behavior) phenotypes M2bM2d and
M2aM2d, macrophages associated with wound healing and
regulatory behavior. Based on their composition, we concluded
that this cluster was beneficial for tumor growth due to the
liberation of growth factors maintaining tumor proliferation and
regulatory cytokines to maintain the immune system. On the
other hand, clusters B and I consisted of macrophages that would
eliminate tumor cells due to the presence of M1, which liberate
cytotoxic cytokines to the microenvironment (30). Clusters C
and D behavior was complex due to the heterogeneous
phenotype composition. Cluster F was a wound-healing and
regulatory macrophage due to a hybrid phenotype labeled as
M2aM2b (Table 2). According to our results, a good scenario
against cancer is given by a macrophage state the increases tumor
clearance role, by releasing tumor cytotoxic factors, and
diminishing the levels of components associated with pro-
tumoral behavior.

Loss and Gain Function Alteration Dictates
the Macrophages Subtypes
In this section, we computationally assessed the importance of
each node in the stability of the phenotypes obtained. For this
purpose, we performed a permanent deletion (set the value of the
node to zero) or activation (set the value of the node to one) of
each node in the dynamic analysis of the TRN. To quantify the
Frontiers in Immunology | www.frontiersin.org 684
effect produced by these perturbations, we applied the following
equation:

log2
M ± i
WTi

� �

where WTi denotes the size of the basin of attraction for the “i”
attractor without alterations, and M ± i denotes the basin of
attraction for the “i” attractor for the deletion(-) and activating
(+) of the node. As expected, the previous equation is
constrained to those cases where WTi ≠ 0 and both variables
are positively defined. The size of the basin of attraction for WT
is depicted in Figure S4. Figure 3 shows the log-fold of the size of
the basin of attraction when we compared perturbed and
unperturbed (WT) genes stated by columns. Gray areas
indicate attractors that were in the wild-type but not in the
perturbed state. Attractors with an M1 macrophage will be an
anti-tumoral phenotype, and with the M2 macrophage, a pro-
tumoral phenotype (rows). Each column is an activation or
inactivation of a transcription factor.

In terms of the results, we observed that permanent activation
of AP-1, STAT1, or NFkB was very similar because they induce
hybrids with tumoricidal capacity (M1). AP-1 and STAT1
activation decreased at 100% pro-tumoral phenotypes and 20%
anti-tumoral phenotypes. These transcriptional factors may
recover the balance towards a tumor eliminating scenario in
the tumor microenvironment (gray areas Figures 3A and S5, S6
respectively). NFkB permanent activation maintained the same
behavior as previous transcription factors because it diminished
at a 100% pro-tumoral phenotype and 20% anti-tumoral
phenotypes, creating a perfect balance of tumor elimination
and recovery of the tissue due to the secretion of cytotoxic
interleukins and interferons (gray areas in Figures 3A and S5, S6
respectively). On the other hand, constitutive expressions of
HIF1-a or TGF-b eliminated pure M1 macrophages (Figure
3A) and decreased the available profiles that converged to
hybrids with M1 as a component. HIF1-a and TGF-b
promoted the development of malignant behavior in
macrophages. Once activated, HIF1-a decreased 22% anti-
tumoral phenotypes (Figure S6) and 40% pro-tumoral
phenotypes (Figure S5). We concluded cells should avoid the
TABLE 2 | Macrophage phenotypes associated with each cluster.

Cluster Phenotypes Behavior

A M2bM2d and M2aM2d Regulatory/wound healing macrophage
B M1 and M1M2d Classical activated macrophages/Pro-tumoral macrophages
C M1M2bM2d, M1M2bM2cM2d, M1M2b, M2d and M2M2d Complex behavior. Mixed phenotypes associated with different functions
D M0, M1M2bM2d, M2b, M2d and M2bM2d Complex behavior. Mixed phenotypes associated with different functions
E M1M2bM2d and M2aM2d Classical activated macrophage/Pro-tumor
F M2aM2b Wound-healing macrophages
G M2aM2cM2d and M2aM2bM2d Regulatory/wound-healing macrophages
H M2bM2d and M1M2bM2d Regulatory/Pro-tumoral macrophages
I M1 and M1M2d Classical activated macrophages/Pro-tumoral macrophages
J M2aM2d and M2aM2bM2d Regulatory/Pro-tumoral macrophages
The phenotype behavior of each cluster was approximated by the criteria of classification used by (33).
Description of the results obtained from the k-means clustering over the t-SNE 2D space.
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presence of HIF1-a in a tumor microenvironment. Also, TGF-b
had the same behavior as HIF1-a (Figures S5, S6, respectively),
so cells should avert its secretion to revert cancer proliferation.
Nevertheless, we hypothesize that the modulation of the balance
to anti-tumoral phenotypes could be sufficient to diminish
TGF-b.

Conversely, constitutive expressions of NFkB or STAT1 kept
M1M2b and M1M2d phenotypes, respectively. Both hybrid
phenotypes with well-known tumoricidal capacity. Interestingly,
the overexpression of NFkB and STAT1 could be a potential
therapeutic strategy because they promote phenotypes that could
balance the behavior of macrophages in a tumor
microenvironment, favoring tumoricidal capacity (Figure 3A).

On the other hand, we found an imbalance in the size of the
basin attractors when we knocked out some transcriptional
factor expressions separately (Figure 3B). Our in silico analysis
allowed us to conclude that if we knocked out the expression of
Fra-1, the M1 and the hybrid M1M2b produced a slight augment
in their size of the basin of attraction, implementing a tumoral
eradication capacity. Also, we observed that the lack of Fra-1 did
not influence the development of the M2d phenotype. Turning
off HIF1-a increased phenotypes associated with tumoricidal
capacity (M1 and M1M2b), denoting the importance of not
expressing these transcriptional factors for eliminating tumor
cells (Figure S7). However, only affecting HIF1-a activity is
insufficient because it enhances pro-tumoral phenotypes at 36%
for the wild type macrophage (Figures 3B and S8). Thus, we had
a typical host defense by activating the gamma receptors and
liberating IFN-g to the microenvironment. Notably, unlike gene
activation analysis, we observed the emergence of some pure
phenotypes, M2a, and M2c, tending to favor tumor progression
when we knocked out HIF1-a.

Furthermore, we noted that knock-out of STAT3 decrease the
proportion of phenotypes specific for tumor eradication and
Frontiers in Immunology | www.frontiersin.org 785
hybrid with anti-tumoral behavior at 33% (Figure S7).
Inactivating STAT3 diminished 63% of pro-tumoral phenotypes
involved in the regulation of the immune system (M2c) by
activating NFkB (Figure S8). STAT6 knock-out does not affect
anti-tumoral phenotypes (Figure S7), but it decreases the
attraction basin of phenotypes. M2c phenotype releases IL-10
into the microenvironment creating a scenario for tumor evasion
and enhancing tumor metastasis. In agreement with these
findings, biological evidence suggests that the inactivation of
STAT3 and STAT6 transcriptional factors are associated with
reducing tumor growth and metastasis in a model of breast and
lung cancer (31, 34).

Macrophage Polarization Develops
Feedback With Microenvironments
Tumor microenvironments shape the polarization of
macrophages. To evaluate how the microenvironmental signals
alter this process, we analyzed six different signaling
environments associated with macrophage phenotypes: M0,
M1, M2a, M2b, M2c, and M2d states. We simulated signaling
microenvironments activating permanently known profiles of
cytokines and signaling metabolites associated with each
macrophage phenotype (see Table 3) (33, 35).

Figure 4 depicts the logarithm of the basin of attraction of the
attractors obtained in said microenvironments. Gray areas
indicate that the phenotype was not present in the specific
microenvironment. Notwithstanding that the Boolean model is
a simplified analysis, we highlight a global behavior over how the
macrophage phenotype is shaped. For instance, the monocyte
microenvironment (Pro-M0) tends to induce three phenotypes
at a low rate: M0, M1, and M2d. Fra1 may give a possible
explanation underlying the increment in the size of the basin of
attraction for M2d. The upregulation of Fra1 ultimately activates
NFkB, which in turn will induce the M1 macrophage phenotype.
FIGURE 3 | Heat Map of the overexpression and knock-out of transcriptional factors. (A) Heat Map of the overexpression of transcriptional factors of macrophage
polarization. We maintained the expression of the node as 1, simulated, and reviewed the attractors obtained. All overexpression was compared with the wild-type
(original network) with log2 fold change. (B) Heat Map of Knock-outs of transcriptional factors of macrophage polarization. The nodes were permanently fixed with a
value of 0; the perturbations were realized one by one until the attractors were reached. We compared the phenotypes of the wild-type with the perturbations by a
log-fold change. Green and red regions indicate those attractors whose size of the basin of attraction increased or decreased after the perturbation. In black, we
denote those attractors with few effects in the basin attraction size versus WT and after perturbation. Gray areas indicate those attractors that exist in the wild-type
but do not remain perturbed.
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Furthermore, our computational analysis suggests that the
Pro-M1 microenvironment diminishes regulatory and wound-
healing phenotypes and enhances tumoricidal capacity (Figure 4).
In counterpart, Pro-M2b microenvironment decreases tumoricidal
capacity, favoring macrophages phenotype to tumor progression
and immune regulation. This microenvironment only induces
phenotypes either hybrid or simple associated with M2b. On the
other hand, M2c microenvironments maintain hybrid phenotypes
associated with tumor proliferation and wound-healing
components, like angiogenesis. Besides, we noted that the
regulatory cytokines like IL-10 and IL-6 in the microenvironment
Pro-M2c diminished all possible cytotoxic hybrid activity in
macrophages. This finding can explain cytotoxic activity in a pro-
tumor microenvironment (36). However, the M2 population was
preferred over M1 because they had specific microenvironment
components (Pro-M2c) to maintain this imbalance (Figure 4).
Furthermore, the M2d microenvironment does not generate any
macrophage associated with tumoricidal capacity; it only activates
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macrophages implicated in wound-healing (angiogenesis and tissue
recovery) and phenotypes regulating the actions of the immune
system in eliminating tumors.

Lastly, macrophage phenotypes were susceptible to local
microenvironments inside a tumor. These microenvironments
can induce heterogeneity over the composition enhancing
specific subtypes of macrophages. We believe that these
phenotypes will increase their stability due to the continuum
expression of their external signal. However, anti-tumoral
behavior occurs even in the activation of pro-tumoral behavior
by external signals but with lower stability. This type of modeling
scheme may help develop therapeutic strategies to ensure
stability despite the microenvironment acting against the
treatment of a specific cancer type (37, 38).

The Importance of Molecular Components
in Determining Cell Fate Macrophages
We analyzed each attractor’s stability previously obtained
through a gene perturbation analysis to evaluate the plasticity,
closeness, and possible transition between the macrophage
subtypes. As shown previously, these sets of analyses are
beneficial to describe and uncover the network’s global
properties. We obtained a global landscape of the possible
transitions among them (Figure 5). To accomplish this, we
altered each node’s state in the network. If the value of the
node was 1, we changed to 0 and vice versa. Then we evaluated if
this modification affected the stability of the phenotype in the
network. Notably, we observed that only some transitions were
allowed among attractors; besides, these transitions depended on
different genetic alterations. As expected, phenotypes with the
FIGURE 4 | Heat maps of the microenvironments of macrophage polarization. Microenvironments associated with the six phenotypes evaluated in this work. For
these simulations we used the criteria of Table 2. Once the attractors were obtained, we applied a logarithmic transformation on the size of the basin of attraction for
each phenotype. Red stands for a low basin of attraction and green for a high basin of attraction. Pro means we modelled the polarization in a microenvironment
adjuvant for each macrophage subtype. M0, monocytes.
TABLE 3 | Microenvironments associated with specific macrophage subtypes.

Macrophage Phenotype Signals

M0 No external stimuli
M1 IFN-g and IFN-b
M2a IL4 and TGF-b
M2b IgG and glucocorticoids
M2c IL10 and IL6 and MCSF
M2d Adenosines and hypoxia and glucocorticoids
On the right side of the table, we have the phenotypes and the nodes that were kept on
during the simulation until an attractor was reached.
Simulation of microenvironmental cues for the six macrophage phenotypes modeled in our
gene regulatory network.
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largest basin of attraction were more stable to perturbations
(Figure S4). This study allowed us to conclude that M0
(monocyte) had a low stability, and it was prone to become
other macrophage phenotypes under perturbations (Figure 5A).
For example, M1 can differentiate from M0 through the
activation of STAT1, IFN-g, or IFN-b, but M1 can re-polarize
to M0 (monocyte) activating the inhibitory function of SOCS1.
These polarizations were irreversible, which means once they
shift to the new phenotype, they cannot shift back to monocytes
(Figure S9).

On the other hand, M2b transitioned from M0 by activating
immunoglobulin G (IgG). B cells liberate IgG and can be cancer-
derived (39, 40), so the M2b phenotype can be induced directly
frommonocytes and not necessarily has to pass first from a TLR4
activated macrophage and then shift to M2b (7). The transition
from M0 to M2d was obtained by activating HIF1a or TGF-b or
adenosines leading to the inactivation of any transcriptional
factor of cytotoxic behavior; this transition was reversible
(Figure S9). Notably, our simulations allowed us to postulate
that the more complex phenotypes, the hybrids, can be obtained
from M0. For instance, the tumoricidal/regulatory macrophage
given by M1M2b obtained by activating AP1, NFkB, and IL1-b,
had an, irreversible transition.
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Another interesting observation is that the cytotoxic
macrophage named M1 was stable for most perturbations
(Figure 5B). For example, when we turn on AP1, the M1
phenotype becomes a hybrid phenotype (M1M2b) that
maintains its cytotoxic capacity combined with a regulatory
behavior. This shift is reversible macrophages can return to an
M1 phenotype by inactivating AP1 (Figure S9). Furthermore,
M2b attained from M1 by activating IgG, stating the importance
of the immune complexes for selecting this trajectory. It does not
need to be first a TLR4 activated macrophage to promote the
transition to the M2b phenotype (7). Hybrid phenotype M1M2d
(Figure 5C) can favor tumor clearance and recuperation of
tissue. Based on our model, we observed this phenotype
constrain the macrophage into a hypoxic condition,
permanently activating TGF-b. The M1 phenotype can be
obtained from M1M2d, turning off hypoxia or TGF-b, but
both extracellular conditions are present most of the time in a
tumor microenvironment. In this context, pursuing a hybrid
phenotype with theoretical benefits such as M1M2d seems to be
a better strategy than the induction of the M1 phenotype in a
tumor microenvironment. We also observed that M1M2d, a
tumoricidal/regulatory state, can shift to the M2d macrophage
stage. This polarization is reached by turning on SOCS1
A B
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FIGURE 5 | Cell fate map of the macrophage polarization. Of all the attractors obtained, we changed the node’s value and maintained this perturbation until an
attractor was reached. If the attractor’s transition to another phenotype, we represent it with a line and the new phenotype obtained by the perturbation. Plus sign (+)
means the node was turned off, and we turn it on, while minus sign (-) means the perturbation was on, and we turned off. (A) Cell fate map of monocyte (M0).
(B) Cell fate map of M1 macrophage. (C) Cell fate map of M1M2d macrophage. (D) Cell fate map of M2bM2d macrophage. Colors represent different states of
macrophage polarization.
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(inhibiting STAT1) or turning off STAT1 (M1 transcriptional
factor). Notably, perturbation analysis suggests the emergence of
a new phenotype from M1M2d; a hybrid labeled M2aM2c with
an irreversible phenotype (Figure S9). M2aM2c has a regulatory/
pro-tumoral behavior favoring tumor growth and tumor evasion,
and it is promoted by turning on STAT6 from M1M2d.
M2bM2d has more stability compared with other phenotypes
(Figure 5D). IgG is a crucial factor that dictates this phenotype’s
behavior, so turning off this node, the hybrid phenotype can shift
irreversibly to various tumoricidal macrophage stages, like M1
(Figure S9). M2b phenotype derived from M2bM2d by turning
off HIF1a and the expression of ERK, which permits the
secretion of IL-6, a pleiotropic cytokine and immune regulator
of IL-10. Finally, turning on STAT1 or NFkB was sufficient to
transit to a tumoricidal/regulatory phenotype from M2bM2d,
labeled as M1M2b.

Lastly, there is growing evidence that plasticity is a property in
the immune system’s response altogether, here we supplied
evidence that the response of macrophages is not the
exception. Even though macrophages polarize depending on
external factors, they can be manipulated to influence the
outcome of their external signals. This analysis allowed us to
identify potential genetic control points like NFkB and HIF1a,
which could serve as potential molecular targets against cancer
by modifying the macrophage phenotypes.

HIF1-a and NFkB as Potential
Transcriptional Factors for a Theoretical
Treatment Based Approach
Despite tumor microenvironment complexity and variability,
their modulation is an appealing strategy to reduce the cancer
cell phenotype (41). For instance, in our model, the most relevant
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activated transcription factors for the polarization to M1
phenotype and M1 hybrid are STAT1 and NFkB; these
findings agree with a previous report (42). On the contrary,
activation of HIF1-a is associated with the reduction of anti-
tumoral macrophages by enhancing pro-tumoral macrophages.
We concluded that the inactivation of HIF1-a and activation of
NFkB or STAT1 might be critical to shift the balance to an anti-
tumoral microenvironment rather than a pro-tumoral.

To verify these hypotheses, we designed two theoretical
genetically modified macrophages (TGEM): HIF1-a =0 &
NFkB =1 and HIF1-a =0 & STAT1 = 1. Dynamic analysis
constrained by the inactivation of HIF1-a and activation of
NFkB showed a significant reduction in the number of attractors,
4096, compared to the 10430 obtained initially. The HIF1-a =0
& STAT1 = 1 (STGEM) diminished the number of attractors
(3840) distributed in four phenotypes (Figure S10). On the
contrary, HIF1-a =0 & NFkB =1 had only two phenotypes
(Figure 6A).

Interestingly, all the attractors belonged to two phenotypes,
M1 and M1M2d hybrid. The M1M2d hybrid has a cytotoxic
action, but the M2d counterpart diminishes the damage caused
its cytotoxic function. M1 was the more stable due to its basin of
attraction, while M1M2d was the least stable. We developed a cell
fate map for our TGEM to acknowledge which genes can transit
from one phenotype to another. Remarkably, we identified a
reversible transition between M1 and M1M2d, mainly driven by
Fra-1 and toll-like receptor 4 (TLR4) (Figure 6B). This means
that our TGEM will cycle between these two phenotypes without
developing new phenotypes; both are resistant to perturbations.

Our genetically modified macrophage with STAT1 activated
(STGEM) developed four phenotypes. All of them had a
hybrid state where the cytotoxic action was always present
A B

FIGURE 6 | Attractors and cell fate map of our TGEM. (A) Bar plot of the attractors obtained from our theoretical genetically modified macrophage. For this analysis
we set the value of NFkB to 1 and HIF1-a to 0, and simulated until we obtained these attractors. (B) Cell fate map of our theoretical genetically modified
macrophage. By analyzing the plasticity of phenotypes through single gene perturbation of the genetically modified macrophage, we obtained the rules of genetic
perturbation that contribute transition between macrophages phenotypes. Here (-) means the node was turned off and (+) means the node was turned on.
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(Figure S10A). M1M2b was the most stable phenotype, while
M1M2d as well as the least stable. The cell fate map of STGEM is
more complicated than TGEM. The transition from M1 to
M1M2b marked by STAT3 and ERK activation. STAT3 and
ERK are activated by common interleukins in a tumor
microenvironment like IL-10, TNF-a, and IL1b. The rest of
the map is depicted in Figure S10B, it showed that the four
phenotypes cycle between them without any new phenotype.
Based on this information, STGEM may be used as a strategy for
eliminating tumor cells. Due to the nature and simplicity of the
phenotypes obtained in TGEM, it can be an optimal option for
an immunotherapeutic strategy to modulate the tumor
microenvironment to eliminate tumor cells.

Finally, we concluded that our in silico TGEM (conceptually
defined by the permanent activation and inactivation of NFkB
and HIF1-a, respectively) induced phenotypes against cancer
cells in the tumor microenvironment. We predicted balanced M1
characteristics that liberate all the components involved in the
elimination phase of cancer immunosurveillance and the
substances to resolve inflammation and tissue damage
caused by cancer. Therefore, generating an M1/M2 ratio with
a good prognosis. Furthermore, the phenotypes coming
from our TGEM were robust, only certain transcription
factors could redirect the polarization to another phenotype
(Figure 6B).

Theoretical Genetically Modified
Macrophage Resisted Perturbations in a
Breast Cancer Microenvironment
Given the experimental evidence and previous results of the
intricate and determining relationship of the microenvironments
in macrophage polarization, we developed an in-silico
microenvironment based on experimental evidence. We
decided to simulate the alterations in the microenvironment of
our previous TGEM. Microenvironment alterations are
associated with adverse prognosis in other studies (43). We
defined the state (active or inactive) of all the extracellular
nodes present at the cancer microenvironment using cancer
multi-omics data (44). We calculated the differential expressed
genes between breast cancer cells and healthy tissue to estimate
which extracellular nodes are highly present and then fixed the
state of all extracellular nodes in our network. In the particular
case of components such as immunoglobulin G (39), adenosines
(45), glucocorticoids (46), and under hypoxia (47). All these are
activated (node state:one) due to previous reports supporting
their activity in samples of patients with breast cancer. Overall,
we simulated our theoretical genetically modified macrophage
(TGEM) in four different simplified breast cancermicroenvironments
to evaluate its behavior and determine if this pharmaceutical
approach could be suitable. Under this microenvironment, we
analyzed the effect of IgG and A2a; IL10 and TGF-b; IL-1b and IL
6; Hypoxia and glucocorticoids.

First, we evaluated the behavior modification of our TGEM in
specific breast cancer microenvironments according to previous
conditions. The phenotypes obtained changed globally, we found
two new phenotypes: M1M2b and M1M2bM2d. Both
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phenotypes have the M1 function creating a cytotoxic/
regulatory microenvironment (Figure 7A). The most
complicated microenvironment (this microenvironment is
implicated with metastasis) was the one with the presence of
A2a and Ig G. We observed only two phenotypes: M1M2b and
M1M2bM2d, while M1 and M1M2d were absent. This analysis
suggested that IgG & A2a could inhibit functions of the M1
macrophage through the inactivation of TLR4 and consequently
the activation of NFkB. A2a can inhibit NFkB as well; both
components created a complicated microenvironment for the
development of more M1 type macrophages.

Nevertheless, the phenotypes generated in this microenvironment
can help eliminate tumor cells and balance the microenvironment to
a more suitable one to create anti-tumoral macrophages. The
remaining microenvironments develop four macrophage
phenotypes (M1, M1M2b, M1M2bM2d, and M1M2d) with
different proportions each. Therefore, we found a high proportion
of pure M1 and M1 hybrid to shift the balance towards a tumor
eliminating microenvironment, and having the regulatory
components not cause more damage from the cytotoxic activity
(Figure 7A).

In Figures 7B–E, we depict the cell fate map of our TGEM
under the four breast cancer microenvironments evaluated.
Overall, once STAT6, is activated, induce an irresistible into
the phenotypes by adding the M2a components. Even though in
the IgG & A2a environment, we did not have the M1 phenotypes,
they can be irreversibly obtained by inhibiting the function of
Erk in the M1M2b phenotypes. The M1M2b and M1M2bM2d
phenotypes create feedback between them by activating Fra1 or
TLR4 to transit fromM1M2b to M1M2bM2d; this transition can
be reversible by inhibiting the expression of Fra1. This
complicated microenvironment in our TGEM may be an
obstacle. However, from the phenotypes obtained and the one
(M1) obtained, our TGEM may still eliminate tumor cells beside
the microenvironment (Figure 7B).

In IL1b & IL6 microenvironment, M1 and M12b developed
feedback between them where the transitions are reversible. This
feedback may create a balance in the environment where the
immune system can eliminate tumor cells and recuperate the
damaged tissue caused by the cytotoxic functions (Figure 7C).
Under hypoxic conditions (Figure 7D), our TGEM still develops
macrophages with the capacity to eliminate tumor cells. The lack
of oxygen does not affect the feedback between M1-M1M2b and
M1M2d-M1M2bM2d. In this hypoxic microenvironment, the
activation of STAT6 may serve as an adaptation agent. STAT6 is
associated with the regulation of the lipid metabolism, our
macrophages can obtain energy from lipids to liberate
cytotoxic interleukins and eliminate tumor cells. From a
theoretical perspective, STAT6 activation in our TGEM in a
hypoxic scenario is not one we want to avoid (48, 49). Finally, in
Figure 7E, a microenvironment with regulatory activity in
macrophage cytotoxic functions does not affect creating
phenotypes to eliminate tumor cells. M1 and M1M2b develop
the same feedback as the previous microenvironment.
M1M2bM2d and M1M2d create feedback between them;
therefore, the transitions are reversible.
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In summary, the Boolean modeling of the TRN mimicking
the feasible space of macrophage phenotypes serves as a platform
to create hypotheses of the control mechanism that promotes
cancer phenotype. We postulate that TGEM associated with pro-
inflammatory is a promising pharmaceutical approach because it
is robust to permanent perturbation in a breast cancer
microenvironment. This hypothesis has to be experimentally
proven, an aim that constitutes a perspective of this paper.
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Robustness and Sensitivity Analysis of
Our Transcriptional Regulatory Network
of Macrophage Polarization in a
Tumor Microenvironment
A robust gene regulatory network is resistant to perturbations in
the network. We defined robustness as a characteristic of
behavior invariance, according to changes in their inner
variables. Nevertheless, gene regulatory networks or any
A B
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FIGURE 7 | TGEM in a breast cancer microenvironment. (A) We engineered different microenvironments associated with breast cancer and evaluate how our TGEM
behaved. (B) Cell fate map of the theoretical genetically modified macrophage in breast cancer microenvironment for the expression of IgG and adenosines. (C) Cell
fate map of the theoretical genetically modified macrophage in breast cancer microenvironment for the expression of IL1-b and IL-6. (D) Cell fate map of the
theoretical genetically modified macrophage in breast cancer microenvironment for the expression of Hypoxia and glucocorticoids (GCGCR). (E) Cell fate map of the
theoretical genetically modified macrophage in breast cancer microenvironment for the expression of IL-10 and TGF-b. This analysis was to evaluate the stability of
our pharmaceutical approach in a breast cancer scenario.
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biological network representing the phenotypic behavior of cells
have to gain an ability to respond appropriately to external
stimuli and filter molecular perturbations.

A mathematical representation of a gene regulatory network
can be dynamically classified as ordered, critical, or chaotic
regime. Ordered networks are not affected by filter external
stimuli. Critical networks are intermediate from an ordered
and chaotic behaviors, they are resilient to a specific subset of
perturbations. Finally, chaotic networks are severely affected by
perturbations, inducing a plethora of responses (50). To evaluate
the dynamical behavior of macrophage polarization in our TRN
we obtained the Derrida curve, see Figure 8A. To determine in
what extend the slope of the curve around x=0 differ from
identity line and thus classify the dynamic behavior of our
network, we applied a chi-squared Goodness of fit test with the
coordinates of the average Hamming values before
the intersection point between both curves. We consider the
observed values as those average Hamming distances depicted in
the y-axis of the plot. Simultaneously, we considered the
expected values as the average Hamming distances outlined in
the identity line (y=x). Despite our models seeming to draw a
curve slightly above the identity line around x=0, our statistical
test allowed us to conclude that there is no significant difference
in the Hamming distance between the observed and the expected
Hamming distances (exact multinomial test of goodness-of-fit,
p-value=0.5804, statistical significance= 0.05). Given that there
was not a statistical difference between expected and observed
values, we supplied evidence that the dynamic behavior of our
network falls into the critical region. There is evidence that
criticality is a trademark for living systems for simultaneously co-
exist in robustness and evolvability capacities (51, 52). This
finding suggests that TRN for macrophage polarization in the
tumor microenvironment seems to be robust to perturbations
and permits evolve according to the environmental cues.
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To evaluate the sensitivity in our TRN of macrophage
polarization, we modeled multiple perturbations of each
update rule. The sensitivity analysis of a gene or node
evaluates the influence of the other genes of our network.
Figure 8B outlines the average sensitivity of every node and
the entire network (golden line). TGF-b and IFN-g are the nodes
with higher sensitivity, followed by glucocorticoid receptor
(GCGCR), interleukin 4 (IL-4), and suppressor of cytokine
signaling 1 (SOCS1). Consequently, the extracellular cytokines
more susceptible to stimuli or molecular noise. For example,
IFN-g is associated with an anti-tumoral microenvironment and
a cytotoxic M1 macrophage function. Contrary, TGF-b is
associated with pro-tumoral microenvironment and a
regulatory wound healing M2 phenotypes. TGF-b is associated
with inhibiting M1 functions and enhance tumor proliferation.
GCGCR and IL-4 are associated with regulatory and wound
healing behavior as well. SOCS1 can inhibit STAT1 and diminish
the expression of IFN-g in the microenvironment. NFkB,
STAT1, and STAT3 have lower average sensitivity, thus, they
are robust to transient changes. Therefore, we acknowledged
NFkB and STAT1 as a therapeutic strategy for immunotherapy
in tumor eradication. The network’s average sensitivity is lower
than one, hence our network behaves orderly (Figure 8A).
DISCUSSION

The interaction between the immune system, microenvironment,
and cancer is one appealing topic to design effective treatments.
Moreover, the development of computational approaches that
contribute to clarify their mechanisms is a needed task. By and
extensive Boolean analysis, we presented a high quality curated
signaling regulatory network between cancer-derived factors and
macrophages. Unlike previous reports, we present a model with
A B

FIGURE 8 | Robustness analysis of our transcriptomic regulatory network of macrophage polarization. Sensitivity analysis of each node from our transcriptional
regulatory network of macrophage polarization. (A) Derrida curves of our transcriptional regulatory network of macrophage polarization in a tumor microenvironment.
(B) Sensitivity analysis of the variables in our transcriptional regulatory network of macrophage polarization in a tumor microenvironment. Golden line is the mean of
the value of the sensitivity analysis.
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additional interactions experimentally validated and an in-depth
analysis of the macrophages’ hybrid phenotypes. As Palma et al.
previously concluded, these intermediary steady-states support
the hypothesis that macrophage polarization is a continuum
process and not binary, as usually suggested. Furthermore, our
extended analysis allowed us to identify phenotypes that
suggested new physiological interpretations associated with
hybrid macrophage phenotypes. Based on our results, we
concluded that the hybrid phenotypes evolve constrained by a
permanent interaction with the environment. We postulate that
some of them have therapeutic implications by enhancing
tumoricidal capacity (M1M2d and M1M2b) or promoting
regulatory mechanisms (M2bM2d, M2aM2d, and M2cM2d)
against cancer.

Notably, our analysis allowed us to build hypotheses towards
the hybrid states that favor or contrast cancer phenotype. We
concluded that M1M2d, a tumoricidal-regulatory macrophage,
could potentially eliminate tumor cells due to the secretion of
cytotoxic cytokines and IL-12, the latest helps to differentiate
CD4+ T cells. As we know, M1 is an essential player in host
defense, but if it is not regulated, it could cause tissue damage.
Nonetheless, the M2d part of the hybrid phenotype will secrete
IL-10 and TGF-b. These regulatory cytokines would eventually
maintain at bay the action caused by the cytotoxic cytokines. The
M1M2d phenotype would induce a cytotoxic/regulatory cytokine
ratio that could eradicate tumor cells and avoid tissue
damage. Furthermore, M1M2b has a similar function as the
M1M2d. It would regulate with IL-10 the damage caused by the
cytotoxic actions. However, it would eventually eliminate tumor
cells through the action of M1 and heal the damage caused by the
elimination of tumor cells aside from the action of M2b.

Contrastingly, M2bM2d, M2aM2d, and M2cM2d are hybrid
states with a malignant phenotype that express HIF1a. When a
tumor grows and increases its diameter, the oxygen supply becomes
insufficient in inner regions, creating hypoxic or necrotic areas (47).
Hypoxia response via HIF1a not only affects macrophage
polarization (53) also recruits macrophages and mesenchymal
stromal cells to these regions (54, 55). All three macrophages
phenotypes have different actions on tumor progression. For
example, M2bM2d would favor the angiogenic process with the
contribution of vascular endothelial growth factor (VEGF-A).

Meanwhile, the M2aM2d hybrid would be the most
dangerous phenotype because it could heal the “wound”
caused by tumor growth. Moreover, M2aM2d would favor
tumor angiogenesis by secreting PDGF, TGF-b, IL-8, CXCL12,
and VEGF-A, thus contributing to tumor angiogenesis
metastasis. A shred of additional experimental evidence
describes this hypoxia adaptation is given by M2a, which
inhibits T cell expansion, reducing tumor clearance (56).
Finally, M2cM2d and other malignant hybrids would be
spatially constrained into a hypoxic area, behaving as
regulators secreting IL-10 and TGF-b, creating a tumor
proliferation scenario progression. Hypothetically, the
inhibition of IL-10 or the coactivation of CD40, IL-12, IL-8,
and TNF-a, could repolarize these macrophages to the M1
phenotype, where reverse tumor development has been
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demonstrated (57). Overall, we postulate that the behavior of
these macrophages hybrids is malignant, given their
characteristics they could promote carcinogenesis and regulate
the immune system in favor of tumor phenotype (58, 59).

Recent advances have shed the different cells that constitute
specialized niches and the mechanisms that promote cell-to-cell
interaction. The knowledge of the cellular content and diversity
of the tumor microenvironment in malignant transformation
and other metastatic diseases is relevant. Most human tissues,
including the breast, sustain their continuous replenishment
from primary stem cells. The microenvironment that
maintains homeostasis promotes cell differentiation according
to functional demands and suppresses aberrant cells’ potential
emergence. The interaction can be direct or bystander between
malignant and non-malignant macrophages presumably
powerfully influence the disease outcome, and cytokines
secretion by macrophages is a fundamental factor for epithelial
to mesenchymal transition (EMT) in breast cancer. Whether
they promote retention of primitive cells within their niches to
avoid mobilization into bloodstream or external tissues, as occurs
in bone marrow, stills a matter in question (57, 60). Even though
it is beyond this paper’s scope, it is becoming clearer the critical
role of the M1/M2 macrophage polarization in the malignant
progression of TNBC. These malignant macrophage hybrids are
mostly going to express type II cytokines, promoting cancer
stems cells (CSC) growth. M2 macrophages protect CSC from
the immune surveillance mechanisms and induce anti-inflammatory
microenvironments that plays as onco-promoters. Additionally, M2
macrophage contribute to drug resistance, particularly at the late
stages of tumorigenesis (57).

In ourTGEMapproach,wemutatedNFkB andHIF1a. NFkB is
amaster regulator with high activation and translocation efficiency.
Based on our results, it is a promising key player to eliminate tumor
cells. Having vital roles in the macrophage function. The
nanoparticle approach develops a shift from an M2 macrophage
type toM1 (61), very similar to our TGEM approach; nevertheless,
only targeting NFkB is not sufficient. Hence, we knocked out
HIF1a, because this factor is affected by hypoxia, a constitutive
condition in a tumor microenvironment, that triggers the M2
polarizing effect (62). In our TGEM, we obtained three hybrid
phenotypes all with M1 combined with a regulatory behavior
macrophage. Contrastingly under the knockout of HIF1a, the
macrophages still going to migrate to hypoxic regions but not for
the same reason described earlier. This time, the spatial
accumulation of macrophages in the hypoxic areas is due to their
ability to scavenge apoptotic cells. Additionally, the macrophages
activate the secretion of IL-12 and IFN-g generating positive
feedback with CD4+ T cells that will terminate theoretically in
tumor clearance. By this matter, hypoxia can no longer influence
our TGEM. It will not be immobilized in hypoxia regions,
contributing to an adverse prognosis in breast cancer.

Even though this approach shows good macrophage behavior
in a tumor microenvironment, we must take care of the Boolean
model’s limitations. There is no grading scale in the associated
factors, because Boolean models only consider 0 or 1 values. So,
we cannot evaluate the amount of a transcription factor is
June 2021 | Volume 12 | Article 642842
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sufficient to obtain a specific macrophage subtype. As we had
proven, this reconstruction includes the necessary information to
explore and supply evidence of the macrophage polarization
transformation. However, we should update the components and
their Boolean rules (Figure 1), as more experimental evidence will
be appearing, and draw a more accurate description of this
phenomenon. Finally, we considered the M0 phenotype as a
monocyte, which is a precursor of macrophage activation.
However, this type of cell has heterogeneity that could be
manipulated differently in cancer cells (63). We believe that the
monocyte continuum or reprogramming by cancer cells can be an
essential variable in determining the macrophage continuum’s
behavior. This behavior should be studied for understanding
completely macrophage polarization and the complexity in
between. Alternatively considering the heterogeneity of the myeloid
(monocytes and neutrophils) population set an appealing
future perspective.

Here, we aimed to understand the molecular and external
mechanisms that orchestrate macrophage polarization and
develop potential therapeutic strategies. Several strategies focus
on diminishing the recruitment of macrophages to the tumor site,
showing the limitation of tumor vascularization and metastasis in
mouse models (64). However, these treatments only reduce tumor
growth by reducing the M2 cells (65), losing the beneficial
properties of M1 type macrophages. We showed that our
designed macrophage diminished malignant hybrid phenotypes
and adapted to the perturbations caused by the tumor
microenvironment. Our theoretical approach follows a combined
strategy, which we believe will be the key to design potential
therapies with macrophages. Our theoretical model also suggested
that the best approach to defeat cancer is not shiftingM2 toM1, as
most pharmaceutical methods do. This shift is easily lost because it
is affectedby the tumormicroenvironment (66). Instead, anoptimal
therapeutic strategy could be highlighting the best characteristics in
the pro and anti-inflammatory scenarios. W concluded that the
simultaneous action of HIF1a and NFkB allows us achieving
“control” over the influence of hypoxia and the cytotoxic
behavior of macrophages. Finally, our computational approaches
may contribute to set the foundations of the macrophage
population dynamics under the phases of the cancer
immunoediting (elimination, equilibrium and escape), in the
hallmarks of breast cancer. Future directions and remaining
challenges in investigating transitional biology from
immunosurveillance to suppressor macrophages will include high
throughput genomic or cytometric analyses of M1 and M2
populations in breast cancer-associated tumor microenvironment. The
understanding of the dynamic process from immunosurveillance to
malignant progression may unravel the principles of the dual host-
protective or -harmful roles of M1 and M2 macrophages in tumors
Frontiers in Immunology | www.frontiersin.org 1593
immunoediting. In recap, computationalmodelinghasbecomeacrucial
tool forpavingnovel avenues in immunotherapies capable to implement
optimal strategies for fighting against highly invasive breast cancer.
DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material. All code used for analysis
is available at https://github.com/resendislab/M1-M2-
Macrophage-Polarization.
AUTHOR CONTRIBUTIONS

UA-P and OR-A conceived and designed the mathematical
model. UA-P performed all computational analysis and
analyzed the data. MM-G and AV-J helped with the analyses
of the data. RP with OR-A supervised the mathematical model
and the in-silico analysis. All authors contributed to the article
and approved the submitted version
FUNDING

The authors thank the financial support from PAPIIT-UNAM
(IA202720). UA-P received a doctoral fellowship from Consejo
Nacional de Ciencia y Tecnologıá (CONACYT) (CVU: 774988).
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A Stochastic Intracellular Model
of Anthrax Infection With Spore
Germination Heterogeneity
Bevelynn Williams1, Martı́n López-Garcı́a1*, Joseph J. Gillard2, Thomas R. Laws2,
Grant Lythe1, Jonathan Carruthers3, Thomas Finnie3 and Carmen Molina-Parı́s1,4*

1 Department of Applied Mathematics, School of Mathematics, University of Leeds, Leeds, United Kingdom, 2 CBR Division,
Defence Science and Technology Laboratory, Salisbury, United Kingdom, 3 Emergency Response Department, Public Health
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We present a stochastic mathematical model of the intracellular infection dynamics of
Bacillus anthracis in macrophages. Following inhalation of B. anthracis spores, these are
ingested by alveolar phagocytes. Ingested spores then begin to germinate and divide
intracellularly. This can lead to the eventual death of the host cell and the extracellular
release of bacterial progeny. Some macrophages successfully eliminate the intracellular
bacteria and will recover. Here, a stochastic birth-and-death process with catastrophe is
proposed, which includes the mechanism of spore germination and maturation of
B. anthracis. The resulting model is used to explore the potential for heterogeneity in
the spore germination rate, with the consideration of two extreme cases for the rate
distribution: continuous Gaussian and discrete Bernoulli. We make use of approximate
Bayesian computation to calibrate our model using experimental measurements from
in vitro infection of murine peritoneal macrophages with spores of the Sterne 34F2 strain of
B. anthracis. The calibrated stochastic model allows us to compute the probability of
rupture, mean time to rupture, and rupture size distribution, of a macrophage that has
been infected with one spore. We also obtain the mean spore and bacterial loads over
time for a population of cells, each assumed to be initially infected with a single spore. Our
results support the existence of significant heterogeneity in the germination rate, with a
subset of spores expected to germinate much later than the majority. Furthermore,
in agreement with experimental evidence, our results suggest that most of the spores
taken up by macrophages are likely to be eliminated by the host cell, but a few germinated
spores may survive phagocytosis and lead to the death of the infected cell. Finally, we
discuss how this stochastic modelling approach, together with dose-response data,
allows us to quantify and predict individual infection risk following exposure.

Keywords: Bacillus anthracis, Markov process, intracellular model, spore germination, rupture size distribution,
approximate Bayesian computation, time to macrophage rupture, dose-response
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INTRODUCTION

Anthrax is an infectious disease, caused by the bacterium Bacillus
anthracis. Under adverse conditions, B. anthracis forms a
dormant spore, unable to replicate. These spores monitor their
environment, and when favourable conditions are detected, such
as the nutrient content of a host, the spores begin to germinate
into vegetative bacteria, which can replicate inside the host (1).
B. anthracis spores in the surrounding air inhaled into the lungs
can lead to inhalational anthrax, which is usually fatal if not
rapidly detected and treated (2). Even with treatment, fatality
rates for inhalational anthrax can be rather high if the treatment
is not started early enough after exposure and symptoms onset.
B. anthracis spores can be produced and preserved, making
inhalational anthrax a potential bio-terror threat (3).

Inhalational anthrax is initiated by ungerminated, dormant
B. anthracis spores, inhaled by a host. The spores travel through
the air passages and eventually reach the alveoli of the lungs.
There is some evidence that spores may be able to germinate
extracellularly in the lungs (4). However the generally accepted
model of inhalational anthrax infection is the Trojan horse
model, which assumes that ungerminated spores must be
engulfed by alveolar phagocytes before they begin to germinate
(5). Once the spores have been phagocytosed, the infected
phagocytes migrate into the nearby lymph nodes in the
mediastinum. Macrophages play a key role in the early
infection stages of anthrax, since they can induce microbicidal
defences against intracellular pathogens and help to clear the
infection (6). It has also been shown that 1-2 hours after
phagocytosis, newly germinated bacteria are able to escape
from macrophage phagosomes and begin to replicate in the
cytosol, before being released from the macrophage into the
extracellular environment when the host cell ruptures and dies
(7). Dendritic cells are also thought to play a role in the
trafficking of B. anthracis to the lymph nodes during the early
stages of infection, since they have been found to readily engulf
B. anthracis spores (8, 9), and transport them to the lymph nodes
in a mouse model of inhalational infection (10). Once an infected
host cell ruptures, the extracellular bacteria continue to multiply,
leading to oedema and haemorrhage of the mediastinal lymph
nodes, and large amounts of fluid in the pleural cavity, which can
severely affect breathing (11). The bacteria can also spread into
the bloodstream and other organs to establish a systemic
infection (12). One of the characteristic virulence factors of
B. anthracis is the production of toxins. The two anthrax
toxins, oedema toxin and lethal toxin, cause different cellular
responses and are essential factors for the survival of bacteria
in the infected host. Lethal toxin disrupts cell signalling pathways
of macrophages and some other cells, leading to cell death,
whereas oedema toxin inhibits the phagocytosis of bacteria by
neutrophils (13). In some cell types, oedema toxin also increases
the levels of cyclic adenosine monophosphate, which is a
chemical messenger that plays a major role in controlling
many intracellular processes. Together, the anthrax toxins
cause suppression of the host’s immune system, often leading
to death of the host. Another important factor for the survival of
Frontiers in Immunology | www.frontiersin.org 297
B. anthracis bacteria in the host is the antiphagocytic capsule,
which allows extracellular, vegetative bacteria to avoid
eradication by the immune system by preventing the bacteria
being phagocytosed and destroyed (14).

In this paper, we propose a stochasticmodel for the intracellular
infection dynamics of inhalational anthrax, which adapts and
extends the deterministic one of Pantha et al. (15). The model by
Pantha et al. is a system of ordinary differential equations (ODEs)
representing the interaction betweenmacrophages andB. anthracis
spores, and considers two intracellular bacterial populations: newly
germinated bacteria, which are susceptible to macrophage killing
but unable to replicate, and vegetative bacteria, which are
susceptible to macrophage killing and capable of replicating.
Spores germinate into newly germinated bacteria, and the newly
germinated bacteria must mature into vegetative bacteria before
they can begin to replicate. Similarly to themodel in (15), ourmodel
considers the germination of spores, replication of bacteria, and
killing of bacteria by the host cell. Still, we make use of a stochastic
approach, instead of a deterministic one, to describe the population
dynamics of spores and bacteria. We follow the methods recently
developed by Carruthers et al. (16) for Francisella tularensis
infection, extended here to include spores and spore germination,
sinceB.anthracis is a spore-formingbacteria andF. tularensis is not.

An important addition in our stochastic model is the
consideration of macrophage rupture, not explicitly considered
in (15). The rupture of host cells and the release of bacteria into
the extracellular environment is an important mechanism in the
pathogenesis of anthrax. Thus, incorporating this event into the
model allows one to better understand both the timescales of
macrophage rupture, and the rupture size distribution (i.e., the
number of vegetative bacteria released upon rupture). These
summary statistics can then play an important role when
considering within-host infection dynamics, such as in the
model by Day et al. (17), or when linking to dose-response
data (18), as considered in the Discussion section. In the same
way as Carruthers et al. (16), we assume that an infected
macrophage’s rupture probability per unit time is proportional
to its bacterial load. Thus, cells with a high bacterial load at a
given time are more likely to rupture than those with a lower one.
This hypothesis is supported by Ruthel et al. (19), who suggest
that the intracellular bacterial load may be a contributing factor
to whether a macrophage will survive an infection.

A second improvement in our model is the consideration of
spore germination heterogeneity. Motivation for this comes from
the work by Setlow (1, 20, 21), where it is shown that
germination rates are highly heterogeneous for the Bacillus
species spores, with germination times ranging from a few
minutes to longer than 24 hours. It is thought that this spore
germination heterogeneity is primarily due to variation in the
germinant receptor levels between individual spores. Setlow
mentions that spores with very low germinant receptor levels
germinate extremely slowly and are termed superdormant (1, 20, 21).
Hence, in our model we explore two hypotheses for this
heterogeneity. The first hypothesis is that the germination rate is
continuously distributed in a population of spores and follows a
truncated normal distribution. The second hypothesis is that the
August 2021 | Volume 12 | Article 688257
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population of spores can be roughly split into two discrete groups,
with different germination rates, where one group corresponds to the
spores with “average” germinant receptor levels, and the other
corresponds to the superdormant spores.

Our resulting stochasticmodel is a linear birth-and-deathprocess
with catastrophe, extended to account for spore germination
heterogeneity. For this model, we show how to compute the
probability of either rupture or recovery of the infected cell and the
conditional mean times taken to reach these fates. Furthermore, we
adapt some of the results from (16) in order to compute the
probability distribution of rupture times, which is shown to be
proportional to the mean number of vegetative bacteria in the cell
over time.We are also able to compute the probability distribution of
the rupture size, which is the number of bacteria that are eventually
released into the extracellular environment from one single infected
cell. We carry out parameter calibration by means of Approximate
Bayesian Computation Sequential Monte Carlo (ABC-SMC) (22),
and by making use of the spore and bacterial counts experimentally
measured by Kang et al. (23). We then present numerical results to
quantify the implications of the calibratedmodel. Finally, we discuss
the possible application of our intracellular model to explain dose-
response data for anthrax infection and explore the relationship
betweenmechanistic approaches andexistingdose-responsemodels.
MATERIALS AND METHODS

Stochastic Model for the Dynamics of
Spores and Bacteria in a Single Infected Cell
In this section we introduce a stochastic model for the dynamics
of spores and bacteria in a single infected phagocyte, starting at
the time when the cell phagocytoses a spore, and ending either
Frontiers in Immunology | www.frontiersin.org 398
with rupture and death of the cell and the release of bacteria into
the extracellular environment, or with recovery of the cell and the
elimination of any intracellular spores or bacteria. When
considering low dose exposures, for which the multiplicity of
infection (MOI) will be low, it is reasonable to assume that each
phagocyte will only engulf at most one spore. Therefore, in what
follows we only consider infection of a cell that has phagocytosed a
single spore. The model presented here includes germination of the
spore into a newly germinated bacterium, maturation of the newly
germinated bacterium into a vegetative bacterium, replication of
vegetative bacteria, death of bacteria, and rupturing of the host cell
to release the intracellular bacteria (see Figure 1).

Our intracellular infection model, depicted in Figure 1,
corresponds to a continuous-time Markov chain (CTMC), c =
{X(t), t ≥ 0}, taking values in the state-space S = {1S, 1NGB, 0,1,2,
…} ∪ {R}, where:

• 1S corresponds to the state where the host cell contains a spore
and no bacteria,

• 1NGB corresponds to the state where the host cell contains a
single newly germinated bacterium,

• {0,1,2, ... } represent the number of vegetative bacteria inside
the host cell, so that 0 corresponds to the cell’s recovery, and

• R corresponds to the state of the host cell having ruptured.

Time t = 0 is the time at which the spore is phagocytosed, so
the initial state of the process is assumed to be X(0) = 1S.
Experimental work using murine macrophages has indicated
that the ungerminated spore form of anthrax is not easily
eliminated by host cells (23), so we assume that the initial
spore will not die or be killed by the cell. We represent the
germination-maturation time as an Erlang(2, g) distribution, as
depicted in Figure 1, where the rate g has units hours-1. This
FIGURE 1 | Intracellular infection model. State 1S represents a phagocytosed spore and state 1NGB a newly germinated bacterium (NGB). The germination rate from
spore to NGB, and also the maturation rate from NGB to vegetative bacterium for a given spore is denoted by g hours-1, which leads to an Erlang(2, g) distribution
for the germination-maturation time. The rate g is assumed to vary between spores. The death rate of the newly germinated bacterium is given by ~m hours−1. States i
∈ N ∪ {0} represent i intracellular bacteria. State 0 represents recovery and state R the rupture of the cell. 0 and R are absorbing states for the stochastic process.
Transitions between states i ∈ N represent three types of events: transition to state i + 1 (division of a bacterium), to state i - 1 (death of a bacterium), and to state R
(rupture of the host cell with release of i bacteria). The per bacterium division, death, and rupture rates are l > 0, µ > 0 and g > 0, respectively, all with units (bacteria
· hours)-1, leading to a linear birth-and-death process with catastrophe. The infected cell survives for as long as it does not reach state R.
August 2021 | Volume 12 | Article 688257
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Erlang(2, g) representation is the simplest approach to consider a
non-exponential distribution for the time that it takes the spore
to become a vegetative bacterium, while including an
intermediate, susceptible state as done in (15), and keeping the
process Markovian. During the germination process, there is an
increase in the hydration of the spore core and the spore cortex is
broken down (1). These changes mean that the spore loses some
of its resistance against the anti-microbial environment within
the host cell and may be killed by the reactive oxygen and
nitrogen species, and anti-microbial peptides within the
phagolysosome (13). As a result, modelling the germination-
maturation process with two stages allows one to incorporate
this loss of resistance into the intermediate state 1NGB. We refer the
reader to theDiscussion section for some additional considerations
on the Erlang(2, g) choice. The newly germinated bacterium can
be killed by the cell, with rate ~m hours−1, but cannot replicate
unless it matures into a vegetative bacterium, represented by
state 1. If the stochastic process reaches state 1, the subsequent
replication of bacteria, death of bacteria, and rupture of the host
cell is modelled as a birth-and-death process with catastrophe (24),
with state-space {0,1,2, ... } ∪ {R} (see Figure 1). We introduce the
per bacterium division, death and rupture rates l, μ and g,
respectively, all with units (bacteria · hours)-1. The stochastic
process has two absorbing states: the recovery state, 0,
representing elimination of any intracellular spores and bacteria,
and the rupture state, R, representing rupture of the infected cell
and release of its entire content of bacteria.

For a CTMC, c, the transition probability from state i ∈ S to
state j ∈ S in time t is defined by,

pi,j(t) = P(X(t) = jjX(0) = i) : (1)

We are interested in the dynamics of the process when the initial
state is X(0) = 1S, representing an intracellular spore which was
just phagocytosed. Therefore, when the initial state is i = 1S, we
will omit the first index in the notation, so that the probability
that the process is in state j at time t, given that it started with one
spore, is denoted by

pj(t) = P(X(t) = jjX(0) = 1S) : (2)

Spore Germination
To describe the dynamics of the germination-maturation
process, one can consider the transient state probabilities, pj(t),
for each of the states, j ∈ {1S, 1NGB}. These probabilities obey the
following differential equations, with initial conditions p1S (0) = 1 and
p1NGB (0) = 0,

dp1S
dt

= −gp1S , (3)

dp1NGB
dt

= gp1S − (g + ~m)p1NGB : (4)

If a phagocyte engulfs a spore with germination rate g at time
t = 0, then the cell will contain one spore at time t if X(t) = 1S, and
zero spores if X(t) ≠ 1S. Hence, the mean number of intracellular
Frontiers in Immunology | www.frontiersin.org 499
spores at time t is equal to p1S (t). Similarly, the mean number of
intracellular newly germinated bacteria at time t is equal to p1NGB (t).
These are given by the solutions to Eqs. (3) and (4),

p1S (t) = e−gt , (5)

p1NGB(t) =
g
~m

e−gt − e−(g+~m)t
� �

, (6)

for any t ≥ 0. For each spore, we assume that its germination rate is
equal to itsmaturation rate, and denote it by g. However, in order to
reflect the heterogeneity in spore germination times as reported in
the literature (1, 20, 21), we assume that the germination rate varies
between spores.We consider here twodifferent distributions for the
germination rate and will explore and compare these two
hypotheses in the Parameter Calibration section.

Continuous Gaussian Distribution
First, we assume that the germination rate varies continuously
among spores, according to a normal distribution on the positive
axis. In this case, the germination rate g for a given spore is a
realisation of the continuous random variable G ∼ N(0,+∞)(mg ,s 2

g ),
which is normally distributed with mean mg hours-1 and standard
deviation sg hours-1, and is truncated to the interval (0,+∞).
Therefore, the germination rate has probability density function
given by

fG(g) =
1
Z

1

sg

ffiffiffiffiffiffi
2p

p e
−1
2

g−mg
sg

� �2

,  for g ∈ 0, +∞ð Þ, (7)

where Z = F (
mg
sg
) is a normalisation factor, and F is the

cumulative distribution function of the standard normal
distribution. Given this truncated normal distribution for the
germination rate, the mean number of spores inside the infected
cell at time t ≥ 0 is given by

S(t) =
Z +∞

0
fG(g)p1S (t)dg

=
Z +∞

0
fG(g)e

−gtdg =
1
Z
exp

s 2
g t

2

2
− mg t

� �
F

mg − s 2
g t

sg

 !
:

(8)

Similarly, the mean number of newly germinated bacteria inside
the infected cell at time t ≥ 0 is given by

BNGB(t) =
Z +∞

0
fG(g)p1NGB(t)dg =

Z +∞

0
fG(g)

g
~m

e−gt − e− g+~mð Þt
� �

dg

1
~mZ

1 − e−~mt
� � sgffiffiffiffiffiffi

2p
p e

−
m2g
2s2g + mg − s 2

g t
� �

exp
s 2
g t

2

2
− mg t

� �
F

mg − s 2
g t

sg

 !" #
:

(9)

Discrete Bernoulli Distribution
Setlow in Refs. (20, 21) explains that some spores can be
described as superdormant because they have very low
germinant receptor levels and germinate extremely slowly,
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taking many hours or even days. Therefore, we propose a second
choice for the germination rate, which assumes that the
population of spores can be roughly split into two discrete
groups, type A and type B, with type A having a faster
germination rate than type B. Here, type A corresponds to the
spores with “typical” germinant receptor levels, and type B
corresponds to spores with significantly lower levels. We
represent this as a discrete Bernoulli distribution with
probability mass function, as follows

fB(g) =
e if g = gA,

1 − e if g = gB,

(
(10)

for some parameter values gA > gB and e ∈ (0,1). For this
Bernoulli distribution, the mean number of spores and newly
germinated bacteria inside the infected cell at time t ≥ 0 are,
respectively,

S(t) = ee−gAt + 1 − eð Þe−gBt , (11)

BNGB(t) =
egA
~m

e−gAt − e− gA+~mð Þt
h i

+
1 − eð ÞgB

~m
e−gBt − e− gB+~mð Þt
� �

: (12)

Cellular Fate: Rupture or Recovery
The CTMC in Figure 1 has two absorbing states, R and 0, which
denote rupture and recovery of the host cell, respectively. In this
section we show how to compute the probability of either
rupture or recovery of the cell, and the probability density
functions of the recovery and rupture times. We also explain
how to compute the conditional mean times taken to reach each
of the two cellular fates. Finally, we show that the mean number
of vegetative bacteria in the infected cell over time is proportional
to the probability density function of the rupture time.
Probabilities and Times to Reach Absorbing States
The transient probabilities for the states j ∈ N ∪ {0,R}, obey the
following system of differential equations

dp1
dt

= gp1NGB − l + m + gð Þp1 + 2mp2, (13)

dpj
dt

= l(j − 1)pj−1 + m(j + 1)pj+1 − (l + m + g )jpj, j ≥ 2, (14)

dp0
dt

= ~mp1NGB + mp1, (15)

dpR
dt

=o
+∞

j=1
g jpj : (16)

The long-term probabilities of recovery or rupture for an
infected cell, starting from any state i ∈ S can be denoted,
respectively, by
Frontiers in Immunology | www.frontiersin.org 5100
r0i = lim
t!+∞

pi,0(t), rRi = lim
t!+∞

pi,R(t) : (17)

These probabilities can also be expressed in terms of the times
it takes the process c to reach states 0 and R, respectively. In
particular, one can denote the times taken for the process to
travel from state i to states 0 or R, respectively, by

T0
i = inf t ≥ 0 :X(t) = 0jX(0) = if g,

 TR
i = inf t ≥ 0 :X(t) = RjX(0) = if g :

(18)

Since there is a choice of two possible absorbing fates
(recovery or rupture), the random variables T0

i  and T
R
i may be

infinite with non-zero probability. That is, the time to recovery,
T0
i , will be infinite if the process ends in the rupture state, and

vice versa. Thus, we can write

pi,0(t) = P(T0
i ≤ t),   pi,R(t) = P(TR

i ≤ t), (19)

and

r0i   =  P(T0
i < +∞) = 1 − P(TR

i < +∞) = 1 − rRi : (20)

Carruthers et al. in (16) studied a very similar process to the
one described here, for the non-sporulating bacteria F. tularensis.
In this section we use some of their results. For instance, survival
analysis allowed Carruthers et al. to show that the probability
density function of the random variable TR

1 (the rupture time
starting from state 1, representing a single fully vegetative
bacterium), is given by

fTR
1
(t) =

g (b − a)2e−l(b−a)t

½b − 1 + (1 − a)e−l(b−a)t�2 ,  t ≥ 0, (21)

with

a =
(l + m + g ) −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(l + m + g )2 − 4ml

p

2l
,

b =
(l + m + g ) +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(l + m + g )2 − 4ml

p

2l
:

(22)

They also showed that the probability that a cell eventually
ruptures, starting in state 1 with one vegetative bacterium, is
rR1 = 1 − a, and the probability that a cell eventually recovers is
r01 = a. One can adapt these results to our model with the help of
first-step analysis, to find the probabilities of rupture and recovery
starting with one initial spore in state 1S. If a phagocyte is
infected with a spore at time t = 0, then at some time point,
the initial spore will germinate, transitioning to the intermediate
state of newly germinated bacterium (NGB). At some later time,
the NGB will either die, with probability ~m=(~m + g), or will
mature into a vegetative bacterium with probability g=(~m + g).
Since it is certain that the first step of the process will be the
transition from spore to newly germinated bacterium, the
probability of eventual recovery or rupture starting from state
1S is the same as the probability of recovery or rupture starting
from state 1NGB. The only way that the process will eventually
reach the rupture state is if the newly germinated bacterium
matures into a vegetative bacterium, and then the cell eventually
ruptures starting from state 1. On the other hand, the cell can
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recover if either the newly germinated bacterium dies before it
matures into a vegetative bacterium, or the newly germinated
bacterium matures and the cell eventually recovers starting from
state 1. In particular, given a germination rate g for the initial
spore, the probabilities for rupture and recovery, starting from
state 1S, are given by

rR1S (g) = rR1NGB (g) =
g

~m + g
  rR1 =

g(1 − a)
~m + g

,

r01S (g) = r01NGB (g) =
~m

~m + g
+

g
~m + g

  r01 =
~m + ga
~m + g

:

(23)

One can also derive the probability density functions of the
time to rupture and the time to recovery. These shed light on the
distribution of times to rupture and recovery across cells that
have been infected with one spore. In what follows, we denote the
random variable for the time to transition from state i to state j
by Tj

i = infft ≥ 0 :X(t) = jjX(0) = ig, and the probability density
function for this random variable is denoted by fTj

i
(t).

First, we consider the total time for the initial intracellular
spore to germinate and mature into a vegetative bacterium, given
by the random variable T1

1S , with probability density function,
fT1

1S
(t). This function will be needed later to calculate the

probability density function of the times to rupture and
recovery. To find the function fT1

1S
(t), let FT1

1S
(t) = P(T1

1S ≤ t)
be the probability that the cell contains an intracellular vegetative
bacterium by time t, given that the germination rate of the initial
spore is equal to g. Let us consider a small time step Dt, such that
only one transition can occur in the interval (t,t + Dt). If the cell
has not entered state 1, representing a vegetative bacterium,
before time t, then it will only be possible to enter state 1 before
time t + Dt if the cell is in state 1NGB at time t. Furthermore, if the
phagocyte contains a newly germinated bacterium at time t, then
the probability to transition to a vegetative bacterium between
time t and t + Dt is gDt. Hence,

FT1
1S
(t + Dt) = FT1

1S
(t) + p1NGB (t)gDt : (24)

The function FT1
1S
(t) is the cumulative distribution function of

the random variable, T1
1S , for the time that the process takes to

reach a vegetative bacterium, starting from one spore. Therefore,
the probability density function for this random variable is

fT1
1S
(t; g) =

dFT1
1S
(t)

dt
= g p1NGB (t) =

g2

~m
(e−gt − e−(g+~m)t),  t ≥ 0, (25)

where we have written explicitly that fT1
1S

is a function of the
germination rate g. It can be verified that

P(T1
1S < +∞) =

Z +∞

0
fT1

1S
(t; g)dt =

g
g + ~m

, (26)

which is the probability that the processwill eventually reach state 1,
or equivalently, the probability that a spore will mature into a
vegetative bacterium instead of being cleared by the infected cell.

Time to Recovery
Here we show how to compute the probability density function,
fT0

1S
(t), for the time to recovery of an infected cell starting with
Frontiers in Immunology | www.frontiersin.org 6101
one spore. Following the same approach as above, the probability
density function for the random variable T0

1S , given that the spore
has germination rate g, is

fT0
1S
(t; g) =

dFT0
1S
(t)

dt
= ~mp1NGB (t) + mp1(t)

=  g(e−gt − e−(g+~m)t) + m
Z t

0
fT1

1S
(s; g)p1,1(t − s)ds,  t ≥ 0,

(27)

where p1,1(t) is the probability that the process, starting in state 1,
is in state 1 at time t, and can be derived from results in (16) as
follows,

p1,1(t) =
(a − b)2e−l(b−a)t

(ae−l(b−a)t − b)2
, (28)

with a and b defined in Eq. (22). We note that the probability
density function for the time to recovery from state 1 can be
written as

fT0
1
(t) = mp1,1(t) : (29)

When the germination rate follows a continuous Gaussian
distribution (see Eq. (7)), the probability density of the recovery
time starting from state 1S is given by

fT0
1S
(t) =

Z +∞

0
fG(g)fT0

1S
(t; g)dg : (30)

Alternatively, if the germination rate follows a discrete
Bernoulli distribution (see Eq. (10)), the probability density of
recovery times is given by

fT0
1S
(t) = efT0

1S
(t; gA) + (1� e)fT0

1S
(t; gB) : (31)

The probability density of recovery times yields the
distribution of recovery times across cells, since each phagocyte
is assumed to be initially infected by a single spore. To gain
insights into the expected time of recovery, one can also compute
the conditional mean time to recovery of an infected cell, which
is the expected time to recovery, given that the cell eventually
recovers. This is denoted by E½T0

1S jT0
1S < +∞�, given that the

eventual recovery of a cell is equivalent to its recovery time being
finite. For any initial state i ∈ S, one can define the restricted
mean time to recovery as t0i = E½T0

i · dT0
i <+∞

�, where dA is equal
to 1 if A is satisfied and 0 otherwise. Then the conditional mean
time to recovery, starting from state i ∈ S, is defined by

E½T0
i jT0

i < +∞� = t0i
r0i

: (32)

Hence, in order to calculate the conditional expectation, E½T0
1S j

T0
1S < +∞�, onemust restrict the sample space of T0

1S to finite values,
and divide by the probability that the recovery time is finite. The
set of finite recovery times can be partitioned into the set where
T1
1S = +∞ and the set where T1

1S < +∞. In other words, the cell can
either recover without ever containing vegetative bacteria, or the cell
can recover after having contained at least one vegetative bacterium.
Therefore, the restricted mean time to recovery can be written
as follows
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t01S = E½T0
1S · dT1

1S
=+∞� + E½T0

1S · dT1
1S
<+∞ · dT0

1<+∞
� :

Using the fact that T0
1S · dT1

1S
<+∞ · dT0

1<+∞
= (T1

1S + T0
1 ) · dT1

1S
<+∞ ·

dT0
1<+∞

, and that T1
1S  and T

0
1 are independent, one finds that the

restricted mean time to recovery for a cell infected with one spore
with germination rate g, is

t01S (g) =
1
g
+

1
~m + g

� �
~m

~m + g
+ E½T1

1S · dT1
1S
<+∞�P(T0

1 <+∞)

+ E½T0
1 · dT0

1<+∞
�P(T1

1S < +∞)

=
~m(~m + 2g)

g(~m + g)2
+ a
Z +∞

0
tfT1

1S
(t; g)dt

+
g

g + ~m

Z +∞

0
tfT0

1
(t) dt

=
g

~m + g

h (~m + 2g)(ga + ~m)
g2(~m + g)

+
1
l
log
� b
b − a

� i
, (33)

where we have made use of Eqs. (25), (26), and (29). The values a
and b are defined in Eq. (22).

With this restricted mean time at hand, and the probability of
recovery in Eq. (23), one can use Eq. (32) to find the conditional
mean time until recovery for the two different distributions of the
germination rate. In particular, when the germination rate
follows a continuous Gaussian distribution in Eq. (7), the
conditional mean time to recovery for an infected cell starting
with one spore is given by

E½T0
1S jT0

1S < +∞� =

Z +∞

0
fG(g)t

0
1S (g)   dgZ +∞

0
fG(g)r

0
1S (g)   dg

: (34)

Alternatively, if one considers the discrete Bernoulli
distribution for the germination rate, the conditional mean
time to recovery is given by

E½T0
1S jT0

1S < +∞� = et01S (gA) + (1 − e)t01S (gB)
er01S (gA) + (1 − e)r01S (gB)

: (35)

Time to Rupture
The time taken for the initial phagocytosed spore to transition
into a vegetative bacterium is given by the random variable T1

1S
and the time from vegetative bacterium to rupture is denoted
by TR

1 . Thus, the total time between the cell engulfing a spore,
and the time of rupture, is TR

1S = T1
1S + TR

1 . The corresponding
probability density function for T1

1S was given by fT1
1S
(t; g) in

Eq. (25), and the probability density function for the rupture
time starting from one vegetative bacterium was given by fTR

1

(t) in Eq. (21). One can convolve these two functions to find
the probability density function for the total time to rupture,
giving

fTR
1S
(t; g) =

Z t

0
fT1

1S
(s; g)fTR

1
(t − s)   ds : (36)
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When the germination rate across spores follows the continuous
Gaussian distribution, the density of rupture times is given by

fTR
1S
(t) =

Z +∞

0
fG(g)fTR

1S
(t; g)   dg : (37)

Alternatively, in the discrete Bernoulli case, the density of
rupture times is given by

fTR
1S
(t) = efTR

1S
(t; gA) + (1 − e)fTR

1S
(t; gB) : (38)

As done previously for recovery, one can also calculate the
conditional mean time to rupture, denoted E½TR

1S jTR
1S < +∞�

and defined similarly to Eq. (32) with 0 replaced by R. Since
the random variables T1

1S  and T
R
1 are independent, it can be

shown that the restricted mean time to rupture, for a cell
initially infected with a spore with germination rate g, is

tR1S (g) = E½T1
1S · dT1

1s
<+∞�P(TR

1 < +∞)

þE½TR
1 · dTR

1 <+∞
�P(T1

1s < +∞)

= (1 − a)
Z +∞

0
tfT1

1S
(t; g) dt +

g
g + ~m

Z +∞

0
tfTR

1
(t) dt

=
g

~m + g

h (~m + 2g)(1 − a)
g(~m + g)

+
1
l
log
� b − a
b − 1

� i
, (39)

where we have made use of Eqs. (25), (26) and (21). The values a
and b are defined in Eq. (22).

Given this restricted mean time, and the probability of
rupture from Eq. (23), one can use Eq. (32), with 0 replaced by
R, to find the conditional mean time until rupture, for the two
different distributions of the germination rate. In particular,
when the germination rate across spores follows a continuous
Gaussian distribution, the conditional mean time to rupture is of
the same form as Eq. (34), with 0 replaced by R. Similarly, if one
considers the discrete Bernoulli distribution for the germination
rate, the conditional mean time to rupture is of the same form as
Eq. (35), with 0 replaced by R.

Number of Intracellular Vegetative Bacteria
Given a particular germination rate g for the phagocytosed spore,
we denote the mean number of intracellular vegetative bacteria at
time t by Bn(t; g), where

Bv(t; g) =o
+∞

j=1
j pj(t) =

1
g
dpR(t)
dt

, (40)

with the second equality arising from Eq. (16). Since pR(t)
represents the cumulative distribution function of the rupture
time starting with one spore, this means that the average number
of vegetative bacteria is proportional to the probability density
function of the rupture time. That is, the mean number of
vegetative bacteria at time t, given germination rate g, is

Bv(t; g) =
fTR

1S
(t; g)

g
: (41)
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Once this is averaged over the possible values of the germination
rate, g, for either germination rate distributionhypothesis, themean
number of vegetative bacteria inside a cell at time t, is given by

Bv(t) =
fTR

1S
(t)

g
, (42)

where fTR
1S
(t) is defined in Eqs. (37) and (38) for the two

germination rate distributions.

Rupture Size Distribution
For an infected cell described by the CTMC c it is possible to find
the probability distribution of its rupture size, which is the
number of bacteria released into the extracellular environment
from the infected cell. If the time for the process to enter state 0 is
finite, then the rupture size is equal to 0, indicating that the host
cell recovers and does not release any bacteria. On the other
hand, if the time to reach state R, denoted by TR

1S , is finite, and
X(TR

1S − Dt) = n for small and positive Dt, this means that the
process transitions into the rupture state from state n ∈ N. This
corresponds to the death and rupture of the host cell, and the
release of n bacteria into the extracellular environment. Let Rn

i

denote the probability that the cell will release n bacteria in total,
given that the process starts at state i ∈ S. This is defined as

Rn
i =

P(T0
i < +∞), for  n = 0,

P((TR
i < +∞) and (X(TR

i − Dt) = n)), for  n ∈ N :

(
(43)

With this definition, R0
i is the probability that the cell

recovers, so r0i = R0
i . For n ∈ N, Rn

i is the probability that the
cell ruptures and releases n bacteria, so the overall probability of
rupture is rRi = S+∞

n=1R
n
i . For states i ∈ N, the probabilities Rn

i do
not depend on the germination rate, g. However for i ∈ {1S, 1NGB},
these probabilities do depend on the germination rate, and so will
be denoted by Rn

1S (g) and R
n
1NGB(g).

We now follow the method of Karlin and Tavare from (24) to
find the probabilities Rn

1 . If the cell begins with a vegetative
bacterium, so that X(0) = 1, then for a small time interval Dt! 0,
one has,

P((X(t) = n) and (t < TR
1 ≤ t + Dt)) = P(X(t) = n)

� P(t < TR
1 ≤ t + Dt j X(t) = n) = p1,n(t)ngDt,

(44)

since if the cell contains n bacteria at time t, the probability of
rupture between time t and t + Dt is ngDt. An expression for p1,n(t),
which is the probability that a cell contains n bacteria at time t,
given that it contains one bacterium at time 0, was given by
Carruthers et al. in (16),

p1,n(t) =
(b − a)2e−l(b−a)t(e−l(b−a)t − 1)n−1

(ae−l(b−a)t − b)n+1
,    n ≥ 1: (45)

Hence for an infected phagocyte starting with one vegetative
bacterium, the probability that the cell releases n ≥ 1 bacteria, Rn

1 ,
is then

Rn
1 =
Z +∞

0
p1,n(t)ng   dt =

(1 − a)(b − 1)
bn

, (46)
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with a and b defined in Eq. (22). Moreover, a first-step argument
allows one to obtain the probability Rn

1S (g) f rom Rn
1 . For n ≥ 1

and germination rate g, one has

Rn
1S (g) = Rn

1NGB (g) =
g

~m + g
Rn
1 : (47)

When the germination rate across spores follows the
continuous Gaussian distribution, the probability that the
rupture size of a cell initially infected with one spore is equal
to n ∈ N bacteria, is given by

Rn
1S = Rn

1

Z +∞

0
fG(g)

g
~m + g

dg : (48)

Alternatively, if one considers the discrete Bernoulli
distribution for the germination rate, the probability that the
rupture size of a cell initially infected with one spore is equal to
n ∈ N bacteria, is given by

Rn
1S = Rn

1

� egA
~m + gA

+
(1� e)gB
~m + gB

�
: (49)
PARAMETER CALIBRATION

In this section we make use of experimental data from an in vitro
study by Kang et al. (23), which was discussed by Pantha et al. in
(15) and used to calibrate their ODE model. In the experiment 106

murine peritoneal macrophages were incubated with different
numbers of Sterne 34F2 strain spores for 30 minutes, during
which time phagocytosis occurred (23). The ratio of spores to cells
in the solution at the start of the incubation period is called the
multiplicity of infection (MOI) and in this case the four MOIs
considered were spore to macrophage ratios of 1:1, 1:2, 1:10 and
1:20, corresponding to the initial number of spores in the solution
of 106, 5 × 105, 105, and 5 × 104. At the end of 30 minutes, the
solutions were washed, so no extracellular spores remained, and
no more spores were phagocytosed after this time. Then the
solutions were incubated with an antibacterial agent called
gentamicin for 30 minutes to remove any extracellular bacteria.
At various time points after this, samples of parallel replicates of
the experiment were washed and the number of intracellular
spores and bacteria determined. The data from this experiment
is given in (15, Tables 2 and 3). While in reality cells could
phagocytose more than one spore each in this experiment, this is
less likely to happen when the average number of spores per cell in
the solution is low. Therefore we only use the data for MOI 1:2,
1:10 and 1:20 to perform the parameter calibration, since these low
MOIs will be more consistent with our model assumption in the
Materials and Methods section that each macrophage engulfs at
most one spore, leading to the initial condition for our model in
Figure 1. Still, once we have obtained posterior samples of the
parameters, we will compare our model predictions to theMOI 1:1
data, as a qualitative validation.

The experiment described above was also performed using a
germination-deficient strain of B. anthracis spores, in which spore
germination is inhibited. The average spore counts at one hour from
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two duplicate samples that used the germination-deficient strain are
provided in Table 1. The number of spores of the germination-
deficient strain would have remained unchanged between 0.5 hours
and 1 hour, because they will not have germinated, and all
extracellular spores were removed by washing at 0.5 hours, so
there would have been nomore phagocytosis after this time. Thus, if
one assumes that there is no difference in spore phagocytosis rates
between the germination-deficient and Sterne strains, one concludes
that the spore counts for the germination-deficient strain are a good
representation of the total number of Sterne strain spores that
would have been phagocytosed during the first 0.5 hours of the
experiment for each MOI. In the parameter calibration for their
Phase II subsystem model, Pantha et al. used these numbers of
intracellular spores from the germination-deficient experiment as
the initial condition for the intracellular dynamics. The justification
given is that germination does not seem to be a dominating process
at 0.5 hours, so the number of spores of the Sterne strain at 0.5 hours
will be similar to the number of germination-deficient spores at the
same time point. Therefore, wemake here the same assumption that
no germination of the Sterne strain spores has occurred before 0.5
hours. Because of this, our estimates for gA and gB in the discrete
Bernoulli model should be interpreted with this 30-min delay in
mind, and in particular our estimated germination rates might be
slightly overestimated as a result. However, this delay could possibly
be interpreted as a time-lag after phagocytosis for the activation of
germination to occur. Furthermore, after learning about the
parameters with ABC-SMC inference, we will see that even the
spores with a quicker germination rate (type A) take on average
longer than an hour to germinate, so it seems (a posteriori)
Frontiers in Immunology | www.frontiersin.org 9104
reasonable to assume that germination does not happen in the
first 30 minutes of the experiment.

In the data from the experiment, time t = 0 corresponds to the
start of the incubation period of cells and spores (23). On the other
hand, our model considers a single host cell that begins with one
intracellular spore, and t = 0 is assumed to be the start of the
germination process of this spore. Since phagocytosis only occurs
during the first 0.5 hours of the experiment, and we assume that
germination does not occur until after the first 0.5 hours of the
experiment, we do not explicitly include phagocytosis in our
mathematical model. Instead, we modify the time points so that
t = 0.5 in the experiment corresponds to t = 0 in our model. That is,
we take the number of intracellular spores from the germination-
deficient experiment, given in Table 1, to be our initial conditions
for t = 0, and use the data as it is shown in Table 2.

We have performed Approximate Bayesian Computation
Sequential Monte Carlo (ABC-SMC) (22) to estimate our
intracellular model parameters. This method involves choosing
prior distributions for the model parameters and then carrying
out multiple iterations of the ABC algorithm. At each iteration,
parameter values are sampled from the posterior distribution of
the previous iteration and are perturbed with a kernel function.
Here we use a component-wise uniform perturbation kernel, so
that each component of the parameter set is perturbed
independently in a uniform interval. The perturbed parameter
set is then used to obtain a model prediction and is accepted if
the distance between the model and the data falls below the
distance threshold for that iteration. We have used a sequence of
decreasing distance thresholds, such that the distance threshold
at each iteration is the median of the distances from the accepted
parameter sets in the previous iteration. In this manner, one
obtains a set of distributions for the parameters that converge to
the posterior distribution. In the parameter calibration results
that follow, we are considering a posterior sample of size 103

from the final iteration of the ABC algorithm.
In this section we present the results obtained from using the

MOI 1:2, 1:10 and 1:20 data sets to obtain posterior parameter
distributions, first for the continuous model of germination rate,
and then for the discrete Bernoulli model. The authors of (15) used
these data to estimate different parameter sets for each MOI,
mentioning that for lower MOIs the smaller average intracellular
burden could give a better environment for spores to germinate
and bacteria to replicate, leading to larger values of the parameters.
However, since we are assuming that every infected cell begins
with only a single intracellular spore, this means that the cellular
TABLE 1 | Data taken from (15, Table 2), giving the average number of
intracellular spores of two replicates of the experiment counted at 1 hour when
using spores of a germination-deficient strain of anthrax.

Intracellular germination-deficient spore count at one hour

MOI 1:1 377500
MOI 1:2 139000
MOI 1:10 30500
MOI 1:20 13925
The number of spores of the germination-deficient strain should have remained
unchanged between 0.5 hours and 1 hour, because they cannot germinate, and all
extracellular spores were removed by washing at 0.5 hours, so there would have been no
more phagocytosis after this time. We note that the value for MOI 1:10 reported in (15,
Table 2) was inconsistent with that observed in (15, Figure 2), so the second one is used
here, since it is more consistent with the trajectory over time for the spore counts in (15,
Figure 2) for MOI 1:10, and also so that our predictions are comparable with those in (15).
TABLE 2 | Data for the number of intracellular spores and bacteria present at different time points, which have been used to perform ABC-SMC.

Time (hours) 0 0.5 2.5 4.5 23.5

MOI 1:2 Number of intracellular spores 139000 105000 11400 10250 29500
Number of intracellular bacteria 0 23000 67100 52250 20000

MOI 1:10 Number of intracellular spores 30500 27000 12000 9100 2750
Number of intracellular bacteria 0 9500 14000 7650 2500

MOI 1:20 Number of intracellular spores 13925 7900 6450 3100 300
Number of intracellular bacteria 0 6000 2250 1750 1000
August 2021 |
 Volume 12 | Article 6
These data have been taken from (15, Tables 2 and 3), although time points are shifted by 30 min to account for the first phase of the experiment where phagocytosis occurs. The initial
conditions (t = 0) correspond to the values reported in Table 1 from the germination-deficient experiment. The counts at each time point are averages of two experimental replicates.
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MOI is assumed to be identical across all data sets, and in this way
the MOI is simply a measure of the system size. Hence we believe
that the parameters considered in our stochastic model may not
depend on the initial conditions given by the MOI. Thus, we use
the three data sets together to obtain a single set of estimates for
the parameters, aiming to give a reasonable fit to the data sets with
a significantly smaller number of parameters in our model.

In the experiment, the samples were washed each time before
counting the number of intracellular spores and bacteria.
Therefore, any bacteria released from a ruptured macrophage
would be removed during the washing process and would not
contribute to the number of bacteria observed in the data. Thus,
to compare our model with the data, we use our model to
calculate the per cell mean number of intracellular spores and
bacteria over time. For the model with continuous distribution
for the germination rate, Eqs. (8), (9), and (42) define the
expected number of spores and bacteria in a cell at time t,
given that it contained a spore at time t = 0. Since each infected
cell is assumed to be independent, we can multiply these by the
number of initial spores, to obtain the mean number of spores
and bacteria present inside the population of cells at time t. Let S0
be the total number of initial intracellular spores for the
population of cells at time t = 0. Then for the hypothesis of
continuous heterogeneity in the germination rate, the total
expected number of spores in all cells at time t is given by

S∗(t) =
S0
Z
exp

� s 2
g t

2

2
− mg t

�
F
� mg − s 2

g t

sg

�
: (50)

The total (in all cells) expected number of intracellular
bacteria at time t hours, including newly germinated bacteria
and vegetative bacteria, is given by

∗(t) = S0
h 1
~mZ

(1 − e−~mt)
� sgffiffiffiffiffiffi

2p
p e

−
m2g
2s2g + (mg

− s 2
g t) exp  

� s2
g t

2

2
− mg t

�
F
� mg − s 2

g t

sg

��
+Bv(t)

i
(51)
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where Bn(t) is the expected number of vegetative bacteria in one
cell at time t, defined in Eq. (42). Similarly, for the model with
two discrete germination rates, the model predictions for
number of spores and bacteria are given by

S∗(t) = S0
	
ee−gAt + (1 − e)e−gBt



, (52)

and

B∗(t) = S0
egA
~m

e−gAt − e−(gA+~m)t
� �

+
(1 − e)gB

~m
e−gBt − e−(gB+~m)t
� �

+ Bv(t)

� �
,

(53)

where Bn(t) is the expected number of vegetative bacteria in one
cell at time t. In the ABC-SMC, we compare the data to the
model outputs given by S∗(t) and B∗(t), with the initial number of
spores equal to S0 = 139000 for MOI 1:2, S0 = 30500 for MOI 1:10
and S0 = 13925 for MOI 1:20.

In the model with continuous germination rate distribution,
where the germination rate follows a truncated normal
distribution, G ∼ N(0,+∞)(mg,s 2

g ), the parameters characterising
germination that we aim to estimate are the mean germination rate
μg, and its standard deviation sg. In the discrete Bernoulli model, the
parameters characterising germination that we aim to estimate are
the probability e that a given spore is of type A, and the two
germination rates, gA and gB. The rest of the parameters that we
wish to estimate are common toboth versions of themodel: the death
rate of newly germinated bacteria, ~m, the replication rate of vegetative
bacteria, l, the death rate of vegetative bacteria, μ, and the rupture
rate, g. To calibrate these parameters, we performed ABC-SMC, and
compared our model with the numbers of intracellular spores and
bacteria over time from the experiment by Kang et al. (23). Similarly
to (25),wemakeuse of theEuclideandistance for the logarithmof the
predicted values and observed data, given by

d(model prediction,  Data)

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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(54)
TABLE 3 | Prior distributions used in the ABC-SMC for the model with continuous heterogeneity of germination rate (top) and the model with two types of
spores (bottom).

Parameter Units Description Prior distribution

Model with continuous germination rate distribution
mg h-1 Mean of the normal distribution for G log10 mg ∼ U(-2, 1)
sg h-1 Standard deviation of the normal distribution for G log10 sg ∼ U(-2, 0.15)
~m h-1 Death rate of newly germinated bacteria log10 ~m ∼ U(-4, 1)
l (bacteria·h)-1 Replication rate of vegetative bacteria See Figure 2 (top)
m (bacteria·h)-1 Death rate of vegetative bacteria log10 m ∼ U(-4, 1)
g (bacteria·h)-1 Rupture rate See Figure 2 (top)
Model with discrete Bernoulli germination rate distribution
e – Probability that a given spore is of type A e ~ U(0, 1)
gA h-1 Germination and maturation rate of spores of type A log10gA ~ U(-4, 1)
gB h-1 Germination and maturation rate of spores of type B log10gB ~ U(-4, 1)
~m h-1 Death rate of newly germinated bacteria log10 ~m ∼ U(-4, 1)
l (bacteria·h)-1 Replication rate of vegetative bacteria See Figure 2 (bottom)
m (bacteria·h)-1 Death rate of vegetative bacteria log10 m ∼ U(-4, 1)
g (bacteria·h)-1 Rupture rate See Figure 2 (bottom)
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where T = {0.5,2.5,4.5,23.5}, S∗i (t) and B
∗
i (t) are the respective

model predictions for the number of spores and bacteria at time t
for MOI 1:i, and si(t), bi(t) are the respective observed number of
spores and bacteria at time t, given by the data for MOI 1:i.

To perform ABC-SMC, one needs to choose prior
distributions from which to sample the parameter values at the
first iteration. To inform the selection of some of these prior
distributions, we leverage data from Akoachere et al. (26), who
observed that after infecting murine macrophages with
B. anthracis Sterne strain spores at a spore to macrophage ratio
(MOI) of 20:1, 20% of cells had ruptured by 3.5 hours, and 90%
had ruptured by 7 hours. We preliminarily fit our model to these
data and use the results to estimate a potential prior distribution
for the replication and rupture rates, l and g. We are unable to
learn much about the other model parameters in this way, since
only two data points based on a single experiment are available.
However, this small amount of data regarding the rupture time of
cells does allow us to gain preliminary knowledge of l and g,
since in our model the rupture rate is proportional to the size of
the bacterial population, which in turn depends on
the replication rate of the bacteria. Therefore, we use the
distributions obtained for l and g as prior distributions in the
subsequent fitting to the Kang et al. data. These distributions
seem to agree well for the two different germination hypotheses
and are shown in Figure 2. We also show that these preliminary
estimates lead to a good representation of the rupture dynamics.
Furthermore, the median of the distribution for l is around 0.9
(bacteria·h)-1, which is consistent with the doubling time of 0.78
hours, measured by Kalns et al. (27) and used as an estimate in
the within-host model by Day et al. (17). For more details on how
the prior distributions in Figure 2 were obtained, see the
Supplementary Material. Uniform prior distributions are
considered for the remaining parameters, as reported in
Table 3. We note that these parameters are log-transformed
because the prior range spans multiple orders of magnitude. For
the model with two types of spores, we fixed gA > gB to represent
that, without any loss of generality, type A spores are the ones
with a faster germination rate. In order to sample parameter
values gA and gB with priors reported in Table 3, and under the
constraint gA > gB, we follow the ideas from (28).

Figure 3 shows the posterior histograms obtained by
performing ABC-SMC for the two hypotheses considered,
using the Kang et al. data, while summary statistics for these
posteriors are reported in Table 4. By comparing the posterior
histograms in blue with the prior distributions in red, we can see
that it has been possible to learn significantly about most of the
parameters for both hypotheses. For the model with continuous
germination rate distribution, the value of μg, corresponding to
the most likely value for the germination rate of a given spore, is
likely to be between 10-2 and 10-1 h-1. For the model with two
germination rates, the value of e is likely to be between 0.5 and 1,
so that the majority of the spores will germinate with rate gA,
which is likely to be of the order of 10-1 h-1, and the rest will
germinate with rate gB, which is likely to be of the order of 10-2 h-1.
For both hypotheses we learn that the death rate of newly
germinated bacteria, ~m, is likely to be very small. For the model
Frontiers in Immunology | www.frontiersin.org 11106
with continuous heterogeneity in the germination rate, the posterior
histograms for l and g show that the value of these parameters that
produce a good match between this model and the Kang et al. data,
are similar to the values that gave a good fit to the data from
Akoachere et al. that we used to inform our priors for these
parameters. For the model with two types of spores, the posterior
histogram for l is shifted slightly to the left from the prior
distribution. For both hypotheses we have been able to learn
significantly about the death rate of bacteria, μ and these accepted
values are usually larger than the corresponding values for the
replication rate, l. This is shown in the posterior histograms for the
ratio between the birth and death rate of bacteria, l/μ, which mostly
contain values less than 1, indicating that the bacteria are likely to
die more quickly than they replicate.

Model predictions were obtained for each accepted parameter
set from the ABC-SMC. Figure 4 shows the pointwise 95%
credible intervals of these time-courses, which indicate the
uncertainty in the mean number of intracellular spores and
bacteria from the model, due to the range of accepted
parameter sets. The solid lines show the model output for the
parameter sets with the smallest distance to the data, referred to
as the best model predictions. For the model with continuous
germination rate distribution, the predictions are close to the
data at some time points, but overall do not seem to explain
the data very well, since the peak of intracellular bacteria in the
model predictions seems to be lower than the peak indicated by
the data. On the other hand, the predictions of the model with
two types of spores show a fairly good agreement with all data
sets. It seems that this latter model, with two discrete
germination rates, is better able to describe the pattern of
biphasic decay in the number of spores seen in the data. This
model also explains the bacterial data significantly better than the
hypothesis of continuous germination rate distribution.

Only the data for MOI 1:2, 1:10 and 1:20 were used in the
ABC-SMC analysis to calibrate model parameters. Still, we
compare our calibrated model predictions with the MOI 1:1
data, by making use of the corresponding initial condition for
this MOI, S0 = 377500. For the model with two types of spores,
the best prediction is very close to the MOI 1:1 data at some time
points, which demonstrates a possibility that the model could be
used to extrapolate between MOIs. However, the assumption
that each cell will only phagocytose a single spore is less viable at
MOI 1:1, so the model may need to be adapted slightly in order
to explain the dynamics at higher MOIs. We note that the long-
term behaviour of spores for MOI 1:1, where a significant
unexpected increase in the number of spores over time is
observed, was not explained by Kang et al. (23) or Pantha et al.
(15), and cannot be mechanistically explained by our
intracellular infection model either, regardless of the choice
of parameters.

Figure 4 also shows, as dashed lines, the predictions of the
model by Pantha et al. using their parameter estimates. When we
compare these to our predictions, it seems that with the
consideration of heterogeneity in the germination rate, our
model provides a better explanation for the number of
intracellular spores seen in the data, especially for MOI 1:10
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and MOI 1:20. However, the fit of our model to the bacterial data
does not look quite as good as the predictions by Pantha et al.
This is not surprising, since Pantha et al. allow different
parameter values for each data set, meaning that their model
has more parameters and higher complexity, giving it more
freedom to fit the data. To compare the goodness-of-fit of the
models, we use the Corrected Akaike’s Information Criterion
(AICC), which penalises models with a higher number of
parameters if there is not enough improvement in the
goodness-of-fit to warrant the additional complexity. Roughly
speaking, lower values of the AICC indicate a better fit to the
observed data. We have calculated the value of AICC for the
model by Pantha et al. and the two versions of our model with
different distributions for the germination rate. For details about
how the AICC was calculated see the Supplementary Material.
For our models the value of AICC was calculated using the
parameter set that gave the smallest distance in the ABC-SMC,
obtaining a value of AICC = 1.42 for the model in which the
germination rate is a continuous random variable, and a value of
AICC = -3.8 for the one with two types of spores. For the model by
Pantha et al., the value of AICC was calculated using the parameter
Frontiers in Immunology | www.frontiersin.org 12107
estimates reported in (15, Table 7), giving a value ofAICC= 176.73.
Our models have a lower AICC than the model by Pantha et al.,
mainly because we used the same parameter estimates for each
MOI, whereas Pantha et al. obtained separate estimates for each
MOI, meaning that they have many more free parameters. Even
with the inclusion of heterogeneity in the germination rate, the
version of our model with continuously distributed germination
rates is not able to properly capture all the data. Instead, a bi-modal
model of heterogeneity in the germination rate is needed to explain
both the spore and the bacterial data. This is supported by the fact
that the AICC value is lower for the discrete Bernoulli hypothesis,
even though it has one more parameter. This indicates that this
model may explain the data better than the model with
continuously distributed germination rates.
RESULTS

The results of the parameter calibration suggest that the
hypothesis of germination rate heterogeneity with two discrete
types of spores is better supported by the data than the model
FIGURE 2 | Prior distributions for the replication rate, l, and the rupture rate g, in the model with continuous heterogeneity of germination rate (top row), and the
model with two types of spores (bottom row), obtained by using observations from Akoachere et al. (26) of the proportion of dead macrophages at two different time
points. The plots on the right show the best predictions (solid line) of the fraction of cells that would be expected to rupture before time t in an experiment with MOI
20:1, compared to the data from Akoachere et al. (26). The pointwise 95% credible intervals (shaded region) are shown to represent the uncertainty in the parameter values.
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with continuous heterogeneity. The model with two types of
spores is able to describe the biphasic decay seen in the spore
data, especially for MOIs 1:10 and 1:20, as well as the behaviour
of the bacterial data. Therefore, in this section we will only focus
on the model with two types of spores. The set of parameter
values that gave the smallest distance to the data in the ABC-
SMC is provided in Table 5. We have used these parameter
values to calculate the various descriptors of the model discussed
in the Materials and Methods section, and have also investigated
Frontiers in Immunology | www.frontiersin.org 13108
the effect of the uncertainty in the parameter values indicated by
the posterior distributions obtained from ABC-SMC.

In the Spore Germination section, we found expressions for
the probabilities, p1S (t) and p1NGB (t), that an infected macrophage
will contain a spore or newly germinated bacterium, respectively,
at time t ≥ 0, given that the macrophage contained a spore with
germination rate g at time 0. Note that since in our model the
macrophage is assumed to only contain at most one spore or
newly germinated bacterium at any one time, these probabilities
FIGURE 3 | Prior distributions (red) and posterior histograms (blue) when performing ABC-SMC for the model with continuous heterogeneity of germination rate
(top), and the model with two types of spores (bottom), using data from (23) of the number of intracellular spores and bacteria at different time points for MOIs 1:2,
1:10 and 1:20.
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are equal to the mean number of spores and newly germinated
bacteria inside the macrophage at time t ≥ 0. In the Cellular Fate:
Rupture or Recovery section we also explained how to calculate
the mean number of vegetative bacteria, Bn(t; g), in an infected
macrophage at time t ≥ 0, given that the macrophage contained a
spore with germination rate g at time 0. One can then consider
a population of S0 independent infected cells, each containing a
single spore at time 0. Assuming that each initial spore can have
one of two possible germination rates (either rate gA with
probability e, or rate gB with rate 1 - e), one can calculate a
time course for the total mean number of intracellular spores,
newly germinated bacteria, and vegetative bacteria, for a
population of infected cells, split into the populations arising
from each of the two types of spores. This is depicted in Figure 5,
where the first column corresponds to the populations arising
from spores of type A, the second column corresponds to the
populations arising from spores of type B, and the third column
shows the sum of the populations from both types of spores. The
solid lines indicate the means for the estimated parameter values
in Table 5, while the shaded regions indicate the pointwise 95%
credible intervals for these means, when the uncertainty in the
parameter values from the posterior is considered. The first two
plots show two very different timescales for the dynamics of each
kind of spore, and when these populations are added together in
the third plot, one can observe the biphasic behaviour in the
number of spores that is observed in the data from (23). The blue
curve here indicates the prediction from the model for the total
mean number of intracellular spores over time. The other two
curves indicate the predictions for the mean number of
intracellular newly germinated bacteria (orange), and
vegetative bacteria (green), so that when these are added
together, one obtains the prediction for the total number of
intracellular bacteria, as shown in the predictions from the
parameter calibration in Figure 4. The top row of plots in
Figure 5 corresponds to an initial condition of S0 = 30500
spores, equal to the initial condition from the MOI 1:10 data
used in the ABC-SMC. On the other hand, the bottom row
corresponds to an initial condition of S0 = 100. In both cases, the
coloured dots indicate the sizes of the different populations over
Frontiers in Immunology | www.frontiersin.org 14109
time, from a stochastic simulation of the model starting with S0
spores. The results from the simulations show that when there
are many initial spores (top row), the behaviour is very
deterministic, but when the number of initial spores is
relatively small (bottom row), there is much more stochasticity.
This stochasticity could be relevant in in vivo settings, where
infection might depend on a small group of spores germinating
and producing a relatively small number of bacteria, as discussed
in the Discussion section.

In the Cellular Fate: Rupture or Recovery section we explained
how to calculate the probability density functions for the times to
recovery and rupture of a macrophage initially infected with one
spore. The probability density functions for the time to rupture
are plotted along the top row of Figure 6, for the inferred
parameter values in Table 5. From left to right, the first two
plots show the density functions for the time to rupture of an
infected cell containing a spore of type A and type B, respectively.
We observe very different rupture timescales for each kind of
spore. The third plot shows these densities on the same plot,
when they are scaled by the relative frequencies of each
germination rate, so that the sum of these two densities gives
the overall probability density function for the rupture time of a
cell infected with a single spore. Note that this probability density
function does not integrate to 1, but instead the probability of
rupture. Nevertheless, one can divide the density by the
probability of rupture, giving the conditional density function
of rupture time, shown as a solid line in the fourth plot. Also
shown on the fourth plot is a histogram of the finite rupture
times from 106 stochastic simulations of the model in Figure 1.
On the bottom row of Figure 6 are the analogous functions for
the recovery time. Interestingly, the conditional probability
density functions for the rupture and recovery times are almost
identical. This is likely due to the fact that these timescales are
heavily dominated by the germination time of the spore, and
once the spore has germinated, rupture or recovery of the
phagocyte happens relatively quickly. One can also compute
the conditional mean times to rupture or recovery of a
macrophage infected with a single spore, which are the means
of the rightmost histograms in Figure 6. For the parameter
TABLE 4 | Summary statistics for the posterior sample of each parameter, shown in blue in Figure 3, for the model with continuous heterogeneity of germination rate
(top) and two types of spores (bottom).

Parameter Units Min Median Mean Max 95% Credible Interval

Model with continuous germination rate distribution
µg h-1 1.00 × 10-2 3.30 × 10-2 3.60 × 10-2 2.38 × 10-1 (1.16 × 10-2, 1.60 × 10-1)
sg h-1 4.36 × 10-1 6.27 × 10-1 6.23 × 10-1 8.43 × 10-1 (5.01 × 10-1, 7.65 × 10-1)
~m h-1 1.01 × 10-4 1.18 × 10-3 1.20 × 10-3 1.73 × 10-2 (1.50 × 10-4, 9.58 × 10-3)
l (bacteria·h)-1 1.35 × 10-1 6.93 × 10-1 7.28 × 10-1 4.96 × 100 (2.76 × 10-1, 2.43 × 100)
µ (bacteria·h)-1 9.70 × 10-1 2.55 × 100 2.81 × 100 9.66 × 100 (1.31 × 100, 7.49 × 100)
g (bacteria·h)-1 3.60 × 10-3 3.94 × 10-2 4.15 × 10-2 1.75 × 10-1 (1.07 × 10-2, 1.33 × 10-1)
Model with discrete Bernoulli germination rate distribution
e – 5.29 × 10-1 7.54 × 10-1 7.45 × 10-1 9.06 × 10-1 (5.93 × 10-1, 8.48 × 10-1)
gA h-1 4.86 × 10-1 8.16 × 10-1 8.50 × 10-1 2.74 × 100 (5.37 × 10-1, 1.74 × 100)
gB h-1 1.18 × 10-3 4.90 × 10-2 4.70 × 10-2 1.04 × 10-1 (2.21 × 10-2, 8.76 × 10-2)
~m h-1 1.02 × 10-4 2.16 × 10-3 2.27 × 10-3 5.03 × 100 (1.27 × 10-4, 4.25 × 10-2)
l (bacteria·h)-1 2.01 × 10-1 4.94 × 10-1 5.34 × 10-1 4.28 × 100 (2.14 × 10-1, 1.95 × 100)
µ (bacteria·h)-1 4.97 × 10-4 1.93 × 100 2.00 × 100 9.98 × 100 (5.82 × 10-1, 8.16 × 100)
g (bacteria·h)-1 4.13 × 10-4 2.97 × 10-2 2.34 × 10-2 2.24 × 10-1 (9.63 × 10-4, 1.89 × 10-1)
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values in Table 5, the conditional mean rupture and recovery
times are approximately 11.3 hours and 11.6 hours, respectively.
However, the uncertainty in the parameter values, shown in the
posterior distributions, leads to uncertainty in these timescales.
For instance, this is indicated by the range of conditional mean
times until rupture shown in the plot on the right of Figure 7.

The probability distribution for the number of bacteria
released by an infected macrophage, for the parameter values
in Table 5, is provided in Figure 7 (left). The probability that no
bacteria are released by the macrophage is predicted to be 0.96,
which suggests that most macrophages will be able to recover
and eliminate the intracellular infection, and that we would
Frontiers in Immunology | www.frontiersin.org 15110
expect only 4% of infected macrophages to eventually rupture
and release bacteria. The results also indicate that when
macrophages do rupture, they will only release a few bacteria,
with an average of 1.6 bacteria released from a macrophage that
ruptures. This is consistent with the fact that a high dose of
spores is required for infection, reported to be between 8 × 103

and 5 × 104 spores (29). Cote et al. (30) explain that although
macrophages kill most of the germinated bacteria that they
encounter, a low percentage of bacteria survive the antimicrobial
environment in the macrophage and escape to begin the
extracellular infection. This is further supported by findings
from Jones et al. (31), who observed that after infection of a
FIGURE 4 | Plots showing the best predictions (solid lines) and pointwise 95% credible intervals (shaded regions) of the time-courses for the mean number of
intracellular spores and bacteria, for the model with continuous heterogeneity of germination rate (top), and the model with two types of spores (bottom). The best
predictions are the model outputs obtained by using the accepted parameter set with the smallest distance to the data, and the pointwise 95% credible intervals
show the uncertainty in those predictions, given the range of parameter values in the 103 accepted parameter sets from the final iteration of ABC-SMC. The
predictions from the model by Pantha et al., using separate sets of parameter estimates for each MOI, are shown as dashed lines. For our model, only the data for
MOI 1:2, 1:10 and 1:20 were used in the ABC-SMC to calibrate model parameters. The comparison of the model predictions with the MOI 1:1 data is shown here
as a qualitative model validation.
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guinea pig with 107 spores, 99% of the germinated spores were
killed within an hour, but the 1% that survived managed to
replicate extracellularly and ultimately reached a concentration
of 108 bacteria/ml in the blood at the time of death.

Table 5 reports our best prediction for the parameter
values according to the distance in the ABC-SMC. Yet, the
advantage of a Bayesian approach in the parameter calibration
is that it quantifies the uncertainty in the parameter values,
which translates into the uncertainty in the descriptors of
the model. The scatter plot on the right of Figure 7 shows the
probability of rupture plotted against the average of the
conditional rupture size distribution, for each parameter set
in the posterior sample shown in Figure 3 (bottom), with the
lines indicating the corresponding values for the parameter set
in Table 5. There is a positive correlation between these two
descriptors, indicating that if macrophages are more likely to
Frontiers in Immunology | www.frontiersin.org 16111
rupture, they are also likely to release more bacteria when they
do rupture. Parameter sets leading to a very small probability
of rupture will likely correspond to death rates much larger
than the replication rate. Conversely, parameter sets leading
to a larger probability of rupture correspond to bacterial death
rates closer to the replication rate. This would allow for
greater bacterial replication on average before rupture, and
in turn a larger average rupture size. The colour of the points
on this scatter plot indicates the conditional mean time until
rupture for each parameter set. This illustrates the uncertainty
of the timescale for rupture, with the possible mean rupture
times from the posterior distributions ranging from around
7.5 to 25 hours. Furthermore, it is possible to find pairs of
parameter sets that give differing average rupture times, but
with similar probabilities of rupture and conditional average
rupture sizes.
FIGURE 5 | The top row of plots corresponds to a population of S0 = 30500 infected cells, each containing a single spore at time 0, whereas the bottom row
corresponds to an initial condition of S0 = 100. Left: The mean number of type A spores, eS0p1S

(t; g = gA) , type A newly germinated bacteria, eS0p1NGB
(t; g = gA),

and vegetative bacteria, eS0BV(t; gA) = eS0o∞
i=1 i pi(t; g = gA), arising from the type A spores in the infected macrophages. Centre: The analogous functions for the

populations arising from the initial spores with germination rate gB. Right: The overall mean number of spores, S0S(t), newly germinated bacteria, S0BNGB(t), and
vegetative bacteria, S0Bn(t), obtained by adding together the populations for each type of spore. The solid lines indicate the means for the estimated parameter
values in Table 5, while the shaded regions indicate the pointwise 95% credible intervals for these means, when the uncertainty in the parameter values from the
posterior distributions is taken into account. The equations used to compute these curves were Eqs. (5), (6), (11), (12), (41), and (42). The dots show values for the
size of the different populations over time from a single stochastic simulation beginning with S0 spores.
TABLE 5 | Parameter values that gave the smallest distance between the two types of spores model and the data from (23) in the ABC-SMC analysis.

Parameter Units Description Value

e – Probability that a given spore is of type A 0.778846
gA h-1 Germination and maturation rate of spores of type A 0.894274
gB h-1 Germination and maturation rate of spores of type B 0.046794
~m h-1 Death rate of newly germinated bacteria 0.003502
l (bacteria·h)-1 Replication rate of vegetative bacteria 0.643111
m (bacteria·h)-1 Death rate of vegetative bacteria 1.637989
g (bacteria·h)-1 Rupture rate 0.043792
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DISCUSSION

We propose a stochastic model for the dynamics of B. anthracis
spores and bacteria inside an infected phagocyte. One of the main
features of our model is the consideration of heterogeneity in the
germination rate of spores. Two hypotheses were considered to
characterise this heterogeneity. The first hypothesis was that the
germination rate is continuously distributed in a population of
spores and follows a truncated normal distribution. The second
hypothesis was that the spore population can be split into two kinds
that germinate at different rates. We carried out parameter
calibration, for each hypothesis, by means of Approximate
Bayesian Computation Sequential Monte Carlo (ABC-SMC) (22).
Our results suggest that the discrete germination hypothesis is better
supported by the data, since the model with this distribution of
germination rates allows us to account for the biphasic decline seen
in the spore counts, as well as the observed behaviour of the
bacterial counts. This assumption of two types of spores also
agrees with experimental evidence showing that in some Bacillus
spore populations, a subset of the spores germinate much more
slowly than the average spore, and are termed superdormant (20).
This leads to qualitatively different predictions for the mean number
of spores over time in a population of in vitro cells, compared to
previous theoretical predictions made in (15), as shown in Figure 4.
Although our posterior estimated values of the germination rate of
spores of type A are similar to the germination rates predicted in
(15), our model predicts that a subset of spores will germinate much
more slowly than this. We note that the “toy” discrete distribution
with two rates, gA and gB, considered here, is a first step and more
complex descriptions of the germination rate heterogeneity will be
considered in future work. Experimental quantification of
germination times would allow us to explore and potentially
Frontiers in Immunology | www.frontiersin.org 17112
validate these more complex models. A limitation of our model is
that the same rate is considered for each step of the germination-
maturation process, compared to the model by Pantha et al., where
a separate rate,m, was considered for the maturation step. However,
Pantha et al. did not calibrate this rate m, and instead performed a
sensitivity analysis. Since we are limited in the available
experimental data, it would be difficult to calibrate different rates
for each germination-maturation step. However, if further data were
to become available which allowed one to distinguish between
newly germinated and vegetative bacteria, then a separate rate
could be incorporated for the maturation step of the germination
process. This would also allow for more complicated distributions to
account for heterogeneity in the germination and maturation rates.

Another important feature of our model is the consideration of
rupture of infected phagocytes. This means that different
behaviours can be described by our model compared to the
model by Pantha et al., since in our model there is a chance that
some intracellular bacteria will survive the microbicidal
environment of the phagocyte and cause the cell to rupture. In
the experiment by Kang et al., if bacteria were released into the
extracellular medium then they would have been washed away
before intracellular numbers of spores and bacteria were
measured, and hence the decrease of intracellular bacteria seen
in the data may not have been purely due to macrophage-induced
killing of bacteria but may have been due to the release of
intracellular bacteria from dying cells. Further data including
information about macrophage rupture versus survival would be
needed in order to disentangle these processes. Our stochastic
model (see Figure 1) has allowed us to compute the probability
that an infected cell will eliminate the infection and recover, and
the probability that an infected cell will rupture and release its
bacterial content. We have also computed the mean time for an
FIGURE 6 | Top row, from left to right, the first two plots show the probability density functions for the rupture time of a macrophage infected with a spore of type A
and type B, respectively, given by fTR

1S
(t; gA) and fTR

1S
(t; gB). The third plot shows these densities on the same plot, when they are scaled by the relative frequencies

of each germination rate: efTR
1S
(t; gA) and (1 − e)fTR

1S
(t; gB). The fourth plot shows as a solid line the probability density function for the rupture time of a macrophage

infected with a single spore, conditioned on rupture occurring, which is given by fTR
1S
(t)/rR1S . Also shown on the fourth plot is a histogram of the finite rupture times

from 106 stochastic simulations of the model in Figure 1. Plots on the bottom row correspond to the analogous densities for the time to recovery of an infected
macrophage. The estimated parameter values in Table 5 were used to compute these functions.
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infected cell to reach one of these two fates, conditioned on the
event occurring. The probability distribution for the number of
bacteria released by an infected macrophage has also been
calculated. By calibrating the parameters using in vitro
experimental data, the rupture size distribution shown in
Figure 7 is able to capture the fact that the majority of spores
taken up by macrophages are likely to be eliminated by the host
cell, releasing no bacteria, but a few germinated spores may survive
phagocytosis, leading to death of the host cell and release of a small
number of bacteria. This is in agreement with recent experimental
work (13). Although we have parametrised our model with data
from a study that used macrophages, there is also evidence to
suggest that dendritic cells play a role in the early infection stages
of anthrax (10). Therefore, it will be important to also consider this
cell type in future. If in vitro infection data for dendritic cells
becomes available, it would be relevant to re-parametrise the
model with such data to investigate the differences between the
roles of the two host cell types in anthrax disease. For example (32)
indicates that dendritic cells may not be as capable as macrophages
in their abilities to reduce bacterial numbers.

The intracellular model presented here could be used in
mechanistic within-host models of anthrax infection to describe
the dynamics ofB. anthraciswithin the lung and lymphnodes of an
individual, following inhalation of some initial dose of spores, such
as the one by Day et al. in (17). The stochastic nature of the
intracellular model presented here could allow such within-host
models to consider inter-phagocyte variability in rupture size by
incorporating the rupture size distribution into the within-host
infection dynamics. Heterogeneity of the rupture size has been
shown to be important in a similar model for the pathogen
F. tularensis (25). Furthermore, a within-host model could be
linked to dose-response data and used to investigate the individual
infection risk given an initial inhalational dose.A standard approach
in dose-response assessment is the use of single-hit models. These
models assume that when an individual is infected with a pathogen,
the organisms act independently in the host so that the probability
that any one organism in the initial dose produces an eventual
Frontiers in Immunology | www.frontiersin.org 18113
infection is independent of the size of the dose, and the probability of
infection is equivalent to the probability that at least one of the
organisms in the initial dosewill lead to an infection. For example, in
the simple exponential model, for an average initial dose D, the
probability of infection is given by, I(D; r) = 1 – e-rD, where r is the
probability that a single organism will produce a response. This
exponential model can be fitted to data in order to estimate r.
Figure 8 shows the exponential dose-response curve compared to
the Altboum et al. guinea-pig Vollum strain dose-response data set
(33). For this data set the value of r that gives the bestfit is around r=
3.31 × 10-5. However, the specific value of r obtained varies greatly,
depending on the data set used to calibrate the dose-response curve.
In particular, different anthrax dose-response data sets lead to a
range for the ID50 (the dose of spores such that the probability of
infection is equal to 0.5) of about 103 to 105. These differences could
be due to changes in susceptibility for each animal species used or in
virulence for each anthrax strain used (34).

Dose-response models for anthrax already exist, such as the
competing risks model developed by Brookmeyer et al. (35). This is
an example of a single-hit model in which r is taken to be, r = l

l+q ,
where l is the germination rate of spores and q the rate at which
spores are cleared from the lungs. The hypothesis of the competing
risks model for anthrax is that if a single spore survives ingestion by
a macrophage and successfully germinates without getting cleared,
then the resulting bacterium will be certain to cause an infection.
However, there is evidence that neutrophils can kill vegetative
anthrax bacteria (36), which means that once a spore in an
infected cell has germinated and a bacterium is released, there is
no guarantee that the bacterium will survive and cause infection.
Another simplification used in the competing risks model is that
germination and clearance of spores are both assumed to be
exponential processes. However, this might not be the case. For
instance, in our intracellular model, as well as the one by Pantha et
al., the consideration of the newly germinated bacteriummeans that
the total germination-maturation time is non-exponential.

The competing risks model involves parameters for the two
competing processes of spore germination and spore clearance
FIGURE 7 | Left: The best predicted rupture size distribution for the model with two types of spores, computed using Eq. (49), with the estimated parameter values
from Table 5. Inset is the conditional rupture size distribution, for the number of bacteria released by a macrophage infected with a single spore, given that it
ruptures rather than recovers. Right: Scatter plot of the probability of rupture against the expected rupture size (conditioned on rupture occurring), for each
parameter set in the posterior distribution. Lines indicate the values that correspond to the parameter set from Table 5. The colour of the points indicates the
conditional mean time to rupture for each parameter set considered.
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but does not explicitly consider macrophage rupture or
intracellular bacterial dynamics. Hence, a fully mechanistic
model, such as the intracellular model proposed here, could
allow one to construct more detailed dose-response approaches
which go beyond the simple competing risks assumptions, and
explore the stochasticity of the rupture events, and the possibility
that even if a few bacteria are generated, infection might not
occur if these few bacteria are killed. Figure 9 shows a “toy”
representation of the possible fates of each spore in the early
stages of inhalational anthrax infection in the lungs and lymph
nodes. After inhalation, these spores must be transported
through the respiratory system in order to reach the alveoli of
the lungs, where they have the chance to cause an infection.
Hence the initial dose of spores that is delivered to this area of the
lungs may be much smaller than the original inhaled dose (37).
Since the delivered dose may be very small compared to the
exposed dose, the stochastic nature of the intracellular dynamics
illustrated in Figure 5 can become important. For the model by
Brookmeyer et al. (35), the transport dynamics of spores through
the respiratory system would be included in the clearance rate, q.
Alternatively, to explicitly account for the fact that some of the
inhaled spores will not be delivered to the alveolated region of the
lung, and to differentiate this from the clearance of spores by
macrophages, one can assume that each inhaled spore has some
probability, f, of being deposited in the alveoli (18).

We assume that a spore deposited in the alveoli will be ingested
by a host phagocyte, which will then migrate to the lymph nodes
and either recover or rupture, releasing n ∈ N bacteria with
Frontiers in Immunology | www.frontiersin.org 19114
probability Rn
1S calculated from the intracellular model. When

bacteria are released, each extracellular bacterium can be killed by
host immune cells with probability p < 1, or proliferate
extracellularly with probability 1 - p. Each inhaled spore has two
possible fates: the response state and the clearance state. We
assume that a spore will reach the response state if it manages
to lead to a population of M ∈ N bacteria in the lymph node. On
the other hand, the infection from an inhaled spore can be cleared
in one of three ways: if the spore is not deposited in the alveolated
region of the lungs, if the spore is phagocytosed but the infected
cell recovers rather than ruptures, or if the infected cell ruptures
but the population of bacteria released from the cell becomes
extinct before reaching the thresholdM. From these assumptions,
r is the probability that the fate of a single inhaled spore is the
response state rather than the clearance state, and we can construct
a formula for r that takes into account all of the mechanisms in the
intracellular model, and the possibility that the few bacteria
released from a rupturing cell may be killed by the host immune
defences before they are able to proliferate to a sufficient number
to cause a response. In this case, the probability that infection is
established by a single inhaled organism can be given by

r =

f
�
o
M−1

n=1
Rn
1S

1 − p
1−p

� �n

1 − p
1−p

� �M + o
+∞

n=M
Rn
1S

�
, if p  ≠  0:5,

f o
M−1

n=1
Rn
1S

n
M

+ o
+∞

n=M
Rn
1S

� �
, if p  ¼  0:5:

8>>>>>><
>>>>>>:
FIGURE 8 | Exponential dose-response curve fit to the Altboum et al. guinea-pig Vollum strain dose-response data set (33). Here the probability that one inhaled
spore will cause a response is set to r = 3.31 × 10-5.
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The competing risks hypothesis is equivalent to takingM = 1.
A value of M greater than one allows some bacteria to die
extracellularly in the early stages of infection. We note that the
parameter calibration in our intracellular model incorporates
parameter uncertainty, encoded in the posterior distributions
(see Figure 3). Thus, different parameter sets will lead to different
predicted rupture size distributions. Furthermore, the deposition
probability, f, depends on a number of different factors, such as
breathing rate, which will vary between individuals and depends
on the level of physical exertion at the time of exposure to the
spores. In a dose response model for Q fever (a bacterial infection
caused by Coxiella burnetii), Heppell et al. in (38) approximate a
distribution for the probability of deposition, f, using the
Multiple-Path Particle Dosimetry Model (MPPD) software
package. Here, we have considered a wide range of values for
the deposition probability, between f = 10-4 and f = 0.5. In
Figure 10 we show a wide range of parameter sets involving the
value p, the deposition probability f, the threshold valueM, and the
average rupture size derived from the intracellular model, which all
lead to the same value of r = 3.31 × 10-5. This is the value of r
obtained by fitting the exponential dose-response curve to the data
in Figure 8. In this exploration, we are not concerned with exact
parameter values, since these will strongly depend on the dose-
Frontiers in Immunology | www.frontiersin.org 20115
response data set used to calibrate them. Our aim is to illustrate
that, depending on the rupture size distribution used, we can fit the
dose-response data with a large number of combinations of the
parameters M, f and p. In general, as the threshold value M
increases, and the average rupture size and deposition probability f
decrease, the required value of p decreases, since more replication
will be required to reach the desired threshold M.

Our results show the potential to make use of mechanistic
intracellular models and dose-response data sets to nest with
within-host infection dynamics. If additional experimental data
sets were available, a stochastic within-host model could be
developed, similar to recent models for F. tularensis infection
proposed in Refs (16, 25). This approach would not only allow
one to compute the probability of a host response to infection, but
also the timescale of symptom onset. In order to characterise the
timescale of the response, Brookmeyer et al. consider an
exponentially distributed delay between the first spore
germination and symptom onset, to account for bacterial growth.
However, a limitation of this approach is that in considering this
delay to have the same distribution for every dose, their model does
not incorporate the fact that a higher number of germinating spores
would be expected to replicate and produce toxins faster, causing
the time to response to be shorter. Wilkening modified the model
FIGURE 9 | Toy model for the possible fates of a single spore in the early stages of inhalational anthrax infection. Within the lung, an inhaled spore (yellow ball)
becomes deposited with probability f and is ingested by a host phagocyte. The intracellular spore germinates and the phagocyte might kill the germinated bacterium
or the bacterium may survive the antimicrobial environment, replicate and cause the phagocyte to rupture, as described in the intracellular model. The infected
phagocyte migrates to the lymph nodes and either recovers or ruptures and releases some bacteria, according to the probabilities calculated with the intracellular
model, Rn

1S . The population of bacteria released follows a birth and death process, where an extracellular bacterium may be killed by host immune cells with

probability p or a bacterium will replicate extracellularly with probability 1 - p, until either there are no extracellular bacteria remaining, or the population of extracellular
bacteria reaches a threshold M.
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developed by Brookmeyer et al. to address this issue by including a
dose-dependent log-normal distribution to represent the bacterial
growth phase (39). Since the data in Figure 8 only provides the
probability of infection from exposure to different doses of spores,
we have considered a discrete-time process for the replication and
death of extracellular bacteria, where the value of p represents how
likely bacteria are to die in the early stages of infection (36).
However, until more data sets are available, it is not possible to
estimate specific within-host parameter values, since different
combinations of parameter values can provide the same value of r
and hence the same dose-response curve. Further experimental
work, such as in vivo data of the number of spores and bacteria in
the lungs and lymph nodes over time, would be needed to calibrate
the parameters in a within-host model (or mechanistic dose-
response model) of inhalational anthrax infection. Data on
anthrax toxin production and stability would also be required in a
within-host model of anthrax infection, since the toxins are a key
component of pathogenesis. Future work will focus on including the
role of toxins in a mathematical model of inhalational
anthrax infection.

A restrictive assumption of the intracellular model introduced
here is that it only considers a macrophage infection by a single
phagocytosed spore. However at higher exposures, it is possible
that some macrophages may phagocytose more than one spore.
Thus, it would be necessary to include this consideration in the
intracellular model. Furthermore, we proposed a linear death
rate of intracellular bacteria to keep the model analytically
tractable. There is evidence that macrophages with a low
intracellular bacterial burden are much more efficient at killing
bacteria than those with a higher burden (2, 23, 30). We could
generalise our model to include a non-linear, density-dependent
death rate of intracellular bacteria, similar to the burden-
dependent killing function used in (15). Our model predicts
that the intracellular burden of a cell initially infected with a
single spore will remain very low, so the inclusion of a density-
dependent death rate may be more appropriate when
considering higher multiplicities of infection, when each
macrophage will phagocytose more than one spore.
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To calibrate the parameters of our model, we made use of
experimental measurements from a study by Kang et al. (23), of
mouse peritoneal macrophage infection with the attenuated non-
capsule-producing Sterne strain of B. anthracis. This enabled us
to mathematically describe a system which can be characterised
easily in the laboratory. In fact, one of the more commonly used
animal models of anthrax is the AJ mouse model infected with
Sterne strain (40). Ideally, for modelling human inhalational
anthrax, spores from a fully virulent strain and cells more similar
to a human alveolar macrophage would be used. However, this
type of data for anthrax is extremely limited. The more clinically
relevant alveolar macrophage is complex to isolate and culture,
so in the same way that mice are used as a surrogate for primates,
peritoneal macrophages are used as a surrogate for the lung’s
resident phagocytes. Moreover, the Sterne strain is often used in
laboratory settings since it poses a reduced infection risk to
laboratory workers, and research with virulent strains of
B. anthracis, such as the Ames strain, requires enhanced biosafety
laboratories (40). However, it can be generally agreed that its
value has limitations when modelling disease (40). The capsule is
known to protect extracellular bacteria from phagocytosis (14,
41), and thus should be considered when modelling the
extracellular dynamics of anthrax infection, which has not
been explicitly modelled here. It is possible that the capsule
also plays a role in protecting emerging intracellular bacteria
from the antimicrobial environment of the host cell, since
germinating spores are able to quickly produce and coat
themselves in the capsule (42, 43). However, it has been shown
that macrophages are still able to kill intracellular bacteria even
when they are from a strain that is coated in an antiphagocytic
capsule, like the Ames strain (44), and the capsule does not seem
to be fully protective against the bactericidal activity of
macrophages (45). Therefore, re-parametrising the intracellular
model using data from a fully virulent strain would be extremely
useful in determining whether the capsule has a significant effect
on the intracellular dynamics and fate of a phagocytosed spore.

In conclusion, we have developed and analysed a novel
stochastic mathematical model of the intracellular bacterial
FIGURE 10 | Combination of parameter values for p and f that give r = 3.31 × 10-5, for three different values of the threshold number of bacteria, M = 10, 15, 50.
The combinations are shown for different rupture size distributions, sampled from the posterior distribution of the intracellular model. The average of each rupture size
distribution is indicated by the colour of the points.
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dynamics of a macrophage infected with a single anthrax spore.
By calibrating the model with experimental data, we have found
support for a discrete Bernoulli distribution of the spore
germination rate, which provides independent evidence for the
role of superdormant spores (20, 21). This is both of clinical and
biological interest. From a clinical perspective, it indicates the
importance to maintain antibiotic dosing for long periods, given
the potential for the slow germinating spores to contribute to the
characteristic persistence of spores in the lungs after inhalational
exposure (46). From a biological perspective, it demonstrates
that there might be selective pressure for spores to distribute
their germination rates in a heterogeneous manner. This might
protect spore populations by ensuring that a reservoir of spores is
maintained in case of accidental germination in environments
not suitable for growth (47). The results of our calibrated model
also predict, in agreement with experimental findings, that many
macrophages may be able to recover and resolve the bacterial
infection, provided their initial intracellular burden is low. Yet,
our results predict a non-zero but low risk of cellular rupture,
leading to the release of bacteria from the cell. We believe the
intracellular stochastic model proposed here will pave the way to
an extension to in vivo infection settings and thus, to improve
within-host dynamics models.
SUPPLEMENTAL DATA

The Supplementary Material contains a detailed explanation of
how the data in Table 1 can be used to find an estimate for the
phagocytosis rate of spores. It also contains additional details of
the preliminary parameter fitting to the Akoachere et al. data in
(26), which allowed us to estimate a prior distribution for the
bacteria replication and infected macrophage rupture rates.
Finally, the derivation for the likelihood that we have used in
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the formula for Akaike’s Information Criterion (AIC) has been
provided, since it was used to compare the goodness-of-fit
between the different germination rate hypotheses considered.
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RNA vaccines represent a milestone in the history of vaccinology. They provide several
advantages over more traditional approaches to vaccine development, showing strong
immunogenicity and an overall favorable safety profile. While preclinical testing has
provided some key insights on how RNA vaccines interact with the innate immune
system, their mechanism of action appears to be fragmented amid the literature, making it
difficult to formulate new hypotheses to be tested in clinical settings and ultimately improve
this technology platform. Here, we propose a systems biology approach, based on the
combination of literature mining and mechanistic graphical modeling, to consolidate
existing knowledge around mRNA vaccines mode of action and enhance the
translatability of preclinical hypotheses into clinical evidence. A Natural Language
Processing (NLP) pipeline for automated knowledge extraction retrieved key biological
evidences that were joined into an interactive mechanistic graphical model representing
the chain of immune events induced by mRNA vaccines administration. The achieved
mechanistic graphical model will help the design of future experiments, foster the
generation of new hypotheses and set the basis for the development of mathematical
models capable of simulating and predicting the immune response to mRNA vaccines.

Keywords: mRNA vaccines, natural language processing, graphical modeling, scientific literature mining,
mechanisms of action
INTRODUCTION

Since December 2019 SARS-CoV-2 virus has spread across the globe, becoming a pandemic threat
and claiming millions of lives. The contagiousness combined with the mortality rate triggered
unprecedented efforts to quickly design and develop a vaccine. The first two vaccines that received
emergency use authorization by EMA and FDA to prevent COVID-19 disease in humans are based
on messenger RNA (mRNA), a relatively new vaccine platform with several advantages over more
traditional approaches for vaccine design (1–7). Because of their unique features in terms of
manufacturability, mechanism of action and ability to induce potent immune responses, mRNA
org September 2021 | Volume 12 | Article 7383881119
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vaccines represent an important advancement in the history of
vaccinology to defeat infectious diseases. mRNA vaccines are
based on the concept that, starting from the amino acid sequence
of the antigen of interest, it is possible to design a related mRNA
sequence that is employed by the cells of the body as template to
express the antigen in situ. mRNA vaccines are known to
stimulate both arms of the humoral and cellular immunity (7),
however their mechanism of action is still partially understood. In
this work, we applied a systems biology approach (Figure 1) to
dissect and elucidate: the delivery of mRNA vaccines, the antigen
expression and the resulting vaccine-specific immune responses.

The strategy depicted in Figure 1 applies to several biological
processes and sets the basis for building mathematical models
starting from already established knowledge, mainly stored
within the scientific literature. The ability for an investigator to
process the vast amount of publications through automated
literature mining and natural language processing (NLP)
algorithms is instrumental to efficiently collect relevant
information and define a comprehensive picture. Within each
publication, the heterogeneity of data sources (e.g. in vitro
evidence, animal models, clinical trials, etc.) requires an
additional effort to integrate the retrieved information into an
interactive platform that can be queried by the users. Databases
are usually the preferred solution to store parameters and other
numerical information, but as per RNA vaccines some processes
may particularly benefit from a mechanistic graphical model that
would help identify and fill in the knowledge gaps. Indeed,
literature derived data could be complemented with
proprietary knowledge and used to draft a mathematical model
of the underlying biology. Accordingly, progressive and iterative
refinement of the mechanistic process through targeted wet-lab
experiments in animal models contributes to the model
Frontiers in Immunology | www.frontiersin.org 2120
evaluation. The finalized model is eventually applied to specific
scenarios of interest to predict, investigate and support
drug development.

AlthoughmRNA vaccines have been the focus of several studies
in the last decade, they are usually employed with different
components (encoded antigen, delivery system, mRNA
architecture) and investigations focused on different arms of the
immune response or different biological sites. Consequently, the
generated knowledge tends to be rather specific to each individual
platform, not always generalizable and sometimes even
fragmented. This is what motivated our effort to collect and
consolidate all publicly available scientific evidences, related to
mRNA vaccine mode of action, into an interactive mechanistic
graphical model (Figure 2, link to https://www.cosbi.eu/fx/9839203
dynamic figure) tracing the stages of the immune response to
mRNA vaccines, from the innate immune activation at the site of
injection up to the adaptive response, measurable in the peripheral
blood system several days after vaccination. The proposed
mechanistic graphical model facilitates the interpretation of what
has been discovered so far and fosters interactions among
investigators with very different backgrounds, such as
immunologists and data scientists.
LITERATURE MINING AND INFORMATION
PROCESSING

Automated knowledge extraction from text is the very definition
of text-mining, a process becoming more and more a necessity in
researching the everyday growing amount of available body of
text (8). Text mining does not just find the documents reporting
the searched information, but systematically and efficiently
FIGURE 1 | In silico modeling of the immune system. Integrative systems biology approach to properly describe, explain, and predict the behavior of any biological
mechanism, which in our specific case study is the immune response to mRNA-based vaccines.
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examines those contents, a process that performed manually
would be unfeasible, unrealistic and error prone. Several tools
have been already developed for extracting biomedical
information (9, 10), based on sophisticated NLP algorithms to
read and analyze the huge number of scientific publications.
Over time those methods have been largely improved, becoming
suitable for annotating large experimental datasets and merging
data from several studies across the world, which may lead to the
discovery of global trends within the existing literature (11, 12).

In this part of the study we investigated the biological
perturbations, at the level of immune cells and immunoactive
peptides (cytokines/chemokines and cell-surface markers),
induced by mRNA vaccines through an NLP-guided literature
mining process (10). The initial search for mRNA vaccines-
associated literature identified 361 scientific articles in PubMed,
245 of which were automatically annotated as providing
experimental evidences generated in animal models. Given the
relevance of non-human primates (NHP) as a model for human
immunology studies, the pipeline selected 17 NHP-related
papers, among which 6 were defined as eligible sources of
information and manually confirmed (Figure 2). The 6
retrieved scientific publications have been extremely useful to
understand the available information about mRNA vaccine
mode of action in NHP and one described the SAM platform.
To be as inclusive as possible, mice-derived data and information
Frontiers in Immunology | www.frontiersin.org 3121
were also taken into consideration. These consisted in a set of 9
self-amplifying mRNA vaccines studies, 5 of which provided
eligible quantitative information (Table 1). Manually curating
the 361 papers of interest since the beginning would have been
highly time consuming, while the properly instructed NLP
pipeline was able to provide the answers to our questions in a
matter of few hours, leaving to the scientists a manageable
amount of information to explore.

Scientific literature mining is foundational for the generation
of new hypotheses as well as for driving future research and
designing new studies. At this point, data and facts of different
type and format are gathered and need to be integrated,
pressuring data-integration methods to be efficient, in order to
explicitly represent the deeply connected big picture the scientist
is looking for (24).
MECHANISTIC GRAPHICAL MODELLING

Figure 2 is a static version of the mechanistic review of the
mechanisms of action of RNA vaccines, with a dynamic design
made available at the link https://www.cosbi.eu/fx/9839203. Given
the known similarities and discrepancies between the mouse and
NHP models, we represented separately mouse and NHP data,
each of them accessible by clicking on the respective black animal
FIGURE 2 | Mechanistic graphical model of the mRNA-based vaccine biological mechanism of action. Lipid nanoparticles encapsulating mRNA molecules are
intradermal or intramuscular injected triggering immune signals that reach the draining lymph node, where other immune reactions generate the specific antibodies,
eventually transferred into the circulatory system. This figure is proposed in a dynamic view at the link https://www.cosbi.eu/fx/9839203, where each connection
(blue arrows) is documented by literature references as well as the involved cells measured in mouse and NHP experiments.
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shape in the left upper corner of the model, overlapping the shared
information when possible. The immunization process reported in
Figure 2 covers the basics of biology, documented by the
references attached to the arrows connecting each element of
the model, which have been manually searched while integrating
the novelties apported by the mRNA-based vaccine technology,
discovered by literature-mining instead.

The mechanistic graphical model starts with either
intramuscular or intradermal injection of mRNA, delivered
through lipid nanoparticles (LNPs), which showed a more
persistent protein expression than systemic intravenous
delivery (4). RNA-LNPs enter the cytosol of local neutrophils,
monocytes and dendritic cells (DCs), where mRNA expression
begins. Immune cells subsequently migrate to the draining
lymph node where they orchestrate the T cell and germinal
center responses (14). A critical aspect is represented by the way
the mRNA vaccine interacts with the sensors in the host’s cells
(25). The signaling strength of the exogenous mRNA vector in
activating pattern recognition receptors (PPRs), like RIG-I,
MDA5 and members of the Toll-like receptors family, is
relative to the mRNA species (26–29). This signal is de facto a
self-adjuvanticity property in the SAM platform that should, at
least in principle, be beneficial for the generation of potent
immune responses. However, the activation of PPRs is
Frontiers in Immunology | www.frontiersin.org 4122
typically associated with the production of type I interferons
(IFNs) by plasmacytoid DCs (pDCs) (14) and the induction of
the anti-viral state, a condition that has been proposed to
severely limit the antibody titers, yet not necessarily impacting
the vaccine efficacy (20, 30–32).

The mRNA-based vaccines have shown to most likely leave the
injection site through vaccine loaded myeloid DCs (mDCs)
making their way to the draining lymph node (dLN) (14), where
the concentration of type I IFNs increases, inducing CXCL10,
crucial to keep T cells and DCs in proximity, enhancing the
chances of T cell activation. After encountering the antigen, both
naïve CD4+ and CD8+ become activated and differentiate in
mature CD4+ and CD8+ T cells, respectively (14). When CD8+
T cells encounter the antigen and differentiate into short-lived
effector cytotoxic T lymphocytes (CTLs), they migrate to the
peripheral tissues and to the sites of inflammation (17). In
addition, RNA vaccines induce strong Tfh cell responses, which
govern the germinal center reactions, including somatic
hypermutation, affinity maturation, isotype switching and
differentiation of the antigen-specific B cells (15). mRNA
vaccines also induce CXCL13, a chemokine responsible for
directing B cells efficiently into the follicles (15). From the
germinal centers, antigen-specific B cells may differentiate into
plasma cells, which home in the bone marrow and continuously
TABLE 1 | List of relevant scientific literature studying mRNA-based vaccines in mouse and NHP animal models.

PMID Title Journal Year First
Author

Animal
model

Vaccine features

30936432
(13)

Visualization of early events in mRNA vaccine delivery in non-
human primates via PET-CT and near-infrared imaging.

Nat Biomed
Eng

2019 Lindsay KE NHP Yellow fever (YF) prME mRNA vaccine
complexed with lipid derivatives

29739835
(4)

Nucleoside-modified mRNA vaccines induce potent T follicular
helper and germinal center B cell responses.

J. Exp.
Med.

2018 Pardi N mice,
NHP

3 vaccines: mRNA-LNPs encoding HIV-
1 envelope (Env), ZIKV prM-E, and
influenza virus hemagglutinin (HA)

28958578
(14)

Efficient Targeting and Activation of Antigen-Presenting Cells In
Vivo after Modified mRNA Vaccine Administration in Rhesus
Macaques.

Mol. Ther. 2017 Liang F NHP LNP-mRNA encoding hemagglutinin
(HA) of H10N8 influenza A virus (H10)

29181005
(15)

Induction of Robust B Cell Responses after Influenza mRNA
Vaccination Is Accompanied by Circulating Hemagglutinin-Specific
ICOS+ PD-1+ CXCR3+ T Follicular Helper Cells.

Front
Immunol

2017 Lindgren G NHP LNP-mRNA encoding hemagglutinin
(HA) of H10N8 influenza A virus (H10)

25234719
(16)

Potent immune responses in rhesus macaques induced by
nonviral delivery of a self-amplifying RNA vaccine expressing HIV
type 1 envelope with a cationic nanoemulsion.

J. Infect.
Dis.

2015 Bogers WM NHP HIV-SAM encoding Env encapsulated in
CNE

29263884
(17)

Unmodified mRNA in LNPs constitutes a competitive technology
for prophylactic vaccines.

NPJ
Vaccines

2017 Lutz J NHP LNP-mRNA encoding rabies or influenza
antigens

26468547
(18)

Induction of Broad-Based Immunity and Protective Efficacy by
Self-amplifying mRNA Vaccines Encoding Influenza Virus
Hemagglutinin.

J. Virol. 2016 Brazzoli M Ferrets,
mice

SAM cationic nanoemulsion (CNE)
vaccines expressing influenza virus HA

27525409
(19)

Self-Amplifying mRNA Vaccines Expressing Multiple Conserved
Influenza Antigens Confer Protection against Homologous and
Heterosubtypic Viral Challenge.

PLoS ONE 2016 Magini D mice LNP-SAM encoding 2 antigens of
influenza virus (NP and M1)

28416600
(20)

Induction of an IFN-Mediated Antiviral Response by a Self-
Amplifying RNA Vaccine: Implications for Vaccine Design.

J. Immunol. 2017 Pepini T mice LNP-SAM encoding the respiratory
syncytial virus (RSV) F protein

31227353
(21)

Co-administration of GM-CSF expressing RNA is a powerful tool
to enhance potency of SAM-based vaccines.

Vaccine 2019 Manara C mice CNE-SAM encoding the Influenza A virus
nucleoprotein (NP)

31290323
(22)

Mannosylation of LNP Results in Improved Potency for Self-
Amplifying RNA (SAM) Vaccines.

ACS Infect
Dis

2019 Goswami R mice LNP-SAM encoding influenza H1N1
antigen HA

26173587
(23)

CD8 T-cell priming upon mRNA vaccination is restricted to bone-
marrow-derived antigen-presenting cells and may involve antigen
transfer from myocytes.

Immunology 2015 Lazzaro S mice LNP-SAM encoding influenza H1N1
antigen HA
Septe
The query was performed on December 3rd 2019 searching the following databases: Pubmed, Clinical Trials and USpatent (last update 2019-12-02), EUpatent (last update 2019-11-30).
mber 2021 | Volume 12 | Article 738388

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Leonardelli et al. mRNA Vaccine Platforms Improvement
secrete antigen-specific antibodies in the blood, or memory B cells,
which recirculate in the blood until further antigen encounter (15).

Subsequently, circulating CD4+ and CD8+ T cells may
undergo through two possible fates: apoptosis and survival into
memory. Indeed, Th1 cells and CTLs may give rise to central
memory (CM) CD4+ and CD8+ T cells, respectively. Moreover,
depending on the mRNA vaccine doses, both Th1 cells and CTLs
have been observed to produce IFNg (15), which is usually
associated with strong anti-viral responses, underlying the
efficacy of RNA-based therapeutics (15, 17).
DISCUSSION
mRNA vaccines are emerging as one of the most promising
technologies in vaccinology. Several pharmaceutical companies
and research institutes are working at the development of new
platforms for mRNA-based antigen delivery, trying to identify and
characterize those parameters that are required for a safe and
protective vaccine response. This, combined with the recent
advancements in omics technologies, has resulted in the
accumulation of a vast amount of data and information. With
this work, we built from this unique opportunity and applied text-
mining algorithms to screen and analyze scientific literature, with
the aim of collecting all available experimentally validated
evidence related to the mechanisms of action of mRNA
vaccines. We processed and used this information to collect, in a
centralized and structured fashion, the various stages of the
immune response to mRNA vaccines across different organs and
tissues. This knowledge base collection comes in the form of an
interactive mechanistic graphical model, which allows to explore
the different arms of the immune response to this kind of vaccines.

To maximize the simplicity and interpretability, the model was
built using the minimal set of graphical elements, consisting of
arrows (representing cells, chemotaxis, transformation or activity)
and symbols representing relevant cells and immunoactive
peptides. Ideally, a mechanistic graphical model should be readily
available to the different stakeholders, should provide some level of
interactivity for exploration of the underlying data and be readily
upgradable to incorporate new evidences and information. Indeed,
an interactive version of the model was made accessible, even
remotely, using a web browser, by a proprietary javascript
framework. Hosting a copy of the mechanistic graphical model
on a remote server ensures future updates to be readily available,
avoiding the need of sharing files and risk of misalignments among
different versions. Furthermore, all the elements of the mechanistic
graphical model can be clicked upon to access the original reference
describing that specific evidence. The knowledge gathered during
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the development of the mechanistic graphical model provides an
updated description of the biological phenomena underlying the
immune response to mRNA vaccines. The graphical modelling
platform can also facilitate the interaction among scientists from
different areas, highlight potential gaps in data availability and
knowledge and guide the design of new experiments. The natural
evolution of this work would be to leverage on the quantitative
information acquired during the process (e.g., kinetic parameters,
cells concentrations, etc.) to develop a mathematical model
describing the immune response, across different biological
compartments (e.g. injection site and lymph node) over time
(manuscript in preparation). Ideally, this will help highlighting
the key elements of an immune response to mRNA vaccines that
are responsible for a protective response or, conversely, elements
that may lead to suboptimal responses or undesirable effects.
Provided an accurate mathematical model is achieved, this could
be used to support the experimental design, by allowing to simulate
multiple scenarios and predict their outcome. An example could be
that of predicting a presumably safe dose range in a dose finding,
first time in human clinical study.

As mentioned before, modelling, and prospectively
predicting, the behavior of the immune system is a highly
challenging task. Consequently, the presented mechanistic
graphical model should not be regarded as an endpoint but
rather as a milestone within a broader modelling roadmap that
we propose as a promising strategy to achieve a better
understanding of the human immune system and how it
responds to vaccination. The design of future studies for
unraveling mRNA mechanism of action will have new pace
through the use of literature mining and mathematical
modelling, brought together by the power of modern technology.
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of Chinese Medicine), Guangzhou, China, 4 Guangdong Provincial Key Laboratory of Clinical Research on Traditional Chinese
Medicine Syndrome, Guangzhou, China, 5 Guangdong-Hong Kong-Macau Joint Lab on Chinese Medicine and Immune
Disease Research, Guangzhou University of Chinese Medicine, Guangzhou, China

Several studies have investigated the causative role of the microbiome in the development
of rheumatoid arthritis (RA), but changes in the gut microbiome in RA patients during drug
treatment have been less well studied. Here, we tracked the longitudinal changes in
gut bacteria in 22 RA patients who were randomized into two groups and treated with
Huayu-Qiangshen-Tongbi formula (HQT) plus methotrexate (MTX) or leflunomide (LEF)
plus MTX. There were differences in the gut microbiome between untreated (at baseline)
RA patients and healthy controls, with 37 species being more abundant in the RA patients
and 21 species (including Clostridium celatum) being less abundant. Regarding the
functional analysis, vitamin K2 biosynthesis was associated with RA-enriched bacteria.
Additionally, in RA patients, alterations in gut microbial species appeared to be associated
with RA-related clinical indicators through changing various gut microbiome functional
pathways. The clinical efficacy of the two treatments was further observed to be similar,
but the response trends of RA-related clinical indices in the two treatment groups differed.
For example, HQT treatment affected the erythrocyte sedimentation rate (ESR), while LEF
treatment affected the C-reactive protein (CRP) level. Further, 11 species and 9 metabolic
pathways significantly changed over time in the HQT group (including C. celatum, which
increased), while only 4 species and 2 metabolic pathways significantly changed over time
in the LEF group. In summary, we studied the alterations in the gut microbiome of RA
patients being treated with HQT or LEF. The results provide useful information on the role
of the gut microbiota in the pathogenesis of RA, and they also provide potentially effective
directions for developing new RA treatments.

Keywords: rheumatoid arthritis, gut microbiota, drug treatment, methotrexate, traditional Chinese
medicine, leflunomide
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INTRODUCTION

Rheumatoid arthritis (RA) is a common chronic systemic
inflammatory autoimmune disease characterized by the
production of autoantibodies that target various molecules (1).
Painful joint swelling and morning stiffness (2) are typical
clinical manifestations of RA, which severely impair physical
function and quality of life. The pathogenesis of RA is complex
and involves several risk factors, including susceptibility genes,
gender, and environmental factors. Increasingly, studies are
revealing that microbiota alterations (3–5), particularly changes
in the gut and oral microbiomes, are important environmental
risk factors in RA development (6).

Driven by advances in shotgun sequencing technology, the
burgeoning field of metagenomics has begun to uncover the
impact of microbes on RA. Haemophilus spp. was decreased and
Lactobacillus salivarius was increased in RA patients compared
to healthy controls (HCs) in the gut, saliva, or dental microbial
communities, but microbiome dysbiosis was partially resolved by
RA DMARDs treatment (7). A recent study reported a decreased
abundance of Enterobacter, Odoribacter, Lactobacillus, and
Alloprevotella and an increased abundance of the genera
Bacteroides and Escherichia-Shigella in a RA cohort in China
(8), while there was an increased abundance of the genus
Prevotella (e.g., Prevotella denticola) in Japanese RA patients.
Blautia, Akkermansia, and Clostridiales were increased in anti-
citrullinated peptide antibody (ACPA)-positive RA patients
compared to ACPA-negative RA patients (9).

Additionally, several studies have indicated that periodontitis
is closely associated with RA (10). Specific oral bacteria that are
causative agents of periodontal disease have been shown to
significantly influence the progression of RA. Members of the
oral microbiome, such as P. gingivalis, Prevotella intermedia, and
Aggregatibacter actinomycetemcomitans, play roles in the onset
of RA via mechanisms such as direct or indirect modulation of
citrullination and altering T cell-mediated adaptive immunity.

Increasing experimental and clinical evidence also suggests
that the gut microbiome composition and function are affected
by RA treatment. For example, a study by Picchianti-Diamanti
et al. (11) showed that the tumor necrosis factor alpha (TNF-a)
inhibitor etanercept can alter microbial communities and at least
partially improve the microbiota in RA patients. Similarly, in
mice with collagen-induced arthritis, etanercept reduced the
abundance of Escherichia/Shigella and increased the abundance
of Lactobacillus, Clostridium XIVa, and Tannerella (12).
Additionally, antibiotic-induced partial depletion of the gut
microbiota aggravated arthritis symptoms in a RA mouse
model (13). Regarding natural compounds, Clematis
triterpenoid saponins can alleviate arthritis-associated gut
microbial dysbiosis and thereby improve arthritic disease
indices (14). Recently, the emergence of data on microbiomes
associated with different treatments has provided new insights
regarding the associations among RA treatments, the gut
microbiota, and clinical outcomes.

Huayu-Qiangshen-Tongbi formula (HQT) is a traditional
Chinese medicine (TCM) formula adapted from classical
Chinese medicine that has been widely used in clinical practice
Frontiers in Immunology | www.frontiersin.org 2126
for the treatment of RA. In particular, the clinical application of
HQT in combination with DMARDs is highly effective in the
treatment of RA. Interestingly, we have also confirmed the
effectiveness and possible mechanism of HQT in the treatment
of RA through clinical trials and experimental studies. In the
early stages, we implemented a retrospective clinical study and
an investigator-initiated randomized clinical study with
methotrexate (MTX) as the baseline drug and leflunomide
(LEF) as the control, both of which suggested that “HQT+
MTX” may have similar or even better clinical efficacy and
tolerability than “LEF+MTX”. Importantly, the “HQT+MTX”
group had fewer adverse events compared to the “HQT+LEF”
group (15, 16). Along with the successful clinical trial of HQT, we
have also conducted in-depth research on the mechanism of
HQT for the treatment of RA and found that the mechanisms
underlying the therapeutic effects of HQT on RA are closely
related to its modulation of lncRNA uc.477 and miR-19b (17). In
addition, pharmacological studies have also confirmed that HQT
can treat RA by anti-inflammatory and regulating the body’s
bone metabolism (18). In this study, the herbal composition and
dosage of HQT were detailed in a previous study (16, 18).

Recent studies have sought to determine the gut microbiome
factors that promote RA development. However, few studies
have tracked the gut microbiota alterations in RA patients during
treatment. In this study, we tracked the gut microbiota
alterations in RA patients being treated with either HQT
formula plus MTX or LEF plus MTX over 6 months. We
aimed to assess the effects of the different treatments on the
gut microbiome in RA patients.
MATERIALS AND METHODS

Participant Recruitment and Ethics
Statement
RA patients and healthy donors (44 participants) were recruited
from the Second Affiliated Hospital of Guangzhou University of
Chinese Medicine (Guangdong Provincial Hospital of Chinese
Medicine) between August 2016 and September 2018. These
included 22 RA patients who fulfilled the 2010 revised criteria of
the American College of Rheumatology (ACR) for RA (19) and
22 ethnicity-, sex-, and age-matched individuals with no personal
or family history of rheumatic diseases, who served as healthy
controls (HCs) (Table S1).

After baseline sample collection, the 22 RA patients were
randomized into two groups; 13 RA patients received the
traditional Chinese medicine Huayu-Qiangshen-Tongbi (HQT)
decoction (once every 2 days), while the other 9 RA patients
received oral leflunomide (LEF; 20 mg/day). All patients received
oral methotrexate (MTX; 10–15 mg/week). Each patient was
continuously treated for 6 months. Fecal and blood samples were
collected at baseline and in the first (M1), third (M3), and sixth
(M6) months after treatment, along with detecting other RA-
related clinical indices.

This study was reviewed and approved by the ethics
committee of Guangdong Provincial Hospital of Chinese
October 2021 | Volume 12 | Article 704089
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Medicine (no. B2016-076-01) and registered with the World
Health Organization clinical trial registry (no. ChiCTR-INR-
16009031). All participants provided their written informed
consent to participate in this study before baseline sample
collection. The 22 RA patients were part of a clinical study
published in September 2020 (16).

Metagenome Sequencing and Analysis
A total of 110 fecal samples from the 44 participants underwent
metagenomic sequencing. Total bacterial DNA was extracted
from the fecal samples using a NucleoSpin® Soil kit (Macherey-
Nagel, Düren, Germany) following the manufacturer’s
instructions. A HiSeq X Ten sequencer (Illumina, San Diego,
CA, USA) yielded 1,036.69 Gb of paired-end reads. After quality
control and removal of host (human) reads, a mean ± SD of 8.18
± 0.82 Gb of reads/sample remained for bioinformatics analysis.
Taxonomic and functional profiling of the metagenomes were
performed using MetaPhlAn2 (v2.0) and HUMAnN2 (v0.11.2),
respectively. Detailed methods and parameters are provided in
the Supplementary Material.

The origin of each species was determined using Integrated
Microbial Genomes (IMG) data (http://img.jgi.doe.gov/cgi-bin/
w/main.cgi). First, the bacterial species “Host Name” had to be
“Homo sapiens”. Second, if the “Isolation” field contained oral
components, e.g., “saliva”, “dental plaque”, or “nasopharynx”,
the species was considered to be of oral origin. If it contained
intestinal components, e.g., “feces” or “gastrointestinal tract”, the
species was considered to be of fecal origin. In other cases, the
species was considered to be of other or unknown origin.

Statistical Analysis
The alpha diversity of the groups was estimated at the
gene family and species level. Beta diversity between groups
was estimated based on Bray–Curtis distance at the gene
family level using the vegdist function in the vegan R package.
Permutational multivariate analysis of variance (PERMANOVA)
was also performed on the gene family profiles using the adonis
function in the vegan R package, and the permuted P value was
based on 9,999 permutations. Significantly affected taxa and
MetaCyc pathways between the groups were identified by
Wilcoxon rank-sum test, based on P < 0.05. Significantly
affected Kyoto Encyclopedia of Genes and Genomes (KEGG)
pathways were identified using the reporter score (20, 21) based
on |reporter score| > 1.65. The Jonckheere-Terpstra test was used
to investigate the trends in RA-associated bacterial species over
time. The correlations among the relative abundances of species,
gut microbiome KEGG functional pathways, and RA-related
clinical indices were calculated by Spearman’s rank correlation
analysis and visualized using the ComplexHeatmap R package.
Cross-validated random forest modeling (using randomForest
4.6-14 R package) was performed based on the relative
abundances of species in the samples (21). In 5 trials of 10 fold
cross-validated model, all bacterial species were sorted according
to the importance of their variable and added to the model in
turn. Then the cross-validation error curves were averaged and
the minimum error in the averaged curve plus the s.d. at the
point was used as the cut-off for feature selection. All bacterial
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species set with an error less than the cut-off were listed and the
set with the smallest number of bacterial species was selected as
the optimal set. Enterotype analysis of samples was performed
based on the genus relative abundance profile as described by
Arumugam et al. (22). Jensen–Shannon divergence (JSD)
distance metric of samples was calculated, and clustered using
the PAM clustering algorithm. The optimal number of clusters
was determine by Calinski–Harabaze (CH). Principal
component analysis (PCA) was preformed to visualize samples
distances using ‘ade4’ package in R. All statistical analyses were
carried out in R (v3.5.0).
RESULTS

General Characteristics of Study Cohorts
The study cohorts comprised 22 HCs and 22 RA patients, and
their baseline characteristics are shown in Table 1. No significant
differences in age, gender, or body mass index (BMI) were
observed between the HC and RA groups. As expected, the RA
diagnostic markers rheumatoid factor (RF) and anti-cyclic
citrullinated peptide (anti-CCP) were significantly higher in
RA patients than HCs. The inflammatory markers C-reactive
protein (CRP) and erythrocyte sedimentation rate (ESR) were
also significantly higher in RA patients than HCs. In contrast, no
significant differences were observed in the other blood
parameters except alanine transaminase (AST), which was
lower in RA patients though still in the normal range in
both groups.

The baseline characteristics of the 13 MTX+HQT-treated and
9 MTX+LEF-treated RA patients in the study cohort are shown
in Table 2. There were no significant differences in age, gender,
height, and BMI between the HQT and LEF groups of RA
patients, except for weight (P=0.044). Undoubtedly, the
differences in RA-specific diagnostic markers, inflammatory
markers, and other blood markers (RF, Anti-CCP, hs-CRP,
ESR, WBC, HB, BUN, Cr, PLT, ALT, AST) between the two
treatment groups were also not statistically significant.

Alterations in Gut Microbes of RA Patients
Based on the Shannon index, there was no significant difference
in alpha diversity between the RA and HC groups. There was no
significant difference in the number of species (Figure S1A
and Table S8). There were also no significant differences in
microbial community composition based on principal
coordinate analysis (PCoA) and PERMANOVA at the gene
family level (Figure S1B and Table S9). Furthermore, for
the separate clusters of PCoA1 in Figure S1B, we found by
individual gut type analysis that the main reason was the
different gut types among individuals.Two clusters, one with
g_Prevotella as the dominant species (HC=3; RA=6) and the
other with g_Bacteroides as the dominant species (HC=19;
RA=16). The results of Fisher’s exact test showed p=0.4566 for
different gut types in HC and RA individuals, indicating that
there was no significant difference in the frequency of different
gut types in the two groups (Figure S1C).
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At baseline, 12 phyla, 225 genera, and 656 species were
identified. The dominant phyla were Bacteroidetes (69.92% ±
13.95%), Firmicutes (20.88% ± 11.71%), and Proteobacteria
(5.48% ± 6.47%) (Figure S1D and Table S10), and the
dominant genera were Bacteroides (46.41% ± 22.23%),
Prevotella (12.18% ± 22.40%), Alistipes (6.19% ± 6.70%),
Faecalibacterium (3.79% ± 3.84%), and Eubacterium (3.06% ±
2.82%) (Figure S1E and Table S11). The number of different
taxa at each taxonomic level was 1 phylum, 2 classes, 7 orders, 12
families, 26 genera, and 58 species between the HC and RA
groups (based on theWilcoxon rank-sum test). Among them, for
26 significant differences genera, 16 genera were enriched in RA
patients, e.g. Neisseria, Haemophilus, Veillonella, Campylobacter,
and 10 genera were enriched in HC, e.g. Xanthomonas,
Enterococcus, Megasphaera (Figure S2 and Table S3). The 58
species with significantly different were all low abundance species
Frontiers in Immunology | www.frontiersin.org 4128
(mean relative abundance <2%) (Figure 1A and Table S3). 37
species were enriched in RA patients, including Streptococcus
spp., Haemophilus spp., and Neisseria spp., while the remaining
21 species were depleted, including Clostridium celatum,
Enterococcus faecalis, and Fusobacterium varium. Most of the
RA-enriched species belonged to Proteobacteria (19, 51.35%),
followed by Firmicutes (14, 37.84%). Most of the HC-enriched
species belonged to Firmicutes (12, 57.14%). However, for
Prevotella spp., no significant differences were observed
between the HC and RA (Figure S3). Regarding the origin of
the species, 63.16% of the RA-enriched species were residents of
the human oral cavity such as the genera Streptococcus, Neisseria,
andHaemophilus, while 47.62% of the HC-enriched species were
residents of the human gut.

Regarding gut microbial function, there were 18 significantly
different MetaCyc metabolic pathways in the RA patients
TABLE 2 | Baseline characteristics of MTX+HQT-treated (n = 13) and MTX+LEF-treated (n = 9) RA patients.

Clinical factor MTX+HQT; n = 13 MTX+LEF; n = 9 Adjusted P value

Age, year* 50.4 ± 10.4 45.1 ± 12.8 0.300
Gender, female§ 11 (84.6%) 8 (88.9%) 0.787
Height, cm* 161.2 ± 6.6 159.2 ± 3.1 0.416
Weight, kg* 58.1 ± 4.4 52.6 ± 7.6 0.044
BMI, kg/m2* 22.4± 2.0 20.7 ± 2.5 0.087
WBC count, 109/L* 7.4 ± 2.8 7.4 ± 2.4 0.988
HB, g/L* 133.1 ± 50.0 119.7 ± 13.5 0.444
BUN, mmol/L* 4.8 ± 1.4 4.3 ± 1.5 0.370
Cr, mmol/L* 64.0 ± 11.2 61.3 ± 10.3 0.578
PLT count, 109/L* 296.2 ± 122.0 314.2 ± 75.2 0.698
ALT, U/L* 14.9 ± 13.4 13.7± 6.7 0.799
AST, U/L* 15.0 ± 2.6 15.6 ± 3.5 0.674
hs-CRP, mmol/L* 22.5 ± 17.7 25.7 ± 24.7 0.724
ESR, mm/h* 67.9 ± 21.9 47.4 ± 30.7 0.082
RF, IU/mL* 222.4 ± 302.0 171.6 ± 227.1 0.674
Anti-CCP, U/mL* 97.0± 87.8 108.9 ± 73.4 0.746
October 2021 | Volume 1
*mean ± SD, §n (%).
BMI, body mass index; WBC, white blood cell; HB, hemoglobin; BUN, blood urea nitrogen; Cr, creatinine; PLT, platelet; ALT, alanine transaminase; AST, aspartate transaminase; hs-CRP,
high-sensitivity C-reactive protein; ESR, erythrocyte sedimentation rate; RF, rheumatoid factor; anti-CCP, anti-cyclic citrullinated peptides.
TABLE 1 | Baseline characteristics of healthy controls (HC; n = 22) and rheumatoid arthritis (RA) patients (n = 22).

Clinical factor HCs; n = 22 RA patients; n = 22 Adjusted P value

Age, year* 48.5 ± 13.3 48.2 ± 11.5 1.000
Gender, female§ 19 (86.4%) 19 (86.4%) 1.000
Height, cm* 158.7 ± 6.2 160.4 ± 5.4 0.327
Weight, kg* 52.2 ± 6.8 55.8 ± 6.4 0.203
BMI, kg/m2* 20.7 ± 1.8 21.7 ± 2.3 0.224
WBC count, 109/L* 6.2 ± 1.3 7.4 ± 2.6 0.203
HB, g/L* 124.8 ± 17.2 127.6 ± 39.3 0.554
BUN, mmol/L* 4.8 ± 1.4 4.6 ± 1.4 0.687
Cr, mmol/L* 66.1 ± 14.7 62.9 ± 10.7 0.687
PLT count, 109/L* 266.9 ± 61.8 303.5 ± 103.6 0.229
ALT, U/L* 18.3 ± 18.3 14.4 ± 11.0 0.283
AST, U/L* 20.7 ± 7.1 15.2 ± 2.9 0.002
hs-CRP, mmol/L* 1.2 ± 1.6 23.8 ± 20.3 <0.001
ESR, mm/h* 22.4 ± 14.8 59.5 ± 27.2 <0.001
RF, IU/mL* 7.5 ± 2.8 201.6 ± 269.1 <0.001
Anti-CCP, U/mL* 0.6 ± 0.2 102.1 ± 80.2 <0.001
*mean ± SD, §n (%).
BMI, body mass index; WBC, white blood cell; HB, hemoglobin; BUN, blood urea nitrogen; Cr, creatinine; PLT, platelet; ALT, alanine transaminase; AST, aspartate transaminase; hs-CRP,
high-sensitivity C-reactive protein; ESR, erythrocyte sedimentation rate; RF, rheumatoid factor; anti-CCP, anti-cyclic citrullinated peptides.
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compared to HCs (Figure 1B and Table S4). Downregulated
pathways included allantoin degradation IV (anaerobic)
(PWY0-41), L-lysine fermentation to acetate and butanoate
(P163-PWY), and seleno-amino acid biosynthesis (PWY-6936).
Upregulated pathways included purine nucleobases degradation
I (anaerobic) (P164-PWY), mevalonate pathway I (PWY-922),
geranylgeranyl diphosphate biosynthesis (PWY-5121 and
Frontiers in Immunology | www.frontiersin.org 5129
PWY-5910), menaquinol biosynthesis (PWY-5897, PWY-5898,
and PWY-5899), and 1,4-dihydroxy-2-naphthoate biosynthesis
(PWY-5791 and PWY-5837) (Figure 1B and Table S4).
The PWY-922 pathway is responsible for the synthesis
of pentenyl diphosphate, which is then metabolized to 2E,6E-
farnesyl diphosphate via the PWY-5910 pathway. 2E,6E-farnesyl
diphosphate, along with the products of the PWY-5837 pathway,
A

B

C

FIGURE 1 | Taxonomy and function of gut microbes that varied between rheumatoid arthritis (RA) patients and healthy controls (HCs) at baseline. Heatmaps of
differentially abundant (A) bacterial species and (B) MetaCyc metabolic pathways in the RA group compared to the HC group. (C) MetaCyc vitamin K biosynthesis-
related pathways.
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are raw materials for vitamin K2 biosynthesis. Thus, the PWY-
922, PWY-5910, and PWY-5837 pathways, which are involved in
vitamin K2 biosynthesis in gut microbes, were upregulated in RA
patients (Figure 1C). These results further indicate that the gut
microbial composition and function differed between RA
patients and HCs.

Associations of Gut Microbiota With
Clinical Indices
Based on the above analysis, changes in gut microbes and
differences in gut microbiome functional pathways between RA
patients and the HCs were observed. To investigate the
relationships among the clinical indices, the gut microbiome
species and the gut microbiome KEGG functional pathways at
baseline in the RA and HC groups, correlation coefficients were
calculated using the method reported by Pedersenet et al. (23).

There were 11 bacterial species and 24 KEGG pathways
associated with the clinical indices (Figure 2 and Table S7).
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9 HC-enriched pathways and 7 HC-enriched species were
negatively correlated with ESR, CRP, RF, or anti-CCP, while 7
RA-enriched pathways were positively correlated with at least
one of these clinical indices. In contrast, these species and
pathways exhibited the opposite correlations or no correlation
with AST. In detail, the phenylalanine metabolism pathway
(map00360) was identified as being positively correlated
with AST and negatively correlated with anti-CCP and RF, and
it was positively correlated with five HC-enriched species
(Enterococcus faecium, E. faecalis, Acidaminococcus intestini,
Erysipelotrichaceae bacterium 3-1-53, and F. varium) and
negatively correlated with three RA-enriched species (Eikenella
corrodens, S. noxia, and Neisseria meningitidis). Of note,
E. bacterium 3-1-53 was positively correlated with AST, while
E. corrodens, S. noxia, and N. meningitidis were negatively
correlated with AST, and E. bacterium 3-1-53, E. faecalis, and
F. varium were negatively correlated with RF and anti-CCP.
Thus, gut microbes may affect phenylalanine metabolism and
thereby influence AST and RF/anti-CCP (via mechanisms that
act in opposite directions for the former vs the latter two). In
addition, the Salmonella infection pathway (map05132) was
identified as being positively correlated with ESR, CRP, RF,
and anti-CCP, and it was negatively correlated with six HC-
enriched species (E. faecium, Xanthomonas perforans, E. faecalis,
E. bacterium 3-1-53, Acidaminococcus intestinii, and F. varium)
and positively correlated with two RA-enriched species (S. noxia
and N. meningitidis). Of note, X. perforans, E. faecalis,
E. bacterium 3-1-53, and F. varium were negatively correlated
with RF and anti-CCP, and the mechanism may involve the
Salmonella infection pathway. These results suggest that gut
microbes may influence clinical indices in the host.
Different Effects of the Two Treatments on
Clinical Indicators
Furtherly, to assess the effects of different therapies on the gut
microbiome in RA patients, the 13 RA patients in the HQT
group received traditional Chinese medicine plus MTX and the 9
patients in the LEF group received LEF plus MTX. The RA
patients underwent clinical assessment (including arthritis
severity scores and inflammation-related indices) and blood
and fecal sample collection at baseline and three times during
the 6-month treatment period (Figure 3A).

Among the 22 RA patients who were treated for 6 months,
most of the clinical indices were continuously and effectively
improved over time compared to baseline in both the HQT and
LEF groups (Figures 3B, S4 and Table S1), including disease
activity score for 28 joints based on the C-reactive protein level
(DAS28-CRP), morning stiffness duration (MS), joint tenderness
score (JTS), joint swelling score (JSS), RPJ, visual analogue scale
for disability (VAS-D), and visual analogue scale for pain
(VAS-P).

However, the two treatments influenced the clinical indices in
different ways. In the HQT group, JSS, JTS, and MS were
significantly reduced at month 3 compared to baseline, while
these clinical indices were only significantly reduced in the LEF
group at month 6. Thus, these clinical indices were improved
FIGURE 2 | Associations among the phenotypes (rheumatoid arthritis RA-
related clinical indices), gut microbiome species, and gut microbiome
functions (KEGG pathways) in the RA patients and healthy controls (HCs) at
baseline. Left and bottom panels show significant correlations between the
RA-related clinical indices and KEGG pathways or bacterial species,
respectively (blue, negative association; red, positive association; grey, no
significant association). Top and right panels show the treatment group-
specific enrichment of bacterial species and KEGG pathways, respectively
(blue, HC-enriched; red, RA-enriched; grey, no significant difference). Middle
panel shows the significant associations between the clinical index-related
bacterial species and clinical index-related KEGG pathways (blue, negative;
red, positive). +, FDR < 0.05; *, FDR < 0.01; #, FDR < 0.001, according to
the Wilcoxon rank-sum test. AST, aspartate transaminase; ESR, erythrocyte
sedimentation rate; CRP, high-sensitivity C-reactive protein; RF, rheumatoid
factor;Anti-CCP, anti-cyclic citrullinated peptides.
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earlier in the HQT group than in the LEF group. Additionally, in
the LEF group, RF, DAS28-CRP, and RPJ were decreased at
month 1 until the end of the study while, in the HQT group, RF
was significantly decreased at month 1, though not at month 6,
and DAS28-CRP and RPJ were significantly decreased at months
3 and 6. Moreover, ESR did not significantly change with LEF
treatment, but significantly decreased at month 6 in the HQT
group. In contrast, CRP was altered by LEF, but HQT had no
effect. Furthermore, in the HQT group, VAS-P was decreased at
month 1 until the end of the study while, in the LEF group, it
only significantly decreased at month 3 until the end of the study.
Health Assessment Questionnaires (HAQ) scores were not
significantly changed in the HQT group, but significantly
decreased at month 3 in the LEF group. Neither treatment
affected anti-CCP levels (Figures 3B, S4 and Table S1).
Although many clinical indices significantly differed at various
time points compared to baseline in the same treatment group,
there were no significant differences between the two treatment
groups. In summary, the response trends of RA-related clinical
indices in the two treatment groups differed, but the clinical
efficacy of the two treatments was similar.

Effects of Treatment on the Microbiome
Based on longitudinally tracking the gut microbiota during
treatment, the gut microbial diversity (alpha or beta) did not
significantly differ over time, except for beta diversity being
Frontiers in Immunology | www.frontiersin.org 7131
greater between baseline and month 6 than between baseline
and month 1 in the LEF group (Figures S5A, B and Table S12).
In the HQT group, 11 species and 9 MetaCyc metabolic pathways
significantly changed over time (based on the Jonckheere–
Terpstra test), with 4 species (C. somerae, Haemophilus
aegyptius, Dialister succinatiphilus, and C. celatum) being
restored by the late stage of HQT treatment (Figure 4A and
Table S5). Additionally, as HQT treatment progressed, the
abundances of Roseburiaw inulinivorans, Turicibacter sanguinis,
and Pasteurella bettyae significantly increased while Clostridium
symbiosum and Clostridiales bacterium 1-7-47FAA significantly
decreased (Figure 4A and Table S5). In the HQT group, bacterial
purine degradation (PWY0-1297 and PWY-6353) was decreased
and amino acid biosynthesis (VALSYN-PWY and ILEUSYN-
PWY) was increased over time (Figure 4B and Table S6). In the
LEF group, only 4 species and 2 MetaCyc metabolic pathways
significantly changed over time (based on the Jonckheere–
Terpstra test), but their abundances were very low in both
groups (Figure S6, Tables S13 and S14). However, the
Prevotella spp. known as the dominant gut microbiota in RA
patients was not significantly different in both the HQT-treated
and LEF-treated groups. Thus, there were few changes over time
in the relative abundance of gut microbiota species in the LEF
group, but many changes in the HQT group.

To determine how distinct the gut microbiota in the LEF and
HQT groups were, the relative abundance of each species
A

B

FIGURE 3 | Different effects of the two treatments on primary clinical indicators (A) Sample collection time points in the two treatment groups. (B) Changes between
time points in RA-related primary clinical indices in HQT and LEF groups. *P < 0.05; **P < 0.01, ns, no significance, between different time points according to
Wilcoxon rank-sum test. DAS28-CRP, disease activity score for 28 joints based on the C-reactive protein level; RF, rheumatoid factor; Anti-CCP, anti-cyclic
citrullinated peptides; CRP, high-sensitivity C-reactive protein; ESR, erythrocyte sedimentation rate; HAQ, health assessment questionnaires.
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between the LEF and HQT groups at each time point was
assessed using the Wilcoxon rank-sum test. In the HQT group
compared to the LEF group, C. bacterium 1-7-47FAA was
increased at month 1, Burkholderiales bacterium 1-1-47
was increased at months 3 and 6, and Enterobacter aerogenes
was decreased at months 3 and 6 (Figure 4C).
DISCUSSION

In this study, gut microbiome metagenome sequencing provided
rich microbial data, including data on the microbial
Frontiers in Immunology | www.frontiersin.org 8132
compositions and functions, in participants with diverse
clinical phenotypes (in terms of RA-related clinical indices).
We reconfirmed that certain bacteria (including oral
microbiome bacteria) in the gut were associated with RA.
More changes over time in the gut microbiome were observed
during traditional Chinese medicine (HQT) treatment than LEF
treatment. This study provides a deep understanding of the gut
microbiome of RA patients during LEF or HQT treatment, and it
may help to develop more efficient and safe treatments for RA.

The diversity of the gut microbiome in RA patients is a matter
of ongoing debate. Some studies have reported significant
differences in microbiome diversity between RA patients and
A

B

C

FIGURE 4 | Trends over time in gut microbial taxonomy and function after treatment with Huayu-Qiangshen-Tongbi (HQT) or leflunomide (LEF). Significant changes in
(A) species and (B) MetaCyc metabolic pathways in HQT group over time. P < 0.05 according to Jonckheere–Terpstra test. (C) Comparisons of relative abundance of
various species at various time points between the HQT and LEF groups. P < 0.05 according to Wilcoxon rank-sum test.
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healthy individuals (8, 9), but others have indicated no
differences (7, 24). Our results indicated that the microbial
diversity did not significantly differ between RA patients
and healthy individuals, which may be caused by the small
sample size and/or the involvement of RA patients with
different phenotypes.

The species identified as being significantly different between
RA and HCs vary among studies. Kishikawa et al. and Scher et al.
reported that multiple species in the genus Prevotella were
increased in RA patients in Japanese (24) and US (25) cohorts,
respectively. In a Chinese cohort, Sun et al. found that the genera
Bacteroides and Escherichia-Shigella were more abundant in RA
patients (8), while Chiang et al. reported a higher abundance of
the genus Akkermansia (9). In the present study, species such as
Streptococcus spp., Haemophilus spp., and Neisseria spp. were
found to be enriched in RA patients, while Clostridium celatum,
Enterococcus faecalis, and Fusobacterium varium were depleted.
Most of the RA-enriched species belonged to Proteobacteria and
Firmicutes, and the HC-enriched species belonged to Firmicutes.
Among them, Enterococcus faecalis, Yamamoto et al. found that
hyperimmunization with attenuated E. faecalis as normal gut
microbiota could provide an animal model of chronic
polyarthritis (26). Chandradevan et al. and Luo et al. observed
E. faecalis in both blood cultures and synovial tissue culture from
RA patients (27, 28). However, other species and phyla have not
been reported in other studies. The fact that the RA-associated
species differed among these studies might reflect dietary (29)
and geographical (30) variation impacting the gut microbiome
composition in the various study samples.

Meanwhile, in this study, we found that most of the RA-
enriched bacteria are known to colonize the oral cavity, such as
P. gingivalis, Aggregatibacter segnis, Streptococcus spp.,
Haemophilus spp., and Neisseria spp. Additionally, oral
microbial dysbiosis in RA patients has been reported to
promote increased joint inflammation, and the oral bacteria
P. gingivalis, A. actinomycetemcomitans, and Prevotella
nigrescens are associated with RA pathogenesis (31). Moreover,
oral cavity and gut bacteria in RA patients exhibit covariation.
Therefore, the inflammatory status in the joints in RA patients
may be due to the translocation of oral bacteria to the gut, which
is consistent with our findings.

Whole-genome shotgun sequencing of the metagenome
provides data on microbial function, allowing identification of
altered microbial functions in RA patients relative to healthy
individuals. Menaquinone, a type of vitamin K, can be produced
by bacteria. Several MetaCyc menaquinone biosynthesis-related
pathways were enriched in RA patients, which is consistent with
previous research (32). Vitamin K homologs have been shown to
affect serum CRP, matrix metalloproteinase (MMP)-3, and
DAS28-CRP in RA patients (33). This indicates that the gut
microbiota may contribute to the initiation or development of
RA by affecting vitamin K biosynthesis.

To identify the associations of the gut microbiome species and
gut microbiome functional pathways with RA-related clinical
indices, correlation coefficients were calculated using the baseline
data from the RA and HC groups. Most of the HC-enriched
Frontiers in Immunology | www.frontiersin.org 9133
pathways and species were negatively correlated with ESR, CRP,
RF, and anti-CCP, while the RA-enriched pathways and species
were positively correlated with these clinical indices. Further, we
concluded that gut microbes may affect phenylalanine
metabolism and thereby influence the liver function index AST
and RA specific index RF/anti-CCP (via mechanisms that act in
opposite directions for the former vs the latter two). This
pathway was positively correlated with HC-enriched
E. bacterium 3-1-53, and this species was positively correlated
with AST and negatively correlated with ESR, CRP, RF, and anti-
CCP, which suggested that this species directly influences
phenylalanine metabolism and thereby affects ESR, CRP, RF,
anti-CCP, and AST. Furthermore, several gut microbial species
may affect the clinical indices by influencing the Salmonella
infection pathway. Among these species, HC-enriched species
were negatively correlated with ESR, CRP, RF, and/or anti-CCP
and positively correlated with AST, while RA-enriched species
were negatively correlated with AST. Associations between the
gut microbiota in RA patients and clinical indices were observed
in another study (11), but the related gut microbiome functional
pathways have rarely been reported.

By assessing the effects of different treatments on RA patients,
we found that both treatments, to a certain extent, alleviated RA
progression, based on different clinical indices. LEF improved the
CRP level, while the traditional Chinese medicine (HQT)
improved the ESR level. This result indicates that their
mechanisms of action differ. Previous research reported that
the gut microbiota was moderately restored in RA patients after
DMARD treatment (7), and similar results were found in
spondyloarthritis (34) and ankylosing spondylitis (35). We
observed that several bacteria were restored after both
treatments but the gut microbiota exhibited greater restoration
(regarding gut microbial species and functional pathways) in the
HQT group than the LEF group. A possible reason for this is that
the composition of the traditional Chinese medicine (HQT) is
more complicated than LEF and so has broader effects.

In a previous study, the quantification of 10 compounds in
HQT extracts was carried out by UPLC-PDA method (18). The
10 compounds are danshensu, 3-caffeoylquinic acid, paeoniflorin,
rutin, quercetin, salvigenin, caffeic acid, rosmarinic acid, calycosin
and glycyrrhizic acid, respectively. Interestingly, most of these 10
compounds in the HQT extract were shown to have significant
antibacterial effects and even to directly modulate the homeostasis
of the gut microbiota. For example, Liu et al. suggested that the
paeoniflorin derivative can be used as an antibacterial agent to
abolish the hemolytic activity of Staphylococcus aureus a-toxin
(36). Motallebi et al. highlighted that a combination of rutin and
florfenicol could act as an alternative strategy to treat bacterial
infections (37). The antibacterial effects of quercetin have been
demonstrated in several studies (38, 39), and quercetin has even
been found to be effective in restoring the intestinal microbiota of
mice after antibiotic treatment (40). Meanwhile, chlorogenic acid
was found to have antibacterial activity against Foodborne
Pathogen Pseudomonas aeruginosa and Salmonella enteritidis
(41), and caffeic acid was found to have antibacterial activity
against Staphylococcus aureus clinical strains (42). In addition,
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the antibacterial effect of Salvia miltiorrhiza Bunge (Danshen), a
major component herb of HQT, has been widely reported and
studied (43–45). Therefore, we speculate that HQT can
significantly restore and improve gut microbial species and
function in RA patients, possibly due to the fact that HQT
contains a variety of compounds with antimicrobial effects.

During drug treatment, there were 11 species and 9 MetaCyc
metabolic pathways in the HQT group while 4 species and 2
MetaCyc metabolic pathways in the LEF group changed
significantly over time. These species and pathways include
C. somerae, Clostridium symbiosum, Turicibacter sanguinis,
C. celatum and bacterial purine degradation pathways (PWY0-
1297 and PWY-6353) et al. In particular, the presence and
abundance of an important microbe, C. celatum, was restored
in the HQT group. Importantly, it was shown to be
downregulated in RA patients relative to HC. Currently,
C. celatum has tended not to be noted in microbiota studies
of RA patients. However, for the genus Clostridium, Schmidt
et al. found that infection with Clostridioides (Clostridium)
difficile VPI 10463 induced intestinal inflammation and thus
reduced the incidence of collagen induced arthritis (CIA) in mice
(46). Moreover, we identified several other restored species and
functions that are not consistent with previous studies, possibly
due to treatment differences. Recent studies have also reported
that MTX treatment can alter the gut microbiota of RA patients.
Nayak et al. evaluated the differences in gut microbiome between
responders (MTX-R) and non-responders (MTX-NR) after
MTX treatment for RA, but found that MTX-R exhibited a
significant decrease in Bacteroidetes relative to MTX-NR,
without any significant difference in the other phyla (47).
Similarly, the analysis by Artacho et al. found that, at the
phylum level, MTX-R was significantly more abundant in
OTUs from Bacteroides and Prevotella genus (Bacteroidetes
phylum) and less abundant in OTUs from the order
Clostridiales and the genus Ruminococcus (phylum Firmicutes)
(48). However, These microbiota were not found to change in
our study of drug therapy, which may be influenced by various
factors such as diet and environment. Therefore, in this study, we
speculate that some of the alterations in the gut microbiota of the
HQT and LEF groups were also caused by MTX.

Despite our promising findings, several limitations should be
considered when interpreting the results. Accumulating studies
have demonstrated that gut microbial dysbiosis can occur in RA
patients compared to healthy individuals, but differences in gut
microbial compositions were also observed among RA patients
with different clinical phenotypes, such as ACPA seropositivity
and cytokine levels (TNF-a, IL-6, and IL-17A) (8, 9). Sun et al.
also reported that some basic characteristics of RA patients
(including age, gender and enterotypes) alter the gut
microbiota (8). The effects of geographical location on the gut
microbiome community structure (30) also need to be
considered. Therefore, future metagenome research on RA
populations should be designed to minimize the impact of
these known factors that introduce bias. Given the known
heterogeneity of the gut microbiome among individuals,
exploring the role of the gut microbiome in the etiology and
Frontiers in Immunology | www.frontiersin.org 10134
pathogenesis of RA requires larger sample sizes to ensure
sufficient statistical power. Unfortunately, current RA
microbiome studies (49, 50), including the present study, are
limited by their small sample sizes. Therefore, larger longitudinal
cohort studies, which can provide more precise results, are
required to confirm the current research results to fully
understand the etiology of RA.

Our results further confirm that the initiation and/or
development of RA is accompanied by alterations in part of
the gut microbiota and also demonstrate that the microbiome
composition and functions change during treatment, including
treatment with traditional Chinese medicine. C. celatum was
depleted in RA patients relative to HCs and it was restored in RA
patients by HQT treatment. Additionally, vitamin K biosynthesis
may act as a newly identified bridge between the gut microbiome
and RA. Further, we observed that the two treatments had
similar clinical efficacy, but the response trends of RA-related
clinical indices differed between treatments. Moreover, the
abundances of specific gut microbiome species in RA patients
were associated with various serological and clinical indices.
However, validation of these potential RA-related microbial
markers using large independent cohorts is required. This is
also a deficiency of the current research, and we need to consider
increasing the number of samples and discussing more optimal
experimental design options in depth in future studies. However,
the data from this exploratory phase of the study may provide a
reference for further large cohort studies. Further studies on the
role of the gut microbiome in RA should incorporate other omics
technologies including metatranscriptomics and metabolomics
and other microbiomes such as mycobiomes and viromes. This
research provides useful resources for the future development of
new therapeutic strategies for RA.
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T CD4+ cells are central to the adaptive immune response against pathogens. Their
activation is induced by the engagement of the T-cell receptor by antigens, and of co-
stimulatory receptors by molecules also expressed on antigen presenting cells. Then, a
complex network of intracellular events reinforce, diversify and regulate the initial signals,
including dynamic metabolic processes that strongly influence both the activation state
and the differentiation to effector cell phenotypes. The regulation of cell metabolism is
controlled by the nutrient sensor adenosine monophosphate-activated protein kinase
(AMPK), which drives the balance between oxidative phosphorylation (OXPHOS) and
glycolysis. Herein, we put forward a 51-node continuous mathematical model that
describes the temporal evolution of the early events of activation, integrating a circuit of
metabolic regulation into the main routes of signaling. The model simulates the induction
of anergy due to defective co-stimulation, the CTLA-4 checkpoint blockade, and the
differentiation to effector phenotypes induced by external cytokines. It also describes the
adjustment of the OXPHOS-glycolysis equilibrium by the action of AMPK as the effector
function of the T cell develops. The development of a transient phase of increased
OXPHOS before induction of a sustained glycolytic phase during differentiation to the Th1,
Th2 and Th17 phenotypes is shown. In contrast, during Treg differentiation, glycolysis is
subsequently reduced as cell metabolism is predominantly polarized towards OXPHOS.
These observations are in agreement with experimental data suggesting that OXPHOS
produces an ATP reservoir before glycolysis boosts the production of metabolites needed
for protein synthesis, cell function, and growth.

Keywords: T CD4 cells, metabolism, T cell receptor, lymphocyte activation, CTLA-4, mTOR, regulatory network,
mathematical model
1 INTRODUCTION

The activation of T CD4 lymphocytes is triggered through the proper binding of the T-cell receptor
(TCR) to specific antigens presented in the context of the major histocompatibility complex (MHC)
on antigen presenting cells (APC), and of co-stimulatory molecules like CD28 with ligands such as
CD80 and CD86 (jointly denoted as CD80/86), also displayed on the APC membrane. Activation
involves the coordinated activity of a plethora of intra- and extra-cellular biochemical mediators
org November 2021 | Volume 12 | Article 7435591137
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forming a network that reinforces, amplifies, diversifies, and
regulates the initial antigenic and co-stimulatory signals (1–9). It
is known that TCR activation is a progressive process, since
MHC–peptide molecules serially engage several TCRs, amplifying
the magnitude of intracellular signals that eventually cross a certain
activation threshold (10). Furthermore, a minimal interaction half-
time between the TCR and MHC is required for productive TCR
signaling (10–13). Under optimal stimulation, activation ultimately
leads to cell proliferation and differentiation into particular effector
cell phenotypes, which are active against diverse antigens. In
contrast, binding of antigen to the TCR in the absence of CD28
ligation conduces to a state of anergy. In such a state, T cells are
unable to produce interleukin 2 (IL-2) or proliferate on subsequent
stimulations (14–16).

Activation of T CD4 cells by antigen and co-stimulatory
molecules triggers inhibitory pathways that regulate the whole
process, among which the cytotoxic T-lymphocyte antigen 4
(CTLA-4), expressed on the surface of activated T cells, has been
the most extensively investigated (17, 18). CTLA-4 is partially
homologous to CD28 and binds to the same ligands (CD80/
CD86) on the APC, although with a much higher affinity than
the latter. Thus, upregulation of this molecule on activated cells
results in the competition between CD28 and CTLA-4 for
binding to CD80/CD86 (19, 20). The displacement of CD28 by
CTLA-4 induces of a state of cellular arrest known as checkpoint
blockade (21–24).

The activation process intrinsically involves the function of
metabolic mediators whose activity is necessary to fulfill the
bioenergetic and biosynthetic demands of increased cell
proliferation and function (9, 25, 26). Metabolism of resting
naïve cells depends on the tricarboxyic acid (TCA) cycle linked
to oxidative phosphorylation (OXPHOS), a highly efficient but
slow route for ATP generation. Upon activation, T cells rapidly
shift to a predominant glycolytic metabolism, a less efficient
process of ATP generation which, however, produces essential
molecular intermediates for the generation of metabolites
required for growth and proliferation [reviewed in (27)]. In
spite of abundant information on the metabolic shift toward
glycolysis, evidence suggests that OXPHOS is also induced in
early states of activation, since AMPK is activated by signals from
the TCR, CD28 and Ca2+ (2, 25, 28–30) (Figure 1). A general
theoretical model is necessary to integrate the pathways of
signaling from the TCR and costimulatory molecules with
those from metabolic controllers, in order to understand how
the balance between glycolysis and OXPHOS is established and
how it is adjusted as effector functions arise.

A number of mathematical models have been proposed to
analyze the intricate organization underlying the general
mechanisms involved in T cell response (31–40), as well as the
role of central actors participating in the regulation of the
immune response (41–43). In this context, we previously
addressed the early intracellular events in T cell activation and
subsequent cell differentiation by analyzing the dynamics of a 46-
node hybrid Boolean model. The model was based on a network
composed by a central module simulating the activation induced
by priming of TCR and CD28, another module describing the
Frontiers in Immunology | www.frontiersin.org 2138
CTLA-4-mediated regulation of activation, and four modules
corresponding to the events inducing differentiation to the Th1,
Th2, Th17, and Treg phenotypes (40).

With the purpose of modeling the mutual regulatory
mechanisms of T CD4 lymphocyte activation and metabolism,
in the present work we put forth a sub-network simulating the
main processes of cellular metabolic control by AMPK; this
module has been subsequently incorporated into the formerly
described network to achieve an integrated scheme of the
immune and metabolic processes driving the early events of T
cell activation. In addition, two nodes have been introduced to
represent the time-dependent priming of the TCR by MHC-
antigen, as well as the competitive engagement of CD28 or
CTLA-4 to the CD80/CD86 complex. As a preliminary step,
the resulting 51-node network was characterized in terms of a set
of discrete Boolean rules determining the fundamental
interactive topology of the system. However, a more realistic
description should take into account that the expression levels,
concentrations, and parameters of the system may display any
value within a continuous range limited only by functionality
constraints. Thus, we performed the translation of the discrete
interactive Boolean rules to the continuous domain through an
algorithmic approach based on fuzzy logic. Fuzzy logic is a
theory aimed to provide formal foundation to approximate
reasoning (44, 45). Applied to biological systems, fuzzy
propositions describe cases in which a cell displays
intermediate levels of expression/activity of elements, so that
they do not necessarily belong to a specific phenotype (46). The
fuzzy logic rules were introduced as inputs into a system of
ordinary differential equations to describe the overall network
dynamics. The continuous analysis allows the introduction of
variable degrees of activating stimulus and the description of
gradual changes of the output elements reflecting activation. It
FIGURE 1 | Conceptualization of the time evolution of the OXPHOS-
glycolysis shift along the bioenergetic and biosynthetic profile of T CD4 cells
under antigenic stimulation. Adapted from (25).
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also allows to assess the influence of different time-scales of
activity of key components of the signaling network.
2 METHODS

2.1 Inference and Integration of a Network
Module of Metabolism Control
A concise network of the main components controlling T cell
metabolism was constructed based on experimental information.
A central actor in the lymphocyte metabolic activity is the AMPK
complex, which is capable of sensing the intracellular AMP/ATP
ratio, which represents the T cell energy pool availability, and of
regulating the main metabolic pathways leading to the
production of energy reserves (OXPHOS) or to the rapid
generation of metabolites and structural proteins (glycolysis)
(47–52). It has been demonstrated that two main effects related
to metabolism take place upon TCR stimulation and CD28 co-
stimulation (53). First, an increase in the basal activity of
oxidative phosphorylation (OXPHOS) arises promoted by the
action of the nutrient sensor AMPK, which is activated directly
by the PI3k-AKT axis and calcium release (54). Afterwards,
Frontiers in Immunology | www.frontiersin.org 3139
mTORC1 is activated with the consequent inhibition of AMPK
and the activation of glycolysis (55).

In the network, AMPK is activated in several ways: signaling
from the TCR and CD28 via the PI3k-AKT axis, calcium release,
a high AMP/ATP ratio, the activation of the serine–threonine
liver kinase B1 (LKB1) and the Foxp3 transcription factor (7, 47,
48, 56). Although there are several signaling intermediates
proposed in these pathways, they were mathematically implied
due to the lineal nature of the signaling trajectory in order to
obtain a set of simplified logical propositions.

The balance between OXPHOS and glycolysis depends
primordially on a negative feedback loop between AMPK and
mTORC1, which plays the role of a metabolic polarization switch
(50, 52, 57, 58). In the network presented here, TCR and CD28
activation, an elevated AMP/ATP ratio, LKB1 and Foxp3 activate
AMPK, thus inhibiting the activity of mTORC1, finally leading
to OXPHOS and inhibition of glycolysis.

Conversely, under a low AMP/ATP ratio, AMPK is inhibited,
which in turns activates mTORC1 function and additional
inhibition of AMPK, leading to glycolysis (Figure 2). The
metabolic module was then incorporated into the previously
reported Boolean network of T CD4 cell activation through links
associated to AMPK and mTOR (Figure 3). The network
FIGURE 2 | Metabolism module including basic elements involved in glycolysis and OXPHOS regulation, as described in section 2.1. AMPK is a central energy
sensor of the AMP/ATP ratio and displays a negative feedback loop with MTORC1. This loop defines a switch driving either OXPHOS or glycolytic activity.
Continuous and dotted lines represent activator and inhibitory pathways, respectively.
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previously constructed encompasses modules corresponding to
an activation core derived from TCR and CD28 signaling, a
feedback loop for IL-2 production though its high-affinity
receptor (CD25), the role of the anergy factor NDRG1
(controlled by AKT), activation of the checkpoint by CTLA-4,
and the induction of the effector phenotypes by external
cytokines (59, 60). The construction of the network can be
consulted in (40).

2.2 Boolean Approach
The interactions involved in the metabolism module were
formalized as Boolean propositions as shown in Table 1. After
incorporation into the general T-cell activation network proposed
Frontiers in Immunology | www.frontiersin.org 4140
in (40), an exhaustive analysis was performed to analyze its general
behavior and congruence with our previously published results
(Supplementary Material 3). The robustness of the integrated
model was also verified by introducing random noise in the initial
states and measuring the distance between transition states and
attractors. Robustness was also tested by either inducing
perturbations in the network structure by random bit flipping of
the Boolean functions or by random permutation of the output
values (data not shown). The set of functions that defines the
whole activation network are shown in SupplementaryMaterial 1
and the model structure can be consulted in Wolfram Notebook
format in https://github.com/DrDavidMM/TCD4cell-activation-
model-supplementary-material-.git.
FIGURE 3 | A 51-node network of the early biochemical interactions induced by TCR activation, co-stimulation, and phenotype-inducing cytokines. Inputs of the
network are the MHC-antigen, the co-stimulatory molecules CD80/86, and external cytokines (blue polygons). The set of interacting rules defining the dynamical
system for Boolean modeling is shown in Supplementary Material 1. Boolean rules were translated to continuous functions as shown in Material and Methods,
and the complete set of ordinary differential equations is provided in Supplementary Material 2. Green and red rectangles represent stimulatory and inhibitory
nodes of the activation core, respectively. Pink and yellow rectangles represent phenotype-inducing transcription factors and cytokines produced endogenously,
respectively. White rectangles represent the metabolism module including AMPK as a central regulatory element, as shown in figure 2. Construction of the network
can be consulted in (40). LAT: LAT-Gads-SLP-76 complex; IL2G: IL-2 gene; L4e, IFNge, IL10e, TGFbe and IL21e: exogenous cytokines.
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2.3 Continuous Fuzzy Logic Approach
Fuzzy logic is characterized by a graded approach, so that the
degree to which an object exhibits a given property is specified by a
membership (or characteristic) function with truth values ranging
from total falsity, µ[wk] = 0, to totally true, µ[wk] = 1. Here, wk

denotes a fuzzy logic proposition describing the interactions of
node k with the rest of network nodes. By assuming that the state
of the regulatory network at time t is described by the set {q1(t),…
qn(t)}, µ[wk], may be represented by a sigmoid function with
continuous variation in the interval [0,1]:

m½wk� =
1

1 + e−b(wk(q1,…,qn)−wthr)
, (1)

where wthr is an activation threshold, hereby considered as wthr =
1/2, and b is a saturation rate (46, 61).

The Boolean interaction rules Wk[q1(t), q2(t), … qn(t)] were
translated into fuzzy logic expressions

Wk½q1(t), q2(t),…  qn(t)� ! wk½q1(t), q2(t),…  qn(t)� :
This procedure can be straightforwardly implemented by

replacing the Boolean logic connectors ‘and’, ‘or’ and ‘not’ by
their fuzzy counterparts according to the following scheme:

Boolean Fuzzy Logic
q and p q·p
q or p q + p – q·p
not p 1 – p
Frontiers in Immunology | www.frontiersin.org
An example of the translation from Boolean to a fuzzy
framework is:

W½p, q, r� = (q or p) and (not r) !
w½p, q, r� = (q + p − q · p) · (1 − r),

Within the continuous scheme, the dynamical behavior is
determined by a set of ordinary differential equations describing
the temporal change of the activity level of the network
components. For the k - th node, this is written as

dqk
dt

= m½wk(q1,…, qn)� − dkqk, (2)

Where dk is the decay rate of node k. In this work, we assume
that and that the default value of dk = 1, unless otherwise stated.
5141
It is important to notice that in absence of an input (wk = 0), the
activity of node k decays exponentially, that is, qk ∼ e−dkt ;
therefore, the parameter tk = 1/dk represents a characteristic
expression time, so that dk >1 (dk <1) gives rise to a relatively
rapid (slow) decay of the activity of the element k of the network.
This kind of analysis allows to assess the influence of different
time-scales of activity of the elements comprising the
regulatory network.

In the continuous scheme, the equilibrium states (attractors)
of the system are defined by the condition dqk/dt = 0. This
condition implies that, for a specific set of initial values {q1(0),…,
qn(0)}, the system dynamically evolves until reaching steady-
state values given by:

qstk =
1
dk

m½wk(q
st
1 ,…, qstn )� : (3)

This latter expression shows that the resulting set of
asymptotic states, fqst1 ,…qstn g, is determined, besides the initial
values qk(0), by the actual values of the decay rates dk. A
consequence of the former results is that the emergent
behavior of the system may conduce to alternative dynamic
patterns depending on the specific values of i ) the set of initial
concentrations, dosages, or expression levels, {qk(0)}, and ii)
differences in either stimulation times, tstim, or characteristic
expression times of the network components given by their decay
rates, tk ~ 1/dk (46, 61, 62).

2.4 TCR-Antigen, CD28-CD80/86, and
CD28-CTLA-4 Interactions
The extent and time span of stimulation of T CD4 cells due to
MHC-antigen presentation to TCR and of CD80/86 binding to
CD28, was broadly modeled by introducing two input nodes
whose priming activity only lasts for a limited lapse of time tstim.
This was described by means of functions with a step-like
behavior associated to an initial and constant avidity strength,
AMHC/A and ACD8086, suffering an abrupt decay at time t = tstim
by a factor DMHC/A and DCD8086, respectively. The time
variations of avidity can be related to changes in the number
of TCR-MHC-peptide complexes, the presence of adhesion
molecules, TCR internalization or degradation after initial
engagement, etc. (10, 62–67). Now, by introducing the step-
function H(t − tstim) defined by

H(t − tstim) = 0,  if  t − tstim < 0

1,  if  t − tstim > 0

then the avidity variations are written as follows:

AMHC=A(t) = AMHC=A − DMHC=AH(t − tMHC=A) (4)

ACD8086(t) = ACD8086 − DCD8086H(t − tCD8086), (5)

where DMHC/A and DCD8086 represent the magnitude of
detachment reduction of TCR and CD28 from their ligands for
times longer than tMHC/A and tCD8086, respectively.

This approach does not only allow to analyze the behavior of
the cell as a function of the extent of stimulation, but also the
TABLE 1 | Boolean rules for the metabolism module. Here, ∨! or, ∧! and,
while ¬! not.

VARIABLE TRANSITION RULE

MTOR (t + 1) = CD25 (t) ∨ AKT (t)
MTORC1 (t + 1) = MTOR (t) ∧ ¬AMPK (t)
MTORC2 (t + 1) = [MTOR (t) ∧ AMPK (t)] ∨[MTOR (t) ∧ IL4e (t)]
LKB1 (t +1) = AKT (t) ∧ AMP/ATP (t)
AMPK (t + 1) = [LKB1(t) ∧ ¬MTORC1 (t)] ∨[CA (t) ∧ AMP/ATP (t) ∧ ¬MTORC1 (t)]

∨[AKT (t) ∧ AMP/ATP(t) ∧ ¬MTORC1(t)] ∨FOXP3 (t)
Gycolysis(t + 1) = MTORC1 (t) ∧ ¬ AMP/ATP (t)
OXPHOS(t + 1) = AMPK (t)
AMP/ATP(t + 1) = Glycolysis (t) ∧ ¬OXPHOS (t)
November 2021 | Volume 12 | Article 743559
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description of the competitive action between CD28 and CTLA-
4 for binding to CD80/86. This is performed through the
downstream interactions of CD28 with CTLA-4 (see Figure 3).
Upon activation, CTLA-4 may down-regulate the engagement of
CD28 with CD80/86. However, its inhibitory capacity depends
on its decay rate, dCTLA4, which should be relatively small (<1), in
order to have an expression time long enough to overwhelm the
influence of factors that promote the transcription factors
activity. In the model, longer interaction times of the antigen
with the TCR and CD28 allows a sustained activation state before
being arrested due to the activity of CTLA-4. This process is
simulated by introducing diverse values for the decay rate of
CTLA-4, dCTLA4, above and below the default value dCTLA4=1,
combined with different temporal duration of antigen
attachment, tstim (Figure 5).

2.5 Numerical Methods
The set of differential equations that defines the dynamical
system is shown in the Supplementary Material 2. The model
equations are presented in Wolfram Notebook format in https://
github.com/DrDavidMM/TCD4cell-activation-model-
supplementary-material-.git.

For the computation of the differential equations system,
Wolfram Mathematica 12.2.0.0 and open-source R studio have
been used with the packages BoolNet, deSolve and ggplot2. For
visual display of the interaction network, we use yEd graph editor
3.20.1 from yWorks. A link to the wolfram cloud public code has
been added in the readme file in the GitHub repository.
3 RESULTS

A module describing the main processes of cellular metabolic
control by AMPK was constructed as described in Section 2.1
and Figure 2, and incorporated into a general T-cell activation
network previously described in (40). In addition, two input
nodes were introduced to represent the MHC-antigen and
CD80/CD86 complexes, the presence of which activates the
TCR and either CD28 or CTLA-4, respectively. The whole 51-
node network was then reformulated as a set of logical rules and
introduced in a system of ordinary differential equations to
describe the activation dynamics (Figure 3).

An exhaustive analysis of the continuous model was
performed to determine the congruence with our previously
published results using the hybrid Boolean model (see section
2.2). The analysis showed that the attractors obtained in the
hybrid Boolean approach can be recovered by the continuous
model under certain restrictive conditions, equivalent to assume
that the network variables may acquire only values
corresponding to null or full expression (0 or 1).

The continuous model allows the introduction of variable
levels of stimulating conditions (for example, duration of
antigenic priming) and characteristic expression times (inverse
decay rates) of the elements constituting the regulatory network.
Likewise, it outlines gradual changes in the output elements (like
Frontiers in Immunology | www.frontiersin.org 6142
AP-1, NFAT and NFkB transcription factors, and type
of metabolism).

3.1 Initial Stimulation Conditions: From
Naive to Antigen-Primed T Cells
We have assumed that T-cells initially are in a naive state, that is,
TCR and CD28 are expressed and not activated. These
conditions were implemented by considering that at time t = 0,
TCR = 0, and CD28 = 0. MHC-antigen and CD80/86 act as
inputs activating the TCR and CD28, respectively (although with
the course of time CD28 may be displaced by CTLA-4). Optimal
stimulation by MHC-antigen and CD80/86 was represented as
AMHC/A = 1, and ACD8086 =1. Similarly, sub-optimal stimulation
was represented by introducing values smaller than unity for
either AMHC/A or ACD8086 (or both). As shown below, the level of
stimulation defined by these parameters can produce activation
or anergy. Since the metabolic profile of naive T-cells is
characterized by a basal level of OXPHOS, modeling was
performed assuming an initial value of OXPHOS = 0.2 and a
high AMP/ATP ratio = 1, consistent with a significant activity of
the nutrient sensor AMPK = 1.

3.2 The AMPK-mTOR Axis Promotes
Metabolic Polarization During
T CD4 Activation
Under optimal stimulating conditions, the network dynamics
conduces to alternative states of sustained activation or CTLA-4-
mediated arrest, each differing in their metabolic profile (Figure 4).
The presence of MHC-antigen and CD80/86 (at time t = 0) induces
the activity of TCR and CD28 (Figure 4A). These interactions were
maintained at a maximal level at stimulation times tstim = tMHC/A =
tCD8086 = 15 units, until disengagement was induced at longer times
t > tstim. During the stimulation time, dimerized CTLA-4 is
transiently expressed at a low level, which however, is not
sufficient to compete with CD28 for binding to CD80/86. Under
these conditions, activation leads to the expression of the AP1,
NFAT, and NFkB transcription factors at later times (Figure 4B)
and, accordingly, transcription of the IL-2 gene (IL2G) and
MTORC1 are also fully expressed (Figure 4C).

The predicted dynamic behavior of the activation process is
coherent with trends inferred from the network interactive
relationships depicted in Figures 2 and 3. As indicated above,
we assumed an initial naive state characterized by a low basal
level of OXPHOS, a large AMP/ATP ratio, and activity of AMPK
(Figure 4D). Upon T cell stimulation by TCR and co-stimulatory
molecules, AMPK is further activated by Ca2+, LKB1 and AKT,
boosting an early increase of OXPHOS. After reaching a peak of
activity, OXPHOS is undermined due to the decrease of the AMP
concentration and the afterward contribution of mTORC1,
which impairs the repressive activity of AMPK and leads
metabolism polarization towards glycolysis. Glycolysis
contributes to the synthesis of cell-growth metabolites and
maintenance of the ATP pool. This predicted behavior is
congruent with experimental data showing that AMPK is
activated early after T cell stimulation, which indicates that the
November 2021 | Volume 12 | Article 743559
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engagement of mitochondrial metabolism is important for
exiting quiescence (68), whereas the expression of enzymes
pertaining to the glycolytic pathway is dispensable at earlier
times (69). Thus, the model is in agreement with the proposal
that AMPK activation ensures sufficient ATP availability to
progress through full activation (53, 70). It can be observed
that, even if TCR and CD28 were stimulated during a limited
Frontiers in Immunology | www.frontiersin.org 7143
time span, the production of the AP-1, NFAT and NFkB
transcription factors is held longer.

3.3 CTLA-4 Checkpoint Blockade
After TCR and CD28 stimulation, in due course the expression
level of dimerized CTLA-4 increases, displacing CD28 from co-
stimulatory molecules and leading to a state of activation arrest,
A

B

D

C

E

F

H

G

FIGURE 4 | Dynamics of transcription factors and metabolism under optimal engagement conditions of TCR with the MHC-antigen complex, and CD28 with CD80/
86, during a stimulation time tMHC/A = tCD8086 = 15 units. Left panel: Sustained T-cell activation associates to low-level activity of CTLA-4 (with high decay rated
dCTLA4 = 5). (A) TCR and CD28 are fully activated as far as antigenic stimulation persists, leading to (B) sustained expression of the transcription factors AP-1, NFAT,
and NFkB, and (C) sustained expression of mTORC1 and IL-2. (D) Metabolic profile: After initial activation, the AMP/ATP ratio decreases, leading to a reduction of
the activity of the nutrient sensor AMPK and a temporary increment of OXPHOS. With the course of time, OXPHOS decays and glycolytic activity increases up to a
steady level, in parallel with the AMP/ATP ratio. Right panel: Checkpoint blockade associated to high-level activity of CTLA-4 (with low decay rate dCTLA4 = 0.5).
(E) Initially, TCR and CD28 are fully activated. With the course of time, the expression level of dimerized CTLA-4 increases, displacing CD28 from co-stimulatory
molecules, with the concomitant induction of anergy. This is manifested as (F) transitory expression and down-regulation of the activation transcription factors AP-1,
NFAT, NFkB, and (G) transitory expression and down-regulation of mTORC1 and IL-2. (H) Metabolic profile: At the beginning, the metabolic activity shows an
identical pattern as in the case of sustained activation; eventually, the inhibitory action of CTLA-4 induces the decay of glycolysis.
November 2021 | Volume 12 | Article 743559
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or checkpoint. Since arrested cells have decreased levels of
protein synthesis and expansion, the action of CTLA-4 may
also have implications on the regulation of metabolism (71). To
model this process, we assumed initial optimal engagement of
TCR with the MHC-antigen complex, and CD28 with CD80/86,
during an antigen presentation time tMHC/A = tCD8086 = 15
units, combined with a high-level activity of CTLA-4, induced by
a low decay rate dCTLA4 = 0.5.

Similar to the previous case, TCR and CD28 are fully
activated due antigenic stimulation (Figure 4E). However, with
the course of time the inhibitory action of CTLA-4 and the
anergy factor NDRG1 are expresses, coinciding with the
diminution of the levels of activity of TCR and CD28. This
leads to an only transitory expression of the AP-1, NFAT, NFkB
transcription factors (Figure 4F), the IL-2 gene, and mTORC1
activity (Figure 4G). The initial metabolic activity shows a
pattern similar to that displayed in sustained activation.
Nevertheless, the regulatory action of CTLA-4 eventually
induces the decay of glycolysis (Figure 4H).

3.4 Influence of Stimulation Time and
CTLA-4 Activity on Sustained or
Regulated Activation
The model predicts that cell activation depends on whether the
extent of the stimulation time of TCR and CD28, tstim, is long
enough to overcome the regulatory activity of CTLA-4, which
persists during a characteristic time, defined by tCTLA4 = 1/
dCTLA4. The functionality of CTLA-4 resides in its continuous
turnover, cellular location, and membrane delivery (18). In
combination with activation-promoting factors, in the present
model the decay rate of functional CTLA-4 is able to encompass
these processes. In the simulation shown in Figure 4, sustained
activation ensued by assuming that tMHC/A = tCD8086 = 15, and
dCTLA4 = 5,whereas regulated activationwas associated to tMHC/A=
tCD8086 = 15, and dCTLA4 = 0.5.

An analysis of the values of dCTLA4 leading to states of
sustained or regulated activation as a function of the
stimulation time, tstim, is presented in Figure 5. We observe
that no activation arises for tstim < 7 units, while sustained
activation ensues for 7 ≤ tstim ≤ 10 units, and regulated
activation occurs for tstim > 10 units. The stage of
no activation is associated with insufficient priming time by
TCR and CD28. Sustained activation, independent of dCTLA4, is
due to the fact that signaling from TCR and CD28 propagates
downstream during a certain time without activating CTLA-4.
On the other hand, regulated activation is driven by two
conditions: first, that tstim is long enough, and second, that
CTLA-4 activity persists longer than those of activation-inducing
elements ( tCTLA4 = 1/dCTLA4 > 1). In other words, CTLA-4
should be functional long enough to overcome a threshold level
and its activity should be maintained to perform inhibition.
Therefore, regulated activation persists for even longer values of
tstim during which dCTLA4 displays a quasi-periodic behavior with
slight variations centered at dCTLA4 ~ 0.5. The oscillation of the
regulation threshold can be explained by considering that the
expression of CTLA-4 depends on activation of the TCR and
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CD28. Once expressed, CTLA-4 initiates inhibition of signaling,
which reduces its own expression and therefore allows activation
again; this induces a stimulation-inhibition cycle which is
downstream-propagated throughout the network. As a
consequence, the threshold value of dCTLA4 leading to
regulation will depend on the expression level attained by
activation inducers at a given phase of the cycle.

3.5 Incomplete Activation Promotes T Cell
Anergy With Abnormal Metabolic Profiles
Variable levels of stimulation may originate from the progressive
engagement of TCR to MHC-antigen complexes, the lack of a
minimal half-life of interaction, diverse levels of antigen
concentration, mutations in both cell receptors, etc. (63, 72,
73). Incomplete stimulation leads T cells to anergic states (14, 15,
74) and has been associated with mechanisms of tolerance
“(adaptive tolerance”) or antigen presentation failure. On the
other hand, defective CD28 co-stimulation allows the expression
of the N-Myc Downstream Regulated 1 (NDRG1) protein,
leading to anergy (75–77). The effect of different levels of
stimulation on the downstream expression of the network
components was determined. To simulate these phenomena,
we considered initial conditions in which either TCR or CD28
were subjected to a “strong” or a “weak” stimulation. A first case
FIGURE 5 | Values of the decay rate of CTLA-4, dCTLA4, as a function of the
stimulation time, tstim = tCD8086 = tMHC/A, associated to states of no activation
(yellow), sustained activation (blue), or regulated activation (pink). For tstim < 7
units no activation arises; sustained activation ensues for 7 ≤ tstim ≤ 10, and
regulated activation for tstim > 10. The first stage implies that a minimum
stimulation time is necessary to boost activation; the second one, that CTLA-
4 requires a minimal time of activation to be induced and perform inhibition;
the third stage reveals that regulated activation only arises at later stimulation
times and when the CTLA-4 decay rate is low, that is, dCTLA4 < 1. Therefore,
CTLA-4 should be induced for a time long enough to overcome a threshold
level and its activity should be maintained to perform inhibition. The oscillatory
behavior of the regulation threshold is associated to the inhibitory action of
CTLA-4 which depends in turn on TCR and CD28 activation. This induces a
stimulation-inhibition cycle which is downstream-propagated throughout the
network. Consequently, the threshold dCTLA4 leading to regulation is
determined by the expression level attained by activation inducers at a given
phase of this cycle.
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considers AMHC/A = 1 and ACD8086 =0.5, and a second one,
AMHC/A = 0.5 and ACD8086 = 1.

The left-hand side of Figure 6 shows the activation dynamics
arising from a strong signaling from TCR and a weak co-
stimulation through CD28. TCR and CD28 show full and
partial activation, respectively. Low levels of AP-1 and
interleukin 2 are transiently expressed. NDRG1 is expressed at
a later time, coinciding with the activity decay of TCR and CD28
(Figure 6A). As before, this conduces to a full but transient
expression of NFAT and NFkB, and a very small level of AP-1
(Figure 6B). A similar behavior if shown by mTORC1, and IL-2
is strongly suppressed (Figure 6C). Notably, the metabolic
pattern is identical to that obtained in the case of regulated
activation although in this case activity of CTLA-4 is not induced
(Figure 4E and Figure 6D). The former results are consistent
with reports indicating that TCR binding in the absence of CD28
ligation results in either apoptosis or a state of anergy that does
not involve CTLA-4. Such anergic T cells are unable to produce
IL-2 or proliferate on subsequent stimulation, even in the
presence of co-stimulation (74, 78).

In the right-hand side of Figure 6 we show the alternative
dynamics arising from a weak signaling of TCR, but a strong co-
stimulation by CD28. In this case, TCR and CD28 are transiently
expressed at respective low and high levels, but they subsequently
decay independently of the action of CTLA-4 or the anergy
factor NDRG1 (Figure 6E). On the other hand, no transcription
factors are induced (Figure 6F) neither IL-2, although mTORC1
is transiently expressed (Figure 6G). Here, the metabolism
profile (Figure 6H) also coincides with that obtained for
regulated activation (Figure 4H).

3.6 Effector T CD4 Cell Phenotypes
Display Specific Metabolism
Requirements
It is widely documented that the different effector phenotypes
such as Th1, Th2, Th17, and Treg present different energy
requirements (56, 79, 80), and studies aimed to elucidate the
intricate links between lymphocyte activation and metabolic
reprogramming are needed (27). We simulated the individual
conditions required for the differentiation of naive T cells into
Th1, Th2, Th17 and Treg phenotypes, determined by the
presence of the appropriate external cytokines.

Differentiation toward the effector Th cell lineages Th1, Th2,
and Th17 is known to be reliant on mTOR activity, while
inhibition of mTOR with rapamycin has been shown to favor
Treg cell differentiation (56, 80, 81). mTOR complex1
(mTORC1) is formed with the scaffolding protein regulatory
associated protein of mTOR (RAPTOR), while mTOR complex 2
(mTORC2) uses Rapamycin-insensitive companion of
mammalian target of rapamycin (RICTOR) as a scaffold. All
effector lineages, including Th2 cells, require mTORC1
activation (82, 83). Treg cells are a particular case in which the
cell uses glycolysis to grow size and replicate; however, at stable
stages they predominantly express Foxp3, which is a direct
activator of AMPK and OXPHOS activity. This establishes
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metabolism as a key factor for the correct function of Treg
cells (56).

Modeling of differentiation shows that, after activation,
production of the characteristic cytokines starts first for Th1 and
Th17 (Figures 7A, C), while the Th2 cytokines are induced at later
times (Figure 7B). As shown before, OXPHOS is transiently
upregulated upon activation (Figures 4D and 7D). Next, the
three cell phenotypes develops a predominant and stable
glycolytic profile. Instead, Treg differentiation shows the
production of IL-10 and TGFb at later times compared to Th1
and Th17 cytokines (Figure 7E). Interestingly, the simulation
shows that glycolytic activity is followed by a strong and sustained
polarization to OXPHOS, corresponding with AMPK activity
(Figure 7F). This metabolic behavior could allow Treg cells to
increase the pool of amino acids required for the synthesis of
structural proteins, cell growth for cell clonal expansion, and the
production of diverse metabolites necessary to carry out function.
However, as the expression of Foxp3 stimulates AMPK, it induces
again a polarization toOXPHOS leading cells to a stable regulatory
stage. On the other hand, the model is in agreement with the
observation that the functional form of CTLA-4 (CTLA-4dim) is
upregulated and is constitutively expressed on Treg cells (84)
(Figure 7E). Thus, the model effectively integrates the pathways
that lead to the adjustment of the metabolic profile of different
effector phenotypes.
4 DISCUSSION

Understanding the function of T CD4 lymphocytes requires
dynamic models able to integrate the diversity and connectivity
of external and internal signals, the role of their variable levels of
expression/function, and the system regulatory mechanisms.
Currently, abundant experimental information allows the
construction of models taking into account a basic, hierarchic
organization of components by identification of those governing
the main functional outcomes. Here, we put forward a regulatory
network with continuous interactive rules, including a core
module encompassing the downstream signals after TCR and
CD28 activation along with the antagonist action of CTLA-4, a
module including the main components participating in the
control of T-cell metabolism, and four differentiation modules
associated with the effect of exogenous cytokines leading to
effector phenotypes (Figure 3). The model reproduces the time
course of the main early events of T cell activation, anergy due to
the lack of co-stimulation, CTLA-4 checkpoint blockade, cell
differentiation, and intrinsic metabolic changes.

The continuous model describes the OXPHOS-glycolysis
dynamic adjustment as T cell effector functions develop.
Remarkably, the model predicts a transient phase of increased
OXPHOS at the onset of activation, followed by its subsequent
decrease along with the induction of a glycolytic phase
(Figure 4). This profile was obtained during differentiation to
the Th1, Th2, and Th17 phenotypes (Figure 7). These
observations are in agreement with experimental data
November 2021 | Volume 12 | Article 743559

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Martı́nez-Méndez et al. Continuous Modeling of Lymphocyte Activation
A

B

D

C

E

F

H

G

FIGURE 6 | Dynamics of transcription factors and metabolism after incomplete stimulation during an activation time tMHC/A = tCD8086 = 15 units. Left panel: Anergy
is induced by strong TCR stimulation and weak CD28 co-stimulation (AMHC/A = 1 and ACD8086 = 0.5). (A) TCR and CD28 are transiently activated, decaying both at
time tMHC/A = tCD8086. At this time the anergy factor NDRG1 is temporarily expressed. (B) NFAT, NFkB, and AP-1 are down-regulated by the inhibitory action of
NDRG1. (C) Similarly, mTORC1 and IL2 are only transiently expressed. (D) The metabolic profile is similar to that associated to regulated activation induced by
CTLA-4 (Figure 4H). Right panel: Anergy is induced by weak TCR stimulation and strong CD28 co-stimulation (AMHC/A = 0.5 and ACD8086 = 1. (E) TCR and CD28
show full and low -level activation, respectively, both decaying at time tMHC/A = tCD8086; however, the anergy factor NDRG1 remains unexpressed. (F). NFAT,
NFkB, and AP-1 are unexpressed. (G) mTORC1 is fully activated, but decays along the antigenic stimulation. (H) The metabolic profile is similar to that associated to
regulated activation induced by CTLA-4 (Figure 4H).
Frontiers in Immunology | www.frontiersin.org November 2021 | Volume 12 | Article 74355910146

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Martı́nez-Méndez et al. Continuous Modeling of Lymphocyte Activation
A B

DC

E F

H

FIGURE 7 | Dynamics of master transcription factors and interleukin production by effector cells under optimal antigenic recognition and low-level activity of CTLA-4:
(A) Th1 profile: Sustained expression of T-bet and INF-gamma production, (B) Th2 profile: Sustained expression of GATA3 and IL-4 production, (C) Th17 profile:
Sustained expression of RORgT, as well as Il-17 and IL-21 production. (D) The Th1, Th2, and Th17 phenotypes display an initial transient OXPHOS phase and then
a stable glycolytic metabolism. (E) Treg profile: Sustained expression of Foxp3 and dimeric CTLA-4 with joint production of IL-10 and TGF-b. (F) Treg displays an
initial transient OXPHOS phase followed by glycolytic metabolism; however, with the course of time this is replaced by a metabolism based on OXPHOS.
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suggesting that OXPHOS produces an ATP reservoir before
glycolysis (a much less efficient, but quicker process of ATP
production) rises up the levels of metabolites needed for protein
synthesis, cell function and growth (53, 70). A possible
explanation for this phenomenon is the need for cells to
generate a reserve of energy before committing to glycolysis,
which implies anabolism in order to produce metabolites for the
support of proliferation and function (53). Our model also
proposes that in order for the cells to stabilize glycolytic
activity, it is necessary to reach an energy balance between the
feeding of the metabolic pathways positively regulated by
glycolysis, and the AMP/ATP ratio available in the intracellular
medium. On the other hand, the model does not predict
differences in the metabolism kinetics of Th1, Th2 and Th17
phenotypes. This effect may depend on addit ional
microenvironmental conditions that may be included in the
network. In contrast, the glycolysis phase is subsequently
reduced during differentiation of Treg cells, as their
metabolism is eventually polarized towards OXPHOS
(Figure 7). The master transcription factor of the Treg lineage
(Foxp3) represses glycolytic gene transcription through the
upregulation of CTLA-4 and AMPK (56, 85–87). It is
suggested that OXPHOS favors the suppressor function of
Treg cells, although they may reenter glycolysis when they
initiate clonal expansion or migratory activities (51, 56). The
continuous model might simulate oscillations of metabolism in
changing microenvironmental conditions (work in progress).

The incorporation of two nodes representing the MHC-
antigen complex and CD80/86 as inputs of the system allows
the assignment of variable levels of functional stimulation and
co-stimulation (Figure 3). Inhibition of the anergy factor
NDRG1 by CD28 as well as IL-2 downstream signaling is
required for lymphocyte activation (76) and thus, weak co-
stimulation drives the cell into anergy (14, 15, 74, 88).
Modeling shows that, when TCR is strongly stimulated and co-
stimulation through CD28 is weak, the anergy factor NDRG1 is
expressed and anergy emerges. In the anergic state glycolysis is
inhibited. In the opposite case, when the TCR signal is weak and
CD28 is strongly activated, cells reach a final state in which AP-1,
NFAT and NFkB are not produced and the IL-2 gene is not
activated. However, activity of mTORC1 is induced along with a
transient glycolysis state (Figure 6). A study by Zheng et al. has
shown that cells induced to anergy display transient increases of
expression of the amino acid transporter CD98 and the
transferrin receptor CD71, both membrane molecules
associated to glycolysis (89). Experimentally, it would be
expected to observe a transient activation of the AKT-
mTORC1 circuit, along with the activity of enzymes pertaining
to the glycolytic pathway in anergic cells. Thus, the model is
congruent with the induction of anergy and abnormal metabolic
profiles as a result of incomplete stimulation.

The inhibitory action of CTLA-4 is induced after lymphocyte
activation and implicitly leads to anergy by competition with
CD28 for binding to CD80/86. CTLA-4 has much higher affinity
for CD80/86 than CD28. In this panorama, CTLA-4 increases its
expression in the cell membrane when the immunological
Frontiers in Immunology | www.frontiersin.org 12148
synapse has been maintained during sufficient time, raising the
threshold for T-cell responses (10, 90–93). In our model, CTLA-
4 is inherently induced by activation signaling; however, the
model predicts an initial window over which only sustained
activation is observed, because short activation times may be
sufficient to activate the T cell but not CTLA-4. The window
would allow the initial full activation of the network before
turning-on regulatory mechanisms. Thereafter, the inhibitory
effect of CTLA-4 depends on the combination of its
characteristic time of activity (defined by tCTLA4 = 1/dCTLA4)
and the extent of TCR/CD28 stimulation (Figure 5). Thus, a
high decay rate allows a sustained T-cell activation. Instead,
when the CTLA-4 decay rate is lower (and thus its function is
allowed) checkpoint blockade ensues (Figure 4). Interestingly,
the model predicts that the value of the threshold for the
inhibitory action of CTLA-4 oscillates as a function of the TCR
and CD28 activation time (Figure 5). A relationship between the
intensity of antigen stimulation and the activity of CTLA-4 has
been suggested by studies showing that the level of translocation
of CTLA-4 to the immunological synapse was sensitive to
variations in the strength of the TCR signal, and suggesting
that CTLA-4 preferentially inhibits the T cell response under
conditions of potent TCR-peptide/MHC interactions. Results
of modeling agrees with this hypothesis. Diminishing the
advantage of highly responding cells, CTLA-4 would avoid that
these cells might quickly out-compete clones with weaker
responses, allowing for greater representation of cells bearing
medium/low affinity TCR’s. In this view, CTLA-4 would favor a
greater diversity of the T cell response to a complex set of
antigens, by acting at early stages of the cell activation. This
effect could be important in the elaboration of a protective T cell
response (94).

As expected, activation of CTLA-4 contributes to negatively
regulate glycolysis, bringing general metabolism to baseline
levels. This is consistent with experimental studies reporting
that CTLA-4 blocks the positive regulation of glycolysis through
the inhibition of CD28 and AKT pathways (95–97). The
glycolysis decline of anergic cells is similar, but not identical,
to that displayed during the CTLA-4 checkpoint blockade. The
checkpoint blockade is induced by the inhibition of signaling at
several levels in the network and is the quickest pathway of
glycolysis inhibition (Figure 4). In the case of anergy induced by
weak antigen stimulation or co-stimulation, glycolysis decay is
due to the lack of activity of the IL-2/CD25 axis (Figures 6C, G)
induced by incomplete stimulation and the activity of NDRG1,
respectively (Figure 3). In agreement with Frauwirth and cols.,
CTLA-4 is not activated in these conditions (78) (Figures 6A, E).

The continuous model proposed here may constitute a
relevant step for the comprehensive integration of
experimental information on the mechanism behind activation
and function of T CD4 cells. Additional factors with a role in the
response to diverse stimuli and microenvironmental conditions
may be incorporated, including different levels of ligand
interactions and times of activity of key players. It is also
useful for the understanding of the emerging metabolic
requirements of different functional stages of T CD4 cells.
November 2021 | Volume 12 | Article 743559

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Martı́nez-Méndez et al. Continuous Modeling of Lymphocyte Activation
DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material. Further inquiries can be
directed to the corresponding authors.
AUTHOR CONTRIBUTIONS

DM-M, CV, LM, and LH contributed to the conception of the
model. DM-M and LH designed the regulatory network. DM-M
and CV constructed the logical propositions, conducted
numerical experiments, and performed the analysis of the
system dynamics. All authors contributed to the interpretation
of results. All authors participated in manuscript writing.
Frontiers in Immunology | www.frontiersin.org 13149
FUNDING

This work was supported by Programa de Apoyo a Proyectos de
Investigación e Innovación Tecnológica of the Universidad
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Copyright © 2021 Martıńez-Meńdez, Mendoza, Villarreal and Huerta. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply with
these terms.
November 2021 | Volume 12 | Article 743559

https://doi.org/10.1016/s0092-8674(02)00767-5
https://doi.org/10.1038/ncomms9698
https://doi.org/10.1016/j.bbadis.2019.04.007
https://doi.org/10.1172/JCI0214941
https://doi.org/10.1038/nri.2015.18
https://doi.org/10.1038/nri.2015.18
https://doi.org/10.3389/fimmu.2019.02318
https://doi.org/10.3389/fimmu.2019.02318
https://doi.org/10.4049/jimmunol.175.2.996
https://doi.org/10.1016/j.immuni.2010.06.002
https://doi.org/10.1038/ni.2005
https://doi.org/10.1111/imr.12721
https://doi.org/10.1126/science.1079490
https://doi.org/10.1126/science.1160062
https://doi.org/10.1016/j.jaut.2013.06.006
https://doi.org/10.4049/jimmunol.176.11.6473
https://doi.org/10.4049/jimmunol.176.11.6473
https://doi.org/10.4049/jimmunol.0803510
https://doi.org/10.1073/pnas.111536798
https://doi.org/10.1073/pnas.111536798
https://doi.org/10.12688/f1000research.7796.1
https://doi.org/10.12688/f1000research.7796.1
https://doi.org/10.3389/fimmu.2018.00684
https://doi.org/10.3389/fimmu.2018.00684
https://doi.org/10.3389/fimmu.2018.01174
https://doi.org/10.1016/s1074-7613(01)00259-x
https://doi.org/10.1046/j.1365-3083.2001.00985.x
https://doi.org/10.1016/j.bbapap.2003.11.009
https://doi.org/10.1128/MCB.25.21.9543-9553.2005
https://doi.org/10.1128/MCB.25.21.9543-9553.2005
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Frontiers in Immunology | www.frontiersin.

Edited by:
Federica Eduati,

Eindhoven University of Technology,
Netherlands

Reviewed by:
Darragh Duffy,

Institut Pasteur, France
Mark E Snyder,

University of Pittsburgh, United States

*Correspondence:
Modjtaba Emadi-Baygi

emadi-m@sku.ac.ir

†These authors have contributed
equally to this work

Specialty section:
This article was submitted to

Systems Immunology,
a section of the journal

Frontiers in Immunology

Received: 17 September 2021
Accepted: 11 November 2021
Published: 29 November 2021

Citation:
Emadi-Baygi M, Ehsanifard M,

Afrashtehpour N, Norouzi M and
Joz-Abbasalian Z (2021) Corona Virus

Disease 2019 (COVID-19) as a
System-Level Infectious Disease

With Distinct Sex Disparities.
Front. Immunol. 12:778913.

doi: 10.3389/fimmu.2021.778913

REVIEW
published: 29 November 2021

doi: 10.3389/fimmu.2021.778913
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as a System-Level Infectious Disease
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The current global pandemic of the Severe Acute Respiratory Syndrome CoronaVirus 2
(SARS-CoV-2) causing COVID-19, has infected millions of people and continues to pose a
threat to many more. Angiotensin-Converting Enzyme 2 (ACE2) is an important player of
the Renin-Angiotensin System (RAS) expressed on the surface of the lung, heart, kidney,
neurons, and endothelial cells, which mediates SARS-CoV-2 entry into the host cells. The
cytokine storms of COVID-19 arise from the large recruitment of immune cells because of
the dis-synchronized hyperactive immune system, lead to many abnormalities including
hyper-inflammation, endotheliopathy, and hypercoagulability that produce multi-organ
dysfunction and increased the risk of arterial and venous thrombosis resulting in more
severe illness and mortality. We discuss the aberrated interconnectedness and
forthcoming crosstalks between immunity, the endothelium, and coagulation, as well as
how sex disparities affect the severity and outcome of COVID-19 and harm men
especially. Further, our conceptual framework may help to explain why persistent
symptoms, such as reduced physical fitness and fatigue during long COVID, may be
rooted in the clotting system.

Keywords: COVID-19, interconnectedness, immunity, coagulation, thromboembolism
INTRODUCTION

Corona Virus Disease 2019 (COVID-19) is an infectious disease caused by SARS-CoV-2, an RNA
virus with a crown-like appearance, and spreads rapidly all over the world. It transmits from
human-to-human mainly via respiratory system (1). COVID-19, known to be a heterogeneous
disease that manifests a varying range of symptoms from asymptomatic to severe disease. As an
RNA virus, SARS-CoV-2 is a highly mutable virus with a rapidly evolving rate that leads to a various
subtypes of the virus. Some characteristics of the SARS-CoV-2 have changed significantly in some
evolved subtypes of the virus. Rapid evolution of the virus creates critical changes in SARS-CoV-2
behaviors, including an altered transmission or more severe disease (2). Considering the high rate of
alterations in SARS-CoV-2 genome that cause various types of clinical and laboratory
manifestations that in turn leads to the progression of COVID-19 towards severe and fatal forms
of the disease in some cases, it calls for an urgent need for the identification of aberrated
org November 2021 | Volume 12 | Article 7789131152
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interconnectedness of biological levels of organization of humans
and crosstalks between pathways that establish a malicious
circuitry involving in COVID-19 pathogenesis. Interconnected
cell signaling pathways (interconnectedness) may effectively and
precisely transmit innumerable diverse signals, despite an
intrinsic potential for improper levels of cross-talk. Network-
level mechanisms insulate pathways from crosstalk and allow
cells to process information from their environment and respond
in ways to input signals. Evolutionarily, metazoan signaling
networks are intricate, with incredible levels of crosstalk
between pathways where proteins shared between two
pathways provoke one pathway’s activity to be modulated by
the activity of another. Indeed, crosstalk allows different cell
types, each expressing a specific subset of signaling proteins, to
trigger distinct outputs when dealt with the same inputs, reacting
distinctly to the same environment. To point out, the tissue-
specific networks mainly respond distinctly to the inhibition of
individual proteins. These findings imply that the intricate
interaction between network topology and gene expression that
allows various cell types to respond distinctly to the same signals
has significant implications for the development of drugs that
target signaling processes (3, 4). As COVID-19 clinical
manifestations indicate the symptoms, severity of the disease,
and corresponding care settings, vary amongst the infected
patients (5). One crucial determining factor in COVID-19
severity is the interaction between the virus and the host cells.
It is known that the Spike (S) protein of CoronaViruses (CoVs)
mediates the binding of the virus to the cell receptors and enables
the fusion of the virus with the host cell membrane (6). Of
particular interest, SARS-CoV-2 interacts with the RAS via
ACE2, which was also identified as a functional receptor for
Severe Acute Respiratory Syndrome CoronaVirus (SARS-CoV)
(7–9). It has been indicated that RAS activation during SARS-
CoV-2 infection leads to a number of unfavorable effects,
which include vasoconstriction and hypertension, cellular
differentiation and growth, endothelial dysfunction, and the
formation of Reactive Oxidative Species (ROS) that may
ultimately lead to organ damage (10, 11).

In human, ACE2 is expressed in nearly all human organs,
such as the upper respiratory tract, alveolar epithelial cells,
vascular endothelial cells and macrophages. In addition to
acting as the receptor for SARS-CoV-2, ACE2 is a component
of RAS which regulates several pathological processes like
fibrosis, inflammation, oxidative stress and vasoconstriction
(12, 13). Currently, there is a lack of evidence on how
aberrated interconnectedness of RAS with the other systems
contributed in COVID-19 pathophysiology. It has been
hypothesized that the RAS may be involved in the COVID-19
pathogenesis via activation of the classic pathway. The broad
distribution of ACE2 receptors in the endothelium could
potentially allow for widespread effects outside the lung,
following SARS-CoV-2 infection (14).

COVID-19 appears as asymptomatic disease or shows mild
symptoms in the majority of patients (about 80%) (15, 16). In
clinical evaluation, fever, cough, dyspnea, myalgia, and fatigue
are the most common symptoms among mildly symptomatic
Frontiers in Immunology | www.frontiersin.org 2153
patients. Moreover, uncommon symptoms, including headache,
sputum production, hemoptysis, and diarrhea, have been
reported in SARS-CoV-2 infection (17, 18). However, the
remained proportion of the patients experience severe
complications within a short time after infection, such as
Acute Respiratory Distress Syndrome (ARDS), Disseminated
Intravascular Coagulation (DIC), sepsis followed by organ
failure, and death (19, 20). Notably, studies reported elder
people are at a greater risk for developing severe forms of
COVID-19, and a higher mortality rate was reported among
older adults (21). COVID-19 is a complicated multi-system
disease that greatly affects the vascular system and hemostasis
maintenance. The correlation between the immune system
dysfunction and impairment of general hemostasis is well-
known and has been addressed in different contexts (1). The
innate immune response is the first-line defense of the human
body and has a determinant role in protective and/or destructive
responses to any infections (22). An effective immune response
upon viral infection includes type I InterFeroN (IFN-I) responses
and its downstream cascades (23). In SARS-CoV-2, at the first
contact with the respiratory mucosa and following SARS-CoV-2
entrance, the production of structural and non-structural
proteins of the virus is triggered, subsequently blocking of the
interferon response is promoted via SARS-CoV-2 N-protein
(24). Failed IFN-I response curtails the early viral control and
induced the penetration of hyper-inflammatory neutrophils,
monocytes and macrophages, which lead to extensive
production of pro-inflammatory cytokines and may evoke a
cytokine storm that is correlated to the severe manifestations
of COVID-19 (25–27).

Clinical evidence of severe patients of COVID-19 indicate
that hyper-inflammation, and particular forms of vasculopathy,
including Thrombotic MicroAngiopathy (TMA) and
intravascular coagulopathy, are frequent features among them.
In these cases, an uncontrolled increase of inflammatory
cytokines induces vascular hyperpermeability and Multi-Organ
Dysfunction Syndrome (MODS) leading to cardiac, hepatic,
renal systems’ failure, and eventually death (1). Consistent with
a state of hypercoagulability linked with a severe inflammatory
response, coagulopathy is an important pathophysiological
feature of COVID-19, characterized by the elevated fibrinogen
levels, VonWillebrand Factor (VWF), and the fibrin degradation
product (D-dimer, a fibrin degradation product that its increases
are frequently reported in COVID-19 patients) (28). In fact, a
failure to retain hemostasis due to pulmonary injury and MODS
creates a critical condition in COVID-19 severe patients (29). A
more complicated situation has been reported in the presence of
coagulopathy, which is rather a prothrombotic character with a
high chance of Venous ThromboEmbolism (VTE) among
COVID-19 patients in Intensive Care Units (ICUs) (30). It
seems that endothelial dysfunction, microvascular thrombosis,
and occlusion, or autoimmune mechanisms may contribute to
developing coagulopathy in severe SARS-CoV-2 pneumonia
(31). In general, COVID-19 severity is not limited to the
respiratory tract and shows age and sex tendencies. Besides the
age bias, sex bias with higher numbers of cases, greater disease
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severity, and higher death rates among men compared to women
is one of the interesting features of this disease that might occur
due to male-specific factors that increase men’s susceptibility to
the SARS-CoV-2 infection (32, 33). A growing body of evidence
implies that we need to consider COVID-19 as a system-level
infectious disease in which aberrated interconnectedness of
immune system dysfunction, aberrant inflammatory responses,
and prothrombotic conditions and crosstalks between some
pathways occurred during COVID-19 pathogenesis that lead to
the various manifestations and severity of the disease.
Interconnected biological levels of organization of humans are
capable of transmiting a multitude of different signals efficiently
and accurately, regardless of a built-in potential for unenviable
levels of crosstalks (28, 34, 35). With this in mind, we aimed to
throw more light on pivotal aberrated interconnectedness of
biological levels of organizations and pathways crosstalks in
progression of COVID-19, to provide a well-defined insight to
recognize COVID-19-associated pathophysiology as a system-
level infectious disease.
THE ROLE OF RENIN-ANGIOTENSIN
SYSTEM

When SARS-CoV-2 infects cells expressing the surface receptors
ACE2 and transmembrane serine protease 2 (TMPRSS2), the
active replication and release of the virus causes the host cell to
undergo pyroptosis, an inflammatory cell death, and release
Damage-Associated Molecular Patterns (DAMPs). In contrast to
Angiotensin-Converting Enzyme (ACE), a zinc metalloproteinase
and a key regulator of the RAS, ACE2 is an enzyme identified in
rodents and humans with a more restricted distribution than ACE
(36). In humans, ACE2 is mainly expressed in lung epithelial cells,
enterocytes, arterial endothelial cells, and smooth muscle cells in
cardiovascular tissues (37). In ACE2/TMPRSS2 dependent cell
entry, S protein of SARS-CoV-2 binds to ACE2 to initiate virus
entry (38, 39). Once bound, TMPRSS2 cleaves the S protein to
allow for membrane fusion. Upon endocytosis, the viral RNA
genome is released into the cytoplasm of the host by fusion of the
virions with the endosomal membrane (6). This process is the
most decisive phase in defining host compatibility and
transmissibility of SARS-CoV-2.

The RAS has two pathways, the ACE-dependent pathway
(vasoconstrictive side) and the ACE-independent pathway
(vasodilative side). Both pathways begin with renin, which is
produced by the kidney, converting angiotensinogen from the
liver into ANGiotensin I (ANG I). In the ACE-dependent
pathway, ANG I is converted to Angiotensin II (ANG II) by
ACE. ANG II attaches to its receptor, ANG II Type 1 Receptor
(AT1R). This increases Blood Pressure (BP) by causing
vasoconstriction and sodium retention. Notwithstanding, in
ACE-independent pathway a different enzyme, ACE2, converts
ANG I to Angiotensin-1-9 (ANG-1-9) and ANG II to
Angiotensin-1-7 (ANG-1-7). ANG-1-7 interacts with two
different receptors, Mas and ANG II Type 2 Receptor (AT2R)
receptor (40, 41). This pathway works to oppose the actions of
Frontiers in Immunology | www.frontiersin.org 3154
the ACE-dependent pathway by causing vasodilation, thereupon
lowering BP and providing other cardioprotective effects (40).

As SARS-CoV infection on lung cells leads to the decreased
levels of ACE2 (42), it is postulated that SARS-CoV-2 works in
the same vein in individuals without pre-existing conditions to
reduce ACE2 expression in lung tissue. Markedly, ACE2 is highly
expressed in the lung parenchyma, especially in type II
pneumocytes (Alveolar Type II (AT2) cells) (43). Type II cells
synthesize and release pulmonary surfactant, enriched with a
rather unique phospholipid and four surfactant-associated
proteins, which is necessary to maintain alveolar structure (44).
Furthermore, Type II cells can differentiate to become Alveolar
Type I (AT1) cells, a mechanism for replacement of type I cells
that are damaged. The SARS-CoV-2 and SARS-CoV-1 viruses
perturb alveoli to cause the main pathology in the lung, with
increased fluid entry, cell death and inflammation along with
reduction in gas exchange and levels of surfactant (45, 46).
Moreover, viral infection triggers ACE2 endocytosis, leading to
reduced cell surface expression of ACE2 (Figure 1A).
Conversely, in individuals with comorbidities including
diabetes, cardiovascular disease and hypertension, the ACE
independent pathway is activated after SARS-CoV-2 infection
due to the administrated drugs in these patients that block RAS.
Indeed, pharmacological research concerning the SARS-Cov-2
patients and animal studies revealed frequent use of ACE
inhibitor and/or Angiotensin II type I receptor blockers lead to
a significant increase in ACE2 expression due to rise of
angiotensin- (1–7) levels and decline in Ang-II levels in the
plasma (47, 48) (Figure 1B). In addition, Gottschalk G et al.
reported that ACE2 receptor was strongly upregulated in lungs
during SARS-CoV-2 infection. As a result, ACE2 is seen as a
double-edged sword in which in normal people the activation of
ACE-dependent pathway upon SARS-CoV-2 infection leads to
reduced expression of ACE2 that in turn results in ARDS and
endothelial dysfunction, while in individuals with comorbidities
leads to coagulation, inflammation, and damage to lungs and
brain (49–51).

Using RNA sequencing of BronchoAlveolar Lavage (BAL)
samples from patients with severe COVID-19 and comparing the
results with control samples, Garvin et al. provided further detail
into dysregulation of the RAS (52). Of note, the BAL fluid
showed profound dysregulation of the RAS. Angiotensinogen
and renin increased significantly. The degradation of Inhibitor of
nuclear factor Kappa-B Kinase subunit gamma (IKK- g) by the
virus-encoded protein results in blocking production of
interferon and ACE transcription. Without ACE, and thereby
ANG II, ACE2 is upregulated in the lavage samples that in turn
provide exceptionally more entry points for the virus.
Furthermore, ACE2 converts ANG I to the fragment ANG-1-9.
This fragment activates bradykinin receptor signaling that leads
to bradykinin storm (52). In the lavage samples, bradykinin
receptors 1 and bradykinin receptors 2 were substantially
upregulated (53). Meanwhile, because of the reduction of
ACE2 expression in response to SARS-CoV-2 infection
ostensively in normal individuals, Ang II/AT1 activation via
ACE-dependent pathway results in inflammation through an
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increase in ROS level that in turn leads to a rise in InterLeukin 6
(IL-6) and C-reactive protein levels. Furthermore, Ang II/AT1
activation results in endothelial dysfunction, and in the context
of a viral infection, increased endothelial signaling may be the
catalyst for initiation of the coagulation cascade in certain
individuals. In this pathway, Ang2/AT1 activation results in
multiplicative effects on vasoconstriction, BP, endothelial
dysfunction, ROS formation, and finally damage to organs
(Figure 1) (54).

Considering the role of RAS in COVID-19 pathogenesis, the
key mechanisms associated with lower COVID-19 severity and
mortality in women are: I) Decreased ACE2 methylation in
women, resulting in increased ACE2 expression; II) ACE2 is
on the short arm of the X chromosome, where up to 30% of genes
undergo X inactivation Escape; III) estrogen promotes ACE2
expression. Higher levels of ACE2 could supply a better source to
protect tissue after viral entry. Evidence shows ACE2 plays a
protective role in chronic pathologies including hypertension,
cardiovascular diseases, and acute respiratory distress syndrome,
which are the comorbidities representing the risk of worse
prognosis in COVID-19. Studies in mouse models support the
Frontiers in Immunology | www.frontiersin.org 4155
protective role of ACE2 by showing more severe lung failure
upon ACE2 down-regulation that results in overactivation of the
Angiotensin (Ang) II/AT1R axis that may explain the multi-
organ dysfunction seen in patients (Figure 1) (55, 56). However,
low estrogens in men lead to the absence of higher levels of
ACE2, supporting the ACE pathway in the RAS axis that
facilitates disease severity in men with the same viral load as
women. In men, androgens increased the expression of
TMPRSS2 that supports viral entry, resulting in male increased
susceptibility. In contrast, decreased levels of androgens in
women may keep TMPRSS2 expression at lower levels,
providing an additional defensive determinant against the
development of COVID-19 infection (57).
IMMUNE SYSTEM AND INFLAMMATORY
RESPONSES

The human immune system protects us against life-threatening
and pathogenic agents. As the first line of immune defense,
the innate immune system plays an indispensable role against
A B

FIGURE 1 | SARS-CoV-2 and Renin-Angiotensin System (RAS) interactions. (A) SARS-CoV-2 infection is mediated via the human Angiotensin-Converting
Enzyme 2 (ACE2), which would cause ACE2 downregulation. Subsequent block of Ang II/Ang–(1-7) metabolism lead to the high levels of Ang II production
through ACE upregulation. The imbalanced Ang II/Ang 1–7 causes the suppression of AT2 and Mas receptors with anti-inflammatory properties. In contrast,
Ang II and its receptor AT1R activations induce pro-inflammatory effects, fibrosis, and thrombosis, leading to Acute Respiratory Distress Syndrome (ARDS) in
lungs. (B) In patients with comorbidities, including hypertension, administration of RAS blockers (e.g., ACE-I, and ARBs) suppresses the ACE pathway. In
these patients, SARS-CoV-2 infection increase ACE2 expression. Upregulated ACE-2 converts Ang I to Ang–(1-9) and Ang–(1-7), activating the bradykinin
pathway via MAS and AT2R receptors. Upregulated bradykinin (bradykinin storm) in the lungs of COVID-19 patients would increase SARS-CoV-2 virulence by
inducing hypotension, vascular permeability, water loss, and inflammation.
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viruses (58, 59). Germline-encoded Pattern Recognition Receptors
(PRRs) are essential immune receptors that trigger antiviral innate
immune responses through sensing the conservative structures of
viruses. PRRs have a crucial role in immune responses by
recognizing Pathogen-Associated Molecular Patterns (PAMPs)
that are unique microbial molecules and DAMPs that are self-
derived molecules elicited from damaged cells (60, 61). Two PRRs,
Toll-Like Receptors (TLRs) and Retinoic acid-Inducible Gene-I
[RIG-I Like Receptors (RLRs)], are identified to have a crucial
function in sensing viral ssRNA genome and dsRNA replication
intermediates. TLRs and RLRs recognize these nucleic acid species
and bind certain intracellular adaptor proteins, which activate NF-
kB, mitogen-activated protein kinases, and interferon regulatory
factors, which control the transcription of genes encoding IFN-I
and other inflammatory cytokines, which are critical for virus
elimination (62).

PRRs can identify SARS-CoV-2, like other RNA viruses,
leading to the activation of IFN-I response (29, 63, 64). To
point out, multiple viral structural and non-structural proteins of
SARS-CoV impair IFN-I response, resulting in a hyper-
inflammatory response. To enumerate, SARS-CoV is able to
Frontiers in Immunology | www.frontiersin.org 5156
antagonize the TLR signaling pathway via its papain-like
protease (65). Indeed, antagonized IFN responses in SARS-
CoV-2 infection is likely to occur at various pathways involved
in immune responses (Figure 2) (1). Like SARS-CoV andMiddle
East Respiratory Syndrome CoronaVirus (MERS-CoV), vesicle-
dependent replication of SARS-CoV-2 genome may cause
protecting RNA genome from host detection by cytosolic (e.g.,
RIG-I) and endosomal (e.g., TLR3/7) PRRs (66, 67).
Furthermore, it is possible that INF-I inhibitions cause the
antiviral response delay (e.g., by inhibiting TLR3 and TLR7
signaling pathways, virus-encoded antagonists to the IFN
responses and auto-antibodies) that in turn it facilitates
replication of virus particles and extensive virus cytopathic
effects at the early stages of the COVID-19 disease (29, 63, 65,
68–70). Moreover, the infection of ACE2-positive ATII
pneumocytes would lead to a significant decrease in the
production of pulmonary surfactant and exposing the TLR4. In
addition, direct or indirect SARS-CoV-2 binding to TLR4 causes
an increase in the expression of ACE2 via IFNs and interferon-
stimulated genes. Therefore, the virus may directly enter the cell
using TLR4 and cause aberrant TLR4 signaling (64). However,
FIGURE 2 | The immune response corporation in covid-19 disease. Type 1 interferon (IFN-I) immune response plays a pivotal role in effective immunity against SARS-
CoV-2 infection and rapid viral clearance. Following SARS-CoV-2 infection, the IFN-1 initiates via recognizing PAMPs/DAMPs by PRRs of the human immune cells and
releasing inflammatory cytokines (e.g., IL-1 beta, IL-6). The expression of numerous inflammatory cytokines leads to activation of neutrophils (NET formation) and
attraction of different immune cells toward the site of infection. Macrophages activation, Dendritic Cell (DC) maturation and inflammatory cytokines stimulate the adaptive
immune response to join the fight against SARS-CoV-2. Activation of T-cells via cytokines promotes multiple T-cell differentiation (i.e., CD4 +, CD8 +, NK cell, Th1) that
directly kills virus-infected cells. Activated B-cells produce virus-specific antibodies that would participate in a successive immune response. In patients with severe forms
of COVID-19, the delayed IFN-I pathways or neutralizing auto-Abs will lead to immune system overreaction and the generation of high inflammatory cytokine levels. The
aberrant induction of the immune system and the production of various pro-inflammatory cytokines (e.g., IL-1, IL-6, MCP-1, TNF-a, and etc.), the so-called “cytokine
storm,” leads to severe COVID-19 immunopathology. These can cause severe local damage to the lungs (e.g., ARDS) and other organs (e.g., DIC), and in the worst
case, can lead to Multi-Organ Failures (MOF) and even death.
November 2021 | Volume 12 | Article 778913

https://www.frontiersin.org/journals/immunology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/immunology#articles


Emadi-Baygi et al. COVID-19 as a System-Level Infectious
Onabajo et al. show that the ACE2 induced by IFN is a truncated
isoform of ACE2, deltaACE2, which is nonfunctional in binding
the SARS-CoV-2 spike protein (71). Correspondingly, the
activity of SARS-CoV-2 non-structural protein 14, which has a
(guanine-N7)-methyltransferase activity, results in the efficient
escape of viral RNA from detection by the RIG-I receptor. RIG-I
is a critical cytosolic RNA sensor that interacts with the
mitochondrial antiviral signaling proteins to activate the
downstream programs such as type I/III IFN responses (72).
This suboptimal innate immune operation by host PRRs during
SARS-CoV-2 infection induces non-productive inflammatory
responses, resulting in a cytokine storm and disseminated
damage to the host. Generally, cytokine storm is a hyperactive
immune response characterized by the release of different
cytokines, chemokines, and other immune mediators that may
hurt host cells. Notably, the majority of cytokine storm
mediators demonstrate pleiotropic downstream effects mostly
interdependent in their biological activity. Therefore discovering
the precise dysregulated inflammatory response implies
pathogenesis of the disease has been a major challenge in
critical illness like COVID-19 (73). Although reports suggest
that like SARS-CoV, SARS-CoV-2 have subversion strategies
against innate immune signaling and antiviral interferon
response, the exact aberrations of interconnectedness and
crosstalks remain poorly understood (66, 72, 74). Commonly,
cytokine storm is considered a critical determining factor
associated with adverse outcomes of the COVID-19 disease;
however, there is variation and sometimes-even discrepancies
between studies about the exact detail of this phenomenon.
Despite the poorly defined pathophysiology of cytokine storm,
widespread acceptance of the term in COVID-19 has motivated
to apply potent immunomodulatory therapies such as IL-6
inhibitors and high-dose corticosteroids. Nevertheless,in
comparison with the other causes of ARDS (median IL-6 level
is 10- to 200-fold higher than COVID-19) the lower levels of
circulating cytokines in COVID-19 may not be representative of
lung inflammation and need to be determined whether COVID-
19 related ARDS phenotype is associated with the cytokine storm
(73, 75).

SARS-CoV-2 infection in pulmonary airway epithelial
cells triggers local and systemic pathological responses
through recruiting macrophages and monocytes, expressing
inflammatory cytokines, and inducing adaptive immune
responses. Although immune response resolves the infection in
most COVID-19 patients, immune system dysfunction leads to
hyper-inflammation resulting in a cytokine storm that causes
severe lung injury and multi-system damages (1, 76, 77). These
pro-inflammatory cytokines stimulate an influx of neutrophils
and other myeloid cells into the lung, creating a local hyper-
inflammatory response and significant immunopathology (78).
The association of hyper-inflammatory response with lung
injury, high rate of progression to ARDS, Multi-Organ Failure
(MOF), and unfavorable prognosis of severe COVID-19 has
been described in several studies (15, 79, 80). In the same way,
overproduction of pro-inflammatory cytokines (Tumor Necrosis
Factor alpha (TNF-a), IL-1, IL-6, and IL-1b), monocytes, and
Frontiers in Immunology | www.frontiersin.org 6157
neutrophils, followed by a sharp decrease in lymphocytes, have
been shown in various studies (15, 45, 81).

Clinical studies show major differences in the expression of
inflammatory markers and immune phenotypes between
moderate and severe cases, along with disease progression (82).
An elevated level of immunomodulatory cytokines, including IL-
1a, IL-1b, IFN-a, IL-17A, and IL-12p70, constitute COVID-19
signature that exhibits dynamic features associated with clinical
manifestations (Figure 2) (15, 45). However, a considerable extent
of other cytokines and chemokines, including IFN-g,
thrombopoietin (associated with blood clotting aberrations),
IL-1, IL-6, IL-8, IL-2, IL-7, IL-10, Granulocyte Colony-
Stimulating Factor (G-CSF), Interferon-inducible Protein 10
(IP-10), Monocyte Chemoattractant Protein 1 (MCP-1),
Macrophage Inflammatory Protein 1a (MIP-1a) and TNF,
C-X-C Ligand 10 (CXCL10), C-C motif Ligand 2 (CCL2) and
CCL3, have been reported in severe patients (15). IL-6 is thought
to play a pivotal role in pathology of COVID-19, considering
its highest levels in non-survivors and critically ill patients.
Notwithstanding that the IL-6 levels in these patients continue
to increase over time, the mechanism leading to its elevation in
severe COVID-19 is not currently clear. It is possible that aberrant
activation of virus-specific PRRs like TLR4 triggers some sorts of
crosstalks, which then drives IL-6 production (1, 83, 84).

The high levels of IL-6 observed in COVID-19 patients are
apt to elicit Neutrophil Extracellular Traps (NETs) which include
extracellular DNA fibers, histones, microbicidal proteins,
proteases and oxidant enzymes to be released by neutrophils
(Figure 2) (85, 86). Pathological effects of NETs have been
indicated in propagated inflammation and respiratory failure.
Although neutrophils are early indicators of SARS-CoV-2
infection, their excessive recruitment causes an unregulated
NETs release that contributed to organ damage and mortality
in COVID-19 patients (87). A significant increase in the blood
neutrophil counts has been indicated in the COVID-19 patients
admitted to the ICU. Consistent with SARS-CoV and MERS-
CoV, increased levels of pro-inflammatory cytokines may drive
an influx of neutrophils and other myeloid cells into the lung.
The elevated neutrophil/lymphocyte ratio is considered an early
prognostic marker in SARS-CoV-2 infection, which increases in
parallel with the severity of the disease. Transcriptional analysis
of BAL fluid and peripheral blood mononuclear cells showed
that elevated CXCL2 and CXCL8 chemokines contribute to
neutrophils recruitment and aggravate the inflammatory
response in COVID-19 patients (66, 76). Of note, besides
neutrophils, inflammatory chemokines cause the recruitment
of other innate immune cells like monocytes, Dendritic Cells
(DCs), and Natural Killer (NK) cells. These innate immune cells
respond to tissue damage via producing several cytokines,
including IL-1, IL-6, and TNF. Consequently, various immune
cells such as neutrophils, macrophages, and T cells mobilize from
the blood circulation into the infected tissue that leads to diffuse
alveolar damage, capillary damage, vascular barrier damage,
MOF and ultimately death (88–90).

Considering that the association of COVID-19 severity with
aberrant inflammatory response has been demonstrated in various
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studies, the exact molecular mechanisms causing innate immune
response dysregulation are yet to be elucidated (1). In fact,
activation of innate immunity against pathogens would benefit
the host in two ways. First, effective initiation of innate immune
responses would directly kill pathogens. If those responses failed to
eliminate the infection, the adaptive immune responses would
initiate to provide a second layer of immune protection (61). In
SARS-CoV-2 infection, however, inadequate and delayed
intracellular innate immune responses failed to prime adaptive
immune response for a long time, leading to severe lung disease
and MODS. This particular condition in SARS-CoV-2 infection
leads to a dis-synchronized innate and adaptive immune response
(74), a kind of aberrated interconnedness.

In general, the high specificity of the adaptive immune system
enables a highly regulated and targeted immune response to
eliminate the infected cells and neutralizing free virions (91, 92).
The effective adaptive immune response contains both humoral
(B-cells) and cellular (T-cells) responses. The activity of CD8+ T
cells and B cells is predominantly regulated by CD4+ T cells.
In contrast, the targeted killing of virus-infected cells is
accomplished by CD8+ T cells. B cells Antibodies (Abs) block
surface proteins and agglutinate virions and thereby prevent
infection (Figure 2) (93). Humoral immune system produces
specific Abs that are expected to neutralize different antigens,
limit virus viability and also elicit T-cells to the location of
infection by delivering them. But some produced Abs against
CoVs result in more complicated situations. Neutralizing
antigen-specific Abs against CoVs is mostly targeting spike
domain (94). A group of anti-spike Immunoglobulin G (IgG)
in acute phase of infection before viral clearance can end in some
inflammatory hyper-reactions (95). This phenomenon is due to a
shift in polarization of alveolar macrophages and their related
cytokines to a pro-inflammatory state. This alteration is mostly
because of the binding affinity of anti-spike IgG and receptors
presented on macrophages (91). Equally important, some
infected individuals with SARS-CoV-2 exhibit a range of B cell
population producing auto-antibodies similar to those observed
in Systemic Lupus Erythromatose (SLE) (96). These Abs are
mostly antinuclear Abs, rheumatoid factor (anti-IgG-Fc Abs),
AntiPhosphoLipid Antibodies (APLAbs), and Abs against IFN-I.
These Abs suppress the innate immune response via IFN-I
antagonizing and directly contributes to pathophysiology of
COVID-19 (97). Furthermore, auto-antibodies target immune-
related proteins including those involved in lymphocyte function
and activation, leukocyte trafficking, the type I and type III IFN
responses, type II immunity and the acute phase response
increase in patients with severe COVID-19. With this in mind,
patients with auto-antibodies against IFN-1 experience extended
durations of hospital admission due to impairment of virological
clearance (98).

Equally important, like SARS-CoV and MERS-CoV
infection, a drastic diminish in the number of T cells would
ultimately cause an inefficient T cell response in severe COVID-
19 patients (99). The critical role of CD4+ and CD8+ T cells in
virus clearance has been demonstrated in the immunodeficient
mouse model of SARS-CoV (100). Considering the pivotal
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function of T cell immunity in SARS-CoV infection, T cells
appear to have a protective role against SARS-CoV-2 infection.
However, the function of T cells in the resolution, and long-
term protection against SARS-CoV-2 remains debated. The
significant dysregulation of T-cell response has been indicated
in severe COVID-19 patients; However, it has not been clear
which T-cell activities contribute to the development of the
disease severity (101, 102). Lymphopenia is one of the
prominent features of severe COVID-19 that have been
reported to affect CD4+, CD8+, B, and NK cells in some
patients. Coupled with the high IL-6, IL-10, and TNF levels,
lymphopenia was observed in severe COVID-19 manifestations
(103–105). In particular, different studies have demonstrated that
lymphopenia harbors T cells biased in COVID-19, which would
lead to hyperactivation of these cells (101). While activation of T
cells seems to have positive effects, SARS-CoV-2 may have
mechanisms to restrict T cell activation. Regarding the
peripheral lymphopenia observed in patients with COVID-19,
the autopsy studies showed that the lymphocytic infiltration to
the respiratory tract or adhesion to inflamed respiratory vascular
endothelium is not excessive (106, 107). Observed lymphopenia
in adult COVID-19 patients is possibly multifactorial (108).
Lymphopenia in patients with severe disease may be related to
cytokine over-production possibly by a direct effect of the
cytokines on T cell populations (109, 110) and/or indirect
effects through other cell types including dendritic (111) cells
and neutrophils (112, 113). Augmented expression of pro-
apoptotic molecules (apoptotic loss) (114), probably decreased
mobilization of lymphocytes from bone marrow, and
immunosenescence may also partake in T cell depletion (108,
115). Moreover, with unknown mechanisms, limited MHC I and
MHC II antigen presentation was demonstrated in association
with T cell dysregulation in these patients (116). In contrast to the
mild SARS-CoV-2 infection that harbors a successful
lymphocyte-mediated virus clearance, T cells are functionally
exhausted, a state that arises during many chronic infections
(117), and express a high level of Programmed cell Death protein
1 (PD-1) and T-cell immunoglobulin mucin-3 in severe COVID-
19 patients (117, 118). Besides, the implication of the expression
of these markers in acute viral infection relates rather with the
activation state than with functional exhaustion (119). Moreover,
the observed decrease in IFN-g and IL-21 production would
support CD8+ and CD4+ T exhaustion in SARS-CoV-2
patients. In addition, the functional exhaustion of NK cells has
been demonstrated in the persistence COVID-19 condition as
seen in cancer and chronic viral infection (99, 120). Nevertheless,
this exhaustion is likely to be transient, as the decreased
expression of PD-1 has been observed in recovered patients
from ICU compared to the severe ICU ones (121).

Eventually, a sex-specific immune transcriptome is
documented in humans, resulting in females exhibiting an
enhanced adaptive immune response, while males show
enhanced aspects of innate immunity (122). Equally important,
in the context of the COVID-19, there is a difference in immune
responses and in turn in severity between males and females.
Male patients had substantial induction of non-classical
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monocytes and higher plasma levels of innate immune cytokines
such as IL-8 and IL-18. By contrast, female patients during
SARS-CoV-2 infection had substantial T cell activation
compared to male patients. In particular, poor T cell response
was exclusively associated with worse prognosis in male patients,
which negatively correlated with patients’ age. By contrast,
higher levels of innate immune cytokines were associated with
worse disease progression in female patients, but not in male
patients (123). In general, since an extra X chromosome exists in
women, cellular mosaicism created by X inactivation in females
may contribute partly to the more efficient immune response
against SARS-CoV-2. Besides, more ICU admissions and
mortality rates are observed in men with COVID-19. To point
out, there are many X-linked genes that are related to the
immune system, including PRR (for instance TLR7 and TLR8)
and the major TLR signaling regulators (like IL-1 receptor-
associated kinase 1), that may have a higher copy number in
females (124). To emphasize, the biallelic expression of TLR7, an
endosomal innate immune receptor, through X chromosome,
may potentially cause a more substantial IFN-I response in the
early stages of COVID-19 in female patients. Furthermore,
increased IFN-a production triggered by TLR7 ligands as
shown by in vitro experimental observations are detected more
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in females and subsequently lead to a more rapid antiviral
response (29, 124). Moreover, Female reproductive steroids are
anti-inflammatory, reshape competence of immune cells,
stimulate Ab production, and promote proliferation and repair
of respiratory epithelial cells, suggesting they may protect against
COVID-19 symptoms (125). Equally important, steroid
hormone receptors play a pivotal role in sex-dependent
immunity, as defined by lower T lymphocytes percentage in
men compared to women. Meanwhile, multiple pieces of
evidence imply that there are associations between testosterone
levels (normal male level vs age-related hypogonadism) in
COVID-19 pathogenesis, indicating its function as a double-
edged sword. Testosterone and dihydrotestosterone mediate
their actions via the Androgen Receptor (AR), a ligand-
dependent nuclear transcription factor (126). High testosterone
impact on COVID-19 severity through the TMPRSS2
Connection (Figure 3) (127). Taken together, epidemiological
data emerging from the COVID-19 pandemic, backed by animal
studies and further by preliminary clinical studies in diverse
clinical settings, support the notion that high testosterone levels
acting via the AR attune TMPRSS2 function positively to
enhance SARS-CoV-2 S proteins and eventually increase
COVID-19 infectivity and severity. Additionally, AR mutations
FIGURE 3 | High and low testosterone impact on COVID-19 severity. Controlled by androgen, both TMPRSS2 and ACE2 are regulated by genes on the X
chromosome. At high testosterone levels, both receptors are up-regulated, resulting in SARS-CoV-2 entry. Testosterone has an immunosuppressive feature, which
leads to more virus entry and disease severity. In contrast, it has linked low testosterone level caused by hypogonadism in men to increased infection of COVID-19.
Therefore, in men with hypogonadism, caused by various factors such as reduction of ACE2, testicular damage, and thromboembolism through hyperinflammation
caused by the viral infection, the level of testosterone is reduced and the anti-inflammatory effect of testosterone is blocked, resulting in disease severity. Low
testosterone results in downregulation of ACE2 that through activation of AR1T by ANG II leads to inflammation and disease severity.
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or other gene polymorphisms along the pathway of SARS-CoV-2
pathogenesis may further lead to COVID-19 progression and
deterioration. This concept ought to be further explored in future
studies (127). However, low testosterone, a characteristic
biomarker of aging males with functional hypogonadism,
impact on COVID-19 severity through the ACE2 Connection
(Figure 3) (127). To clarify, in COVID-19, SARS-CoV-2
infection may impact the testes via binding to ACE2 expressed
in the Sertoli and Leydig cells, provoking infertility and
inhibiting testosterone production (128). It emphasized that
low testosterone serum level is associated with SARS-CoV-2
infections and COVID-19 severity in critically ill patients
through lower immunomodulatory properties of androgen
antiviral effects (129). Altogether, low testosterone levels
appear to be a major factor for poor prognosis and mortality
in COVID-19 male patients. This is likely to be significantly
exacerbated in men with co-morbid conditions admitted to the
ICU. Further research is needed to prove this concept (127).

By all means, COVID-19 is a complicated multi-system
disease that greatly affects the immune system and homeostasis
maintenance of the body (Figure 2) (130, 131). A serious clinical
implication and involvement of aberrated interconnectedness
and possibly triggered crosstalks have been observed in COVID-
19 pathogenesis. The correlation between the immune system
dysfunction and impairment of homeostasis is well-known and
has been addressed in different contexts (132). Clinical evidence
indicates that hyper-inflammation, and particular forms of
vasculopathy, including TMA and intravascular coagulopathy,
are frequent features of COVID-19 among severe patients (29).
In these cases, an uncontrolled increase of inflammatory
cytokines induces vascular hyperpermeability and MODS,
leading to failure of cardiac, hepatic, renal systems, and
eventually death (1). In fact, a failure to retain hemostasis due
to pulmonary injury and MODS creates a critical condition in
COVID-19 patients (29, 130). A more complicated situation has
been reported in the presence of coagulopathy, which is rather a
prothrombotic character with a high chance of VTE among
COVID-19 patients in ICUs (30). As a result, the overproduction
of inflammatory cytokines and the over-activation of immune
cells during SARS-CoV-2 infection promote endothelial
dysfunction and vascular permeability. Further investigations
are mandatory to explore possible mechanisms behind these
aberrated interconnectedness and possibly triggered crosstalks
(29, 133).
COAGULOPATHY AND ENDOTHELIAL
DYSFUNCTION

Coagulation is a tightly regulated process that involves
interactions between numerous blood components called
coagulation factors and mechanisms that prevent thrombosis
(134, 135). Currently, the so-called ‘COVID-19 associated
coagulopathy’, is considered to be a critical player in the
pathophysiology of SARS-CoV-2 infection, especially in its
severe form (136–138). Coagulation and inflammation are
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highly integrated and delicately balanced biological systems
with extensive crosstalk to optimize the body’s response to any
damage and invasion. The impaired interplay of these systems
affects both homeostasis and hemostasis, leading to various
conditions with varying degrees of excessive inflammation,
thrombosis, or bleeding that may lead to tissue damage and
MOF (Figure 4) (34, 139–141). The hyper-coagulation state in
COVID-19 is triggered by the deep and complex inflammatory
response to the virus via the activation of tissue factors (TFs) on
the surface of activated endothelial cells. Bidirectionally,
coagulation and inflammation drive an intensifying circle of
events by inducing Protease-Activated Receptors (PARs)
mediated inflammatory signaling, participation of innate
immune pathways, the engaging of the PC–thrombomodulin
mechanism as negative regulatory systems, and the playing roles
of NETs, and the fibrinolytic system (34, 142). PARs express in
many cell types, including immune cells, platelets, endothelial
cells, and smooth muscle cells. After proteolytic cleavage by
serine proteases such as factor X and thrombi, they activate and
induce the production of cytokines and chemokines. PAR-
mediated activation of adhesion molecules in endothelial cells
results in the production of IL-6 and IL-8 by fibroblasts and
monocytes and increased platelet effects via a positive feedback
loop, amplifying inflammation and procoagulant processes
(34, 138, 142).

Mounting evidence shows that coagulopathy events,
including immunothrombosis and thromboinflammation, have
been observed in COVID-19 (28, 143). Although pieces of
literature are controversial and show conflicting findings
(144–146), severe COVID-19 patients specially critically ill
ones not responding to shock management may show features
of systemic hyper-inflammation called Macrophage Activation
Syndrome (MAS) or cytokine storm, also known as secondary
Hemophagocytic LymphoHistiocytosis (sHLH). It should be
noted that the cytokine profile similar to MAS/sHLH has also
been observed in COVID-19 patients, especially the increase of
IL1b, IL2, IL6, IL17, IL8, TNF and CCL2. Furthermore, like DIC
associated with MAS/sHLH, there is evidence that D-dimer
levels are elevated in COVID-19 pneumonia which may
suggest that the virus-induced hyper-inflammatory pulmonary
immunopathology is spreading to the adjacent microcirculation
with a broad secondary fibrinolytic activation (Figure 4) (144,
147). An increase in D-dimer indicates that COVID-19 patients
are in a hypercoagulable state, which can be attributed to the
following reasons. First, viral infections are often accompanied
by a threatening pro-inflammatory response and inadequate
control of the anti-inflammatory response. It can cause
endothelial cell dysfunction, leading to excessive thrombin
production. Second, the hypoxia found in severe COVID-19
can stimulate thrombosis through both increasing blood
viscosity and a hypoxia-inducible transcription factor-
dependent signaling pathway. Third, hospitalized severe
COVID-19 patients are more likely to have risk factors such as
advanced age, underlying diseases, long-term bed rest, and
receiving invasive treatment, which are risk factors for
hypercoagulability or thrombosis. To point out, the dissection
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of the lungs of critically ill patients with COVID-19 shows
occlusion of small pulmonary vessels and microthrombosis
(148). Fourth, some patients may develop septic coagulopathy
or even DIC. Elevated D-dimer is always associated with adverse
events. In some clinical patients with SARS-CoV-2 infection,
acral gangrene in hypercoagulation state has been described
pathophysiologically, indicating that coagulation is the most
significant cause of vascular thrombosis and venous gangrene
in COVID-19 cases (149). Of note, the serological observations
of these COVID-19 patients revealed increased D-dimers
associated with antithrombin III deficiency, illustrating wide
vascular microthrombi and necrosis in skin biopsy (148, 149).
Finally, Similar to COVID-19 non-survivors, DIC is one of the
major complications reported in fatal MERS-CoV cases.
Markedly, a case of MERS-CoV induced DIC, intracerebral
hemorrhage, and MOF appeared two weeks’ post-admission in
an otherwise stable patient. Furthermore, a fatal case of MERS-
CoV was associated with DIC, hyperkalemia, ventricular
tachycardia, and cardiac arrest (150–152).

Most compelling evidence shows that endothelial cells
can be infected by SARS-CoV-2, leading to endothelialitis.
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The initiation of inflammation-induced coagulation is mostly
mediated by the expression of the TF pathway (CD142). TF is
expressed in both mononuclear cells in response to pro-
inflammatory cytokines (mainly IL-6) and vascular endothelial
cells to promote the conversion of prothrombin into thrombin
resulting in fibrin-based blood clots due to the conversion of
circulating fibrinogen into fibrin (Figure 4) (153–156). To point
out, evidence reveals that severe cases of COVID-19 are
commonly dependent on a positive feedback loop established
between Signal Transducer and Activator of Transcription-3
(STAT3) and Plasminogen Activator Inhibitor-1 (PAI-1) that
results in the over-stimulation of the STAT3/PAI-1 signaling
network that is shared among diverse disease manifestations and
leads to catastrophic consequences (157). To enumerate, PAI-1 is
highly expressed in lungs and plasma of COVID-19 patients
(158, 159). Furthermore, PAI-1 interacts with TLR4 and triggers
the expression of IL-6 that activates STAT3 (157, 158). In turn,
STAT3 and PAI-1 augmented thrombosis and coagulopathy in
COVID-19 possibly by effectively suppressing urokinase-type
Plasminogen Activator (uPA) and tissue-type Plasminogen
Activator (tPA) (Figure 4) (158–160).
FIGURE 4 | Interactions between the components of the immune system and coagulation cascades that induce thrombosis in COVID-19. In brief, the SARS-CoV-2
infection triggers an inflammatory response in the alveolar lumen by macrophages and neutrophils. Overexpression of PAI-1 and its interaction with TLR4 induce
the IL-6 expression and STAT3 activation in the lung of COVID-19 patients. Subsequent production of inflammatory cytokines such as IL-1b, IL-8, IL-6, and TNF-a
causes neutrophils to be recruited and release Neutrophil Extracellular Traps (NETs). NETs directly activate factor XII, thereby activating the contact-dependent
clotting pathway. The PAR-1 receptor mediates cytokine-dependent Tissue Factor (TF) activation, which stimulates the STAT3/PAI-1 complex in blood’s monocytes
and enhances inflammatory cytokine production leading to extrinsic coagulation cascade activation and thrombosis formation. Moreover, inflammatory cytokine in
combination with the direct binding of SARS-CoV-2 to the endothelial cells triggers Von Willebrand Factor (VWF) secretion cleaved by ADAMTS13 to the regular size.
Activated TF/VWF/FVIII complex in cooperation with NETs recruits platelets to adhere to endothelial surfaces and provoke intrinsic coagulation cascades. Altogether
these events ultimately driving thrombin formation from circulating prothrombin, which cleaves fibrinogen to fibrin and stimulates thrombosis formation. Besides,
suppression of endothelial enzymes and Plasminogen Activators (tPA/uPA) would aggravate the coagulopathy state by preventing effective fibrinolysis. Both tPA and
uPA participate in the normal coagulation-plasmin-fibrin pathway, can be inhibited by PAI-1/HIF-1a in severe COVID-19 patients with ARDS.
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Neutrophils kill and clear invading microorganisms through
phagocytosis and degranulation. NETs are a novel antimicrobial
strategy of neutrophils that are released from neutrophils into
extracellular space to catch and kill invading bacteria to protect
the host from infection (161). Regarding the pathophysiology of
COVID-19, immunothrombosis and release of NET lead to
inflammatory lung/organ damage and thrombosis via
enhanced NETosis in which neutrophils are more prone to
spontaneously form NETs by adopting the low-density
phenotype (28, 162–165). Notably, isolated neutrophils
from patients with COVID-19 displayed increased NET release
at baseline, similar to neutrophils stimulated by phorbol
myristate acetate from healthy donors, implying that the
environment of the COVID-19 plasma provokes NET
formation (Figure 4) (28, 165). In the same vein, high levels of
NETs detected in the sera of COVID-19 patients can trigger
NETs formation in vitro in neutrophils collected from healthy
volunteers (166, 167). Further, direct stimulation of NETosis by
APLAbs of COVID-19 patients (28, 168), as well as the
involvement of infectious diseases in the AntiPhospholipid
Syndrome (APS) (28, 169), indicates that SARS-CoV-2
infection possibly synergize with APLAbs to provoke the
immunothrombotic process. To clarify, Higher APLAbs titers
are associated with increased neutrophil and platelet activity and
more serious respiratory disease (28, 170). NETs also contribute
to acute lung injury by inducing macrophage release of IL-1b,
which in turn can reinforce the formation of NET (25, 28, 171).
Furthermore, it is known that most of the inflammatory
mediators increased in COVID-19 patients regulate the activity
of neutrophils through the expression of chemotactic factors (15,
28, 172). Altogether, the evidence indicate that dysregulation of
cytokine release might be maintained by NET-mediated
crosstalk between neutrophils and macrophages, leading to
disordered or disproportionate immunothrombotic status (28).

As a key mediator of hemostasis and plasma glycoprotein, the
VWF takes circulating platelets at the vascular injury sites and
mediates activation and aggregation of platelets (166, 173). VWF
is a multimer that exists in the endothelial Weibel-Palade bodies
and releases under the stimulation of cytokines. Proteolytically
cleaved by A Disintegrin And Metalloproteinase with
ThromboSpondin type 1 motifs, member 13 (ADAMTS13) to
regulate the size and activity of VWF multimers, ultra-large
VWF multimers are processed into smaller VWF forms to
prevent the formation of thrombus (166, 174). To clarify, high
molecular weight forms of excessively released VWF may
provoke microcirculatory dysfunction through spontaneous
binding to platelets resulting in TMA (175, 176). Considering
COVID-19, VWF antigen levels (VWF : Ag) and VWF :
Ristocetin cofactor activity (VWF : RCo) have significantly
increased in moderate and severe cases than in normal
controls possibly without change in ADAMTS13 activity
(Figure 4) (175).

Overall, NETs and VWF/ADAMTS13 axis are essential for
thrombosis and inflammation. Given these points, recent
evidence shows that the axis is associated with and contributes
to the poor prognosis of COVID-19 patients manifested initially
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by ARDS and then developed to more complex clinical
phenotypes, including thrombotic thrombocytopenic purpura-
like syndrome, hepatic coagulopathy, MODS, and extensive
micro- and macrovascular thrombosis (163, 166, 177). There
are increasing global reports considering APLAbs in COVID-
19–associated coagulopathy (178). APS is an acquired
thrombophilia in which patients develop pathogenic
auto-antibodies against phospholipids and phospholipid-
binding proteins. Of note, patients in a subtype of APS
develop multi-organ thromboses over the shortest periods
(Catastrophic APS (CAPS)) like patients with severe
COVID-19–associated coagulopathy. Both conditions show
acute inflammatory response, cytokine storm, and highly
elevated ferritin levels (179, 180). Furthermore, both
conditions develop retiform purpura and livedoid rashes
representing thrombotic microvascular injury with endothelial
damage and cytokine reaction, spread by activation and
deposition of complement that predisposes to thrombosis
(181). However, thrombocytopenia is not as common as
CAPS in COVID-19 (182). Therefore, there are clinical and
laboratory similarities between severe COVID-19 and CAPS.
However, we need more studies to delineate APL-related
mechanisms of thrombosis in COVID-19 (178).

As aforementioned, males and females respond differently
to MERS- and SARS-CoV infections in which the conditions
are more threatening for males (183–185). Comparatively,
there are important differences between men and women for
cardiovascular diseases. To point out, men have a higher risk of
first and recurrent venous thrombosis than do women (186).
Considering COVID-19, different genetic and endocrine
mechanisms might influence the mechanisms of coagulopathy
and thrombosis in COVID-19 (187). Most compelling evidence
shows genetic mechanisms of hemostasis do not differ in men
and women. Henceforth, the greater risk of thromboembolism in
men, even in the context of COVID-19, does not attribute to any
sex-linked difference in genetic predisposition (186, 187).
However, there are some pieces of evidence indicating the
different role of endocrine mechanisms in regulating
hemostasis in males and females. In humans, the plausible
general rule is that under normal conditions of exposure to at
least normal sex hormone levels, estrogens play a possible
positive role and androgens play a negative role in hemostasis
(187). Of note, testosterone deficiency in men correlated well
with an increase in procoagulant factors and a decrease in
anticoagulant factors contributes to the higher risk of
thromboembolism in men than in women at any age including
a greater frequency in men during elderly and a decreased
frequency in women during fertile periods (188–192). To point
out, the estrogen deficiency possibly explains why the incidence
of thrombosis observed in the elderly is higher than in young
women (187, 193). Given these points, a growing body of
evidence seems to imply that deficiencies of sex hormones are
a detrimental factor in the immune and inflammatory response
or predisposition to thrombosis, upon which they present an
unfavorable prognostic factor in the severity and outcome of
COVID-19 (187, 194). To clarify, evidence imply that primary
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hypogonadism in males and secondary hypogonadism in both
sexes may have a direct or indirect role in the development of
systemic inflammation, endotheliopathy, and thromboembolism
in patients with COVID-19 (129, 187, 194, 195). Altogether,
pieces of evidence imply that the severity of COVID-19
deteriorates in older ages for both sexes, in men more than in
women, possibly because of inflammaging and endothelial
dysfunction with aging. However, it is not quite clear if sex
hormones have different effects on immunity, inflammation, and
thrombotic status, and if different reductions in sex hormones
in both sexes affect the severity and outcome of COVID-19
(183–185, 187, 196, 197).

Besides susceptibility to age-dependent diseases, epidemiological
studies indicated sexdifferences in incidence and Case Fatality
Rates (CFRs) after SARS-CoV infection in humans in which males
experience higher CFRs than females (183, 184). Similarly, data
from recent MERS-CoV outbreaks showed high incidence and
CFRs among men (185).
CONCLUSION

COVID-19, especially in its severe form, is a multisystem
syndrome with sex disparities in severity and outcome
characterized by a state of immunothrombosis in which a
complex interaction of SARS-CoV-2 virus invasion with
platelets, leukocytes, endothelial cells, immune response, and
the possible involvement of megakaryocytes resulting in
endotheliopathy, coagulopathy and thromboinflammation that
culminate in more severe complications and mortality. With this
in mind, we may claim that the capability of interconnected
biological levels of the organization is aberrated significantly
by SARS-CoV-2 infection during COVID-19 progression,
resulting in pathologically and fatally enhanced levels of
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crosstalks. A recent systematic review and meta-analysis of over
50 long-term effects of COVID-19 show that fatigue, headache,
attention disorder, hair loss, and dyspnea are the five most
common symptoms (198). Correspondingly, a more recent study
(199) revealed that clotting markers elevated in patients with long
COVID syndrome while inflammation markers had returned to
normal, showing that the clotting system may be involved in the
root cause of long COVID syndrome that helps to explain
persistent symptoms such as reduced physical fitness and
fatigue. To clarify, we propose that a deeper understanding of
the coagulation and inflammation in acute COVID-19 may also be
relevant for a better understanding of certain cases of long COVID.
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People living with HIV (PLWH) require life-long anti-retroviral treatment and often present with
comorbidities such as metabolic syndrome (MetS). Systematic lipidomic characterization and
its association with the metabolism are currently missing. We included 100 PLWH with MetS
and 100 without MetS from the Copenhagen Comorbidity in HIV Infection (COCOMO) cohort
to examine whether and how lipidome profiles are associated with MetS in PLWH. We
combined several standard biostatistical, machine learning, and network analysis techniques
to investigate the lipidome systematically and comprehensively and its association with clinical
parameters. Additionally, we generated weighted lipid-metabolite networks to understand the
relationship between lipidomic profiles with thosemetabolites associated with MetS in PLWH.
The lipidomic dataset consisted of 917 lipid species including 602 glycerolipids, 228
glycerophospholipids, 61 sphingolipids, and 26 steroids. With a consensus approach using
four different statistical and machine learning methods, we observed 13 differentially abundant
lipids between PLWH without MetS and PLWH with MetS, which mainly belongs to
diacylglyceride (DAG, n = 2) and triacylglyceride (TAG, n = 11). The comprehensive
network integration of the lipidomics and metabolomics data suggested interactions
between specific glycerolipids’ structural composition patterns and key metabolites
involved in glutamate metabolism. Further integration of the clinical data with metabolomics
and lipidomics resulted in the association of visceral adipose tissue (VAT) and exposure to
earlier generations of antiretroviral therapy (ART). Our integrative omics data indicated
disruption of glutamate and fatty acid metabolism, suggesting their involvement in the
pathogenesis of PLWH with MetS. Alterations in the lipid homeostasis and glutaminolysis
need clinical interventions to prevent accelerated aging in PLWH with MetS.
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INTRODUCTION

Combination antiretroviral therapy (cART) has increased life
expectancy for people living with HIV (PLWH). However, an
increase in incidences of comorbidities such as obesity, type 2
diabetes (T2D), and cardiovascular disease (CVD) related to
metabolic syndrome (MetS) (i.e., abdominal obesity, hypertension,
elevated levels of triglycerides, dyslipidemia, and altered glucose
levels), has become a growing concern in successfully treated
PLWH. In chronic HIV infection, complicated interactions between
effects of persistent low-grade immune activation, metabolic toxicity
fromcART, andnon-HIV-related risk factorsmay increase the riskof
MetS in PLWH. However, the pathophysiology of MetS in PLWH is
still incompletely understood (1–3).

cART is known to be associated with changes in fat distribution
(i.e., lipodystrophy and dyslipidemia) and metabolic abnormalities
due to side effects (4). A few studies have investigated the
association of HIV infection and cART with metabolic
abnormalities related to MetS (4, 5). These studies have focused
on conventional blood lipids, such as triglyceride and total
cholesterol. These biomarkers may not sufficiently reflect the
complex alterations of the lipid metabolism in PLWH with MetS.

Plasma lipidomics studies in the general population have
identified several lipid species within the lipidome to be
associated with features of MetS (6). In particular, HIV infection
has been recently described by our group to be independently
associated with a 1.5 fold increased risk of MetS compared to the
general population (5). In addition, obesity has been shown
to increase the content of almost all detectable diacylglyceride
(DAG) and triacylglyceride (TAG) lipid species, along with
several cholesteryl esters (CE), phosphatidylcholine (PC),
phosphatidylethanolamine (PE), and lysophosphatidylcholine
(LPC) in a general population (7). The pathophysiology and
alterations of the lipidome in PLWH with MetS are yet to be
explored and may help in the discovery of new patterns and
disease markers associated with MetS in PLWH (3). In prior work
from our group, we identified key metabolites, which influenced
and altered the metabolome of PLWH with MetS (8).

In this study, an exploratory analysis of the lipidome comparing
PLWH without MetS and PLWH with MetS was conducted to
identify a set of key lipids that define the mechanism of the lipid
abnormalities ofMetS in the context ofHIV infection.Also,we have
performed advanced network analysis that revealed deeper
underlying patterns within the metabolome (i.e., the polar
metabolome and lipidome) of PLWH with MetS. Additionally,
we investigated the influence of clinical demographic parameters on
integrative metabolomics and lipidomics to provide snapshots of
the biological phenotypes linked with MetS in PLWH.
MATERIALS AND METHODS

Study Designing, and Patients
We obtained data from the Copenhagen Comorbidity in HIV
Infection (COCOMO) study (9), an ongoing non-interventional,
observational, longitudinal cohort study to assess the burden of
non-AIDS comorbidities in PLWH. Sample collections and
Frontiers in Immunology | www.frontiersin.org 2170
quantifications of the COCOMO cohort have previously been
described (5, 9). Of the 1099 participants in the COCOMO study,
100 PLWH ≥ 40 years old were included andmatched according to
age, sex, duration of cART, smoking status, and current CD4+ T-
cells count to 100 PLWHwithoutMetS (5, 9). TheMetSwas defined
according to the International Diabetes Federation (IDF) consensus
worldwide definition of the MetS as previously (8, 10). For each
individual, we collected clinical data from the COCOMO database
with the following 13 HIV and MetS specific variables. The MetS,
sex, age, ethnicity, immunodeficiency (i.e., lowest CD4+ T-cell
count < 200 cells/µl or previous AIDS condition), exposure to
early-generation antiretroviral therapy (ART) (i.e., medicated with
thymidine analogs, didanosine and/or indinavir), visceral adipose
tissue (VAT) [cm2], subcutaneous adipose tissue (SAT) [cm2], and
ART drugs including the active agents; nucleotide reverse
transcriptase inhibitors (NRTIs), non-nucleotide reverse
transcriptase inhibitors (NNRTIs), protease inhibitors (PIs),
integrase strand transfer inhibitors (INSTIs), and other/
unknown active agents). Furthermore, a lipidomics dataset (see
below) and ametabolomics dataset with 11 keymetabolites [i.e., 1-
carboxyethylisoleucine, 4-cholesten-3-one, 4-hydroxyglutamate, a-
ketoglutarate, carotene diol(2), g-glutamylglutamate, glutamate,
glycerate, isoleucine, pimeloylcarnitine/3-methyladipoylcarnitine (C7-
DC) (PC/3-MAPC), and palmitoyl-sphingosinephosphoethanolamine
(d18:1/16:0) (PSP)] previously identified by using a combination
of standard biostatistical, machine learning and network analysis
technique, were collected (8). Ethical approval was obtained by
the Regional Ethics Committee of Copenhagen (COCOMO: H-
15017350). Written informed consent was obtained from
all participants.

Plasma Lipidomic Profiling
Untargeted lipidomic profiling was performed on plasma samples
collected at baseline in COCOMO through the Complex Lipid
Panel™ technique (Metabolon Inc, Morrisville, NC 27560, USA).
The company is ISO 9001: 2015 certified for analytical and
diagnostic testing of biological specimens. Briefly, lipids were
extracted from the bio-fluid using automated BUME extraction
followed by infusion-MS analysis (11). Lipid species were
quantified by taking the ratio of the signal intensity of each
target compound to that of its assigned internal standard, then
multiplying by the concentration of internal standard added to the
sample. Lipid class concentrations were calculated, and fatty acid
(FA) compositions were determined by calculating the proportion
of each class comprised by summation of individual FAs. All the
lipid quantifications were median-centered, and missing values
were minimum-imputed per lipid species. We further removed
variables with zero or near-zero variance from the dataset using
nearZeroVar (i.e., 5%, n = 46 of 963). The original scale lipidomics
data can be obtained from Supplementary Data File S1.

Statistics and Bioinformatics Analysis
All the analyses were carried out in R 4.0.3 (12). Clinical
characteristics between PLWH without MetS and PLWH with
MetS were compared using the Mann–Whitney U test
(continuous variables) and chi-square test (categorical
variables). Dimension reduction was carried out using
January 2022 | Volume 12 | Article 742736
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principal component analysis (PCA). Structural interpretation of
the lipidome was carried out through lipidomeR. The normality
of the lipidomics data was tested through Kolmogorov-Smirnov
test and density plots (13). The Mann-Whitney U test was
applied to raw data and a subset of lipids with a false discovery
rate (FDR)<0.001, was derived. Log-transformed data were
tested for differential abundance using limma and significant
lipids with a FDR<0.001, were derived (14). Binary classification
modeling was carried out by partial least squares discriminant
analysis (PLS-DA) using ropls (15), where a subset of variables
with variables importance on projection (VIP) score >1 was
derived. Random forest (RF) was carried out using MUVR
[https://github.com/CarlBrunius/MUVR]. Variables from the
optimal RF modeling performance were selected according to
rank. Model performance was evaluated by using the Q2Y and
area under the receiver operating characteristic (AUROC) for
PLS-DA and RF, respectively. Pathway enrichment was tested
from the limma output (FDR < 0.1) with Ingenuity Pathway
Analysis (IPA) (Qiagen, US) and MetaboAnalyst (16) (limma,
FDR< 0.1). The FDR was controlled for by using the Benjamin-
Hochberg (BH) method (13).

Network Analysis
Network analyses were used to build a biological network
consisting of lipids (n = 917) and previously identified key
metabolites (n = 11) (8) after Spearman’s rank correlation
across all species. Edges connecting nodes (i.e., biomolecules)
were weighted based on positive correlations. This network was
compared against a null model attained from a random network
with the same number of nodes and edges based on the Erdos-
Renyi model (17). All networks were built through the Python
module igraph (18), communities within the biological network
were detected through the Leiden algorithm (19). Communities
were characterized functionally and phenotypically through the
lipid-specific ontology web tool, LION/web (20). LION/web was
Frontiers in Immunology | www.frontiersin.org 3171
used to determine lipid ontology trends within each community,
using all lipids from the network as a background list. Separate
analyses on each network community with all lipids as
background lists were uploaded to LIPEA to identify lipid
pathway enrichment (21). The community association with
clinical parameters was determined through logistic and linear
regression in R. Network visualization was performed using
Cytoscape 3.5.1 (22).
RESULTS

Machine Learning Highlights Differences in
Key Lipids in PLWH With MetS
PLWH with MetS (n = 100) and PLWH without MetS (n = 100)
were included from the COCOMO study (Table 1). VAT and
SAT significantly differed between the two groups
(p-value<0.001). We further applied several univariate and
machine learning approaches to characterize the effect of MetS
in HIV-infected following long-term cART treatment and to
investigate the underlying biological mechanisms of MetS
(Figure 1). The lipidomic dataset consisted of 917 unique lipid
species including 602 glycerolipids, 228 glycerophospholipids, 61
sphingolipids, and 26 steroids. We observed 618 and 584
significantly differentially abundant lipids between PLWH
without MetS and PLWH with MetS (Supplementary Data
File S2, FDR <0.001), using Mann-Whitney U and limma,
respectively. Moreover, PLS-DA was used to identify variations
between the groups based on lipid concentrations, by exploiting
its ability to handle a greater number of features compared to
samples. The separation of the two groups was indicated by a
score plot, where the two first orthogonal components explained
half of the variance in the data with 45% and 5%, respectively.
We found 516 lipids with VIP values > 1, Q2Y = 0.319
(Supplementary Data File S2). To obtain a better model
TABLE 1 | Clinical and demographic characteristics compared between PLWH without MetS and PLWH with MetS.

Variables PLWH without MetS PLWH with MetS pvalue

Sample (n) 100 100
Sex, Male, n (%) 90 (90.0) 90 (90.0) 1.00**
Age, mean (sd) 54.4 (9.5) 54.6 (8.5) 0.80*
Ethnicity, n (%) 0.87**
Caucasian 88 (88.0) 86 (86.0)
Asian 3 (3.0) 2 (2.0)
Black 4 (4.0) 6 (6.0)
Other/unknown 5 (5.0) 6 (6.0)

Immunodeficiency, n (%) 14 (14.0) 13 (13.0) 1.00**
Exposure to early-generation ART, n (%) 34 (34.0) 46 (46.0) 0.11**
VAT, mean (sd) 76.1 (53.6) 149.4 (71) < 0.001*
SAT, mean (sd) 111.1 (71.1) 150.6 (77.1) < 0.001*
ART_NRTI, n (%) 95 (95.0) 96 (96.0) 1.00**
ART_NNRTI, n (%) 54 (54.0) 45 (45.0) 0.26**
ART_PI, n (%) 37 (37.0) 47 (47.0) 0.20**
ART_INSTI, n (%) 16 (16.0) 21 (21.0) 0.47**
ART_other/unknown, n (%) 0 (0.0) 3 (3.0) 0.24*
January 2022 | Volume 12 | Articl
*Mann-Whitney U test and **Chi-square test.
P-values in bold indicates a significant difference in the concerned variables between the two groups. Immunodeficiency was defined as the lowest CD4+ T-cell count <200 cells/µl or
previous AIDS condition and exposure to early-generation ART was defined as patients medicated with thymidine analogues, didanosine and/or indinavir.
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performance we could increase the sample size. Finally, we
created three types of RF models, minimal-optimal (‘Min’),
geometric mean (‘Mid’) and all-relevant (‘Max’) models, which
represented feature selection with minimal number of
misclassifications, where we observed good performance of all
models (Figure 2A, AUC>82.9%). Then, we identified 13 lipids
as the strongest predictors of separating PLWH without MetS
and PLWH with MetS (Figure 2B, ‘Max’ MUVR model, AUC =
83%), where the glycerolipid classes DAGs and TAGs were found
to have the greatest significance in group separation. The number
of significant lipids identified by each of the four methods varied
greatly (Supplementary Data File S2). However, we observed 13
differentially abundant lipids between PLWH without MetS and
PLWHwith MetS (Figure 2C) which were consistently identified
in all four methods (i.e., Mann-Whitney U, limma, PLS-DA, and
RF). These 13 key lipids and 11 key metabolites (Table 2)
indicated relatively good separation between PLWH without
MetS and PLWH with MetS on sample clustering (Figure 2D).
Furthermore, we observed higher abundance level of the key
lipids in PLWH with MetS compared to PLWH without
MetS (Figure 2E).

Structural Interpretation of Lipids
Indicates Compositional Lipid Patterns
We then examined the structural characteristics of the lipidome
by lipid class in terms of FA carbon number and saturation level
(Figure 3). We observed an increase of ceramide (CER), DAG,
dihydroceramide (DCER), lysophosphatidylethanolamine (LPE),
monoacylglyceride (MAG), PE and TAG, in PLWH with MetS
compared to PLWH without MetS, and a decrease in
hexosylceramide (HCER) and lactosylceramide (LCER)
(Figure 3, FDR<0.01 and Pearson’s r>0.7). An increased
significantly differential abundance of DAGs and TAGs was
observed, indicated by the symbol and red color. The TAGs
tended to display a higher abundance of polyunsaturated lipids
(i.e., a double-bond content between 2-5) with long-chain fatty
acids (LCFA) (i.e., C48-56) (Figure 3, FDR<0.01, Pearson’s
Frontiers in Immunology | www.frontiersin.org 4172
r>0.7). Additionally, TAGs displayed the most significant
amount of lipid species. DAGs showed a tendency of increase
in both saturated and unsaturated lipids (i.e., a double-bond
content between 0-6) with LCFA (i.e., C30-40) (Figure 3,
FDR<0.01, Pearson’s r>0.7).

Clinical and Omics Integrated Network
Identifies Biomolecular Patterns
Seeking to test whether and how any coordinated patterns of
association were present throughout the samples, we generated
weighted lipid-metabolite networks to understand the
relationship between lipidomic profiles with those metabolites
associated with MetS in PLWH. While retaining only
informative metabolites, we examined the relationship between
key metabolites previously identified with the entire lipidome.
Briefly, we associated clinical variables with the identified
communities and within the most central community, we
identified associations between clinical variables and
each biomolecule.

The fully connected biological network comprised 18430 edges
and 917 nodes and displayed markedly distinct behavior from the
null network (Supplementary Table S1 and Supplemetary Figure
S1). A community analysis on the biological network identified
three communities of strongly interconnected lipids and
metabolites (Supplementary Table S2). Centrality properties
were evaluated identifying c1 as the most central community in
the network (Figure 4A), which captured the most coordinated
differential abundance changes. Community c1 had the largest
community size (size = 339) and largest community average degree
(avg. degree = 534.63) (Supplementary Table S2).

Structural and functional characterization of these
communities (23) (Supplementary Figure S2) indicated that
glycerolipids and especially TAGs were enriched in both c1 and
c2 (Figure 4A, FDR<0.05). Interestingly, a coordinated
structural composition pattern of the glycerolipids displayed an
average lower carbon number and average lower double-bond
content in c1, compared to c2 (Supplementary Table S3).
FIGURE 1 | Overview of study workflow. Analysis pipeline for characterizing the effect of MetS in HIV-infected following ART treatment and investigating the
underlying biological mechanisms of PLWH with MetS (created with BioRender.com).
January 2022 | Volume 12 | Article 742736
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Community c3 was not further addressed, as the two other
communities were interpreted to be of more importance due to
their node size and average degree (Supplementary Table S2). We
identified a positive association between community c1 with the
clinical variablesMetS, VAT and exposure to early-generation ART
(Supplementary Table S4, FDR<0.12, illustrated in Figure 4A). In
turn, community c2 was positively associated with MetS, however
with a lower estimate compared to c1 (Supplementary Table S4,
FDR<0.12). Log-fold changes indicated up-regulation of lipids in
PLWH with MetS compared to PLWH in communities c1 and c2
(Figure 4B, limma, FDR<0.001).
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Furthermore, we observed a positive association between lipids
(i.e., DAGs and TAGs) and VAT (Supplementary Table S5,
FDR<0.01). TAGs tended to consist of polyunsaturated lipids (i.e.,
a double-bond content ≥2) with LCFA (i.e., C48-54). Interestingly,
we also observed that TAGs with LCFA (i.e., C42-48) and a low
double-bond content (i.e., ≤2) were positively associated with the
use of NNRTI (Supplementary Table S5, FDR<0.07). Additionally,
four out of the 13 key lipids [i.e., TAG(52:2)-FA(16:0), TAG(52:2)-
FA(18:1), DAG(16:0/18:1), and TAG(54:3)-FA(20:3)] were all
found to be independently associated with VAT (Supplementary
Table S5, FDR<0.01). Finally, one out of the 11 key metabolites
A B

D

E

C

FIGURE 2 | Lipidomics analyses of PLWH without MetS vs PLWH with MetS identifying key lipids differentiating the two groups. (A) Performance of random forest
(RF) models. Receiver operating characteristic (ROC) curve with area under the curve (AUC) values for the three MUVR models. (B) Important prediction variables
separating PLWH without MetS from PLWH with MetS based on lipidomics, diacylglycerol (DAG) and triacylglycerol (TAG). Variable’s importance on projection (VIP)
scores plot for the ‘Max’ MUVR model, where lower rank indicates better group separation, thus better prediction variables in the model classification. (C) The
intersection of methods identifying key lipids. UpSet plot showing number of significant lipids found via four statistical methods (RF, PLS-DA, limma, and Mann-
Whitney U test). Note the 13 lipids (intersection size on the y-axis) are simultaneously identified by all four methods. (D) Separation of PLWH without MetS from
PLWH with MetS based on identified key biomolecules. Principal component analysis (PCA) on key biomolecules, where lipidomics and metabolomics data were
separated by the 13 identified key lipids and 11 identified key metabolites (Table 2). Ellipses show the 95% confidence interval of the data. (E) Boxplot of lipid
concentration of the identified key lipids, which consist of DAGs and TAGs.
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(i.e., glutamate) was also found to be independently associated with
VAT (Supplementary Table S5, FDR<0.01).

The top 10% of most interconnected biomolecules, found
according to their degree, were all glycerolipids within the classes
DAG and TAG (Supplementary Table S6). Three out of the 13
key lipids [i.e., TAG(52:2)-FA(16:0), TAG(52:2)-FA(18:1) and
TAG(54:3)-FA(20:3)] were ranked among the top 10% most
Frontiers in Immunology | www.frontiersin.org 6174
interconnected biomolecules in c1. Thus, these three lipids were
interpreted to be among those biomolecules influencing the
behavior of the global network the most. It should be noticed that
the structural composition of all three lipids are polyunsaturated
TAGswith LCFA andwere all found to be positively associatedwith
VAT (Supplementary Table S5, FDR<0.01).

The local network of community c1 included six out of the
13 key lipids (i.e., TAG(54:3)-FA(20:2), DAG(16:0/18:1), TAG
(52:2)-FA(16:0), TAG(54:3)-FA(20:3), TAG(52:2)-FA(18:1), and
TAG(44:0)-FA(18:0), Figure 4C). All of the six key lipids within
c1 were glycerolipids, five TAGs and one DAG. Interestingly, we
observed that all five TAGs were polyunsaturated with a doubsle-
bond content between 2 and 4 with a FA carbon number between
C52 and C54. Moreover, the key lipids were found to be
interconnected with 6 of the 11 key metabolites within c1. Finally,
all 13 key lipids and 7 metabolites within the global network were
found to be interconnected with each other.
DISCUSSION

The integrative plasma lipidomics and metabolomics analysis in a
large HIV cohort of PLWH with and without MetS indicated a
complex role of lipids in the link between ART andMetS in PLWH
and provided a system-level understanding ofMetS in PLWH. Our
data indicated an increased abundance of the glycerolipids DAGs
and TAGs in PLWH with MetS. The comprehensive network
integration of the lipidomics and metabolomics (8) data
suggested interactions between specific glycerolipids patterns and
key metabolites involved in the glutamate metabolism. Finally, our
data also indicated a relationship between the structural
composition patterns of these specific glycerolipids with HIV and
MetS-specific clinical variables, suggesting their involvement in
driving the disease pathogenesis in PLWH with MetS.

In our study, we found 13 key glycerolipids from the classes
DAG (n = 2) and TAG (n = 11) to be significantly altered between
PLWH with and without MetS. It is worth noting the structural
composition of the 13 lipids. The two DAGs [DAG(16:0/18:1) and
DAG(16:0/18:3)] consist of unsaturated LCFA (i.e., C34 and 1-3
double-bonds). Additionally, 10 out of the 11 TAGs were
polyunsaturated LCFA (i.e., C52-54 and a double-bond content
of 2-5). The last TAGhad a lower carbon number of C44, compared
to the others and was saturated. These findings support previous
findings of MetS in general populations that showed that lipids
(especially TAGs) with lower carbon numbers (i.e., C44-54) and
lower double-bond content (i.e., 1-4) were associated with an
increased risk of T2D. Moreover, it had been observed that an
increase in DAGs was associated with hypertension, another MetS-
related factor (24). The structure of the FAs is a useful indication of
the functionality of lipid metabolism. Increased accumulation of
LCFA such as C(16:0), C(16:1), C(18:0), and C(18:1) suggests
increased biosynthesis under MetS-conditions. Such chain
compositions are observed among our 13 identified key lipids
both in the DAGs and TAGs. Additionally, to the observed
pattern of LCFAs, another study suggests LCFAs might cause
impairment of mitochondria functions (25).
TABLE 2 | Identified key lipids and key metabolites.

Key lipids Key metabolites

DAG(16:0/18:1) 1-carboxyethylisoleucine
DAG(16:0/18:3) 4-cholesten-3-one
TAG(44:0)-FA(18:0) 4-hydroxyglutamate
TAG(52:2)-FA(16:0) a-ketoglutarate
TAG(52:2)-FA(18:1) carotene diol (2)
TAG(52:2)-FA(18:2) g-glutamylglutamate
TAG(52:3)-FA(18:1) glutamate
TAG(54:3)-FA(16:0) glycerate
TAG(54:3)-FA(20:2) isoleucine
TAG(54:3)-FA(20:3) PC/3-MAPC*
TAG(54:4)-FA(16:0) PSP**
TAG(54:4)-FA(20:3)
TAG(54:5)-FA(16:0)
*pimeloylcarnitine/3-methyladipoylcarnitine (C7-DC).
**palmitoyl-sphingosine-phosphoethanolamine (d18:1/16:0).
Overview of key lipids and key metabolites with significant differential abundance between
PLWH without MetS and PLWH with MetS. Listed in alphabetical order.
FIGURE 3 | Structural differences of the lipidomic profile of PLWH without
MetS vs. PLWH with MetS. Heatmaps for each lipid class show the structural
lipid composition differences between PLWH without MetS and PLWH with
MetS. Each lipid species is shown as a rectangle and the color shows the
abundance difference (red: higher in PLWH with MetS; white: no difference;
blue: lower in PLWH with MetS), the lipids were organized by the lipid size
(y-axis) and level of saturation (x-axis). Lipids with statistically significant
differences between the two groups were highlighted with a symbol. P-values
have been FDR adjusted.
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We employed network analysis by integrating the key
metabolites previously identified (8) as biomarkers in PLWH
with MetS and the lipids with the clinical features (phenomics)
that can provide a comprehensive view of the metabolic state
related to a disease phenotype. Interestingly, we observed that
community c1 contained glycerolipids with a lower carbon
Frontiers in Immunology | www.frontiersin.org 7175
number and lower double-bond content compared to c2.
Community c1 was further investigated and we found that c1
positively associated with the clinical variables MetS, VAT, and
exposure to early-generation ART. Our findings are related to
previous findings that showed TAGs with a lower carbon
number and lower double-bond content play a considerable
A B

C

FIGURE 4 | Global and local biomolecular network of PLWH without MetS vs PLWH with MetS. (A) Global network illustrating the associated clinical variables and
ontology terms with each community. Network of positive correlations between lipids and metabolites (FDR < 1e-07, Spearman’s r > 0.38), colored based on the
three identified communities, c1 (blue), c2 (green) and c3 (red). Communities are connected with associated clinical variables (FDR < 0.12) and ontology terms
(FDR < 0.05). Black circled lipids and metabolites correspond to identified key lipids and key metabolites (Table 2). (B) Global network illustrating up and down-
regulated lipids in PLWH with HIV. (C) Local network of community c1 highlighting key biomolecules. Biomolecular correlations within community c1 (FDR < 1e-07,
Spearman’s r > 0.38). Black circled and named biomolecules correspond to the identified key lipids and metabolites within c1.
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role inMetS (23, 26). Additionally, our results suggest that exposure
to early-generation ART (i.e., thymidine analogues/didanosine/
indinavir) and increased VAT may also lead to a lower carbon
number and double-bond content in glycerolipids, suggesting a role
for polyunsaturated glycerolipids with LCFA [i.e., especially TAG
(52:2)-FA(16:0), TAG(52:2)-FA(18:1) and TAG(54:3)-FA(20:3)] in
the metabolic patterns in PLWH with MetS.

Previous studies have investigated the association of lipidomics
profiles (211 lipids) with the progression of CVD in PLWH
receiving ART treatment with carotid artery atherosclerosis,
compared to HIV-negative individuals (3). The study showed
elevation in lipid species with polyunsaturated LCFAs (i.e., C13-21
and double-bond content ≥2) in patients with atherosclerosis, which
is also observed inPLWHwithMetS in our study. Additionally, their
study suggested significant alterations in lipid species such as CE,
CER, LPC, LPE, PC, PIs, and PI. Other studies in both HIV and
HIV-negative populations also found alterations in levels of other
lipid species (i.e., different from DAG and TAG) to be associated
with MetS-factors. This includes CE, CER, LPC, PC, PE, and
sphingomyelin (SM) (5, 23). Some of these lipid species were also
altered in our study population (i.e., CE, CER, PE, and SM); however
the glycerolipids showed strongest predictive values. Our findings of
coordinated abundance shift in glycerolipids may be due to our
considerably larger amount of quantified lipid species than other
studies (3, 23, 26).

In the same cluster (i.e., c1) we observed two trends concerning
coordinated abundance shifts in glycerolipids. First, TAG species
with carbon numbers between C48-54 and double-bond content
≥2, together withDAG species with carbon number between C32-
36 and double-bond content ≥1 associated positively with VAT
(FDR<0.01). This finding correlates with previous studies of MetS
factors in HIV-negative cohorts (23, 26). Second, TAG species
with carbon numbers between C42-48 and double-bond content
≤2 positively associated with the use of ART drugs containing
NNRTIs (FDR<0.07). The latter trend supports previous findings
suggesting that the NNRTIs drug efavirenz introduces
dysfunction in the mitochondria by inducing increased levels of
lipids (27). Moreover, both exposures to early-generation ART
and the use of NNRTIs drugs have shown to cause disruption of
the mitochondrial functions in previous studies (27, 28). To our
knowledge, we present here the first evidence of association of
antiretroviral treatment with specific structural composition
lipid profiles.

The composition-specific glycerolipids correlated with some of
the previously identified keymetabolites linked to the perturbations
of the glutamate metabolism in PLWH with MetS (8). This finding
correlates with previous studies of MetS in HIV-negative
populations, which found branched-chain amino acids (BCAAs)
(i.e., leucine, isoleucine, and valine) as one of the significant
metabolite groups dysregulated in obese individuals together with
increased concentrations of glutamate, which is the first step of the
BCAAs catabolism (29, 30). Additionally, the polar metabolite
acylcarnitine (abbreviated PC/3-MAPC), an essential member of
the fatty acid metabolism, was significantly down-regulated in
PLWH with MetS. This molecule facilitates the transportation of
LCFAs into the mitochondria for catabolism through b-oxidation
Frontiers in Immunology | www.frontiersin.org 8176
(31). Besides glutamate and 4-hydroxyglutamate being a part of the
glutamate metabolism, other identified key metabolites were a part
of mitochondrial processes, which have critical energetic functions
(e.g., regulating insulin secretion). These metabolites belonged to
the isoleucine metabolism (i.e., 1-carboxyethylleucine, isoleucine)
and the TCA cycle (i.e., g-glutamylglutamate, a-ketoglutarate) (8).

The present study has limitations, such as the cross-sectional
design, as no conclusions on causality could be drawn. We were
only able to assess the prevalence of the diseases in the plasma
samples. Finally, despite the largest study population conducted to
date to type comprehensive lipid profile in PLWH, the relatively
small sample size of the cohort is also considered as a limitation to
this study. However, this is the first study that includes a large, well-
characterized group of PLWH with or without MetS matched on
MetS, sex, and age. Furthermore, the use of fully quantitative
lipidomics (i.e., >900 quantified lipid species) methodology
allowed us to conduct a thorough analysis of the systematic lipid
profiling and its association with metabolites and clinical factors by
using a combination of standard biostatistical, machine learning,
and network analysis techniques.
CONCLUSIONS

In conclusion, our study suggests alterations in both fatty acid
metabolism and glutamate metabolism, which depend on well-
functioning mitochondria. A synergistic effect of different factors
(i.e., an increased pro-inflammatory state induced by HIV, age-
related pathophysiological changes, exposure to early-generation
ART, and the use of ART with the active agent NNRTIs), which
perturb the functions within the biological system of HIV-
infected, could play a part in the alterations of the identified
biological mechanisms in the phenotype PLWH with MetS. A
recent large study from India and Cameroon also reported
alterations in glutaminolysis as a common factor in PLWH in
long-term cART (32). Alterations in the lipid homeostasis, as
well as glutaminolysis in PLWH, need clinical or dietary
interventions as they might drive accelerated aging in PLWH
with MetS. A recent report indicated that the senescent cells
depend on the glutaminolysis, and inhibition of the pathway
leads to both inducing senolysis (i.e., removal of senescent cells)
as well as improved serum-free fatty acids (FFAs) in the aged
mice, which is a hallmark of the obesity-related disorders. We,
therefore, hypothesized that clearance of the senescent cells by
inhibition of the glutaminolysis and improving the lipid profile
might prevent age-associated disorders and provide healthy
aging in the PLWH with MetS. This further can aid in
developing therapeutic targets to avoid metabolic abnormalities
and accelerated aging in PLWH with MetS.
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