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Because of the high information asymmetry of carbon financial products (CFPs), financial institutions infringing on the rights of investors occurred worldwide. However, few studies focused on how to protect investors effectively. In this paper, from the perspective of regulation, we analyze the game relationships among governments, financial institutions, and investors. Following this, the tripartite regulation game of CFPs is further constructed. Meanwhile, centered on heterogeneity and bounded rationality, we divide participants in this game into two types: tough or weak ones, and the strategies for different types of game players are compared based on the prospect theory. Moreover, through discussion of the deterrence equilibrium, challenge equilibrium, and separation equilibrium, the crucial influencing factors of the behavioral strategy are explored separately. Finally, some countermeasures of CFPs are put forward for governments to design appropriate regulation policies.
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INTRODUCTION

Achieving the carbon-reduction goal associated with climate change and environmental treatment requires enormous economic investment (Xu et al., 2019; Zhao X. et al., 2020). Issuing carbon finance products (CFPs) is an important economic measure aimed at effectively filling the gap between demand for low-carbon investment and financial resources. In this paper, we define CFPs broadly in terms of the financial nature of products that have been developed in carbon finance markets. As one specific dimension of green finance with the attributes of financial risks and speculative opportunities, a range of essential CFPs and derivatives, including carbon forwards, futures, options, loans, and so on, have been released to curb carbon emissions based on “carbon emission rights” (Ji and Zhang, 2019). The European Union Emissions Trading System (EU ETS), Chicago Climate Exchange, and China’s carbon finance market are the crucial platforms in trading and investment for CFPs. Even so, investment in low-carbon sectors is still far from what is needed according to estimates, i.e., ranging from 650 billion to 1 trillion US dollars (IEA, 2012; WEF, 2013). What is worse, investment in CFPs is currently declining (BNEF, 2014).

One of the critical reasons for this low investment is due to the existence of market failures that may lead financial institutions—the most important source—not to respond as expected to price signals. Financial institutions may infringe on investors’ rights because of the externalities and asymmetric information. For example, in 2010, the Australian Transaction Reports and Analysis Centre reported a fake carbon credit investment scheme, in which investors lost 3.5 million Australian dollars in an investment scam by an Australian green energy company (Australian Transaction Reports and Analysis Centre (AUSTRAC), 2011). This severe problem also happened to the EU ETS. Regarding investors’ actual activity, when they face market risks caused by the financial institutions, they not only pursue the maximization of expected profits but also consider the impact of profit fluctuations. Due to these irregularity risks, investors find it difficult to purchase CFPs without regulation by governments, which is a severe problem in practice and needs to be solved urgently.

Many research mostly focused on the optimal strategy charged by governments and financial institutions. Investors as important players are rarely analyzed. Regulation of CFPs involves cooperation among governments, investors, and financial institutions. Actually, this is a tripartite game under the participation of governments. Only by coordinating the interests of all three stakeholders will it become possible to choose the optimal regulation. Meanwhile, the game players in the previous studies were homogeneous and perfectly rational. Therefore, this paper studies the impact of government regulation strategy on the development of CFPs. Specifically, the problems are as follows:


(1) What is the interaction game mechanism among the governments, financial institutions, and investors?

(2) How does the heterogeneity of governments, financial institutions, and investors influence their strategy choices?

(3) Considering attitudes to risk, what are the decisions for governments, financial institutions, and investors under bounded rationality?



By addressing the above questions, this paper makes several contributions. The first contribution is that the theoretical relationship among governments, financial institutions, and investors is analyzed. Based on this, we develop the tripartite regulation game model which accounts for all stakeholders. Second, considering the characteristics of heterogeneous participants of CFPs, the players are divided into two types: tough and weak ones. We compare different strategy selection for tough or weak game players. Third, the bounded rationality of game players is explored by incorporating the prospect theory. The prospective value is replaced with the perceived value function. Finally, based on the realization conditions of the deterrence game equilibrium, suggestions to enhance the quality of CFPs are put forward.

The remainder of this paper is organized as follows. The literature is reviewed in the section “Literature Review.” In the Section “Problem Description and Research Hypotheses,” we explain the relationship of game players, present our model assumptions, and construct the tripartite regulation game for CFPs. The behavioral strategy selection and the conditions of different game equilibrium are presented in the section “Model Solution and Analysis.” Finally, in the section “Conclusion and Managerial Implications,” we summarize our concluding remarks and point out some managerial implications.



LITERATURE REVIEW

We reviewed here the key studies related to our research, which can be divided into three subsections: policies of the carbon financial market, regulation game of different products, and analysis of heterogeneous game players.


Policies of the Carbon Financial Market

In recent years, the carbon finance market has drawn considerable attention for its potential to curb carbon emissions (Lu and Shao, 2016; Shu et al., 2017). Related research has become promising areas of investigation, such as mechanisms, models, and policies (Li et al., 2020; Yang et al., 2020; Zhang et al., 2020). Considering the characteristics of the carbon finance market, many researchers also pointed out its disadvantages. For example, Li L. et al. (2019) showed that carbon financial information disclosure was very low by looking at listed enterprises in China’s heavy pollution industry from 2009 to 2013. Campiglio (2016) argued that market failures may lead commercial banks not to respond as expected to price signals, and pointed out that the main challenges in the development of the carbon finance were the lack of sound policies, regulations, and legal systems.

Many papers simultaneously focus on governmental regulation of the carbon financial market. Layfield (2013) proposed that there should be tighter regulation of carbon markets, which should go further rather than simply relying on market-based instruments to achieve reductions in carbon emissions. Munnings et al. (2016) also believed that the implementation of a carbon-emissions trading system has become a major challenge for governments to effectively regulate the market. Girod (2016) reviewed and evaluated policy evolution over the past decade in terms of both measures implemented and emissions addressed, and proposed that current product-oriented climate policies need to be reinforced. Eyraud et al. (2013) demonstrated that regulation policies of carbon-pricing schemes have a positive and significant impact on green investment. Raberto et al. (2019) found that appropriate banking and regulatory policies can push the banking sector into shifting from speculative lending to green investments lending. Given the strengthening of carbon regulations and the launch of emission trading scheme in China, Zhou et al. (2020) empirically demonstrated the influence of carbon risk management on corporate competitive advantages.

Since the implementation of regulation for CFPs, relationships between stakeholders have been the key of research. Xu et al. (2016) studied the joint production and pricing problem of a manufacturing firm with multiple products under cap-and-trade and carbon tax regulations. Van de Broek et al. (2019) developed a qualitative model to assess how agricultural soils function with respect to the climate regulation of different stakeholders. Liao and Shi (2018) examined the determinants of green investment in China from the perspective of public appeal and proposed that public appeal promotes local governments’ enforcement of stricter environmental regulation.

This literature review reveals that previous studies, which have highlighted the role of governments in CFPs, mainly focused on the objectives of government regulation, without considering the synergy of financial institutions and investors. Therefore, when a given strategy damages the interests of one or more members of CFPs, it is necessary to coordinate their interests to find ways to compensate for the damage.



Regulation Game for Different Products

The game theory has been widely used to study the decision-making behaviors of stakeholders, such as the regulation of green products, new energy products, and low-carbon products (Hu et al., 2020). Regarding the quality of new energy products, Liu and Xia (2020) used the evolutionary game model to analyze the impact factors of strategic selection between customers and manufacturers. Lou et al. (2020) developed game-theoretic models of green products in a two-echelon dual-channel supply chain under government subsidies. Zhao N. et al. (2020) analyzed the subsidy-related deception behavior in energy-saving products based on the game theory and indicated that government regulation is necessary to keep manufacturers honest. Zhang S.Y. et al. (2019) constructed models of the evolutionary game between governments and manufacturers and analyzed the impacts of government policy on the decisions of manufacturers and the dynamic tendency of the cap-and-trade market. Zhao X. et al. (2020) proposed a tripartite evolutionary game theory to examine the behavioral strategies of government, banks, and grid enterprises in the low-carbon power grid technology innovation cooperation.

Many scholars have employed the general game theory to discuss the impacts of government intervention on manufacturers’ decisions, such as the Nash bargaining game, the Stackelberg game, etc. However, to the best of our knowledge, there are few studies on the analysis of CFPs with a dynamic multistage game, especially in terms of the settlement of rights-protection disputes.



Analysis of Heterogeneous Game Players

Most studies have investigated whether the heterogeneity of players affected the strategic choice and performance of the game. In green development aspects, Li J.J. et al. (2019) examined whether gender inequality affects a household’s decision to adopt green-consumption behavior in China, and indicated that promoting gender equality can have a favorable impact on green development. Li and Li (2016) investigated that the consumers’ preferences for low-carbon products is a critical factors for manufacturers to promote products. Centered on the heterogeneity of enterprises, Sun and Zhang (2019) built an evolutionary game to analyze the evolutionarily stable strategy of heterogeneous enterprises in preventing greenwashing. Zhang L.H. et al. (2019) studied how consumer environmental awareness and concerns about retailers’ fairness affect environmental quality.

The heterogeneity of financial institutions is manifested as liquidity, solvency, and riskiness. Berger et al. (2009) indicated that banks of different ownership types react differently and with different speeds to changes in the regulatory environment. Casu et al. (2013) found that state-owned banks performed better than private-sector banks, and medium-sized state-owned banks are more likely to operate at higher levels of efficiency and have, on average, less nonperforming loans. Badunenko and Kumbhakar (2017) built a model to control for bank heterogeneity, introduced persistent and time-varying inefficiency, and found that the scale economies of state-owned banks are unaffected by regulation. Raberto et al. (2019) investigated the banking regulatory provision that differentiates the capital adequacy ratio according to the type of lending. Zhou et al. (2018) showed that private firms with high positive media attention were more sensitive and less tolerant to environmental regulations.

The abovementioned studies discuss the heterogeneity of players from different aspects. However, few scholars investigate the heterogeneity of multiple subjects, and they only analyze single individuals. On the other hand, our study focuses on multiple participants with heterogeneity: governments, financial institutions, and investors in the regulation of CFPs. In addition, the subjectivity of players causes the differences between expected and real actions. The prospect theory is an effective descriptive theory for the behavior of players and also adequately describes situations in which players face exogenous risk (Brunner et al., 2019; Vahid-Pakdel et al., 2019). This study fills this research gap by incorporating the prospect theory into a dynamic game model with heterogeneous participants.



PROBLEM DESCRIPTION AND RESEARCH HYPOTHESES

In this section, the background of the model is described, and research hypotheses are proposed. Additionally, the parameters involved in the models are accurately defined.


Problem Description

The carbon finance market is a place for transactions of CFPs, including all the institutional arrangements and policy systems. The design, circulation, and trading platform of CFPs are the game result of governments, financial institutions, and investors. The governments have effectively promoted the construction of market systems such as regulation laws and rules, trading platform, access requirements, and trading institution for CFPs. The policies of governments not only improve the quality of CFPs but also stimulate the demand for investors. Financial institutions include commercial banks, financial companies, third-party organizations, etc. They have to observe laws and disciplines to get the administrative licensing. Actually, because the price and cost of CFPs is private information, financial institutions also can manipulate the market and violate regulatory policies to infringe investor rights. As for the investors, the rapid improvement of environmental awareness promotes the increasing demand for CFPs. However, CFPs bring unsatisfactory returns to investors and sometimes even lead to losses. Therefore, investors need to be protected by governments. The relationship among CFP stakeholders is visualized in Figure 1.


[image: image]

FIGURE 1. The relationship among CFPs stakeholders.


Using the game theory, this paper presents the whole process of the tripartite regulation game, which includes four stages.

In stage 1, financial institutions launch CFPs. The financial institutions’ behavior set to the investors is (a1,a2) = (infringement, non-infringement). If the financial institutions choose a2, the game ends with the “status quo.” If not, the game enters stage 2.

In stage 2, investors have two strategies, the set of behavior is (b1,b2) = (complaint, non-complaint). When investors choose the “non-complaint” strategy, the result of game is “financial institutions win” (FW). Otherwise, the game continues.

In stage 3, the governments’ behavior set is (c1,c2) = (regulation, non-regulation). When governments choose the “non-regulatory” strategy, investors make the choice at stage 4a. If governments choose the “regulatory” strategy, financial institutions make the choice at stage 4b.

In stage 4a, due to the fact that the investors’ complaint is beyond the jurisdiction, governments choose strategy c2. At this time, an optional set of behavior for investors is (b3,b4) = (settlement, non-settlement). This corresponds to the result of “financial institutions slightly win (FSW)” or “conflict between financial institutions and investors (FV).” FSW means that, in order to reach a settlement with investors, financial institutions may pay some compensation to investors, but still get the extra benefit brought by infringement.

In stage 4b, financial institutions have two options, which is defined as (a3,a4) = (stop infringement, continue infringement). When financial institutions choose strategyVB4, the game ends in “investors win” (VW). The other scenario is “conflict between financial institutions and governments (FG),” that is, financial institutions do not implement regulatory decisions or evade regulation.

Above all, in stage 1, financial institutions determine the quality of CFPs. In stage 2, investor determines its optimal decisions, and then in stage 3, governments choose the strategy. Financial institutions and investors select the strategies in stage 4. So, the model description is visually shown in Figure 2.


[image: image]

FIGURE 2. The process of the tripartite regulation game in CFPs.




Model Hypotheses

According to the whole regulation process of CFPs, the game model is abstracted from reality and involves three participants: “the challenger”—financial institutions, “the protectors”—investors, and “the defender”—governments. To conduct a better analysis of tripartite regulation game in CFPs, we assume that all players of the game are under bounded rationality. Two strategies for each member are considered in the game. The parameters involved in the model are accurately defined.

Assumption 1: Financial institutions, investors, and governments all have two types: tough and weak ones, t = (T,W) X_b^t is the probability of financial institutions choosing strategy a1. Let [image: image] be the probability of investors choosing strategy b1. The probability of governments choosing strategy c1 is [image: image].

Assumption 2: Let VBn, VCn, and VGn denote the perceived value of financial institutions, investors, and governments, where n is the different results of the game. The perceived value of game players depends on their type. For example, VGVW is denoted as the perceived value of the result VW, while [image: image] and [image: image] are the perceived values of the tough and weak governments, respectively.

Assumption 3: LGR is the perceived value of reputation loss suffered by governments due to “non-regulation”; herein, LGR > 0. When governments choose strategy c2, the deterrent effect will be weakened and it may suffer from reputation risk. At this time, the perceived value is denoted by VGSQ−LGR.

Assumption 4: We assume that [image: image], [image: image], and [image: image] are the prior probabilities of financial institutions, investors, and governments. The posterior probability of financial institutions being tough after selecting strategy a1 is [image: image], while [image: image] is the posterior probability of the tough investors after choose b1 strategy at stage 2. The belief updating of the game participants is carried out in accordance with the Bayesian rule. We get [image: image], [image: image].

Assumption 5: [image: image], [image: image], and [image: image] are the equilibrium probabilities of the financial institutions, investors and governments. Table 1 summarizes the major parameters we will use in our model development.


TABLE 1. The main parameters of the game model.

[image: Table 1]


MODEL SOLUTION AND ANALYSIS


Model Solution

The behavioral strategy of participants in the tripartite regulation game is discussed in this section.


The Behavioral Strategy of Governments

In stage 3, when governments choose the “non-regulation” strategy, it may suffer from reputation loss. The perceived value is denoted by VGSQ−LGR. When governments adopt the “regulation” strategy, the tough financial institutions will choose to “continue the infringement,” while the weak financial institutions will “stop the infringement,” then the perceived value of governments is [image: image].

When governments are tough, the strategy c1 is a dominant strategy, namely[image: image]. When governments are weak, the strategy depends on the comparison of the perceived value of different strategies. When the perceived value of c1 and c2 is equal, solving the equation [image: image], we can obtain the equilibrium probability which is [image: image].

Then, the strategic behavior of the weak governments in stage 3 is:

[image: image]



The Behavioral Strategy of Investors

In stage 4a, of the two game results, the tough investors prefer FV, because of [image: image], and will choose the “non-settlement” strategy. However, the weak investors prefer FSW and will select the “settlement” strategy, i.e., [image: image]. To sum up, there is [image: image]. For investors, VW is the best outcome and FSW is the worst. We can get

[image: image]

In stage 2, when investors choose “complaint” and if governments choose “non-regulation,” the tough investors will choose “non-settlement,” because [image: image]. If governments choose “regulation,” no matter what strategy financial institutions take, the investors’ perceived value of VW or FG is higher than FW when they choose “non-complaint.” Therefore, the tough investors will choose the “complaint” strategy at stage 2, i.e., [image: image].

When the weak investors choose “complaint” and if governments choose “non-regulation,” the perceived value of investors for FSW is lower than the perceived value of FW, which means [image: image]; then, investors will choose “non-complaint.” If governments choose “regulation” (governments are weak, the “regulation” strategy should be adopted, at this time, [image: image]), the outcome depends on the type of financial institutions. In other words, the tough financial institutions will choose the “continuing infringement” strategy with the result of FG; the weak financial institutions will choose the “stop infringement” strategy and end up with VW. When there is no difference in the perceived value of “complaint” and “non-complaint,” we have:

[image: image]

According to the equation, it can be obtained that

[image: image]

Therefore, the weak investors should meet two conditions when choosing the “complaint” strategy in stage 2: governments are weak and “regulatory,” which meets the condition of [image: image]; meanwhile, the posterior probability of the tough financial institution is less than the equilibrium probability, under the condition [image: image], [image: image]. Otherwise, there will be “non-complaint,” at this time, [image: image].



The Behavioral Strategy of Financial Institutions

In stage 4b, the tough financial institutions prefer FG and will choose the “continuing infringement” strategy, that is, [image: image]. The weak financial institutions prefer VW and will choose the “stop infringement” strategy, namely [image: image]. Above all, [image: image].

In stage 1, FW is the best outcome for financial institutions, and FSW, SQ is the second best result; FV, FG, and VW are the poor outcomes. The perceived value of financial institutions to FG depends on the type of financial institutions. Therefore, we can get

[image: image]

For the tough financial institutions, when there is no difference between “infringement” and “non-infringement” in stage 1, we have

[image: image]

We calculate that [image: image], where VB1 and VB2 are the perceived values of tough financial institutions when they meet the tough and weak investors, respectively.

The tough investors always choose the “complaint” or “non-settlement” strategy. When [image: image], the weak governments will choose the “non-regulation” strategy, VB1 = VBFV; otherwise, no matter whether tough or weak, governments will choose the “regulation” strategy at stage 3, [image: image].

To the weak investors, at stage 2, if [image: image] and [image: image] are satisfied, they will choose the “complaint” strategy, [image: image]; otherwise, the weak investors will choose the “non-complaint” strategy, VB2 = VBFW.

The strategic choice of the tough financial institutions at stage 1 is as follows:

[image: image]

For the weak financial institution, when there is no difference between “infringement” and “non-infringement” strategies in stage 1, [image: image]. We can obtain [image: image]. VB3 and VB4, respectively, are the perceived value of the outcome when the weak financial institutions meet tough and weak investors.

The tough investors always choose the “complaint” or “non-settlement” strategies. When [image: image], the weak governments will choose the “non-regulation” strategy, VB3 = VBFV; otherwise, no matter whether tough or weak, governments will choose the “regulation” strategy at stage 3, [image: image].

The weak investors may choose the “complaint” strategy or “non-complaint” strategy. If [image: image] and [image: image], weak investors will choose the “complaint” strategy in stage 2, [image: image]; otherwise, they will choose the “non-complaint” strategy, VB4 = VBFW.

Then the strategic choice of the weak financial institutions at stage 1 is as follows:

[image: image]



Analysis of the Different Equilibriums

We have analyzed the strategic choices and conditions of game players in the four stages. Next, we will discuss the different equilibriums in the tripartite regulation game.


Deterrence Equilibrium

When[image: image], both the tough and weak financial institutions are constrained by the “status quo.” They will choose the “non-infringement” strategy. The equilibrium of deterrence at this time means the successful deterrence of governments. The deterrence equilibrium exists only if [image: image] and [image: image].



Challenge Equilibrium

When [image: image], no matter whether financial institutions are tough or weak, they will choose the “infringement” strategy to reach the challenge balance, which means that the deterrence of governments fails. The conditions for the challenge equilibrium are [image: image] and [image: image].



Separation Equilibrium

When [image: image] and [image: image], different types of financial institutions will choose different strategies. The tough financial institutions will choose the “infringement” strategy, while the weak financial institutions will choose the “non-infringement” strategy. So as to achieve the separation equilibrium, governments successfully deter the weak financial institutions, but fail to deter the tough ones. The conditions for the existence of this equilibrium are [image: image] and [image: image].

According to the analysis of the game model, the deterrence equilibrium is the optimal equilibrium scenario that governments want to achieve. At this time, no matter whether tough or weak ones, financial institutions will no longer choose infringement. Governments maximize the protection of investors and guaranteed the quality of CFPs. In summary, the condition of the deterrence equilibrium in the regulation game with model parameters is given in Table 2. It not only shows the critical influencing factors, but also demonstrates the relationship between the equilibrium strategies and the model parameters.


TABLE 2. The conditions of the deterrence equilibrium in the regulation game.

[image: Table 2]


CONCLUSION AND MANAGERIAL IMPLICATIONS

In this paper, we theoretically analyzed the relationship of governments, financial institutions, and investors in CFPs, and then the tripartite regulation game of CFPs was explored. Moreover, taking bounded rationality into account, we also combined the prospect theory with the risk attitude of participants on the strategy selection. This study enriches the literature on the protection of investors and the validity of regulation for CFPs. Based on the perspective of governments, suggestions for improving the quality of CFPs are proposed as follows.

First, in terms of strategies for cultivating the tough investors, when the prior probability [image: image] increased, it is beneficial for the realization of the deterrence equilibrium. The behavior characteristic of the tough investors is that they insist on safeguarding their rights and have a comprehensive understanding of the legality of their behaviors. The improvement of [image: image] mainly depends on investors accurately grasping the information of CFPs.

Governments should encourage the tough investors so as to provide professional technical consultation systems for those involved in carbon trading to analyze, assess, and circumvent products and transaction risks. On the one hand, it is necessary to pay attention to the standardization of relevant knowledge. The intelligibility and content of products should be enhanced. When rights are infringed, investors have knowledge of rights protection and effectively identify the improper behaviors of financial institutions. On the other hand, to enhance the rights-protection awareness of investors, governments should publicize the knowledge of CFPs and build dispute mechanisms for rights protection. New media should also be fully utilized to enhance public participation and penetration.

Prospective interventional regulation of CFPs can be implemented, such as the selection of representative investors to carry out presale tracking evaluation, as a prerequisite for access, to reduce the asymmetry of market information. Furthermore, the evaluation of a regulatory index needs to be strengthened, incorporating the performance of financial institutions.

Second, regarding strategies for the tough financial institutions, when the perceived value VB1 of them infringing rights of tough investors decreases, [image: image] can be reduced, which is conducive to the realization of the deterrence equilibrium. The reduction of VB1 can be achieved by reducing VBFV, VBFG, and increasing [image: image].

To reduce VBFV, the information from investors about the behavior of financial institutions needs to be collected. For example, an information database of rights protection can be established through targeted and random questionnaire surveys of the public, so as to dynamically grasp the situation regarding financial institutions’ infringement behaviors. The disposition of infringement incidents of financial institutions will be included in regulatory rating and linked to market access to form a continuous deterrent.

To decrease VBFG, regulatory penalties should be increased. Once refusal to rectify or repeatedly checking infringement is found, accountability should be strictly implemented in accordance with the law, such as multidimensional accountability, confiscating illegal gains, and imposing fines. Penalties on financial institutions and holding those responsible accountable should be imposed at the same time. It is necessary to conduct a special regulation over financial institutions with serious problems, such as restricting market access and narrowing the scope of their business operations.

To increase [image: image], governments should pay attention to public interests in order to evaluate the effectiveness of regulation. While improving the channels for handling disputes about rights protection, daily deterrence should be formed by various regulation methods, for example, being held strictly accountable for the dereliction of duty in the handling of disputes through disciplinary action and other means, so as to force regulators to fulfill their duties.

When the perceived value VB2 decreases, [image: image] can be reduced. Therefore, the deterrence equilibrium can be achieved by decreasing VBFW, VBFG, and increasing [image: image] to lower VB2. The initiative to rectify problems is an important indicator, which encourages them to take the initiative to make up for investors’ loss after infringement. Meanwhile, financial institutions should also examine their similar problems and increase initiatives to solve them.

When the perceived value of financial institutions VBSQ is enhanced, [image: image] can be reduced, which is conducive to realization of the deterrence equilibrium. The organizational behavior and management of financial institutions should be evaluated. Follow-up evaluations, including that of organizational culture, behavior management systems, post restriction, leadership style, and employee behavior performance, can be carried out. This will improve expectations about financial institutions regarding safeguarding rights of investors and implement reputation recognition with excellent work, which is closely related to products, and the tenure of senior executives.

Third, regarding strategies for the weak financial institutions, when the perceived value VB3 decreases, [image: image] can be reduced, so that the reduction of VBFV and VBVW, and the increase of [image: image] are conducive to the realization of the deterrence equilibrium.

The reputations of financial institutions should be enhanced, paying attention to both infringement incidents and their handling of rights protection, and penalties should be reduced as appropriate for financial institutions that actively rectify problems. To strengthen evaluation of financial institutions, the effect of responding to lawsuits and investors’ satisfaction with rights protection should be taken seriously. Meanwhile, attention should also be paid to financial institutions’ internal transmission efficiency when responding to complaints, so as to improve the management level of similar products.

When the weak financial institutions infringe on weak investors, the perceived value VB4 decreases, and [image: image] can be reduced. VB4 can be reduced by reducingVBFW, VBVW, and VBFSW and increasing [image: image], which is conducive to the realization of the deterrence equilibrium. To reduce the perceived value VBFSW of financial institutions, investors should be regularly informed about the disposition of rights-protection disputes, so that they can dispel the fluke mentality. There is a need to keep track of settlement results of disputes and make investors’ rights protection effectively.

In this paper, we studied the tripartite game among stakeholders involved in CFPs and discussed their strategy. This study provides a theoretical basis and lays the foundation for improving the quality of CFPs. Future research can use the insights of this study to discuss the difference among specific regulation policies, such as subsidy and carbon credit. Additionally, games among stakeholders of CFPs are repeated, and the repeated games also need to be researched. Moreover, it would be interesting to use relevant cases to conduct an empirical application and analysis of the game models.
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The formulation of proper financial penalties plays an important role in regulating Chinese traditional energy enterprises’ illegal pollution. Through the construction of a mixed-strategy game model and an evolutionary game model for regulatory agencies and traditional energy enterprises, the article studies how financial penalties impact players’ strategies and evolutionary processes to optimize financial penalties. It found that excessive financial penalties could reduce enforcement, but insufficient financial penalties would cause more pollution discharge violations. The article concludes that Chinese environmental laws should focus more on setting reasonable penalties based on the profit from activities that generate illegal pollution rather than on the environmental damage to improve regulatory effectiveness.
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INTRODUCTION

The China Environmental Quality Comprehensive Evaluation Report 2018 shows that in the 20 years between 1996 and 2015, the pollution index increased from 44.52 to 137.65. Especially after 2000, the worsening of environmental pollution accelerated significantly, and traditional energy has become a major threat to the future of sustainable development (Ding et al., 2020; Wu et al., 2020). In June 2020, the Second National Pollutant Source Census Bulletin, issued by the Ministry of Ecology and Environment, the National Bureau of Statistics, and the Ministry of Agriculture and Rural Affairs, shows that in 2017, the petroleum, coal, and other fuel processing industries ranked first in the emission of volatile phenols and cyanide, at 160.39 tons and 19.78 tons, respectively. In addition, the power and heat production and supply industries ranked first in the emission of sulfur dioxide at 1.462 million tons and second in the emission of nitrogen oxide at 1.692 million tons. However, according to the European Union Emission Inventory Report 1990–2017 under the UNECE Convention on Long-Range Transboundary Air Pollution (LRTAP), in the same year European Union (EU) emissions of sulfur dioxide and nitrogen oxide were only 23.23 thousand tons and 72.35 thousand tons, respectively. The comparison between China and the EU presents the severe damage caused by traditional energy to China’s environmental ecosystem. Globally, illegal discharge by traditional energy enterprises is one of the major threats to the environment. For example, in China, many thermal power plants have become the focus of the Ministry of Ecology and Environment due to their illegal discharge. In Europe, Germany, France, and three other countries have been warned by the European Commission about excessive nitrogen dioxide emissions, and in the United States, traditional energy enterprises are fined by the government every year for illegal discharge. Traditional energy enterprises’ environmental pollution deteriorates the public’s living environment (Huang et al., 2014; Guan et al., 2016), poses a threat to ecosystem (Sharma and Chatterjee, 2017), negatively affects food safety and water quality (Ramón and Lull, 2019), puts a heavy burden on healthcare and the economy (Li et al., 2016), and leads to mass incidents and the decline of government credibility (Sun et al., 2014). Effectively regulating the operation of traditional energy enterprises will transform the energy structure into new low-carbon energy and become an important part of Chinese pollution control.

Research on pollution control of traditional energy enterprises has been conducted on various impact factors, including development of artificial intelligence techniques (Ye et al., 2020), big data technology (Peng and Yang, 2020), population and energy prices (Ji et al., 2018; Li K. et al., 2019), economic growth (Ma et al., 2016; Alvarez-Herranz et al., 2017), taxation (Zimmer and Koch, 2017), energy technologies (Allevi et al., 2017; Gu et al., 2018), public awareness of sustainable development (Li et al., 2021), better accessing to credit (Zhang et al., 2020), gender inequality (Li J. et al., 2019), market sentiment (Hu et al., 2020), ultra-low carbon energy (Kumar et al., 2016), renewable energy (Wang et al., 2020), and mechanism design (Yang and Yang, 2019). In addition to these impact factors, the financial penalties for traditional energy enterprises’ illegal pollution discharge are not only the focus of public opinion and legislation but also one of the most important impact factors in academic research (Jin et al., 2020; Yan et al., 2020). After the 2010 Gulf of Mexico oil spill, BP was fined USD 20.8 billion, which severely impacted investors’ profit expectations, causing the company’s market value to shrink by more than one-third. This case reflects the deterrent effect of financial penalties on illegal pollution by traditional energy enterprises. In the same year, Zijin Mining, a Chinese company that annually earns several billion yuan in profits, caused a direct loss of USD 4.49 million (RMB 31.87 million) by polluting river water. The Fujian Provincial Environmental Protection Department fined the company only USD 1.35 million (RMB 9.56 million), which was followed by a more than 50% increase in the company’s stock price (Kong et al., 2014). A comparison of the two incidents leads to reflection on the optimization of environmental pollution penalties. How can financial penalties be scientifically formulated to constitute a sufficient deterrent to enterprises’ illegal polluting activities?

The updated Environmental Protection Law, implemented in China on January 1, 2015, introduced daily, accumulating fines that accrue on the day after the date of the ordered correction. According to Ministry of Ecology and Environment of the People’s Republic of China, there were 186,000 environmental administrative penalties nationwide in 2018, compared to only 83,000 in 2014, an increase of 124% in five years. The financial penalties totaled $2.15 billion (RMB15.28 billion) in 2018, compared with only $0.45 billion (RMB3.17 billion) in 2014, an increase of 382%. The implementation of the updated Environmental Protection Law has significantly increased the financial penalties for pollution violations, but did not prevent environmental administrative penalties cases from increasing.

In academia, many scholars have explored the regulatory and financial penalties for emissions violations by traditional energy enterprises from the perspective of game model analysis. Wang and Shi (2019) developed an evolutionary game model of industrial pollution between local governments and enterprises to investigate industrial pollution problems. The results showed that under the static penalty mechanism, the strategies of local governments and enterprises are uncertain, but under the dynamic penalty mechanism, firms tend to reduce emissions when the financial penalties increase. Peng et al. (2019) established a game model for the government and enterprises to promote the implementation of a producer responsibility system. The study showed that the government should establish an inspection system to check product design, recall, and other aspects regularly or irregularly and should increase the financial penalties for non-compliance. Chen et al. (2019) examined the relationship among government, enterprises, and the public in environmental governance from the perspective of a multiplayer evolutionary game to improve environmental governance. The authors argued that regulatory effectiveness is influenced by enterprises’ illegal pollution revenue, and the financial penalties for illegal pollution should be increased. Jiang et al. (2019) constructed a tripartite evolutionary game model for enterprises, local governments, and the central government, and suggested that enterprises should reduce pollution by strengthening the penalties for non-compliance. Da Silva Rocha and Salomão (2019) used an evolutionary game to construct a firm-regulator game and argued that excessive inspection costs lead to ineffective regulation. In addition, financial penalties increase firms’ use of clean technologies to reduce emissions. Analyzing the tripartite game model, Sheng et al. (2020) concluded that supervision and management by the central government play a major role in environmental protection, and that increasing financial penalties and compliance incentives can encourage local governments to implement environmental regulations more effectively. Through a review of legislation and related policies at the national, local, and international levels, Feng and Liao (2016) proposed several solutions for China’s air pollution problem. The improvements include clarifying the government’s responsibility, increasing financial penalties, etc., Thus, many scholars believe that the financial penalties for illegal pollution should be increased.

However, some empirical studies did not find a positive relationship between financial penalties and deterrence of non-compliance. Gurley et al. (2007) argued that large financial penalties are an ethics-based method used to appease victims and are not designed to discourage corporate misconduct. Barrett et al. (2018) investigated the environmental compliance of major facilities in Michigan and found that emissions-violating operations are reduced with the imposition of financial penalties in the short term, but that financial penalties do not change firms’ emissions violations in the long run. Stretesky et al. (2013) examined firm strategies in response to heavy fines imposed by the U.S. Department of Environmental Protection (EPA) over seven years. Using regressions to test firm behavior before and after fines imposed on the discharging enterprises, the authors described the relationship between fines and pollution violations as “weakest.” Prechel and Zheng (2012) analyzed the behavior of subgroups of S&P 500 enterprises that are required to report toxic emissions to the EPA, arguing that the amount of fines does not deter pollution rates. Almer and Goeschl (2010) concluded based on statistical analysis that although some forms of criminal sanctions have a deterrent effect, severe fine rates do not demonstrate a significant deterrent effect on environmental crime. These empirical studies showed that increasing financial penalties does not reduce illegal pollution.

The discrepancy between the empirical analysis and the game study has once again questioned how to scientifically formulate financial penalties, and whether the current legislation of financial penalties for pollution can be optimized. Some studies on environmental policy optimization suggested levying reasonable taxes, providing subsidies to enterprises (Wibulpolprasert, 2016; Lappi and Ollikainen, 2019; Park et al., 2020), develop new algorithm (Kim and Kim, 2018), or optimizing carbon emission allocation programs (Yang et al., 2020) but did not explore optimization of financial penalties. An analysis of these studies showed that the reason for this discrepancy lies in two flaws in the game studies above: the game models considered the penalties for illegal polluting enterprises as part of the revenue of the regulatory agency, ignoring the fact that the regulatory agency is represented by regulatory staffs, and the payoff maximization of regulatory staffs is not the maximization of social benefit; the regulatory agencies and the traditional energy enterprises are both game players, but the above game analyses examined only the traditional energy enterprises’ strategy change as a response to the variation in financial penalties and did not simultaneously consider variations in the enforcement level as a response to the traditional energy enterprises’ strategy changes.

To find out the relationship between financial penalties and the probability of non-compliance, the article explores the relationship in terms of two aspects: constructing a regulation game model of regulatory agency and traditional energy enterprise, analyzing the equilibrium and stability points of the game; and using simulation analysis to validate the game study results. Based on the current literatures, the paper also intends to provide two contributions: to fill the gap between empirical research and game research on financial penalties and to provide an explanation for why deterrence theory fails to inhibit illegal discharge in several empirical studies. By using a mixed-strategy game and an evolutionary game between regulatory agencies and traditional energy enterprises, the paper tries to optimize financial penalties for environmental pollution, which benefit the current environmental legislation, and debate the popular belief that a high financial penalty standard is a solution for limited regulatory resources.



THE MODEL

The models used in this study consider whether traditional energy enterprises’ operations either adhere to legal standards and all in-house policies or fail to comply with rules and regulations for economic purposes. The regulatory agencies including environmental inspection agencies and third-party environmental inspection agencies then choose to either emphasize undeviating conformity to rules, standards, and requirements with an inspection or selectively pick and choose when to enforce the regulations.

There are two players in the pollution and enforcement game. Player 1 is the regulatory agency, and player 2 is traditional energy enterprises. The regulatory agency chooses either a strict law enforcement strategy or a loose law enforcement strategy. The choice depends on the payoff and the traditional energy enterprises’ strategy. Therefore, we assume the strategy set of the regulatory agency is S1 (strict law enforcement, loose law enforcement). Traditional energy enterprises choose either compliance or non-compliance. We assume the strategy set of the traditional energy enterprises is S2 (compliance, non-compliance). Compliance means the traditional energy enterprises’ operations comply strictly with the regulations, and non-compliance means traditional energy enterprises fail or refuse to comply with regulations for economic purposes. The traditional energy enterprises choose either compliance or non-compliance based on the expected utility. Strict enforcement refers to the regulatory agency’s emphasis on undeviating conformity with regulations, and the regulatory agency tends to choose strict enforcement when the agency identifies a traditional energy enterprise’s strategy is non-compliance. Loose enforcement happens when a regulatory agency chooses selective inspection, and regulatory agencies tend to choose loose enforcement when they identify the traditional energy enterprise’s strategy is compliance.

Traditional energy enterprises’ revenue from non-compliance is Ge. Suppose compliance can make a traditional energy enterprise’s additional revenue E. The regulatory agency’s strict enforcement cost is Cg, and the loose enforcement cost is 0. The motivation for traditional energy enterprises’ choosing non-compliance is the huge profit. Thus, in the study we assume Ge > E. Through strict law enforcement, traditional energy enterprises’ operations can be identified by the regulatory agency, and financial penalties P will be imposed on a traditional energy enterprise when non-compliance is identified. If regulatory enforcement brings good social order, the regulatory agency will be rewarded with Bg by promoting staff or salary increment. However, if pollution is identified due to regulatory negligence, then the regulatory agency will be punished with Fg by demoting staff or reducing their salary. The good social order or regulatory negligence can be identified through external government performance evaluation or public complains. The notations used in this study are summarized in Table 1.


TABLE 1. Notations and definitions used in this study.

[image: Table 1]Based on the discussion above, the assumptions in this study can be stated as follows:


(1)Traditional energy enterprises change strategies in response to varying payoffs. Traditional energy enterprises prefer non-compliance if regulatory agencies choose loose law enforcement. Traditional energy enterprises prefer compliance if regulatory agencies choose strict law enforcement.

(2)Regulatory agencies are not passive receivers of changing policy. They are strategic actors who take advantage of whatever measure to attain their goal, which is not always to deter environmental pollution. If traditional energy enterprises choose non-compliance, regulatory agencies will choose strict law enforcement. If traditional energy enterprises choose compliance, regulatory agencies will prefer loose law enforcement.




Mixed-strategy Game Model Between a Regulatory Agency and a Traditional Energy Enterprise

We construct a mixed-strategy game matrix for a regulatory agency and a traditional energy enterprise as shown in Table 2. Suppose the probability of a regulatory agency choosing strict law enforcement is x′(0≤x′≤1), and the probability of choosing loose law enforcement is 1−x′. The probability of a traditional energy enterprise choosing compliance is y′(0≤y′≤1)and of choosing non-compliance is 1−y′.


TABLE 2. Payoff matrix of a regulatory agency and a traditional energy enterprise mixed-strategy game.

[image: Table 2]The analysis of the mixed-strategy game based on Table 2 is as follows:

The regulatory agency’s expected payoff is Eg:

[image: image]

The traditional energy enterprise’s expected payoff is Ee:

[image: image]

Obtaining the partial derivatives on the two formulas above, and allowing the first derivative to be 0:

[image: image]
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Solving this for [image: image] yields [image: image], and [image: image] denotes the optimal probability of a traditional energy enterprise choosing compliance in the Nash equilibrium.

Proposition 1. If Cg < Bg, compliance is the traditional energy enterprise’s pure strategy.

Proof: If Cg < Bg, it can be concluded that [image: image], which denotes a traditional energy enterprise chooses compliance in the Nash equilibrium.

Proposition 1 reveals that when the reward for strict enforcement is higher than the cost of strict enforcement, compliance is the traditional energy enterprise’s pure strategy, and in this condition, financial penalties for non-compliance have no impact on the traditional energy enterprise’s strategy.

Proposition 2. If Cg−Bg > B + Fg, non-compliance is the traditional energy enterprise’s pure strategy.

Proof: If Cg−Bg > B + Fg, it can be concluded that [image: image], which denotes the traditional energy enterprise chooses non-compliance in the Nash equilibrium.

Proposition 2 reveals that when the difference between the strict law enforcement cost and the rewards for a regulatory agency’s strict enforcement is higher than the sum of the rewards to regulatory agencies for identifying illegal pollution and the financial penalties for the regulatory agency’s negligence, non-compliance is the traditional energy enterprise’s pure strategy, and non-compliance financial penalties have no impact on the traditional energy enterprise’s strategy.

Proposition 3. If P < Ge−E, then strict enforcement is the regulatory agency’s pure strategy.

Proof: If P < Ge−E, it can be concluded that [image: image], which denotes strict enforcement is the regulatory agency’s pure strategy in the Nash equilibrium.

Proposition 3 reveals that financial penalties for non-compliance have no impact on the regulatory agency’s strategy when the financial penalties are lower than the difference between the compliance cost and the reputation benefit, and in this condition, the regulatory agency chooses strict enforcement.

Proposition 4. If Ge−E < P and 0 < Cg−Bg < B + Fg, the Nash equilibrium of the regulatory agency and the traditional energy enterprise’s mixed-strategy game model is [image: image].

Proof: If Ge−E < P and 0 < Cg−Bg < B + Fg, it can be concluded that [image: image], and [image: image]. In this condition, [image: image] is the Nash equilibrium.

Proposition 4 reveals that in the condition Ge−E < P and 0 < Cg−Bg < B + Fg, the financial penalties negatively influence the probability of strict enforcement and have no impact on the traditional energy enterprise’s strategy. The factors that influence the traditional energy enterprise’s strategy are Cg, Bg, Fg, and B. The lower [image: image], the higher the probability of compliance.

Based on the four propositions above, in the regulatory agency and traditional energy enterprise mixed-strategy game, the financial penalties have no impact on the traditional energy enterprise’s strategy. The financial penalties affect only the regulatory agency’s strategy. If the financial penalties are less than the difference between the compliance cost and the reputation benefit, then strict enforcement is the regulatory agency’s pure strategy. Otherwise, the level of enforcement will decrease as the financial penalties increase. The traditional energy enterprise’s strategy is decided by four factors. They are the cost of strict enforcement, rewards for strict enforcement, rewards for identifying illegal pollution, and penalties for regulatory agency negligence.

The conclusions of many game studies on environmental regulation are consistent with deterrence theory, which suggests that traditional energy enterprises can be deterred from polluting illegally by increases in the financial penalties. However, the game analysis above shows that the variation in financial penalties does not affect the non-compliance probability of traditional energy enterprises. Does this mean that deterrence theory fails? We can find the answer by analyzing the game process. Assume that the game between a regulatory agency and a traditional energy enterprise is in Nash equilibrium. Raising the financial penalties, the game will change to disequilibrium. Based on expected payoff formulas (1) and (2), it can be seen that raising financial penalties does not immediately affect the expected payoff of the regulatory agency, and the probability of strict enforcement by the regulatory agency remains the same. However, raising the financial penalties directly reduces the expected payoff of traditional energy enterprises. In response to the decreased expected payoff, the probability of compliance by traditional energy enterprises will rise to increase the expected payoff. This response will have two immediate consequences for the expected payoff of the regulatory agency: First, the regulatory agency’s expectation of a payoff from identifying illegal operations will be reduced, and the decrease in the reward expectations reduces the regulatory agency’s total expected payoff. Second, the regulatory agency’s expectation of punishment for negligence will decrease, and the decrease in the expected punishment increases the regulatory agency’s overall expected payoff. Combining the changes in these two consequences, the regulatory agency’s total expected payoff will be decreased. At this time, the regulatory agency will reduce the probability of strict enforcement to increase their expected payoff, which, in turn, reduces the probability of compliance by the traditional energy enterprise. Finally, the game reaches an equilibrium state. Therefore, when the financial penalties increase, the probability of non-compliance will first rise and then fall back to the size before the change. This also provides an explanation from a game theory perspective for the empirical investigation (Barrett et al., 2018) that financial penalties reduce illegal pollution in the short term but do not change in the long run. From the deterrence theory perspective, raising financial penalties increases the probability of compliance by the traditional energy enterprise, which, in turn, leads to higher probability of strict enforcement. As the two game players gradually reach an equilibrium state, the probability of non-compliance remains the same, and the probability of strict enforcement by the regulatory agency decreases, which offsets the deterrent effect on non-compliance. Thus, it can be concluded that raising financial penalties has no impact on the strategies of the traditional energy enterprise. This conclusion is consistent with deterrence theory.

The incentives for the regulatory agency’s performance, including rewards and punishment, affect traditional energy enterprise’s strategies, but these factors have no impact on regulatory agency’s strategies. The higher the incentive for the regulatory agency, the more the traditional energy enterprises comply. The lower the cost of strict enforcement, the more the traditional energy enterprises comply. Based on formula (1), raising the amount of the rewards and penalties for the regulatory agency will increase the probability of strict enforcement for a better expected payoff. At the same time, raising the amount reduces the expected payoff for the traditional energy enterprise, and in turn, the probability of compliance by the traditional energy enterprise for higher expected revenue increases. This change reduces the regulatory agency’s expectations of rewards but increases the expectation of punishment. Combining the two consequences, the regulatory agency’s expected revenue will decrease, and as a response, it will choose to reduce the probability of strict enforcement to gain a higher expected payoff. The probability of strict enforcement by the regulatory agency remains the same before and after the game reaches equilibrium. Therefore, the rewards and penalties for the regulatory agency determine the strategies of the traditional energy enterprise instead of the regulatory agency’s strategies.

Increasing financial penalties reduces the probability of strict law enforcement and then alleviates the demand for regulatory resources, which could be a solution for insufficient regulatory resources in some regions. However, the function of financial penalties is the deterrence effect on illegal discharge to ensure the healthy development of the industry, instead of breaking the capital chains of some traditional energy enterprises by imposing huge financial penalties in an opportunistic action. Therefore, to protect a booming market, high financial penalties should not be used to conserve regulatory resources.

Financial penalties not only influence the Nash equilibrium between a regulatory agency and a traditional energy enterprise but also impact the evolutionarily stable strategies of traditional energy enterprises and regulatory agencies in the long term. We examine evolutionarily stable strategies in the following section.



Evolutionary Game Model Between Regulatory Agencies and Traditional Energy Enterprises

In the regulatory agencies and traditional energy enterprises evolutionary game, suppose the proportion of regulatory agencies choosing strict law enforcement is x(0≤x≤1)and the proportion choosing loose law enforcement is 1-x. Suppose the proportion of traditional energy enterprises choosing compliance is y(0≤y≤1), and the proportion choosing non-compliance is 1-y. The evolutionary game matrix is shown in Table 3.


TABLE 3. Payoff matrix of the regulatory agencies’ and traditional energy enterprises’ evolutionary game.

[image: Table 3]The expected payoff of regulatory agencies choosing strict enforcement is

[image: image]

The expected payoff of regulatory agencies choosing loose enforcement is

[image: image]

The mean expected payoff of the regulatory agencies is

[image: image]

The replicator equation of regulatory agencies choosing strict enforcement is

[image: image]

[image: image]

Let’s make F(x) =  0, and then get [image: image],[image: image],and [image: image].

The expected payoff for traditional energy enterprises choosing compliance is E21 = E + Re. (9)

The expected payoff for traditional energy enterprises choosing non-compliance is

[image: image]

The mean expected payoff for traditional energy enterprises is [image: image].

The replicator equation of regulatory agencies choosing strict enforcement is

[image: image]

Let’s make F(y) = 0, and get [image: image].

Then we can get five fine local equilibrium points of differential equation systems which are A(0,0), B(0,1), C(1,0), D(1,1), and [image: image].

Based on the replicator dynamic equations F(x) andF(y), we get J:

[image: image]

[image: image]

Table 4 shows the system local equilibrium points.

[image: image]

[image: image]


TABLE 4. Regulatory agencies’ and traditional energy enterprises’ evolutionary game local equilibrium points.

[image: Table 4]When the conditions tr(J) = a11 + a22 < 0 and det⁡(J) = a11a22 + a12a21 > 0 are met, the equilibrium point is an evolutionarily stable strategy (ESS). The analysis of each equilibrium point follows.

Equilibrium point 0(x*,y*), due to a11 + a22 = 0, does not meet condition tr(j) < 0or det⁡(J) > 0. Thus, it is not an ESS.

Proposition 5. If B + Fg + Bg−Cg < 0, then A(0,0) is an ESS.

Proof: If B + Fg + Bg−Cg < 0, then the local equilibrium stability analysis is as shown in Table 5.


TABLE 5. Local equilibrium stability analysis in case 1.

[image: Table 5]Proposition 5 reveals in the condition B + Fg + Bg−Cg < 0, loose enforcement is the regulatory agencies’ evolutionarily stable strategy, and non-compliance is the traditional energy enterprises’ evolutionarily stable strategy.

Proposition 6. If Bg−Cg < 0&Ge−E < 0, then B(0,1) is an ESS.

Proof: If Bg−Cg < 0&Ge−E < 0, then the local equilibrium stability analysis is as shown in Table 6.


TABLE 6. Local equilibrium stability analysis in case 2.

[image: Table 6]Proposition 6 reveals in the condition Bg−Cg < 0&Ge−E < 0, loose enforcement is the regulatory agencies’ evolutionarily stable strategy, and compliance is the traditional energy enterprises’ evolutionarily stable strategy. When the market order is maintained by the reputation mechanism, the non-compliant traditional energy enterprises will be eliminated by market reputation instead of regulatory agency enforcement, and financial penalties have no impact on the traditional energy enterprises’ strategy. However, illegal pollution has a very limited impact on traditional energy enterprises’ product sales; therefore, the economic gain from illegal pollution is always higher than the reputation benefit, which isGe > E. Thus, we do not examine this point.

Proposition 7. If Cg−B−Fg−Bg < 0 and E−Ge + P < 0, then C(1,0) is an ESS.

Proof: If Cg−B−Fg−Bg < 0 and E−Ge + P < 0, then the local equilibrium stability analysis is as shown in Table 7.


TABLE 7. Local equilibrium stability analysis in case 3.

[image: Table 7]Proposition 7 reveals in the condition Cg−B−Fg−Bg < 0 and E−Ge + P < 0, strict enforcement is the regulatory agencies’ evolutionarily stable strategy, and non-compliance is the traditional energy enterprises’ evolutionarily stable strategy.

Proposition 8. If Cg−Bg < 0&Ge−E−P < 0, then D(1,1) is an ESS.

Proof: If Cg−Bg < 0&Ge−E−P < 0, then the local equilibrium stability analysis is as shown in Table 8.


TABLE 8. Local equilibrium stability analysis in case 4.

[image: Table 8]Proposition 8 reveals in the conditionCg−Bg < 0&Ge−E−P < 0, strict enforcement is the regulatory agencies’ evolutionarily stable strategy, and compliance is the traditional energy enterprises’ evolutionarily stable strategy.

The evolutionary analysis above shows that if strict regulatory costs are too high, financial penalties do not influence the evolutionary result, and traditional energy enterprises prefer illegal discharge. Therefore, it is important to reduce law enforcement costs by optimizing the information structure of environmental law enforcement. When the cost of strict law enforcement is lower than a certain range, the financial penalties determine the evolutionary strategy of traditional energy enterprises. If the penalty is below Ge−E, regulatory agencies prefer strict law enforcement, while traditional energy enterprises choose non-compliance. This is a phenomenon of management by penalty. In this scenario, financial penalties become the prices for illegal discharge, which encourages non-compliance by traditional energy enterprises. Although regulatory agencies work hard to enforce the law, they collect only much in terms of financial penalties and do not change traditional energy enterprises’ illegal discharge actions. If the financial penalties are higher than Ge−E, regulatory agencies choose strict law enforcement and traditional energy enterprises are inclined to comply.

Based on the two game model analyses above, we draw the following conclusions.

First, in the game, the amount of financial penalties has no impact on the traditional energy enterprises’ strategy, but increasing financial penalties will decrease the regulatory agencies’ probability of strict enforcement. In the case of Ge−E≥P, the enforcement strategy will be evolutionarily stable at strict enforcement. For the evolution of the game, the amount of financial penalties Fe will impact the evolutionary stability result. In the case of Cg−Bg < 0, the reward for strict enforcement is higher than the cost of strict enforcement; if Ge−E≥P, then C(1,0) is an ESS. However, if Ge−E≥P, then D(1,1) is an ESS.

Second, in addition to P, the other control factors are Cg and Bg. When the strict enforcement cost is lower than the reward Cg−Bg < 0, the traditional energy enterprise’s strategy is stable at compliance, and the enforcement strategy is stable at strict enforcement. If 0 < Cg−Bg < B + Fg, the probability of compliance will increase with the decrease in Cg−Bg, but in this condition, the traditional energy enterprise’s strategy will be unstable at compliance.



SIMULATIONS WITH NUMERICAL APPLICATIONS

Based on the game analysis above, we conduct a simulation analysis of P, Cg, and Bg. Suppose that a traditional energy enterprise complies with the regulation, with sales revenue of $20,000, and the reputation benefit is $5,000. If the traditional energy enterprise violates the regulation through illegal environmental pollution, the economic gain is $10,000. The regulatory agency conducts an inspection of the traditional energy enterprise’s operation. The budget for the regulatory agency is $4,000 for loose enforcement. The cost of strict law enforcement is $2,000 more than the cost of loose law enforcement. A $2,000 reward to the regulatory agency is for strict enforcement. If the regulatory agency identifies non-compliance by the traditional energy enterprise, the agency will be rewarded an additional $1,000. However, if the regulatory agency overlooks the violation due to loose enforcement, the agency will be penalized $1,000. Table 9 shows the parameter settings for the regulatory agency and the traditional energy enterprise.


TABLE 9. The parameter settings.

[image: Table 9]

Simulation Analysis of P

When Ge−E≥P, suppose P is $4,000, and the traditional energy enterprises’ strategy evolution is as shown in Figure 1. It illustrates when the financial penalties for non-compliance are lower than the sum of the compliance cost saving and the reputation benefit, the fraction of the traditional energy enterprises choosing compliance will evolve to 0. This proves that if the financial penalties settings are low, then the traditional energy enterprises’ evolutionarily stable strategy is non-compliance.


[image: image]

FIGURE 1. Ge−E≥P traditional energy enterprises’ evolutionarily stable strategy.


When Ge−E < P, suppose P is $6,000, and the evolution of the traditional energy enterprises’ strategy is as shown in Figure 2. It illustrates that when the financial penalties are higher than the difference between the compliance cost and the reputation benefit, compliance is traditional energy enterprises’ evolutionarily stable strategy, and the amount of financial penalties has no impact on the evolution speed and result.


[image: image]

FIGURE 2. Ge−E < P traditional energy enterprises’ evolutionarily stable strategy.


In the condition Ge−E < P, the relationship between financial penalties and a regulatory agency’s enforcement level is as shown in Figure 3. It illustrates that in the mixed-strategy game, the probability of strict enforcement will decrease as the financial penalties for non-compliance increase. This means financial penalties suppress non-compliance in the traditional energy enterprise’s group evolutionary result, do not impact the rational individual traditional energy enterprise’s strategy, and negatively correlate with the regulatory agency’s probability of strict enforcement. Therefore, the optimized amount of financial penalties should be slightly higher than Ce−E.


[image: image]

FIGURE 3. Ge−E < P relationships between enforcement level and financial penalties.




Simulation Analysis of Cg and Bg

When Cg−Bg < 0, the regulatory agencies’ evolutionarily stable strategy is as shown in Figure 4. It illustrates that if the cost is lower than the reward for strict enforcement by the regulatory agencies, then their evolutionarily stable strategy is strict enforcement.


[image: image]

FIGURE 4. Cg−Bg < 0 regulatory agencies’ evolutionarily stable strategy.


When Cg−Bg > B + Fg, the regulatory agencies’ evolutionarily stable strategy is as shown in Figure 5. It illustrates that when the difference between the cost and the reward in strict enforcement is higher than the sum of the penalties for negligence and the reward for identifying non-compliance, there is no incentive for strict enforcement, and the regulatory agencies’ evolutionarily stable strategy is loose enforcement.


[image: image]

FIGURE 5. Cg−Bg > B + Fg regulatory agencies’ evolutionarily stable strategy.




CONCLUSION

In regulation studies on environmental pollution by Chinese traditional energy enterprises, conventional game studies and legislation suggest that increasing financial penalties would effectively deter illegal pollution. However, the results from empirical studies show very different conclusions. After identifying the flaws in conventional game studies, in this paper we construct a mixed-strategy game model and an evolutionary game model between regulatory agencies and traditional energy enterprises. Through analyzing the Nash equilibrium and the evolutionarily stable strategy, we optimize the amount of financial penalties to enforce compliance by traditional energy enterprises. The analysis shows the regulatory agencies’ enforcement level decreases as the financial penalties increase. As traditional energy enterprises are more sensitive to the frequency of enforcement than to the amount of the financial penalties, an increase in financial penalties may worsen the environmental pollution control. In the evolutionary game study, the traditional energy enterprises’ strategy is evolutionarily stable in compliance only if the financial penalties reach a certain level. Based on the two game model studies, the optimized financial penalties should consider maximizing the probability of regulatory agencies’ legal enforcement and ensuring that traditional energy enterprises’ evolutionarily stable strategy is compliance.

The final conclusions are as follows. To effectively prevent traditional energy enterprises from performing illegal polluting activities, financial penalties should be set slightly higher than the difference between the economic gain from non-compliance and the reputation benefit from compliance. The rewards for regulatory agencies should be set higher than the cost of strict enforcement, to ensure regulatory agencies’ evolutionarily stable strategy is strict enforcement, and traditional energy enterprises’ evolutionarily stable strategy is compliance.

China’s Water Pollution Prevention and Control Law, revised in 2008, stipulates that for general or large water pollution incidents, financial penalties are calculated at 20% of the direct loss, and for serious and large accidents, financial penalties are calculated at 30% of the direct losses. The Law on Prevention and Control of Air Pollution (draft for comments) stipulates that financial penalties for ordinary or large air pollution accidents shall be calculated at more than one time and less than three times the direct damage, and financial penalties for serious and very large accidents shall be calculated at more than three times and less than five times the direct damage. The updated Environmental Protection Law, implemented in China on January 1, 2015, introduced daily, accumulating fines that accrue on the day after the date of the ordered correction. The laws are considered to have significantly increased the financial penalties for pollution violation. According to these environmental protection laws, the financial penalties for pollution are calculated based on the damage to the environment, which contradicts the conclusions of the studies above. If the profit from long-term illegal pollution is much higher than the damage to society, then the financial penalties for traditional energy enterprises will become the price of illegal pollution. Therefore, the Zijin Mining stock price rose more than 50% after the company was punished. The reason is that the financial penalties were calculated based on the damage to society, and the long-term revenue from the illegal use of high-risk sodium cyanide in the gold refining process has been ignored. If the financial penalties for pollution are increased without restrictions, it will not only cause loose enforcement by the regulatory agencies but also fail to curb the problem of illegal discharge. Therefore, financial penalties for pollution should consider not only the environmental losses but also the illegal revenue from pollution.
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Environmental corporate social responsibility (ECSR) can be a strategy to increase the transparency of investment information effectively to alleviate information asymmetry. The purpose of this article is to examine the impact of ECSR on firms’ idiosyncratic risk. Using the data of A-share listed firms in China and data of Rankins CSR Ratings by developing econometrics models, this study documents that ECSR can significantly reduce the firms’ idiosyncratic risk. This result perpetuates after a series of robustness checks. Besides, the results of conditional analyses reveal that the effect of ECSR is more pronounced for state-owned firms and firms with weaker external monitoring mechanisms and low internal control. Moreover, further evidence suggests that firms with high ECSR show a greater tendency to disclose more information, which reduces the information asymmetry and offers linkages from ESCR to firms’ idiosyncratic risk.
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INTRODUCTION

The rapid development of the Chinese economy has brought severe environmental problems. Thus, there is a strong calling for firms to disclose environmental information, and environmental information has gradually become an essential consideration for stakeholders to make decisions (Benlemlih et al., 2018; Cordeiro et al., 2020). Prior studies have confirmed that environmental corporate social responsibility (ECSR) plays a vital role in the operations of firms (Cai et al., 2016). ECSR contributes to enhance firm reputation and obtain a positive market reaction (Khojastehpour and Johns, 2014; Cordeiro and Tewari, 2015). Besides, firms with good ECSR have better long-term financial performance and lower cost of equity capital and debt capital cost (Jo et al., 2015; El Ghoul et al., 2018; Luo et al., 2019). Unlike the prior studies, this article attempts to explore the impact of ECSR on the idiosyncratic risk of listed Chinese firms, and its purpose is to understand the role of environmental and social responsibility in corporate governance. The research conclusions provide strong evidence for enriching the corporate governance system and alleviating the conflicts between firms and stakeholders and promoting economic, social, and environmental development.

As an essential subset of corporate social responsibility, ECSR includes the overall environmental information of firms, pollution prevention measures, resource-saving measures, and so on (Luo et al., 2012; Matsumura et al., 2014; Chatzoglou et al., 2017). Previous studies have found that firms with good performance in ECSR are more likely to succeed (Barnea and Rubin, 2010). On the one hand, active disclosure of ECSR can enhance the corporate reputation and win consumers and stakeholders (Luo et al., 2012; Matsumura et al., 2014). On the other hand, high-quality ECSR also plays a positive role in coordinating the relationship between stakeholders (Orlitzky and Benjamin, 2001; Tencati et al., 2004; Connelly et al., 2011; Salama et al., 2011). Therefore, ECSR can send a signal to the public that the company’s behavior is legal and that the company attaches importance to environmental protection (Tzouvanas et al., 2020). This signal reduces the degree of information asymmetry, increases the transparency of information, and improves the effectiveness of investors’ decision-making.

Idiosyncratic volatility is the volatility of stock returns beyond systematic risk, reflecting the unique risk of firms. Idiosyncratic risk accounts for a large proportion of firms’ total risks (Goyal and Santa-Clara, 2003; Gaspar and Massa, 2006) and is an essential factor affecting stock returns. High idiosyncratic volatility indicates that the guiding role of the stock price on capital flow is relatively weak and that the capital market may have defects in resource allocation (Bansal and Clelland, 2004; Fan et al., 2015; Hu et al., 2020). Prior research results show that up to standard information disclosure contributes to the reduction in the degree of investors’ cognitive divergence on stock value, thus improving the pricing efficiency of the market model and reducing the stock idiosyncratic volatility (Jiang et al., 2009; Lee and Liu, 2011; Ziegler et al., 2011). Considering that ECSR is conducive to improve information disclosure, we speculate that ECSR can significantly reduce idiosyncratic risk.

We focus on the Chinese stock market for two primary reasons. First, Chinese ECSR started late. Thus, the concept of environmental information disclosure has not been popularized, and firms pay insufficient attention to the practice of environmental, social responsibility (Tian et al., 2016; Zhang et al., 2020). According to the scores of ECSR published by Rankins CSR Ratings, in 2018, 3 years after the enforcement of the New Environmental Protection Law, the average score of ECSR of listed firms in China was 17.913, which is far below the passing line (out of 45 points). Even worse, firms tend to disclose good news instead of bad news and pay more attention to quantity than quality (Luo et al., 2019). More importantly, with the continuous economic development, people’s demand for a better ecological environment increases day by day (Li et al., 2019, 2020). This, in effect, creates an alarming concern for the government. After the 18th National Congress of the Communist Party of China, environmental protection has become an essential part of the ecological civilization construction system. The government abandoned the treatment after pollution strategy and explored a path of green development that pays equal attention to development and environmental protection instead. Accordingly, the Chinese government has been putting forward higher requirements for firms to fulfill their sustainable development (Ye et al., 2015; Yang et al., 2020). The new Environmental Protection Law, which was officially implemented on January 01, 2015, significantly added “information disclosure and public participation.” It explicitly required listed firms in heavy-pollution industries to disclose their environmental information and accept social supervision. Simultaneously, the law also has a particular deterrent effect on listed firms in non–heavy-pollution industries. In general, ECSR in China started late but made significant progress. Based on this background, this study can highlight the role of environmental information disclosure.

Second, the Chinese stock market serves as an ideal platform for this study. On the one hand, the Chinese stock market is still immature, and the quality of listed firms is uneven. For this reason, the fluctuation of stock prices is multifarious (Gu et al., 2019). On the other hand, as significant participants in the Chinese stock market, retail investors are easily misled by false information. Therefore, to reduce investors’ cognitive differences and stabilize stock prices, Chinese listed firms urgently need to improve ECSR (Dai and Yin, 2017). These backgrounds give us superiorities to explore how ECSR affects idiosyncratic risk.

Using a sample of Chinese A-share stocks disclosed environmental information from 2011 to 2017, this article explores the relationship between ECSR and firms’ idiosyncratic risk. First of all, the empirical results show that the higher the ECSR score, the lower the idiosyncratic risk. To further exclude the impact of potential endogeneity in this article, we conducted a battery of robustness checks such as changing indicators, firm fixed-effects model, using of instrumental variables, and adopting propensity score matching (PSM). After the above robustness checks, our main results continue to hold. Also, we explored the mechanism of ECSR. By identifying the internal mechanism, we found that exceptional ECSR can effectively improve the level of information transparency and alleviate the information asymmetry. The improvement of the information disclosure level reduces idiosyncratic risk. Finally, we further examined the impact of ECSR on idiosyncratic risk under different firm characteristics and monitoring mechanisms. Evidence shows that the effect of ECSR is more substantial for state-owned firms, smaller firms, low-leverage firms, and firms with weaker external monitoring mechanisms.

The characteristics of this article are as follows. First, our empirical evidence enriches the emerging literature on corporate social responsibility. Most prior studies have discussed the impact of corporate social responsibility on corporate value, cost of equity capital, and cash holdings value (Gregory et al., 2014; Wu et al., 2014; Arouri and Pijourlet, 2017). With the deterioration of environmental problems and the awakening of public environmental protection, ECSR has gradually attracted the attention of the government and researchers. However, related research mainly focuses on the impact of ECSR on financial performance (Ambec and Lanoie, 2008; Cai and He, 2014; Chava, 2014). This article explores the role and mechanism of ECSR on idiosyncratic risk and consequently provides a useful supplement for additional research in this field.

Second, this article provides a new perspective on the study of firms’ idiosyncratic risk. Earlier literature has heated discussions on whether the negative relationship between idiosyncratic volatility and stock expected returns exists. They have tried to solve the “mystery of idiosyncratic volatility” (Ang et al., 2006, 2009; Huang et al., 2010; Zuo et al., 2011). Besides, some researchers have found that many factors are positively related to idiosyncratic volatility such as institutional herd behavior, CEO equity incentives, the age of board members, the “lottery preference” of investors, and selective disclosure of firm information (Chang and Dong, 2006; Chok and Sun, 2007; Barberis and Huang, 2008; Jiang et al., 2009). Improving the quality of financial statements and enhancing the management ability of the CEO can reduce the idiosyncratic risk (Fu et al., 2015; Tan and Liu, 2016). As one of the critical strategic decisions of the firm, the role of ECSR is often ignored. Therefore, our empirical analyses examine the process of environmental, social responsibility disclosure affecting idiosyncratic risk and expand the literature on the impact of idiosyncratic risk.

Third, this study provides a reference for understanding the mechanism of ECSR. The empirical results show that the higher the disclosure of ECSR, the higher the information transparency, and the lower the idiosyncratic risk. This conclusion provides a necessary theoretical basis for promoting an information disclosure system and enriching the methods of governance means.

Finally, the previous studies on ECSR were mostly concentrated on Western developed countries. This study was conducted under the institutional background of China, an emerging economy, and unlike the researches on heavy-pollution industries, we considered the heterogeneity among industries and selected the samples covering most industries listed in A-shares in China. The emerging economies usually achieve high-speed development at the cost of environment at the initial stage, so the environmental problems of developing countries are more serious. Under this condition, it will be more practical to test the role of ECSR. Firms are the indispensable force for environmental protection. This research contributes to improving the environmental protection awareness of firms so as to relieve the government of environmental pressure. It provides not only an opportunity to check the theories from developed countries but also a reference for researchers to study the practice of ECSR in China.

The remainder of this article is organized as follows. Section “Institutional Background and Hypothesis Development” analyzes the evolution of the Chinese environmental disclosure system and presents the research hypotheses. Section “Research Design” describes the data and gives the methodologies used to examine the effect of ECSR on idiosyncratic risk. Section “Empirical Results” shows our empirical results. The last section concludes the article.



INSTITUTIONAL BACKGROUND AND HYPOTHESIS DEVELOPMENT


Evolution of Environmental Information Disclosure System

The Environmental Information Disclosure Measures (Trial) issued in 2007 provides a standard for firms to disclose environmental information. After that, Chinese regulatory authorities have issued a series of laws and regulations related to environmental protection. The continuous improvement of laws and regulations on environment has strongly urged firms to fulfill their environmental responsibilities. According to the Evaluation Report on Environmental Responsibility Information Disclosure of Listed Companies in China (2018) jointly issued by China Forum of Environmental Journalists and Beijing University of Chemical Technology in 2018, the number of firms publishing social responsibility or environmental responsibility reports in China was 1,646, accounting for 56.38%. Furthermore, the level of ECSR in listed firms is increasing year by year.



Hypothesis Development

It is difficult for investors with limited information to correctly evaluate firm value. This is the main reason for the stock idiosyncratic volatility (Liu et al., 2014). For firms that disclose environmental responsibility less, their stakeholders (such as shareholders, customers, consumers, and so on) tend to think that firms have the possibility of hiding harmful environmental information. Thus, the tendency reduces the pricing efficiency of market models and increases the stock idiosyncratic risk (Ziegler et al., 2011). However, social responsibility disclosure establishes a healthy connection between firms and stakeholders and protects insurance for firms to face risks smoothly (Godfrey, 2005; Godfrey et al., 2009).

Extant studies have interpreted the impact of corporate social responsibility on firms’ idiosyncratic risk (Mishra and Modi, 2013; Chen and Liu, 2019; Ozdemir et al., 2020). A few researchers examined the relationship between ECSR and idiosyncratic risk from the perspective of environmental protection. The results show that high-quality environmental information disclosure can reduce the information asymmetry between firms and participants in securities market and can decrease firms’ idiosyncratic risk (Benlemlih et al., 2018; Tzouvanas et al., 2020). However, these studies focus on the developed countries and states in Europe such as Britain, and measures of ECSR are from a single perspective. Therefore, we used indicators that cover more aspects of firms’ environmental performance comprehensively to test whether the relationship is true in China, an emerging economy. Based on the above arguments, we propose the first hypothesis:


Hypothesis 1: The improvement of ECSR disclosure quality is beneficial to firms’ idiosyncratic risk reduction



Information asymmetry, which creates lack of reliable basis for investors to predict the future cash flow of listed firms, is expected under the real market conditions. Therefore, those firms with worse information transparency have higher idiosyncratic risk (Bushee and Noe, 2000; Jiang et al., 2009). It has been proven that active disclosure of ECSR can reduce the information uncertainty faced by financial analysts and enables them to make more accurate profit forecasts (Cormier et al., 2010; Cormier and Magnan, 2014, 2015). Besides, ECSR can be a strategy to increase the transparency of investment information effectively (Cai et al., 2012). Specifically, firms actively disclosing environmental information meet the expectations of the public, so this behavior is conducive to shaping a responsible image (Toms, 2002; Hasseldine et al., 2005). It can also send a signal to the outside that operations are legal and stable and provide investors with reliable information besides financial statements (Ben-Amar and McIlkenny, 2015). Also, there are consumers, suppliers, employees, and other stakeholders except for shareholders. Firms need to reconcile all main stakeholders to gain a competitive advantage (Jones, 1995). High-quality ECSR not only can meet the information needs of stakeholders, but also promote the establishment of a strong relationship between firms and stakeholders (Orlitzky and Benjamin, 2001; Connelly et al., 2011; Salama et al., 2011; Shahzad et al., 2018). The possibility of hiding harmful environmental information is significantly reduced under the joint supervision of stakeholders, and the transparency of information is improved. Thus, the increase in corporate environmental responsibility information disclosure provides a guarantee for investors to obtain sufficient information so that they can make wiser decisions. Based on the above arguments, we propose the following research hypothesis:


Hypothesis 2: ECSR can improve the level of information transparency, alleviate information asymmetry, and thus reduce firms’ idiosyncratic risk.



Corporate governance, external supervision, and the relationship between firms and the government are important factors that affect firms’ idiosyncratic risk. High governance, strong external supervision mechanisms, and the nature of state-owned firms help in reducing firms’ idiosyncratic risk (Ferreira and Laux, 2007; Abad and Robles, 2014; Chen and Liu, 2019; Phi et al., 2020). Based on the above three factors, we speculate that the impact of ECSR on idiosyncratic risk has heterogeneity under different conditions.

According to the principal-agent theory, improving the level of information disclosure can alleviate information asymmetry (Yoshino and Taghizadeh-Hesary, 2014, 2015), thus reducing agency costs. To increase the firm value, firms with adequate governance levels may improve voluntary information disclosure (Bi et al., 2012; Lu and Abeysekera, 2014; Wu et al., 2014). The firm scale is considered to be a powerful indicator that affects the disclosure of corporate social environment. Large-scale firms face more social supervision, so they tend to unveil more information to obtain sustained support from investors (Hackston and Milne, 1996; Cormier and Gordon, 2001; Liu and Anbumozhi, 2009). The betterment of information disclosure can convince investors of investment safety and then attract follow-up financial support. High-leverage firms usually strengthen information disclosure to achieve a win–win situation with creditors. In effect, creditors can use the information obtained to evaluate the firm’s operation and supervise the management’s behavior and then reduce the possibility of concealing bad news (McMullen and Ragahunandan, 1996).

Similarly, the external supervision mechanism is also helpful in improving corporate governance and information disclosure (Meng et al., 2013). Under the unique background that the overall level of environmental information disclosure is low, the inhibitory effect of ECSR on idiosyncratic risk in the substantial external supervision firms may be concealed. Therefore, in firms with weak corporate governance, the role of corporate environmental responsibility may be more prominent.

State-owned firms are in the leading position in China’s market economy (Taghizadeh-Hesary et al., 2019). The natural lineage ties between state-owned firms and the government make them significantly different from private firms with regards to resource endowment, external supervision, policy support, and business objectives (Yang et al., 2011). Therefore, compared with private firms, state-owned firms have a more significant initiative to fulfill their environmental responsibilities, and their information disclosure quality is higher. Thus, ECSR has a more substantial inhibitory effect on idiosyncratic risk. To sum up, in firms with different corporate characteristics and external supervision levels, the influence of ECSR may be different. Based on the above arguments, we propose the following research heterogeneity hypothesis:


Hypothesis 3: In firms with low governance levels, weak external supervision mechanism, and state-owned firms, the role of ECSR in reducing idiosyncratic risk is more prominent.





RESEARCH DESIGN


Sample

The sample used in this study, collected from the China Stock Market and Accounting Research (CSMAR) database and the RESSET database, initially comprises all firms listed on the Shanghai Stock Exchange and Shenzhen Stock Exchange. Also, the score of ECSR comes from Rankins CSR Ratings (RKS). We set the sample interval as 2011–2017. Following the sample selection criteria in related literature, our sample excludes firms in the financial sector and firms with incomplete financial data. Then, we excluded firms listed less than 1 year during this period. All continuous variables are winterized by 1%. Finally, our full sample consists of 3,104 firm-year observations.



Variables


Measures of Idiosyncratic Risk

Following Ang et al. (2006) and Tzouvanas et al. (2020), we use the Fama–French three-factor model to estimate the idiosyncratic risk:
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Since the financial data in this article are annual, we used monthly data to estimate the model. In the model, Ri,t is the return on stock i in month t; rf,t is the risk-free interest rate in month t; Rm,t is the returns on the market in month t; SMBt, HMLt is the size factor, book to market ratio factor of firm i in month t, respectively; εi,t is the residual term. Then, we used the annualized standard deviation of the residual term to calculate the annual idiosyncratic volatility of the company’s stock:
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Measures of ECSR

Referring to methods utilized by Elmagrhi et al. (2019) and Luo et al. (2019), this article selects RKS1, a social rating agency, to measure the ECSR. RKS is a third-party rating agency for CSR of Chinese listed firms. RKS rating system is consistent with ISO26000. Thus, it is independent and scientific. The system includes four aspects: macrocosm, content, technique, and industry. In terms of content scoring (C), the experts score based on 6 primary indicators and 45 secondary indicators, including environmental category (pollution control, environmental recovery, energy saving or reutilization of waste material, environmentally friendly products, and other environmental disclosure), employee category (health and safety of employee, staff training, performance evaluation, welfare), and social category (tax payment, public welfare or other donations), and consumers category (product quality and safety). The scoring results are therefore compared with scoring based on self-developed evaluation system and objective and show a high degree of specialization (Xiang et al., 2020). Besides, it eliminates the subjectivity of standard selection and scoring in index construction by oneself (Zhang et al., 2016). Therefore, because of the availability, this study used content scoring (C) released by RKS as an alternative variable to the level of corporate ECSR.



Other Control Variables

To analyze the real impact of ECSR on idiosyncratic risk, according to previous literature (Jo and Na, 2012; Servaes and Tamayo, 2013; Jo et al., 2015), we controlled the following variables in the empirical model: (1) SIZE, the natural logarithm of the total assets at the end of the period; (2) BTM, the book-to-market ratio; (3) ROA, the return on assets, that is, the ratio of net profit to total assets; (4) LEV, the asset–liability ratio of listed companies, the ratio of total liabilities to total assets; (5) LOSS, if the net profit of the listed companies in year t is less than 0, it is assigned as 1; otherwise, it is 0; (6) GROWTH, annual sales growth rate; (7) BOARD, the size of the board of directors, which is measured by the total number of directors; and (8) RET, the annual stock return considering the reinvestment of cash dividends. Besides, referring to Benlemlih et al. (2018) and El Ghoul et al. (2018), this article also controls the fixed effects of year and industry.



Models Specification

To examine the impact of ECSR on idiosyncratic risk, we constructed the following model:
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Where Riski,t + 1 is the idiosyncratic risk of firm i in year t + 1; ECSRi,t is the ECSR score of firm i in year t; and Controlk,i,t is the set of control variables that defined at the above section. To mitigate potential problems that may arise from omitting time-invariant and industry-specific characteristics, we also controlled the year fixed effects and industry fixed effects. If Hypothesis 1 is tenable, the coefficient β1 in the model (3) should be significantly negative, which means that ECSR will weaken the firm idiosyncratic risk.



EMPIRICAL RESULTS


Descriptive Statistics and Correlations

Tables 1, 2 present descriptive statistics and Pearson correlation coefficient matrix for the variables used in our regressions. As shown in Table 1, the mean value of RISKt + 1 is 0.068, and the standard deviation is 0.021. This shows that the volatility of idiosyncratic risk of different firms varies greatly. Besides, the highest score of ECSRt is 34.1, and there is still a big gap with the full score of 45. This is consistent with the actual situation of uneven disclosure of ECSR in China. At the same time, the statistical results of other control variables are in the normal range.


TABLE 1. Descriptive statistics.
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TABLE 2. Correlation coefficients.

[image: Table 2]The results in Table 2 show that the ECSRt has a significant negative correlation with the idiosyncratic risk (RISK) at a 1% level, with a correlation coefficient of −0.103. This result indicates that ECSR can effectively reduce the firm’s idiosyncratic risk in the future and provides initial evidence on Hypothesis 1. Moreover, the correlation between other control variables and idiosyncratic risk is in line with expectations, which indicates that these variables will also affect future risk. Therefore, it is necessary to control these potential factors in further study.



Univariate Tests

We divided the full sample into the low-ECSR group (whose ECSR is lower than the median) and the high-ECSR group (whose ECSR is higher than the median) based on the median value of listed firms’ ECSR. Then we examined the differences in the mean of the key variables between the two groups. The results of Table 3 show that the mean of the idiosyncratic risk is 6.9% for the low ECSR group and 6.6% for the high ECSR group. The difference is significant at the 1% level, indicating that firms with a higher ECSR score have less risk. The result further provides evidence of a negative correlation between ECSR and firms’ idiosyncratic risk. Besides, there are significant differences between the two groups of control variables. On average, firms with higher ECSR scores have a larger scale and better earnings and have a higher BTM, leverage ratio, and individual stock return. The above results are consistent with our expectations.


TABLE 3. Univariate tests.
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Multivariate Analyses

We standardized the variables to remove the dimensions of variables before regression. In Table 4, we report the results of four regression models on the impact on ECSR on idiosyncratic risk based on Eq. (3). Columns (1) and (2) show OLS regression results, and columns (3) and (4) show GLS regression results. As observed in columns (1) and (3), where all control variables are excluded, we find that the coefficients on ECSRt are significantly negative (−0.102 with t-value = −6.003 and −0.093 with t-value = −4.612). In columns (2) and (4), when all control variables are included, the negative relationship is still existing and relatively significant (−0.061 with t-value = −3.429 and −0.051 with t-value = −2.585). Taken together, the result implies that there is a strong negative correlation between ECSR and the firms’ idiosyncratic risk in the future. At the same time, the coefficients on the control variables are relatively consistent with prior studies (Cai et al., 2012; Servaes and Tamayo, 2013; Benlemlih et al., 2018). For example, firms with larger corporate value, higher BTM, and higher ROA are associated with lower risk.


TABLE 4. Results for the effect of environmental corporate social responsibility on firms’ idiosyncratic risk.
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Robustness Tests


Alternative Measures of ECSR

The ECSR score is obtained by manual scoring, although RKS’s evaluation system can weaken the subjectivity of scoring to a certain extent, it cannot altogether avoid the problem of measurement error. Therefore, we divided the ECSR score into four levels of 1–4, which is used to replace the specific score in the original model (Tong et al., 2020). It not only takes into account the heterogeneity of the ECSR but also reduces the measurement error caused by subjective judgment in the scoring process.

In addition, we used the score of environmental social responsibility from the third party, “HEXUN” website, as another measurement method of ECSR. The HEXUN website evaluates the sustainability and environmental performance of Chinese listed companies from five aspects: environmental protection consciousness, environmental management system certification, environmental protection investment amount, saving energy, and emission species number, and it comprehensively reflects the level of ECSR. These databases have been widely used in relevant Chinese studies (e.g., Han et al., 2019; Chen and Hamilton, 2020; Shahab et al., 2020). The empirical results are shown in columns (1) and (2) of Table 5. The coefficient of ECSRt is still significantly negative, and the results are stable.


TABLE 5. The relation between environmental corporate social responsibility and firms’ idiosyncratic risk in robustness check.
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Fixed-Effect Regressions

To mitigate potential problems that may arise from firm-specific characteristics, we re-estimated the regressions using firm fixed effects. In this way, we explored how firms’ idiosyncratic risk varies with the changes in the ECSR of the same firms (Cai et al., 2016). The result in columns (3) in Table 5 indicates that the higher ECSRt, the lower the idiosyncratic risk, which also gives strong support to Hypothesis 1.



Endogeneity


IV approach

The omitted variables bias and self-selection problem may cloud the interpretation of the causal relation between ECSR and firms’ idiosyncratic risk. Therefore, to alleviate these problems, we employed the instrumental variables estimation method. Referring to El Ghoul et al. (2011), we used the industry average ECSR score as the instrument. The Pearson correlation coefficient of the instrument and ECSR is significantly positive (not reported in the table), which indicates the effectiveness of the instrumental variable. The F-value of the first stage is 682.593. In conclusion, instrumental variable is reliable and is not a weak instrumental variable. The result in columns (4) in Table 5 indicates a strong negative correlation between ECSR and firms’ idiosyncratic risk. Thereby, the results are robust.



Propensity score matching test

Referring to Luo et al. (2019), we used the PSM test as another method to alleviate the endogenous problems. According to whether the Global Reporting Initiative (GRI) standard discloses the firm’s environmental responsibility report, we divided the total samples into two groups. The GRI was founded in 1997 and is a joint initiative of the US non-governmental organization CERES and the UN Environment Programme. It is committed to developing a globally recognized reporting framework to provide guidance for sustainable development reporting and to overcome the loophole of government regulation. The final aim of GRI is to improve the quality, rigor, and practicality of sustainability reporting (Clarkson et al., 2008; Hahn and Lülfs, 2013). Therefore, it is scientific and feasible to adopt this standard for grouping. If a listed firm discloses its environmental responsibility report according to the GRI standard, it is divided into the high-quality ECSR group; otherwise, it is divided into the low-quality ECSR group. Then, we built the matching sample.

First, referring to Luo et al. (2019), we used the following Logit regression to estimate the propensity scores of ECSR in different firms. Among them, the explained variable GRI is a dummy variable reflecting the ECSR quality. The value is 1 when the firm discloses its environmental responsibility report following the GRI standard; otherwise, the value is 0.
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From the estimation results in Table 6, it can be seen that the firm’s book-to-market ratio, return on total assets, asset–liability ratio, the board size, and return on individual stocks will improve the quality of ECSR. If the company has better revenue, higher rate of return, and better management mechanism, its motivation to disclose non-financial information will be stronger. Besides, firms’ loss in the previous year can reduce the disclosure quality of ECSR. The above results are similar to Chava (2014), Lu and Abeysekera (2014), and El Ghoul et al. (2018).


TABLE 6. The Logit model estimates the influence of covariates on environmental corporate social responsibility.

[image: Table 6]We then used three matching measures, including kernel matching, k-nearest neighbor matching, and radius matching. Before matching, we conducted a balance test and found that the control variables between the treatment and control groups are significantly different. After matching, the standardized deviations of most variables are decreased to less than 10%, and the t-test is not significant. The results show that there is no significant difference in the matching variables between the two groups after the matching.

Table 7 shows the PSM test results; the estimation results of the different matching methods are the same. Furthermore, the coefficient of ATT of RISKt+1 is significantly negative at the 1% level. Overall, the PSM results generally support the risk-reduction hypothesis. Through the above analysis, the previous research conclusions are still valid after controlling the potential endogenous problems.


TABLE 7. Estimated results of the average processing effect of environmental corporate social responsibility on firms’ idiosyncratic risk.
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Potential Interfering Factor

Although we have used many control variables based on previous studies to enhance the explanatory power of the primary regression model, the model may still have the omitted variables bias. Referring to El Ghoul et al. (2011), Servaes and Tamayo (2013), and Cheng et al. (2020), we also added four important variables: (1) advertising expenses (ADVi,t), the natural logarithm of sales expenses to sales revenue; (2) R&D intensity (R&Di,t), the natural logarithm of R&D investment to sales revenue; (3) Fdispi,t, the standard deviation of analyst forecast divided by analyst consistent forecast; (4) Ferrori,t, defined as the absolute value of the difference between the actual earnings share and the consensus forecast of the analysts divided by the consensus forecast of the analysts.

Specifically, advertising expenditure (ADVi,t) and R&D intensity (R&Di,t) will promote ECSR to reduce the idiosyncratic risk. Firms with high advertising expenditure can expand the understanding among consumers and investors to establish product differentiation (Tang et al., 2012; Cavaco and Crifo, 2014). Similar to advertising expenses, considering the economic benefits brought by R&D, the public tends to believe that firms with high R&D expenses have stronger innovativeness, which can also bring positive feedback to firms. Finally, according to El Ghoul et al. (2011), neglecting analyst bias may mislead the estimation results. If the analyst forecast does not reasonably reflect the market’s expectation of future earnings, then the estimation of risk may be biased.

Table 8 presents the results after adding additional control variables. In each regression, the coefficient of the explanatory variable ECSRt is still negative and is statistically significant at a level greater than 5%. The results indicate that the explanatory variable is not sensitive to additional control variables. In general, the negative correlation between ECSR and firm risk is robust after considering the interference of other factors outside the model.


TABLE 8. The relation between environmental corporate social responsibility and firms’ idiosyncratic risk with additional control variables.
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Economic Channels

Previous studies have shown that high-quality information disclosure can help investors to have a consistent understanding of the stock value. Thus, it is conducive to enhance the pricing efficiency of the market model and reduce the idiosyncratic risk of the stocks (Jiang et al., 2009; Lee and Liu, 2011; Ziegler et al., 2011). ECSR can effectively improve the information transparency by disclosing more information than by the financial statements (Bushee and Noe, 2000; Jiang et al., 2009). To confirm this potential transmission path, we used total absolute values of the discretionary accruals (AbsDA) and Kim and Verrecchia (K&V) index as proxy variables of information transparency and then used a two-step regression approach to test the mediating effect.

First, regarding Cohen and Zarowin (2010), we used the total absolute values of the discretionary accruals (AbsDA) over the past 3 years calculated from the Jones Model to measure the information transparency. The larger the AbsDA, the worse the information transparency. The first step is to use the following equation to conduct the firm’s annual return by industry:
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where TAi,t is the total accrual of firm i in year t, and we define TAi,t = EBXIi,t − CFOi,t. Among Eq. (5), EBXIi,t is operating profit; CFOi,t is net cash flow from operating activities in the statement of cash flows; Assetsi,t–1 represents the total assets with a lag of 1 year; ΔSALESit represents the increment in operating income, and PPEi,t is the (net fixed assets/total assets).

In the second step, the estimated regression coefficient is substituted into the following equation, and then the discretionary accruals are estimated: DAi,t = (5)−(6)
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Third, information transparency (AbsDA) is equal to the sum of the absolute values of the discretionary accruals over the past 3 years.

[image: image]

Furthermore, as in Kim and Verrecchia (2001), we adopted the K&V index as another method of measuring information transparency. For the convenience of empirical analysis, we adopted the negative value of K&V index (−K&V). Then we used Eq. (8) to regress all samples:
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where Pi,d,t is the closing price of stock i on day d of year t, and Voli,d,t is the trading volume of stock i on day d of year t. Voli,t is the average daily turnover of stock i in year t. After the regression, we get the coefficient βi,t. If the level of information disclosure is good, investors rely less on the trading volume information to make judgments and more on the firm’s information disclosure. Therefore, the coefficient βi,t of the yield to the trading volume will be smaller. In brief, the larger the proxy variable (−K&V), the better the information transparency.

Finally, we use a two-step regression approach to analyze the mediating effect of information transparency in the process of ECSR affecting the firm’s idiosyncratic risk. In the first step, we examine the relationship between ECSR and information transparency; second, we examine the effect of information transparency on the idiosyncratic risk. The regression equation is as follows:
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where Opaquei,t is the mediator variable, which is represented by AbsDA and (−K&V). As information transparency and environmental information disclosure affect the future risk of the company, the mediator variable should be the same period as the core explanatory variable ECSR, so it lags in the Eq. (11) with idiosyncratic risk.

As shown in columns (1) and (3) of Table 9, ECSR has a significant impact on the information transparency of the 2 measurement methods. Among them, the regression coefficient of the ECSR on the discretionary accruals (AbsDA) is −0.054 (with t-value = −2.070), which illustrates that the ECSR can reduce corporate earnings management. The regression coefficient of the ECSR on the (−K&V) is 0.076 (with t-value = 3.907), which confirms the view that the ECSR can improve information transparency. The coefficients in columns (2) and (4) are 0.029 (with t-value = 2.256) and −0.043 (with t-value = −1.933), respectively. Therefore, the results indicate that with the enhancement of the transparency of information disclosure, the firm’s future risk is gradually decreased. In a word, the results in Table 9 show that high ECSR can significantly improve information transparency, alleviate the information asymmetry among stakeholders effectively, and thus reduce the risk. The above analysis provides strong support for Hypothesis 2.


TABLE 9. Economic mechanisms between environmental corporate social responsibility and firms’ idiosyncratic risk.
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Further Analysis

Corporate governance and the relationship between firms and government are important factors that affect firms’ idiosyncratic risk (Ferreira and Laux, 2007; Chen and Liu, 2019). High market value firms and high leverage firms are generally considered to have good corporate governance (Jensen and Meckling, 1976). Thereby, to explore the negative effect of ECSR on idiosyncratic risk under different corporate characteristics, this article divides all samples into the following six subgroups based on market value, leverage, and nature of ownership (Benlemlih et al., 2018): low market value firms, high market value firms; low leverage firms, high leverage firms; and state-owned firms and non–state-owned firms. The high market value (low market value) firms consist of firms with average market values above (below) the median of all firms’ market value; the high leverage (low leverage) firms consist of firms with average leverage above (below) the median of all firms’ leverage. Then, we estimate the regression results by group. As shown in Table 10, ECSRt coefficients of low market value firms, low leverage firms, and state-owned enterprises are negative above the 5% significance level. In contrast, the coefficients of the remaining groups are no longer significant. As discussed above, it can be seen that the ECSR plays a key role in firms with low information disclosure level, such as low market value firms and low leverage firms. State-owned firms have greater initiative to fulfill their environmental responsibilities, and the ECSR quality is higher. Therefore, compared with non–state-owned firms, the ECSR has a stronger inhibitory effect on idiosyncratic risk.


TABLE 10. Firm internal governance characteristics and the relation between environmental corporate social responsibility and firms’ idiosyncratic risk.

[image: Table 10]External supervision is also an important factor that affects firms’ idiosyncratic risk (Abad and Robles, 2014; Yoshino et al., 2019). High audit quality firms and high social responsibility quality firms are generally considered to have a high level of external monitoring (Song and Li, 2010; Yuan et al., 2016). Thus, to explore the negative effect of ECSR on idiosyncratic risk under different external monitoring mechanisms, we classify all samples into the following four subgroups based on whether the company uses an international Big-4 auditing firm and whether a third party verifies the social responsibility report: low audit quality firms, high audit quality firms; and low social responsibility quality firms, high social responsibility quality firms. The grouping estimation results are shown in Table 11. As shown in the table, ECSRi,t coefficients of firms with low audit quality and low social responsibility quality are negative at greater than the 5% level, whereas other groups were insignificant. The results indicate that ECSR plays a better role in risk reduction in companies with weak external supervision. Based on the above analysis, we have reason to believe that Hypothesis 3 is true.


TABLE 11. Firm external supervision characteristics and the relation between environmental corporate social responsibility and firms’ idiosyncratic risk.
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CONCLUSION

Using a sample of Chinese A-share stocks disclosed environmental information from 2011 to 2017, this article explores the relationship between ECSR and firms’ idiosyncratic risk. The empirical results show that the improvement of ECSR can significantly reduce firms’ idiosyncratic risk in the future. By identifying the internal mechanism, this article profoundly discusses the impact of ECSR transmission mechanism on firms’ idiosyncratic risk. Specifically, we find that the high-quality ECSR can effectively improve the level of information transparency and promote investors’ understanding of the stock price to be consistent and thus reduce firms’ idiosyncratic risk. Besides, evidence shows that the ECSR effect is more substantial for firms with low governance level firms, weak external supervision mechanism, and state-owned firms.

Our article has crucial policy implications for policy makers, firms, and other stakeholders. First, from the perspective of firms’ idiosyncratic risk, this article supports the viewpoint that ECSR plays a positive role in stabilizing the market. Regulatory authorities should continue to strengthen the construction of environmental information disclosure system and then promote the systematization and standardization of firms’ environmental information disclosure system. To further control firms’ risk, the management should scientifically formulate the corporate strategy, enhance environmental awareness, and improve the quality of environmental responsibility disclosure. In this way, firms not only can control its own risks, but also help protect the environment. Stakeholders should examine the long-term performance and sustainable development ability of firms in an all-round way and take ECSR into the scope of measurement. Therefore, this article shows that as a strategy, firms’ environmental performance should be highly valued by the government, management, and stakeholders. Second, our research found that ECSR and its economic impact are also believed to vary depending on the corporate characteristics and external monitoring mechanisms. ECSR plays a more critical role in firms with low governance level, firms with weak external supervision, and state-owned enterprises. Therefore, these groups of firms should pay more attention to their own environmental performance, gain competitive advantage through voluntary disclosure of environmental information and then achieve sustainable development.
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In this paper, 3,493 non-financial listed companies in China from 2007 to 2018 are selected as samples to study the impact of corporate financialization on green technology innovation through the panel regression model as well as the mediating effect model, so as to identify whether enterprises tend to financial speculation or capital investment. The main conclusions are as follows. First, corporate financialization has a speculative tendency instead of strategic capital investment. Second, corporate financialization shows heterogeneous impact on green technology innovation, which is dominated by capital expenditure. Third, the heterogeneity is reflected in two aspects: attribute characteristics and external environment. The attribute characteristics of the enterprise includes whether the industry belongs to pollution industry and the ownership structure. The external environment includes the location of enterprise and the degree of financing constraints. Fourth, there are significant differences between attribute characteristics and external environment of enterprises in the impact of financialization decision-making behavior. The deviation caused by enterprise attributes is less than 10%, but the deviation caused by external environment is close to 80%.
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1 INTRODUCTION
Corporate financialization is an important manifestation of economic financialization at the micro entity level, which has an important impact on both enterprises and the real economy. However, there is no consensus on the impact of financialization on enterprises. Generally speaking, there are two views. One is the “reservoir” effect. The theory of “reservoir” points out that the purpose of holding financial assets is to reserve liquidity, so as to prevent the risk of capital chain rupture caused by the impact of cash flow (Smith and Stulz, 1985; Stulz, 1996). The theoretical basis of this view can be traced back to the precautionary saving theory. Compared with the long-term capital expenditure of strategic planning, the liquidity of financial assets is stronger. When enterprises face financial difficulties, they can quickly obtain liquidity by selling financial assets in time to relieve the capital pressure (Gamba and Triantis, 2008; Brown and Petersen, 2011). At the same time, when enterprises believe that they will face macroeconomic uncertainty or potential investment opportunities in the future, they will also prefer to “hold on to cash” (Opler et al., 1999), especially those enterprises with financing constraints (Almeida et al., 2004; Ji et al., 2020). Demir (2009) analyzed the investment portfolio of non-financial enterprises in Argentina and other countries, and concluded that the financialization behavior of enterprises can not only improve the short-term performance of enterprises, but also reduce the negative impact of external financing constraints on the development of the main business, and cope with macroeconomic uncertainty. In addition, Ding et al. (2013) also believed that enterprises’ participation in short-term financial asset allocation activities would help to increase the liquidity of assets and reduce the dependence of enterprises on external financing, so as to “back feed” the possible shortage of funds in the development of their main businesses to a certain extent. Another view is the crowding-out effect. The crowding-out effect is essentially a kind of “investment substitution” behavior. This theory holds that the purpose of enterprise financialization is to pursue profit maximization. Therefore, when the rate of return of financial investment is higher than that of real economic investment, enterprises will replace real economic investment with financial asset investment, otherwise, they will replace financial asset investment with real economic investment (Demir, 2009). The core reason of the crowding-out effect is that the return on financial investment is higher than that on capital investment in strategic planning. The increasing degree of financialization means that the preference of enterprises for financial assets increases, which will reduce industrial investment and produce the crowding-out effect (Tori and Onaran, 2017).
Whether the financialization behavior of enterprises has a “reservoir” effect or a crowding-out effect depends on whether the motivation of financial asset allocation is financial speculation or capital investment. According to the capital profit-seeking theory, enterprises tend to allocate funds to areas with high yield rates, strong liquidity and low adjustment costs. Therefore, if the enterprise is mainly for the purpose of financial speculation profits, the financialization will squeeze out its capital investment. At the same time, high profits in the financial field will aggravate the shortsightedness of business managers, making them pay too much attention to short-term interests and ignore capital investment which is essential for the long-term development of enterprises (Orhangazi, 2008; Tori and Onaran, 2018). If the purpose of corporate financial asset allocation is mainly for strategic planning and long-term sustainable development, the crowding-out effect of financialization on capital, especially technical investment, will be greatly weakened, and may even bring some crowding-in effect. Technology innovation is an important aspect of strategic capital expenditure. In addition, technology innovation shows forward-looking, which is reflected by connecting the sustainable development of enterprises with the society and the environment. Therefore, green technology innovation has become the core focus of enterprises’ real attention to strategic planning.
This paper argues that the corporate financialization motivation can be tested by the external performance of its strategic behavior. Meanwhile, the external performance of corporate strategic behaviors can be reflected by green technology innovation to a large extent. Because the green technology innovation realizes the long-term equilibrium of strategic goal of shareholder value, the social sustainable development and so on. Accordingly, by studying the effect of corporate financialization on green technology innovation and analyzing the mediating variables in the influencing mechanism, we can identify to a certain extent whether the motivation of financialization is speculation or capital investment. Further research on the impact of financialization on green technology innovation can analyze the restraining factors of behavioral motivation. The main contributions of this paper are as follows. First, the corporate financialization has a tendency of speculation and insufficient tendency of strategic capital investment. Although there are differences in the influence of financialization on enterprises, this paper finds through the empirical study that corporate financialization significantly inhibits the innovation of green technology. At the same time, from the analysis of the impact mechanism of corporate financialization on green technology innovation, enterprises mainly achieve the effect of corporate financialization through their own leverage, while the performance of enterprises, namely the net operating profit margin of enterprises, has no mediating effect in the mechanism. Second, the impact of corporate financialization on green technology innovation of capital expenditure shows heterogeneous. The financialization behaviors of enterprises are closely related to the attributes of enterprises, and there is heterogeneity among the samples of different attributes. By extracting the attributes of enterprises, we can find that the industry and ownership attributes of enterprises have a significant impact on the financialization behavior of enterprises. From the perspective of industry attributes, enterprises of heavy polluting industries are more prone to financialized speculation and have stronger inhibition on green innovation of capital investment. From the perspective of the ownership attribute, private enterprises are more inclined to financialized speculation and have stronger inhibition on green innovation of capital investment. Third, the financialization behaviors of enterprises are also closely relative to the external environment. Moreover, different external environments have heterogeneous effects on the green technology innovation of capital expenditure. Through the analysis of the external environment, it is found that the region where the enterprise is located and the degree of financing constraints have a significant impact on the financialization behavior of the enterprise. From the perspective of the region where the enterprises are located, enterprises in central China are more inclined to financialized speculation and have stronger inhibition on green innovation of capital investment. From the perspective of the degree of financing constraints, enterprises with low financing constraints are more inclined to financialized speculation and have stronger inhibition on green innovation of capital investment. Fourth, there are significant differences between the attribute characteristics and external environment of enterprises in the decision-making behaviors of corporate financialization. The empirical results show that, although the two selected attributes have impacts on the decision-making behavior of corporate financialization, the deviation degrees of the impact caused by the two attributes are not more than 10%; whereas the external environment not only has a significant impact on the financialization decision-making behavior of enterprises, but also causes the heterogeneity to deviate from the value of the whole sample by nearly 80%. Enterprises are more sensitive to the external environment in the process of asset allocation.
The rest of the paper is organized as follows. The Section 2 is the literature review. In Section 3, we measure econometrically the overall impact of corporate financialization on green technology innovation. In Section 4, on the basis of Second 2, we analyze the mediating effects of variables in order to identify financial speculation and capital investment behavior in the process of corporate financialization. In Section 5, we study the heterogenous impacts of corporate financialization on green technology innovation from the aspects of enterprise attributes and external environment.
2 LITERATURE REVIEW
The concept of financialization origins from “Economic financialization,” i.e., the economy itself exhibits a financiallike quality or condition. This concept focuses on the definition at the macro level. At the macro level, financialization means the increasing expansion of the financial sector, whose output and profit as growing proportions of the national economy, relative to the non-financial sector (Luo and Zhu, 2014). Excessive financialization results in that the industrial center shifts from the real economy sector to the virtual economy sector, leading to industry hollowing and weakening the fundamental position of the real economy sector. With regard to micro level of definition, the corporate financialization refers to the phenomenon that enterprises allocate large proportions of financial assets in their assets and liabilities and their profits are more from financial channels rather than production-manufacturing (Krippner, 2005). The existing literatures mainly focus on the impacts that entity enterprises participate in financial activities on business operation, industrial investment and so on. Orhangazi (2008) empirically found the significantly negative correlation between corporate financialization level and industrial investment rate, i.e. financial asset investment squeezes out industrial investment. Corporate financial asset allocation significantly reduces the current R&D investment of enterprises (Gleadle et al., 2014). Profits from financial channels also discourage the corporate innovation and business performance. Akkemik and Ozen (2014) found that increasing financial assets, especially those with high returns, will reduce investment in R&D and fixed assets, such that industrial investment is squeezed out, influencing the development of the real economy. However, Ding et al. (2013) thought that enterprises can relieve capital pressure by quickly liquidating financial assets when they are faced with liquidity risk and financing constraints, as financial assets are characterized by strong liquidity and wide market trading. Enterprises can increase their holdings of financial assets to form precautionary reserves, when they are flush with funds. At present, there is no consensus on whether enterprises prefer financial speculation or capital investment in allocating their financial assets.
Green technology innovation is forward looking. It needs to coordinate the relationship among society, environment and sustainable development of enterprises (Huang et al., 2019). Therefore, green technology innovation is the core of enterprise strategic planning. This paper focuses on the impact of corporate financialization on green technology innovation, trying to identify whether the motivation of corporate financialization is inclined to financial speculation or capital investment. Schumpeter pointed out in his theory of Economic Development in 1912 that innovation mainly includes production innovation, technical innovation, market innovation, raw material innovation and organizational innovation. Traditional technological innovation mainly helps enterprises to improve their competitiveness through a series of research and development activities such as exploring new technologies, improving processes and creating new products, so as to obtain more economic benefits. In this series of activities, the enterprises’ investment in technological innovation is mainly reflected by the enterprises’ R&D investment. The intensity of R&D investment represents to some extent the deepness of enterprises’ participation in innovation activities. Klingebiel and Rammer (2020) suggested that the rational allocation of resources is one of the important factors to improve the innovation performance of enterprises. First, sufficient funds investing in R&D are conducive to the diversification of R&D projects and the formation of enterprises’ special techniques. Meanwhile, it also can improve the ability of enterprises to resist the uncertain risks brought by technological innovation (Hall et al., 2016; Wu et al., 2020). Second, investment in human resource and equipment for R&D provides the material basis for the smooth development of technological innovation. Increasing investment in technology innovation is conducive to improving the efficiency of technological innovation. Green technological innovation is developed in the process of traditional technology innovation by introducing concepts like ecological environment and green development, emphasizing more on the “green concept” of technology innovation. In carrying out traditional technological innovation activities, enterprises often ignore the impact of innovation on the environment. Different from ordinary technology innovation, green technology innovation shows significant “double externalities” (Rennings, 2000). The first externality is the positive externality of technology and knowledge spillover. Enterprises bear the cost of green technology innovation but do not get the corresponding benefits. Another externality is the negative externality caused by environmental pollution. When the cost of pollution discharge is not included in the cost of production and operation, enterprises lack incentive for green technology innovation. This characteristic can also be called “double market failure” in the market (Jaffe et al., 2005). This is one of the important reasons why green technology innovation is ignored by most enterprises. However, the role of green technological innovation cannot be ignored. Green technology innovation is the key way for enterprises to gain competitive advantage (Hart, 1995). Through the research and development and application of green products and green processes, enterprises can realize the greening of the entire life cycle of products and meanwhile realize economic and environmental benefits (Frondel et al., 2008). The development of green technology innovation is not only conducive to improving the efficiency of natural resources utilization, but also can reduce the production cost of enterprises (Sun et al., 2017). Therefore, research on green technology innovation is of great significance. Existing literatures mainly study the impacts on green technology innovation from the perspectives of environmental regulation, R&D investment, enterprise scale, government support, industrial structure, economic development level, FDI and so on (Okamuro and Zhang, 2006; Feng et al., 2017; Lin and Chen, 2018; Jin et al., 2019), but rarely from the perspective of corporate financial asset allocation.
Through the review of existing literatures, there are few studies on the impact of corporate financialization on green technology innovation by investigating the relationship between them. Thus, in this paper, we devote to working on this gap and identify the motivation for corporate financialization.
3 ECONOMETRIC TESTS ON THE IMPACT OF CORPORATE FINANCIALIZATION ON GREEN TECHNOLOGY INNOVATION
3.1 The Model
Green technology innovation not only highlights the dual strategy of enterprises and society, but also satisfies the sustainable innovation strategy of enterprises, which can be used as an important identification variable of enterprise capital investment. Actually, the capital investment of an enterprise is a strategic investment, so it is relatively difficult to identify the capital investment of an enterprise. It is easier to identify from the perspective of innovation whether enterprises’ capital investment is more inclined to strategic capital allocation. Because innovation is an important means for enterprises to develop upward and form competitive advantage, and maintaining the continuous development of innovation activities has become an important guarantee for enterprises to better enjoy the economic benefits brought by innovation and maintain long-term healthy growth (Qamruzzaman and Wei, 2018; Song et al., 2019). At the same time, innovation activities, with relatively long input-output cycles, have a very strong uncertainty, so capital invested in the innovation field may face more uncertainty (Hall et al., 2016; Haque et al., 2019). In strategic capital investment, technical innovation directly targeting at the products of the enterprise is more favored by enterprises, because its uncertainty is relatively low, and it is more able to achieve the objectives of strategy and performance. The general strategy of technological innovation investment of enterprises is focused more on the corporate planning objectives and less on social strategies and objectives. In terms of the micro and macro correlation, corporate social responsibility is closely related to its strategic planning to a large extent. Green technology innovation covers a package of sustainable innovation perspectives such as corporate social responsibility, the corporate strategic planning and optimal allocation of capital, so it can effectively identify capital investment.
The impact of corporate financialization on green technology innovation will show significant differences in different enterprises and different levels. From the perspective of different enterprises, each enterprise in different stages has different competitors and financial levels. Therefore, in the process of asset allocation, the enterprise’s objectives are also diverse. For example, when the enterprise is in a technology intensive competition industry, it has stronger requirements for strategic capital allocation, stronger technical objectives and awareness of sustainable development, and more inclined to invest in green technology innovation. From the perspective of time dimension, in the process of asset allocation, the development stage and strategic positioning of enterprises restrict the goal of capital allocation. For example, the maximization of shareholders’ interests spurs the enterprise to focus more on the short-term goal and financial speculation (Christophers, 2017), directing to the investment with the highest profit in the process of capital allocation. While green technology innovation needs long-term accumulation and the earnings are uncertain. Panel data model can examine the impact of financialization on green technology innovation from two dimensions, i.e., time and space (Wen et al., 2019). Therefore, this paper adopts the panel data model to conduct quantitative tests on the impact. The basic form of the panel data model is as follows:
[image: image]
where i and t represent the enterprise and the year respectively.
In formula (1), LnGreen is the explained variable, indicating the level of green technology innovation of enterprises. In terms of the output of innovation activities, patents are the direct output of R&D and technological innovation results, and also the international standard to measure the ability of technological innovation (Guan and Gao., 2009). Thus, according to an online tool launched by the World Intellectual Property Organization (WIPO) in 2010 to facilitate the retrieval of patent information related to environmentally sound technologies (EST), namely the “IPC Green Inventory,” the number of green patents of enterprises each year is identified and accounted for, and the natural logarithm is taken as the measurement index of enterprises’ green technology innovation activities.
Financialization is an explanatory variable that represents the financialization of an enterprise. The corporate financialization refers to the phenomenon that enterprises allocate and invest more and more financial assets in their assets and liabilities. Referring to the calculation method of Demir (2009), this paper uses the ratio of financial assets to total assets at the end of the period to measure the financialization behavior of enterprises. Financial assets include transaction financial assets, investment on real estate, long-term financial equity investment, entrusted financial management and trust products. Then they are added up and standardized. In addition, in order to test the robustness of the results, this paper selects a measure of enterprise financialization level from the perspective of income to replace the proportion of financial assets in total assets for model test. The financialization index selected from the income angle ([image: image]) is measured by the ratio of financial assets income to enterprise operating profit. Both of these two methods measuring corporate financialization can reflect the degree of enterprises’ participation in financialization, but from different perspectives. The first method measures the corporate financialization by the allocation or investment proportion of financial assets, while the second method is by the benefit channels of assets. If enterprises allocate or invest higher proportions of financial assets, it indicates that enterprises participate more deeply in the financialization, which result in that more and more profits are from financial channels (Krippner, 2005). Thus, the proposed methods are both appropriate to measure the corporate financialization.
In this paper, relevant control variable X is introduced to control the influence of other characteristics of enterprises on the green technology innovation level. As there are many factors affecting the innovation level of green technology in enterprises, according to relevant theories and existing empirical research (Okamuro and Zhang, 2006; Colombo et al., 2013), other variables affecting the level of green technology innovation are considered in the process of modeling. When studying the impact of enterprise financialization behavior on the level of green technology innovation in society, it is necessary to assume that other influencing factors remain unchanged, that is, other major influencing factors need to be controlled and set as the control variables in the econometric test. Our paper introduces a total of seven control variables from the micro and macro levels, of which four are from the micro level and the rest three are from macro level. The stability of the corporate internal financial status is the basis to ensure the continuous and effective implementation of corporate innovation activities, and is also the source power for enterprises to carry out green technology innovation (Hall, 2002). In addition, the corporate sizes and accumulations can also provide different conditions for green technology innovation activities (Okamuro and Zhang, 2006). Thus, in the micro level, the net cash flow of operation ([image: image]), the corporate size ([image: image]), the corporate capital intensity ([image: image]) and the corporate age ([image: image]) are selected as the four micro control variables. The local government departments where the enterprises are located can provide support for their green technology innovation according to the local practical situations. Enterprises should take environmental factors into full consideration when carrying out green technology innovation (Feng et al., 2017). Thus, in the macro level, the loan to deposit ratio ([image: image]), the industrial structure ([image: image]) and the economic development level of the region where the enterprise is located ([image: image]) are selected as the three macro control variables.
Meanwhile, the profits of enterprises’ participation in financialization may change their financial structures, which will make differences to the green technology innovation (Frank and Goyal, 2009). Thus, we introduce the capital structure and net profit margin of enterprises as mediating variables to explore the influence mechanism of corporate financialization on green technology innovation. The detailed description and measurement method of the above variables are shown in Table 1, where [image: image] and [image: image] will be used in Section 4, the mediating effect analysis. Here we only introduce their measurement.
TABLE 1 | Intermediate variables and control variables.
[image: Table 1]3.2 Data Source and Descriptive Analysis
The time dimension of data selected in this paper is from 2007 to 2018, and the research object is 3,493 listed non-financial enterprises in China. Due to the lack of data of some indicators in individual years, the data in this paper belongs to unbalanced panel data. The data of green technology innovation come from the State Intellectual Property Office of China (SIPO). The data of financialization are all from China’s CSMAR database. When the income of financial channel is negative and the operating profit is positive, or the income of financial channel is positive and the operating profit is negative, the measurement results of corporate financialization may be the same, but obviously the contribution of the enterprise financial income is different, so samples with negative finantialization are deleted when measuring the financialization level from the perspective of income. The data of control variables at the micro level are obtained from China CSMAR database and matched to each observed individual by year and security code. The data of macro-level control variables are derived from EPS, regional financial operation reports, and National Bureau of Statistics, and are matched to each observed individual by year and region. In order to eliminate the possible influence of outliers on the robustness of regression results, 1% winsorize truncation processing was carried out for [image: image], [image: image], [image: image], [image: image], and [image: image]. The descriptive statistics for all variables are shown in Table 2.
TABLE 2 | Descriptive statistics for variables.
[image: Table 2]Table 2 reports descriptive statistics for all variables. On the whole, the minimum value of enterprise green technology innovation is 0.0000, the maximum value is 6.1903 and the average value is 0.5026, indicating that the overall level of enterprise green technology innovation is not high. In terms of corporate financialization, the minimum value of holding financial assets is 0.0000, the maximum value is 0.5799, and the average value is 0.0663, indicating that the financialization degree of different listed non-financial enterprises is quite different. In addition, this paper also carries out descriptive statistics of sub-samples from four aspects: the ownership attribute, the industry attribute, the region and the financing constraint, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Line charts of the annual mean of financialization degree and the sum of green technology innovation quantity in each year: (A) the line chart of enterprises in industries with different pollution degrees. HPIF and NHIF represent annual means of financialization degree of enterprises in the heavy pollution industry and the non-heavy pollution industry respectively; HPIG and NHIG represent annual total of green innovation quantity of enterprises in the heavy pollution industry and the non-heavy pollution industry respectively; (B) the line chart of enterprises under different ownership. SOEF, PEF and OEF respectively represent the annual average of the financialization degree of state-owned enterprises, private enterprises and other enterprises; SOEG, PEG and OEG respectively represent the sum of the green innovation quantity of state-owned enterprises, private enterprises and other enterprises in each year; (C) the line chart of enterprises in different regions. EF, CF and WF respectively represent the annual average of the financialization degree of enterprises in the east, central and west of China, and EG, CG and WG respectively represent the sum of the number of green innovation of enterprises in the east, central and west of China. (D) the line chart of enterprises with different financing constraints. HFRF and LFRF respectively represent the annual average of financialization degree of enterprises with high financing constraints and low financing constraints, while HFRG and LFRG respectively represent the sum of green innovation quantity of enterprises with high financing constraints and low financing constraints in each year.
It can be seen from Figure 1A that the financialization level of enterprises in the heavy pollution industry and the non-heavy pollution industry as a whole shows a trend of first decline and then rise. The annual average of the financialization level of enterprises in the heavy pollution industry is lower than that of enterprises in the non-heavy pollution industry, and the financialization level of enterprises in the two industries reaches the maximum at the same time in 2017. From 2007 to 2015, the green technology innovation ability of enterprises in the heavy polluting industry is roughly the same as that of enterprises in the non-heavy polluting industry. After 2015, there is a significant gap. The green technology innovation ability of enterprises in the non-heavy pollution industry is constantly improving, while that of the heavy pollution industry is declining. In Figure 1B, the financialization level of state-owned enterprises and other enterprises shows an overall upward trend. However, the financialization level of private enterprises decreases first and then increases with time, with a large range of changes. From 2007 to 2015, the financialization level of state-owned enterprises is higher than that of private enterprises, but after 2015, the financialization level of private enterprises surpasses that of state-owned enterprises. The financialization levels of state-owned enterprises, private enterprises and other enterprises all reach the maximum in 2017. For green technology innovation ability, state-owned enterprises are the highest, private enterprises are the second, and other enterprises are the lowest. However, the green technology innovation ability of these three types of enterprises has been continuously improved with the change of time. Among them, state-owned enterprises and private enterprises have been promoted at a faster speed, while other enterprises have been promoted at a slower speed. As can be seen from Figure 1C, the financialization level of enterprises in the eastern, central and western regions shows an overall trend of first declining and then rising. The financialization level of eastern enterprises is the highest, followed by western enterprises, and that of central enterprises is the lowest. For the green technology innovation ability, the eastern enterprises are the strongest, the central enterprises are the second, and the western enterprises are the weakest. The green innovation ability of eastern enterprises increases rapidly with time, while that of central and western enterprises increases slowly with time. According to Figure 1D, the financialization level of enterprises with high and low financing constraints presents an overall trend of decline and then rise. From 2007 to 2014, the financialization level of enterprises with low financing constraints is higher than that of enterprises with high financing constraints. After 2014, the financialization level of enterprises with high financing constraints exceeds that of enterprises with low financing constraints, and the financialization level of the two types of enterprises reaches the highest value in 2017. As for the innovation ability of green technology, enterprises with low financing constraints have significantly improved over time and are much better than those with high financing constraints.
3.3 Empirical Results
The goal of this section is to explore the impact of corporate financialization on green technology innovation. Therefore, on the basis of the relevant preprocessing of variables, such as the stability test, the benchmark regression of the model is conducted. In addition, this paper also carries out the robustness test from the following two aspects: first, based on the robustness test of estimation variables, the level of financialization is measured from the perspective of obtaining benefits from financialization, and benchmark regression is carried out; second, based on the robustness test of estimation methods, in order to control the endogeneity of the model, the first-order lag term of capital intensity and the first-order lag term of net profit margin of enterprises are used as instrumental variables. The GMM method is used to estimate the parameters. The results of the model parameter estimation are shown in Table 3.
TABLE 3 | Estimation results of the impact of corporate financialization on green technology innovation
[image: Table 3]Table 3 reports the results of the parameter estimation. The coefficient of corporate financialization in model 1 is −0.3612 (p < 0.01). At the same time, model 2 and model 3 in Table 3 respectively give the parameter estimation results obtained by the financialization alternative variable and the GMM method. The symbols of the parameter estimation results are consistent with those of model (1), with only slight differences in the absolute value and significance of the coefficient, indicating that the estimation results are robust. From the empirical results, it can be seen that whether the measurement method of explanatory variables or the estimation method of the model is changed, the regression coefficient of corporate financialization passes the significance level of 5% and shows a negative effect. These results indicate that the financialization behavior of enterprises has a significant negative impact on green technology innovation, that is to say, the higher the financialization degree of enterprises, the greater the level of green technology innovation of enterprises will be inhibited. From the perspective of control variables, the coefficients of empirical net cash flow, enterprise age, enterprise capital density, deposit loan ratio are significantly negative at the level of 1%, indicating that these factors have a restraining effect on the level of green technology innovation of enterprises; the coefficients of company size, industrial structure and economic development level of the region where the enterprise is located are significantly positive at the level of 1%, indicating that these factors are conducive to promoting the green technology innovation of enterprises. From the above analysis, it can be seen that the financial assets allocation of enterprises has a restraining effect on the green technology innovation of strategic capital investment, so the financial target of enterprises is more inclined to financial speculation. Due to the characteristics of high yield, financial investment has attracted numerous non-financial enterprises to participate in financial asset investment. In the process of allocating financial assets, enterprises with the goal of obtaining short-term profits will spend more of their capital on financial investment and reduce their investment in green technology innovation. The corporate financialization has a “crowding out” effect on the green technology innovation, thus inhibiting the improvement of green technology innovation ability. Green technology innovation, to a certain extent, can reflect the external strategic behavior of enterprises. It belongs to the capital investment of enterprises. The corporate financialization has a restraining effect on the green technology innovation, which indicates that corporate financialization is inclined to financial speculation rather than capital investment.
4 IDENTIFICATION OF CORPORATE FINANCIALIZATION MOTIVATION–BASED ON THE ANALYSIS OF THE IMPACT MECHANISM
4.1 The Model
Corporate financialization has a restraining effect on green technology innovation, but the identification of corporate financialization motivation needs to be further analyzed through the impact mechanism. From the theory of financial optimal allocation, if an enterprise maximizes the value of shareholders through financial allocation and does not consider the impact of any other indicators, the goal of financial asset allocation is speculation oriented (Stockhammer, 2005). Corporate financialization based on financial speculation will have an impact on the capital structure of enterprises and further affect the green technology innovation of enterprises. Orhangazi (2008) found in his study of non-financial enterprises in the United States that the pursuit of financial profits would lead enterprises to pay too much attention to short-term interests and neglect their sustainable development. In the process of financial asset allocation, in order to achieve the multi-objective of shareholder value, reputation and social responsibility, corporate financialization is dominated by capital investment (Arizala et al., 2013). The profits by corporate financialization based on capital investment can provide sufficient funds for the operation of enterprises. However, corporate financialization based on sustainable development can not only provide long-term incentive functions and shared opportunities for technological innovation, but also disperse corporate risks and promote the development of technological innovation activities (Tadesse, 2002). The enterprise’s green technology innovation is the capital investment that reflects the enterprise’s strategy. Therefore, by examining the impact mechanism of the corporate financialization on the green technology innovation, the corporate financialization motivation in the decision-making process can be identified to a certain extent. The influence of corporate financialization on green technology innovation mechanism needs to be analyzed from the perspective of financial capital operation mechanism. When corporate financialization is to fully maximize the shareholders value, the speculative financial asset allocation is dominant, and the financial operation is more likely to be realized by using the corporate capital structure, because the corporate capital structure uses the financial leverage effect more, thus giving play to the profit-seeking function of capital to a greater extent. When the financialization behavior of enterprises is dominated by strategic capital investment, the enterprise aims to achieve profit, reputation and long-term strategic investment as the operating mechanism, then the enterprise operation process is oriented by the enterprise’s continuous net profit, then the long-term performance plays a very important intermediary role in the impact mechanism (Li et al., 2017).
Based on this, this paper assumes that: when the capital structure plays a mediating effect in the impact mechanism, the corporate financialization is dominated by profit seeking speculation; when the long-term asset profit performance plays a mediating effect, corporate financialization is dominated by strategic capital investment. Based on theoretical analysis and research hypothesis, this paper adopts the sequential test method to test the impact mechanism of corporate financializatioin on green technology innovation step by step.
Firstly, the comprehensive effect of corporate financialization on green technology innovation is tested, that is, no mediating variable is added into the estimation equation. As shown in Eq.1.
Secondly, in order to identify whether corporate financialization has an impact on the mediating variables, the following model is constructed with each mediating variable as the explained variable and the corporate financialization as the core explanatory variable.
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In formula (2) and (3), subscripts i and t represent the enterprise and the year respectively. [image: image] is the capital structure of the enterprise, while [image: image] represents its net operating profit margin. The remaining variables are the same as those in formula (1).
Finally, this paper constructs model (4) and model (5), including the explained variable ([image: image]), mediating variable ([image: image], [image: image]), core explanatory variable ([image: image]), and control variables to test whether the corporate financialization behavior can influence the green technology innovation by affecting the capital structure and net profit margin of enterprises.
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In formulas (4) and (5), subscripts i and t represent the enterprise and the year respectively, and other variables are the same as those in formula (1).
If the estimated coefficients [image: image], η, θ are significant, it indicates that there is a partial mediating effect; if coefficients [image: image] and θ are significant whereas η is not, it indicates that there is a complete mediating effect; if [image: image] and θ are both insignificant, it indicates that there is no mediating effect; if at least one of [image: image] and θ is not significant, further test is needed.
4.2 Empirical Results
The objective of this section is to identify the motivation of enterprise financialization based on the analysis of the impact mechanism. Compared with the simple analysis of independent variables’ impact on dependent variables, this section adopts the mediating effect model to conduct mechanism analysis, which can further analyze the process and mechanism of independent variables’ impact on dependent variables. The concept of mediating effect originated from psychological research to measure the influence of independent variables on independent variables indirectly through mediating variables. With the maturity of the mediating effect testing method, the concept has been gradually introduced into a wider range of fields. In this paper, a comprehensive mediating test procedure is adopted, which combines various independent test methods proposed by Judd and Kenny (1981); Sobel (1982); Baron and Kenny (1986). It can not only control the error rates of the first type and the second type, but also ensure a high statistical efficiency. The results of parameter estimation with the corporate capital structure and the net operating profit margin as the mediating variables are shown in Table 4.
TABLE 4 | Estimation results of the impact of corporate financialization on green technology innovation.
[image: Table 4]In Table 4, the mediating effect test results of [image: image] are reported in columns (1) and (2), and some of the mediating effects of [image: image] are significant. The effect of enterprise financialization on the mediating variable [image: image] is −0.3381 (p < 0.01), and after controlling the influence of other factors, the effect of the mediating variable [image: image] on green technology innovation is 0.2473 (p < 0.01). Therefore, the mediating effect of the impact of enterprise financialization on green technology innovation through [image: image] is (−0.3381) [image: image] 0.2473 = −0.0836. According to column (1) of Table 3, the total effect of corporate financialization on green technology innovation is −0.3612 (p < 0.01), so the mediation rate is 23.15%. With the proportion of financial assets increasing, the financial risk pressure borne by enterprises will increase accordingly. which has a negative impact on the financial leverage and also changes the capital structure negatively. The change of financial leverage has an impact on the financing of enterprises and further changes the capital input of enterprises’ green technology innovation. In addition, since the return rate of financial assets is higher than the that of daily operation, enterprises tend to pay more attention to the benefits brought by financial assets in the process of asset allocation, thus reducing the capital investment, for instance, reducing investment in R&D activities such as green technology innovation. Thus, the corporate capital structure plays a part of intermediary role in the relationship between corporate financialization and green technology innovation. The mediating effect test results of [image: image] are reported in columns (3) and (4) in Table 4. The indirect effect of [image: image] in green technology innovation companies is not significant, so there is no mediating effect in green technology innovation companies. According to the empirical results of the impact mechanism study and the analysis based on the results estimated in Table 3, it can be found that the financialization goal in the process of financial asset allocation of enterprises is speculation dominated, and there is not enough evidence to prove that the financialization goal of financial asset allocation of enterprises is inclined to strategic capital investment.
5 HETEROGENEITY ANALYSIS OF CORPORATE FINANCIALIZATION DECISION-MAKING BEHAVIOR
Although the above results can help us understand the corporate financialization decision-making behavior as a whole, the motivation of different enterprises to make financialization decision is affected by many aspects. Since the financialization decision-making behavior of an enterprise may be influenced by its own attribute characteristics and external environment, this section analyzes the difference in the impact of enterprise financialization on green technology innovation according to the difference in enterprise attribute characteristics and external environment, so as to reveal the heterogeneity of enterprise financialization decision-making behavior.
5.1 Based on Enterprise Attribute Characteristics
Enterprises are faced with different attributes, such as different industry and ownership characteristics, which will show differences in financial decision-making behavior. From the perspective of industry characteristics, the financialization behavior of enterprises in industries with different pollution levels may have different degrees of impact on green technology innovation. According to Gray (1987), environmental regulation has a certain impact on the green technology innovation of enterprises. Therefore, the green technology innovation ability of enterprises with different pollution levels may be different. As enterprises in heavy polluting industries pollute the environment to a greater extent than those in non-heavy polluting industries, their green technology innovation may be more difficult, leading to enterprises being more inclined to financial speculation, reducing the incentive for green technology innovation Gleadle et al. (2014). Based on this, according to the pollution characteristics of the industry in which the enterprises are located, this paper divides the enterprises into two sub-samples: enterprises in the heavy pollution industry and enterprises in the non-heavy pollution industry. From the perspective of ownership characteristics of enterprises, the impact of their financialization on green technology innovation will also change. The ownership structure of enterprises determines a series of governance structure issues such as how to allocate resources, how to cooperate between ownership and operators, and how owners cooperate and control enterprises, which leads to the difference in the impact on green technology innovation among enterprises under different ownership (Liu et al., 2020). For state-owned enterprises, since their capital is controlled by the state, their decision-making objectives need to conform to the objectives of the state capital, which should coordinate the development strategy of the whole economy. Therefore, generally speaking, the coordination of strategy, sociality and shareholder value is emphasized in the process of capital allocation. Private enterprises are relatively small in size, and their biggest advantage lies in the flexibility of making decisions, and their financial goal is single, namely the maximization of shareholder value. For other types of enterprises, the internal characteristics and objectives are relatively heterogeneous, but the number of them is relatively small, so they are treated in a single class. Therefore, the sample enterprises are divided into three sub-samples: state-owned enterprises, private enterprises and other enterprises.
Based on the above theoretical analysis, samples are divided according to industry attributes and ownership attributes. According to the industry attributes, samples can be divided into enterprises in the heavy pollution industry and those in the non-heavy pollution industry1. According to the attributes of ownership, samples can be divided into state-owned enterprises, private enterprises and other enterprises. The panel regression model is adopted, and the results of parameter estimation as shown in Table 5.
TABLE 5 | Estimation results of the impact of corporate financialization on green technology innovation.
[image: Table 5]Table 5 reports the impact of corporate financialization on green technology innovation in different types of enterprises. In the grouped regression of enterprises in the non-heavy pollution industry and the heavy pollution industry, the regression coefficients of corporate financialization are −0.3948 and −0.3287 respectively and both pass the significance level test of 1%, but the absolute value of the regression coefficient of enterprises in the heavy pollution industry is greater than that of enterprises in the non-heavy pollution industry. These results show that corporate financialization has an inhibitory effect on the green technology innovation of enterprises in both heavily polluted and non-heavily polluted industries, and the inhibitory effect in enterprises of heavily polluted industries is greater than that in enterprises of non-heavily polluted industries. Compared with enterprises in non-heavy polluting industries, enterprises in heavy polluting industries produce more pollutants in the production process and pollute the environment more greatly. It is technically difficult and high-cost to improve the production processes and products by green innovation. Thus it lacks innovation incentive. The financialization of enterprises in heavy polluting industries is more concerned with financial benefits, which inhibits the green technology innovation. The behaviors of corporate financialization is embodied as financial speculation.
In the grouped regression of state-owned enterprises, private enterprises and other enterprises, the regression coefficients of corporate financialization are −0.3001, −0.4011 and −0.0989, respectively. The financialization regression coefficients of state-owned enterprises and private enterprises all pass the significance level test of 5%, while that of other enterprises fails to pass the significance test. Therefore, it can be seen that the financialization of state-owned enterprises and private enterprises has an inhibitory effect on the green technology innovation, and the latter has a greater inhibitory effect than the former. State-owned enterprises possess abundant innovation resources and invest more in R&D and innovation activities. Moreover, state-owned enterprises shoulder the responsibility of national strategic development and need to assume more social responsibilities. However, private enterprises tend to avoid uncertain risks brought by innovation and invest less in independent R&D. Thus, in the process of asset allocation, state-owned enterprises pay more attention to the improvement of green technology innovation capability than private enterprises, so the financialization behaviors of state-owned enterprises have less inhibitory effect on green technology innovation than private enterprises.
For further analysis, it can be seen from Table 3 that in the case of the full sample, the financialization regression coefficient is −0.3612. Based on this coefficient, the deviation degree of different types of samples from the full sample can be calculated. From the perspective of industry attributes of enterprises, the upward deviation of heavy pollution industry is 9.30% (0.3948 − 0.3612) [image: image] 0.3612 [image: image] 9.30%, the follow-up calculation method is the same), and the inhibition of financialization on green technology innovation is stronger; the downward deviation of non-heavy pollution industry is 9.0%, and the relative average inhibition level of financialization on green technology innovation is weak. Therefore, for enterprises of the heavy pollution industry, due to the increasing difficulty of green technology innovation, their financialization decision-making behavior is more inclined to financial speculation. From the perspective of the ownership structure of enterprises, the downward deviation of state-owned enterprises is 16.92%, and the inhibition of financialization on green technology innovation is relatively weak compared with the average level; while the upward deviation of private enterprises is 11.05%, and the inhibition of financialization on green technology innovation is stronger. Thus it can be seen that state-owned enterprises are more inclined to strategic capital investment in their financialization decision-making behavior. Comparing the attributes of industry and ownership structure, the degree of deviation caused by the attributes of ownership structure is greater, which makes the decision-making motivation of corporate financialization strengthened.
5.2 Based on the Impact of External Environment
Different external environment, such as different regions and financing constraints, will lead to different financialization decision-making behavior. The corporate financialization of enterprises in different regions may have different degrees of impact on green technology innovation. Since China is a vast country with different levels of economic development and corporate culture, the conditions for technological innovation are also different. So the impact of corporate financialization on green technology innovation varies in different regions. The eastern region has advantages in the economic development level, science and technology, and the eastern enterprises are relatively mature. Compared with the central enterprises and western enterprises, the objective of financial asset allocation of eastern enterprises is more inclined to strategic capital investment. According to the different regions where the enterprises are located, this paper divides the enterprises into three sub-samples: eastern enterprises, central enterprises and western enterprises.
From the perspective of financing constraints faced by enterprises, the impact of corporate financialization behavior on green technology innovation will also change with the different financing constraints. Due to its long-term and uncertain nature (Tian and Wang, 2014), the innovation activities of enterprises are subject to serious financing constraints (Acharya and Xu, 2017). Whether the enterprise has sufficient capital will affect its financialization behavior, and thus have a certain impact on the innovation of green technology (Li and Lu, 2017; Zhang et al., 2020). Enterprises with low financing constraint have more capital than those with high financing constraint, leading to differences in capital allocation. According to the financing constraints faced by enterprises, this paper divides enterprises into two sub-samples: enterprises with high financing constraints and enterprises with low financing constraints.
Based on the above theoretical analysis, the samples are divided according to the location of the enterprise and the degree of financing constraint. Among them, enterprises can be divided into eastern enterprises, central enterprises and western enterprises according to their location; according to the degree of financing constraints, they can be divided into high financing constraint enterprises and low financing constraint enterprises2. The panel regression model is used, and the results of parameter estimation are shown in Table 6.
TABLE 6 | Estimation results of the impact of corporate financialization on green technology innovation.
[image: Table 6]Table 6 reports the impact of corporate financialization behavior on green technology innovation among different types of enterprises. In the grouped regression of eastern enterprises, central enterprises and western enterprises, the regression coefficient of corporate financialization are −0.3499, −0.6419, −0.2379, respectively. The financialization regression coefficients of eastern enterprises and central enterprises pass the significance level test of 1%, and the latter is about twice of the former, while the financialization regression coefficients of western enterprises fail to pass the significance test. From these results, it can be seen that the financialization behavior of eastern enterprises and central enterprises has a restraining effect on green technology innovation, and the restraining effect of the latter is greater than that of the former, but there is no sufficient evidence to prove that the financialization behavior of western enterprises will have an impact on green technology innovation. The eastern region enjoys advantageous geographical location, strong economic strength, rapid economic development and rich innovation resources. Enterprises in the eastern region are more forward-looking in strategic planning and pay more attention to long-term strategic development. In the process of allocating financial assets, enterprises in eastern region will pay more attention to the development of green technology innovation compared with enterprises in central region, although they are inclined to financial speculation, so as to realize their own long-term development.
In the grouped regression of high financing constraint enterprises and low financing constraint enterprises, the regression coefficients of corporate financialization behavior are 0.0408 and −0.6470, respectively. The latter passes the significance level test of 1%, while the former fails to pass the significance test. Therefore, the financialization behavior of enterprises with low financing constraints has a negative impact on green technology innovation, but there is not enough evidence to show that the financialization behavior of enterprises with high financing constraints has an impact on green technology innovation. On the one hand, the high profitability of financial investment attracts enterprises. On the other hand, enterprises with low financing constraints are more likely to obtain external financial support, so they will increase their investment in financial assets, thus reducing their green technology innovation input and leading to “crowding out” effect on green technology innovation. The financialization behaviors of enterprises with low financing constraints are not conducive to the improvement of green technology innovation ability, which reflects that enterprises pursues profit maximization, i.e., the motivation of corporate financialization with low financing constraints is inclined to financial speculation.
In the same way, combined with Table 3 for further analysis, it can be seen that in the case of the full sample, the financial regression coefficient is −0.3612. Based on this coefficient, the degree of deviation of different types of samples from the full sample can be calculated. From the perspective of the enterprise location, the eastern enterprises deviate 3.13% downward, and the average level of financial inhibition on green technology innovation is relatively weak; the central enterprises deviate 77.71%, and the financial inhibition on green technology innovation is much stronger than the average level. It can be seen that, due to the level and stage of economic development, regional corporate culture and other external factors, central enterprises have stronger inhibition on the green technology innovation. From the perspective of financing constraints faced by enterprises, enterprises with low financing constraints deviate from 79.13% upward, and their financialization behavior has strong inhibition on green technology innovation. Thus it can be seen that enterprises with low financing constraints are more inclined to financial speculation in their financialization decision-making behavior. Comparing the region where the enterprise is located with the financing constraint condition, the deviation degree caused by the financing constraint is larger, which further strengthens the behavioral motivation of the corporate financialization decision.
6 CONCLUSION
In this paper, 3,493 non-financial listed companies in China from 2007 to 2018 are selected as samples to study the impact of corporate financialzation on green technology innovation through the panel regression model and the mediation effect model, and then to identify whether enterprises tend to financial speculation or capital investment. The main conclusions are as follows:
First, corporate financialzation tends to be speculative, and the strategic capital investment tendency is insufficient. At present, there are still disputes on the impact of corporate financialzation on enterprises themselves. This paper further tests the negative relationship between corporate financialization behavior and green technology innovation ability through empirical research on China’s non-financial listed companies. By studying the mediating effect in the process of corporate optimal financial allocation, it is found that the financialization of enterprises mainly influences the innovation of green technology through the mediating role of financial leverage, and it is concluded that the motivation of financial asset allocation of enterprises is more inclined to financial speculation. From the perspective of reasons, enterprises need to accumulate for a long time in green technology innovation activities, which require both sustained and stable financial support and integrative knowledge acquired by enterprises, and the benefits brought by innovation activities are uncertain. Therefore, on the whole, the financialization behavior of enterprises is not conducive to green technology innovation, but is dominated by speculative goals.
Second, the financialization decision-making behavior of enterprises shows heterogeneity in both attribute characteristics and external characteristics. Corporate financialization decision-making behavior is closely related to corporate attribute characteristics, and there is heterogeneity among samples with different attribute characteristics. For enterprises in different industries, the financialization of enterprises in heavily polluted industries has a stronger inhibitory effect on green technology innovation than that of enterprises in non-heavily polluted industries. For enterprises with different ownership attributes, the financialization of private enterprises has a stronger inhibitory effect on green technology innovation than that of state-owned enterprises. For enterprises in different regions, the financialization behavior of enterprises in central China has a stronger inhibitory effect on green technology innovation than that of enterprises in the east, and there is not enough evidence to show the relationship between the financialization behavior and green technology innovation of enterprises in the west. For enterprises with different financing constraints, the financialization behavior of enterprises with low financing constraints has an inhibitory effect on the innovation of green technology, but there is not enough evidence to show that the financialization behavior of enterprises with high financing constraints has an impact on the innovation of green technology.
Third, the corporate attributes and external environment of enterprises are significantly different from each other in the process of corporate financialization. From the empirical results, it can be seen that although the two selected corporate attributes have an impact on the decision-making behavior of enterprise financialization, the deviation degree of the influence of the two attributes does not exceed 10%. while the external environment not only has a significant impact on the decision-making behavior of enterprises, but also causes the heterogeneity to deviate from the value of the full sample by nearly 80%. Based on this, enterprises are more sensitive to the external environment in the process of asset allocation.
The existing literatures mainly focus on the effect of corporate financialization on industrial investment, studying whether the corporate financialization is a “reservoir effect” or a “crowding effect” on industrial investment (Demir, 2009; Duchin, 2010; Baud and Durand, 2012). Differently, this paper would like to identify whether the motivation for corporate financialization is financial speculation or strategic investment by studying the effect of corporate financialization on green technology innovation and analyzing whether corporate financialization squeezes out green technology innovation. Our results show corporate financialization has an inhibitory effect on green technology innovation. Green technology innovation is the focus of corporate strategic planning. Our results indicate that the corporate financialization pays more attention to short-term interests and neglect long-term development. Tendency to financial speculation is significant. It is consistent with the existing results that financialization has a “crowding out” effect on industrial investment (Orhangazi, 2008; Tori and Onaran, 2017). For enterprises, especially those oriented by the financial market, improving financial performance and maximizing shareholders’ interests have become the core activities (Lazonick, 2003). The adverse effects of financialization have been demonstrated in countries such as the United States (Lazonick, 2010).
Combined with the research conclusions, this paper puts forward the following policy recommendations: first, since the financialization of enterprises inhibits the innovation of green technology and shows the tendency of financial speculation, on the one hand, it is necessary to regulate the financial asset allocation behavior of enterprises, guide enterprises to aim at long-term development (Mertzanis, 2018) and assume certain social responsibility (Hu et al., 2020); on the other hand, it is necessary to narrow the profit gap between the financial field and the real economy, and take further steps to promote financial services for the real economy. Besides, the monopoly position of financial industries must be broken through. By relaxing the access to the financial industry and balancing the profits among industries, the power of green technology innovation of enterprises can be improved. Second, different enterprises should have different strategies (Zhu et al., 2020). According to the financialization behavior caused by the difference in enterprise attribute characteristics, the government should formulate differentiated support policies in combination with the industry and ownership attribute characteristics of enterprises, and encourage enterprises to carry out green technology innovation activities (Huang et al., 2019), especially private enterprises and enterprises in heavily polluted industries. Third, it is necessary to foster a better external business environment. From the perspective of the influence of enterprise attributes and external environment on the financialization decision, the external environment has a significant impact on the motivation of enterprise financialization. Therefore, it is necessary for the government to further create a better business environment and reduce the inhibition of external environment on the corporate strategic investment.
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Footnotes
1Classification of the heavy pollution industry and the heavy pollution industry: according to the “Guidance on Industry Classification of Listed Companies” revised by China Securities Regulatory Commission in 2012 and the “Classified Management Directory of Listed Companies’ Environmental Verification Industries” and the “Guidelines on the Disclosure of Environmental Information of Listed Companies” formulated by the Ministry of Environmental Protection in 2008, heavy polluting industries in this paper refer to: coal mining and washing industry, oil and gas industry, ferrous metal mining and processing industry, nonferrous metal mining and processing industry, textile industry leather, fur, feather and their products and shoe-making, paper-making and paper products, petroleum processing, coking and nuclear fuel processing, chemical raw materials and chemical products manufacturing, pharmaceutical manufacturing, chemical fiber manufacturing, non-metallic mineral products, ferrous metal smelting and rolling processing, non-ferrous metal smelting and rolling processing, metal products, electric power, thermal production and supply industry (16 categories); other industries are non-heavy pollution industries.
2Division of financing constraints: enterprise scale is used as the proxy variable of financing constraints to measure the intensity of financing constraints. Low enterprise scale indicates high financing constraint; otherwise, the financing constraint is low. In this paper, the enterprise size is divided according to the median, and the enterprise size is ranked from small to large. The top 50% of enterprises are high financing constraint enterprises, and the last 50% are low financing constraint enterprises.FIGURE 1Line charts of the annual mean of financialization degree and the sum of green technology innovation quantity in each year: (A) the line chart of enterprises in industries with different pollution degrees. HPIF and NHIF represent annual means of financialization degree of enterprises in the heavy pollution industry and the non-heavy pollution industry respectively; HPIG and NHIG represent annual total of green innovation quantity of enterprises in the heavy pollution industry and the non-heavy pollution industry respectively; (B) the line chart of enterprises under different ownership. SOEF, PEF and OEF respectively represent the annual average of the financialization degree of state-owned enterprises, private enterprises and other enterprises; SOEG, PEG and OEG respectively represent the sum of the green innovation quantity of state-owned enterprises, private enterprises and other enterprises in each year; (C) the line chart of enterprises in different regions. EF, CF and WF respectively represent the annual average of the financialization degree of enterprises in the east, central and west of China, and EG, CG and WG respectively represent the sum of the number of green innovation of enterprises in the east, central and west of China. (D) the line chart of enterprises with different financing constraints. HFRF and LFRF respectively represent the annual average of financialization degree of enterprises with high financing constraints and low financing constraints, while HFRG and LFRG respectively represent the sum of green innovation quantity of enterprises with high financing constraints and low financing constraints in each year.
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This study constructed a comprehensive index system and employed a coupling coordination degree model, global spatial autocorrelation models, and local spatial autocorrelation models to quantitatively investigate the spatiotemporal characteristics and dynamic mechanism of the coupling coordination relationship between green urbanization and green finance in China during 2010–2017. The results showed that the level of green urbanization and green finance improved over the study period, but the development of green finance lagged behind the pace of green urbanization and the comprehensive score was still low. The coupling coordination degree presented a trend of continuous optimization, with coordination in eastern China being clearly higher than in central, western, and northeastern China. Furthermore, there was both spatial dependency and spatial heterogeneity in the coupling coordination degree between green urbanization and green finance. Provinces with a high-high clustering mode were mainly distributed in the eastern region, while provinces in western and northeastern China mainly had a low-low clustering mode in 2010. The high-high clustering mode gradually expanded from eastern to central China, while most provinces in western and northeastern China still exhibited low-low clustering in 2017. This indicates that the coupling coordination degree between green urbanization and green finance had strong spatial agglomeration and spatial spillover effects in central and eastern China, while in western and northeastern China its development was still poor.
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INTRODUCTION
Since the reform and opening up period, China has experienced unprecedented rapid urbanization (Bai et al., 2014), with the urbanization level rising from 17.92% in 1978 to 59.58% in 2018. In this process, the material and spiritual living standards of the population have been greatly improved and enriched. However, the long-term extensive development model has consumed a lot of resources and caused great damage to the ecological environment (Chen et al., 2013; Song et al., 2015; Zhou et al., 2015; Li et al., 2020). In 2018, China accounted for 24% of global energy consumption and 34% of global energy consumption growth. China has been the world’s largest energy growth country for 18 years in a row (Song et al., 2019; Wu et al., 2020; Zhang et al., 2020). Among the 338 cities at and above the prefectural level in which air quality is monitored, only 121 (35.8%) met the national air quality standard. While the Chinese people have enjoyed the material benefits brought about by rapid urbanization, the environment in which they live has been severely damaged. China’s economic losses from environmental pollution will reach around 13% of GDP by 2020.
The economic development and urbanization of China is faced with the double pressure of resource depletion and environmental degradation (Bai et al., 2018; Gu, 2019; Yang et al., 2020a; Wang et al., 2020). Therefore, green development has become the inevitable choice of China’s sustainable economic development (Xu et al., 2019). Green urbanization is different from the traditional urbanization model with its high energy consumption, high levels of pollution, high emission rates, and extensive development. It is a new model that considers the coordinated development of society, economy, and environment in the process of urbanization. Green urbanization is in line with China’s resource availability and environmental conditions and has become an important way to promote ecological progress and build a beautiful China. Resource depletion and environmental problems caused by traditional urbanization models, such as “big city disease,” “rural decline,” and “biodiversity loss,” are forcing China to choose the path of green urbanization.
Green finance also plays an important role in realizing green development (Taghizadeh-Hesary and Yoshino, 2019). The development of green finance in China is in its infancy. Since the 18th National Congress of The Communist Party of China proposed the concept of green development, green finance has been highly valued. The Overall Plan for The Reform of the Ecological Civilization System, which was launched on September 11, 2015, clearly proposed the building of a green financial system. In August 2016, seven ministries and commissions, including the People’s Bank of China jointly issued the Guidance on Building a Green Financial System, which clarified the definition of green finance. Green finance refers to economic activities in support of environmental improvement, climate change response, and resource conservation and efficient utilization, namely, financial services provided for project investment and financing, project operation and risk management in the fields of environmental protection, energy conservation, clean energy, green transportation, and green building. The 19th National Congress of the Communist Party of China (CPC) proposed that “clear water and green mountains are gold and silver mountains.” Under the guidance of relevant policies, green development has become the future direction of economic transformation and social development, and green finance will play an increasingly important role.
Finance plays an increasingly important role in modern society (Soejachmoen, 2017; Ng, 2018; Hu et al., 2020). As an emerging economic development model, green finance through diversified financial product tools, green finance guides capital flows, optimizes resource allocation, and considers the living environment and long-term development of human society while pursuing economic returns (Owen et al., 2018; Bucci et al., 2019; Zhang et al., 2019; Li et al., 2021). The development of green finance has become the best option for China’s economic development and ecological construction during urbanization.
The basic principle of green finance to protect the environment is consistent with the concept of green urbanization. The development of green finance contributes to the realization of green urbanization; in turn, the development of green urbanization promotes the improvement and perfection of green finance. There have been many studies on green urbanization (Liu et al., 2018a; Zhou et al., 2018; Li et al., 2019; Fan et al., 2020; Zhang and Li, 2020). However, because green finance is still in its infancy in China, most research has focused on theoretical discussions of the concept, mechanism, and policy, as well as the promotion of practical green finance systems (Zhou and Li, 2019; Cui et al., 2020). Due to the relatively late disclosure of information related to green finance in China, inconsistent statistical calibrations, and difficulties in data acquisition, most studies have conducted a qualitative analysis and there is a lack of quantitative research. These studies have played an important role in spreading the concept of green finance, understanding the function of green finance, and extending the application of green finance.
However, a qualitative analysis alone is insufficient, and a quantitative evaluation of the comprehensive development level of green finance is required for the optimal development of green finance. In recent years, some researchers have attempted to conduct a quantitative evaluation of green finance. Zhang et al. measured green finance based on the data of green listed companies and listed companies on the New Third Board (Zhang et al., 2018). Zhu et al. used green investment to represent green finance and investigated the relationship between circular economy and green finance in Guizhou (Zhu et al., 2019). Zeng et al. (2014) constructed a comprehensive index system of green finance from the aspects of green credit, green securities, green insurance, green investment, and carbon finance. Liu et al. evaluated the level of coupling coordination between green finance and green economy (Liu et al., 2020). Li found that green finance contributes to the improvement of regional ecological environment (Li and Gan, 2020).
Furthermore, the development of green urbanization in China shows obvious regional imbalance. However, due to the lack of quantitative evaluation of green finance, we cannot know whether the development of green urbanization and green finance has been synchronized and coordinated, and we cannot know which side is relatively backward. Thus, the relationship between green finance and green urbanization is far from fully understood. This study attempted to fill this knowledge gap and provide some more precise insights into the spatiotemporal features and dynamic mechanisms of the coupling relationship between green urbanization and green finance. This study used China as the research area and its provincial administrative divisions as the basic evaluation units. The main objectives of the study were to 1) establish a comprehensive evaluation index system for green urbanization and green finance, 2) quantitatively examine the temporal and spatial coordination between green urbanization and green finance, and 3) explore the spatial agglomeration effect and the spatiotemporal transformation features of the coupling coordination relationship.
STUDY AREA AND MATERIALS
Study Area
Since the reform and opening up period, China has gone through a rapid process of urbanization and industrialization and achieved remarkable progress. As the second largest economy in the world, China’s economic growth accounts for nearly 30% of global growth, making China the largest contributor to world economic growth. However, there is a significant imbalance in China’s social and economic development. According to the National Bureau of Statistics, the 30 provinces of China studied in this article (except Tibet, Hong Kong, Macau, and Taiwan) can be divided into eastern, central, western, and northeastern China (Figure 1). Eastern China consists of 10 provinces, namely, Beijing, Tianjin, Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, and Hainan. Shanxi, Anhui, Jiangxi, Henan, Hubei, and Hunan are in central China. The provinces located in western China are Inner Mongolia, Guangxi, Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Qinghai, Ningxia, and Xinjiang. Liaoning, Jilin, and Heilongjiang are located in northeastern China.
[image: Figure 1]FIGURE 1 | China’s four major economic regions.
In March 2018, China added ecological civilization to its constitution. It further deepened the consensus on green development and promoted the practice of green development. According to the China Green Finance Development Report (2018), the scale of China’s green financial market keeps expanding, and innovation in products and services keeps emerging. In 2018, China issued more than 280 billion yuan of green bonds. The stock of bonds is close to 600 billion yuan, one of the highest in the world.
Data Sources and Preprocessing
This study used the provincial administrative division as the basic unit and analyzed the evolution of the coupling coordination degree between green urbanization and green finance in China from 2010 to 2017. Green urbanization data were obtained from the China Statistical Yearbook 2011–2018 and the China Energy Statistical Yearbook 2011–2018, while the data used to evaluate green finance were obtained from wind database and the China Statistical Yearbook 2011–2018 (Zhou et al., 2020). The administrative boundaries were provided by the Resource and Environment Data Cloud Platform, Data Center for Resources and Environmental Sciences, Chinese Academy of Sciences (http://www.resdc.cn/).
Data from different sources have various units and magnitudes, which makes them incommensurable. Additionally, different indicators may have positive or negative effects on the same evaluation target. To overcome these problems, a range standardization method was adopted to process the original data.
Theoretical Framework
Green finance and green urbanization complement each other. Coordinated and synchronized development of the two is conducive to sustainable development, while lagging behind on either side will be the weak link of sustainable development. Through the function of resource allocation, green finance guides the flow of capital, labor force, technology, and other factors to the green industry, promotes the development of the green industry, and at the same time restricts the enterprises with “two high and one surplus” (resource-based industries with high pollution and energy consumption and industries with excess production capacity), so as to promote industrial transformation and upgrading, energy conservation and emission reduction, and realize green urbanization (Figure 2). In turn, the development of green urbanization puts forward higher requirements for green finance. It will force green finance to make continuous innovations, such as expanding service scope, upgrading service mode, building multidimensional products, and improving mechanism, so as to match the development speed and requirements of green urbanization.
[image: Figure 2]FIGURE 2 | Theoretical framework.
METHODS
Construction of an Evaluation Index System for Green Finance
Green finance instruments consist of various products and mechanisms, including green credit, green security, green insurance, green investment, carbon finance, etc. (Zeng et al., 2014; Zhang et al., 2019; Liu et al., 2020). However, green finance in China is still in the developmental stage, with a lack of relevant statistics. Therefore, following the principles of 1) reflecting the basic connotation of green finance, 2) covering the scope of green financial services, and 3) considering the representativeness of indicators and availability of data, we built a green finance evaluation indicator system, including six indicators from four aspects, namely, green credit, green security, green investment, and carbon finance (Zhou et al., 2020) (Table 1).
TABLE 1 | The evaluation indicator system for assessing green finance.
[image: Table 1]A global principal component analysis was applied to calculate the comprehensive score of green finance. Global principal component analysis is an improvement on the traditional principal component analysis. It combines the traditional principal component analysis and a time series analysis (Fan et al., 2020; Zhou et al., 2020). Therefore, it can be used to process panel data, including the green finance data of the various provinces in China from 2010 to 2017.
Construction of an Evaluation Indicator System for Green Urbanization
Considering the rich connotation of green urbanization, we established a comprehensive indicator system to evaluate the level of green urbanization, with reference to existing relevant studies (Liu et al., 2018a; Zhou et al., 2018; Fan et al., 2020; Zhang and Li, 2020). The green urbanization evaluation index system was comprised of 17 indicators from the six dimensions of demographic urbanization, industrial urbanization, economic urbanization, social urbanization, spatial urbanization, and environmental urbanization (Table 2). These indicators were mainly selected following the principles of typicality, comparability, systematically, and availability.
TABLE 2 | The evaluation indicator system and weights for assessing green urbanization.
[image: Table 2]Specifically, demographic urbanization is the most basic feature of urbanization. Urban population agglomeration is the most direct manifestation of urbanization. The percentage of urban population and urban population density are the most commonly used indicators to measure demographic urbanization. Consequently, the percentage of urban population and urban population density were used as indicators of demographic urbanization. Industrial urbanization is the key to green urbanization. The urbanization driving force and the resource depletion and environmental degradation caused by different industrial structures are quite different. Hence, the percentage GDP of the added value of secondary industry and the percentage GDP of the added value of tertiary industry were used to represent industrial urbanization. Economic urbanization is one of the main goals of urbanization. To ensure green urbanization, economic urbanization not only pursues economic growth but also considers the resource consumption and environmental impact of economic growth. Therefore, in addition to per capita GDP, per 10,000 yuan of GDP industrial wastewater emissions, per 10,000 yuan of GDP industrial SO2 emissions, and per 10,000 yuan of GDP total energy consumption were used as indicators of economic urbanization. Social urbanization can improve the quality of life of urban residents, which can be represented by income, education, medical care, and other factors. Thus, the secondary indicators of social urbanization consisted of per capita disposable income of urban people, number of college students per 100,000 persons, and number of medical technical personnel per 1,000 persons. Spatial urbanization mainly refers to land use changes during urbanization, especially the expansion of impermeable surfaces. Per capita highway length and the percentage of built-up area in the total land area are the two indicators commonly used for evaluating spatial urbanization. In this study, per capita park green area was also considered as an indicator of spatial urbanization from the perspective of urban green space. Environmental urbanization reflects the quality of the ecological environment in the process of urbanization, which is an important requirement for the harmonious development between human society and nature. Environmental urbanization was evaluated through three indicators, namely, the area of green cover within the built-up area, treatment rate of waste materials, and comprehensive utilization rate of industrial solid waste.
It is of crucial importance to reasonably determine the weight of the indicators for the reliability of the evaluation results. As an objective weighting method, the entropy method has been widely used in previous studies (Liu et al., 2018b; Liao et al., 2020). Therefore, this article uses the entropy weight method to determine the weight of urbanization index. Subsequently, the green urbanization development index can be obtained as follows:
[image: image]
where [image: image] is the green urbanization development index of the i-th province in the t-th year; [image: image] represents the weight of the j-th indicator; and [image: image] indicates the standardized value of the j-th indicator of the i-th province in the t-th year.
The Coupling Coordination Degree Model
Coupling is a physical concept and refers to the phenomenon whereby two or more systems interact with each other and even join together through various interactions (Zhou et al., 2015; Yang et al., 2020b). The coupling degree model was as follows:
[image: image]
Despite the coupling degree model being derived from studies in the field of physics, it has been widely adopted to study the coupling relationship between multiple systems. Thus, we used this model to investigate the relationship between green urbanization and green finance. The coupling degree model for green urbanization and green finance can be written as follows:
[image: image]
where [image: image] is the coupling degree of green urbanization and green finance; and GU and GF represent green urbanization and green finance, respectively. The closer the value of C is to 1, the stronger the interaction between green urbanization and green finance will be. The closer the value of C is to 0, the worse the interaction between green urbanization and green finance will be.
However, the coupling degree model can only reflect the degree of interactive coupling between green urbanization and green finance. It is not sufficient to fully reflect the state of its collaborative development. Consequently, we further established the coupling coordination degree model of green urbanization and green finance as follows:
[image: image]
[image: image]
where T is the coupling coordination index between green urbanization and green finance; and [image: image] and [image: image] indicate the contribution of green urbanization subsystem and green finance subsystem to the comprehensive system, respectively. Previous relevant studies have shown that the value of [image: image] and [image: image] does not affect the overall variation trend of coupling coordination degree (He et al., 2017; Tian et al., 2020). Therefore, we assume that [image: image] for reference.
Finally, the coupling relationship between green urbanization and green finance was classified into three categories, four subclasses, and twelve subtypes, according to their scores (Table 3).
TABLE 3 | The classification of the coupling coordination degree between green urbanization and green finance.
[image: Table 3]Spatial Autocorrelation
Spatial autocorrelation analysis is an effective method to characterize the degree of correlation among adjacent geographic units by considering both the location and attribute information of the research object synchronously and includes a global spatial autocorrelation and local autocorrelation (Su et al., 2012; Liu et al., 2018a; Zhang and Li, 2020). In this study, we applied both global and local Moran’s I to describe and visualize the spatial autocorrelation and spatial differentiation of the coupling coordination degree between green urbanization and green finance in China.
RESULTS
Spatiotemporal Evolution of Green Urbanization
During 2010–2017, the main characteristic of “high in the east” and “low in the west” remained the same (Figure 3). Overall, the level of green urbanization significantly improved, as indicated by the mean value of green urbanization increasing from 0.39 in 2010 to 0.44 in 2017. The green urbanization level of Beijing–Tianjin, Yangtze River Delta, and Pearl River Delta was clearly higher than that of other regions, forming three growth poles in 2017. However, the interprovincial differences of green urbanization slightly increased, with the standard deviation increasing from 0.10 in 2010 to 0.12 in 2017.
[image: Figure 3]FIGURE 3 | Spatial distribution of green urbanization in 2010 and 2017.
Both the level and spatial distribution of green urbanization underwent significant changes during 2010–2017. 1) In 2010, the green urbanization value in six provinces was below 0.30, including four (Yunnan, Guizhou, Gansu, and Inner Mongolia) in western China and two (Shanxi and Henan) in central China. Only Yunnan Province still had a value less than 0.30 in 2017, whereas the green urbanization value of the other provinces increased over time. 2) The number of provinces with green urbanization values between 0.31 and 0.37 was equal to the numbers with values below 0.31 in 2010. In addition to Xinjiang, Qinghai, Sichuan, and Guangxi provinces, which were mainly distributed in western China, Anhui in central China and Hebei in eastern China also fell into this category in 2010. The number and spatial distribution of provinces in this level clearly changed by 2017. In addition to the total number of provinces in this level increasing to nine in 2017, the spatial distribution range changed from western, central, and eastern China to western, central, and northeast China, maintaining a wide spatial distribution. 3) In 2010, there were 9 provinces with a green urbanization value between 0.38 and 0.42, which were widely distributed in the four major economic zones, but in 2017, areas with the same green urbanization values were clustered and distributed in the north of China. 4) Six provinces with green urbanization levels between 0.43 and 0.50 were mainly distributed in eastern China, especially the Yangtze River Delta, as well as Liaoning in northeast China and Gansu in western China in 2010, while provinces with the same green urbanization level in 2017 were mainly distributed in central China. 5) Only Beijing, Tianjin, and Shanghai city had green urbanization levels between 0.51 and 0.65 in 2010, but by 2017, they were joined by three other provinces, Jiangsu, Zhejiang, and Guangdong, in eastern China.
Spatiotemporal Evolution of Green Finance
In 2010, the level of green finance was relatively low, as indicated by the green finance score of most provinces (21 provinces, accounting for 70% of the total) being below 0.11 (Figure 4). Only Guangdong Province had a high level of green finance. The other eight provinces (Shandong, Jiangsu, Beijing, Hebei, Fujian, Zhejiang, Henan, and Sichuan) had values between 0.12 and 0.31 and were located in eastern China, except for Sichuan and Henan provinces.
[image: Figure 4]FIGURE 4 | Spatial distribution of green finance in 2010 and 2017.
In 2017, the development level of green finance was significantly improved, with most provinces (20 provinces, accounting for 66.67% of the total) scoring higher than 0.12. The scores for provinces in eastern China, except Fujian and Hainan provinces, were larger than 0.32. The spatial distribution of provinces with scores between 0.20 and 0.31 tended to move westward. The provinces (Qinghai, Ningxia, Hainan, Gansu, Yunnan, Guizhou, Guangxi, Jilin, and Liaoning) with scores less than 0.11 mainly distributed in western China.
The Spatiotemporal Characteristics of the Coupling Coordination Degree Between Green Urbanization and Green Finance
The coupling coordination degree between green urbanization and green finance displayed an overall tendency of continuous optimization (Figure 5). However, the regional differences of the coupling coordination degree widened, as indicated by the range of regional coupling coordination degree increased from 0.12 to 0.23. The coupling coordination degree in eastern China was clearly higher than the corresponding values in central, western, and northeastern China. The coupling coordination degree ranged from high to low in the order of eastern, central, northeastern, and western China in 2010, while the score of western China surpassed that of northeastern China in 2017.
[image: Figure 5]FIGURE 5 | Temporal variation of the coupling coordination degree during 2010–2017.
Specifically, eastern China shifted from a low-level coordination in 2010 to a moderate coordination in 2017. Central China changed from a low-level coordination into a basic coordination during 2010–2017. Northeast China was in a state of basic coordination in 2017, but with a high level of volatility. From 2010 to 2015, the degree of coordination in Northeast China first showed a fluctuating rising trend, and then showed a decreasing trend. The western region realized a transformation from slightly uncoordinated to low-level coordination.
The coupling coordination degree between green urbanization and green finance displayed spatiotemporal differences across China at provincial level (Figure 6). Compared with 2010, the coupling coordination degree between green urbanization and green finance was significantly improved in 2017. However, the interprovincial differences of the coupling coordination degree also widened simultaneously.
[image: Figure 6]FIGURE 6 | Spatial distribution of coupling coordination degree during 2010–2017.
In 2010, the relationship between green urbanization and green finance could be classified into four types according to the score of the coupling coordination degree: slightly uncoordinated, low-level coordination, basic coordination, and moderate coordination. Slightly uncoordinated and low-level coordination were the main types, accounting for fifteen (Heilongjiang, Jilin, Tianjin, Anhui, Fujian, Jiangxi, Shanxi, Hainan, Guangxi, Guizhou, Yunnan, Xinjiang, Qinghai, Gansu, and Ningxia) and nine (Hebei, Henan, Hubei, Hunan, Liaoning, Inner Mongolia, Shaanxi, Chongqing, and Sichuan) provinces, respectively. Together, these provinces accounted for 80% of all provinces. The number of provinces classed as basic coordination (Shandong, Jiangsu and Zhejiang) and moderate coordination (Beijing, Shanghai, and Guangdong) types was three in each category, and they were only distributed in eastern China.
In 2017, only Qinghai, Gansu, Ningxia, Guizhou, and Hainan were still slightly uncoordinated, while the remaining provinces had improved. The number of low-level coordination provinces decreased to eight, while the number of basic coordination and moderate coordination provinces increased to nine and five, respectively (Figure 7). In addition, Beijing, Shanghai, and Guangdong were classed as the newly emerging high-level coordination type.
[image: Figure 7]FIGURE 7 | The number of provinces in different coupling coordination stages.
Spatial Association of the Coupling Coordination Degree
The global Moran’s I values in 2010 and 2017 were 0.211 and 0.282, respectively, with a p-value less than 0.01 (Figure 8). This indicates that the coupling coordination degree between green urbanization and green finance had significant spatial autocorrelation. And this kind of spatial agglomeration feature has been strengthened. However, global spatial autocorrelation is based on the assumption of spatial stability, and it is considered that the whole of a region has only one of the three trends of aggregation, dispersion, or random distribution. Therefore, global spatial autocorrelation may mask local instability. A Moran scatterplot is an effective way to investigate local spatial clustering and instability features, which mainly describe the correlation between the observed and spatial lag variables (i.e., the weighted average value of the observed variable values of adjacent spatial units) of a spatial unit. Moran scatterplots of the spatial clustering mode of green urbanization and green finance in 2010 and 2017 were generated using GeoDa software, with the plots divided into four quadrants (i.e., HH, LH, LL, and HL) based on the differences between provinces and their surrounding regions.
[image: Figure 8]FIGURE 8 | Moran scatterplots of the coupling coordination degree in 2010 and 2017.
In 2010, seven provinces fell into the quadrant of the HH spatial agglomeration mode (Beijing, Shanghai, Jiangsu, Shandong, Zhejiang, Hebei, and Henan), meaning that a high value was surrounded by another high value. Both the coupling coordination degree of these provinces and the spatially weighted average of the coupling coordination degree of their adjacent units were higher than the average, indicating a positive spatial correlation. Eleven provinces were located in the LL quadrant (Hubei, Shaanxi, Jilin, Heilongjiang, Yunnan, Gansu, Ningxia, Qinghai, Guizhou, Hainan, and Xinjiang), with these provinces having low values and their neighboring provinces also having low values. Seven provinces (Liaoning, Guangxi, Shanxi, Jiangxi, Anhui, Fujian, and Tianjin) were in the LH quadrant, and five provinces (Hunan, Chongqing, Inner Mongolia, Sichuan, and Guangdong) were in the HL quadrant, which indicated a spatial heterogeneity with their neighboring provinces.
In 2017, the number of provinces in the HH quadrant increased to 10, including Shanghai, Jiangsu, Zhejiang, Shandong, Hebei, Beijing, Fujian, Anhui, Henan, and Hubei. There were five provinces in the LH quadrant (Tianjin, Jiangxi, Shanxi, Guangxi, and Hunan). The HL quadrant only included Guangdong, Chongqing, and Sichuan. Twelve provinces were classed in the LL clustering mode.
There were four modes of spatiotemporal evolution revealed by the clustering model of the coupling coordination degree between green urbanization and green finance. Mode a describes the state change of a spatial unit itself, with the state of its adjacent spatial units remaining unchanged: HH→LH, LH→HH, LL→HL, and HL→LL. In contrast, mode b describes the transformation of an adjacent spatial unit, while the state of the original unit remains unchanged: HH→HL, LH→LL, LL→LH, and HL→HH. Mode c refers to a change in both the state of a unit and that of its neighboring units: HH→LL, LH→HL, LL→HH, and HL→LH. In mode d, there are no changes in a state of a unit or in its neighboring units: HH→HH, LH→LH, LL→LL, and HL→HL.
Figure 9 shows the transformation of the spatial clustering mode of each province and its neighboring provinces in China during 2010–2017. Mode d was the dominant mode, and therefore the spatial clustering mode of most provinces and their neighboring provinces remained unchanged, implying spatial stability. In terms of spatiotemporal transformation, three provinces were classed as mode a, indicating that their status remained the same, while those of their adjacent provinces changed. Only one province was classified into mode b, and two provinces belonged to mode c. Specifically, mode a transformation occurred in Anhui, Fujian, and Inner Mongolia during 2010–2017. Inner Mongolia was transformed from HL to LL, while Anhui and Fujian transformed from LH to HH. Liaoning experienced a mode b transition, from LH to LL. Hubei and Hunan experienced a mode c transformation, with Hubei transforming from LL to HH, and Hunan changing from HL to LH.
[image: Figure 9]FIGURE 9 | The transformation of spatial aggregation patterns of the coupling coordination degree.
DISCUSSION
Spatial Characteristics of the Coupling Coordination Degree of Green Urbanization and Green Finance
The coupling coordination degree between green urbanization and green finance was higher in eastern China than in western China. Northeastern China had the lowest score. This spatial distribution was basically consistent with the overall pattern of social and economic development in China, although the coupling coordination degree was influenced by many factors. Western China, especially the area west of Hu’s Line, is sparsely populated, with a high altitude, dry climate, and poor transportation networks, which has led to a low level of urbanization. In addition, green finance in western China started late and from a low starting point. These factors resulted in the coupling coordination degree being low in western China. As the heavy industry base and granary of China, northeastern China is faced with problems such as resource exhaustion, an unbalanced industrial structure, and population loss, which are the main reasons for the low coupling coordination degree in northeastern China. The values of the coupling coordination degree of Shanxi and Jiangxi were the lowest of the central region provinces. Shanxi is a resource-exhausted province, while Jiangxi is surrounded by mountains, which restricts traffic flows. The coupling coordination level in the eastern region was generally high (except for Hainan), especially in Beijing, Shanghai, and Guangdong. Beijing is the capital city and the political, cultural, and scientific innovation center of China, while Shanghai is the economic, financial, and scientific innovation center of China. Guangdong is the largest economic province in China, and it has the strongest and most competitive provincial economy in China. Both the green urbanization and green finance of these three regions have developed well and a good coupling and coordination relationship has been formed.
Temporal Characteristics of the Coupling Coordination Degree of Green Urbanization and Green Finance
China has made unprecedented achievements in social and economic development, moving from rapid development to high-quality development during 2010–2017. With the implementation of the concepts of the construction of an ecological civilization and clear water and green mountains, all regions have given more attention to green development in the process of urbanization, which has significantly promoted the development of green finance. Compared with 2010, the degree of coupling coordination was significantly improved in 2017. The improvement of the coupling coordination degree also resulted in a significant spatial disequilibrium. The average increase of the coupling coordination degree followed a pattern from high to low in the order of eastern, central, western, and northeastern China. There are several possible reasons for this. Under the influence of the western development strategy, urbanization has improved to some extent in western China, but resource-based industries with high pollution levels and high energy consumption and industries with excess production capacity are still the main driving forces of social and economic development. Northeastern China is still in the transformation period of industrial structure adjustment. Green finance has not yet developed and only plays a limited role, and it is therefore difficult to achieve a high level of coupling and coordination with urbanization. Due to their unique geographical location close to the coast, the eastern provinces enjoy a relatively high level of social and economic development. They are moving away from rapid development to high-quality development, and are paying more attention to green development, while pursuing social and economic development. Central China is adjacent to eastern China, and its coupling coordination degree has increased rapidly under the influence of a spatial spillover effect from eastern China.
Spatial Dependence of the Coupling Coordination Degree
The provinces with a HH spatial aggregation model were mainly distributed in eastern China in 2010, but had spread to central China in 2017. This indicated that the eastern region had a high coupling coordination degree of green urbanization and green finance, as well as showing a spatial spillover effect, achieving coordinated and interconnected development among provinces and regions to a certain extent. The provinces with an LL spatial aggregation were located in western and northern China. Natural conditions, location conditions, and industrial structure were the main reasons for the low degree of coupling coordination in these regions. The LH spatial clustering mode was distributed in eastern, central, and western China, meaning that the provinces with a low coupling coordination degree were surrounded by provinces with high values. Tianjin, Jiangxi, Guangxi, Shanxi, and Hainan all exhibited LH spatial clustering in 2010 and 2017. Except for Tianjin, these areas have many mountains and hills, with difficult access for traffic, resulting in economic development and a lack of development impetus. Guangdong, Chongqing, and Sichuan exhibited the HL spatial aggregation model in 2010 and 2017, indicating that these provinces had a high coupling coordination degree but were surrounded by provinces with low values. This indicates that the radiation driving effect of these provinces on the surrounding provinces was limited, with a siphon effect being a better description of their impact.
Policy Implication
The coordinated development of green urbanization and green finance is the inevitable choice to realize the Chinese dream. However, the development level of green finance in China is generally low. China should gradually explore a development path that is compatible with the development stage of China’s green urbanization. For relatively backward regions, the traditional urbanization model should be changed and green finance should be developed to guide capital flow to green industries so as to achieve green development. For some regions with a high level of green urbanization, the development of corresponding green finance is relatively backward. We should gradually expand the scope of green financial services, build a “green finance plus” service system, and create multidimensional green financial products. Besides, it should be noted that regional development has obvious spatial spillover effect, so effective linkage, benign competition, and coordinated development between regions should be strengthened.
CONCLUSION
Taking China as the study area, this study constructed a comprehensive evaluation index of green urbanization and green finance based on data for 30 provinces during 2010–2017. Subsequently, a coupling coordination degree model was applied to investigate the relationship between green urbanization and green finance, as well as the spatiotemporal characteristics of their coupling coordination state. Furthermore, global and local Moran’s I were used to explore the spatial dependence of the coupling coordination degree between green urbanization and green finance. The main conclusions were as follows.
During 2010–2017, the level of green urbanization and green finance improved, but the development of green finance lagged behind green urbanization, and the comprehensive score was still low.
The coupling coordination degree between green urbanization and green finance had clear temporal and spatial differences. From a temporal perspective, it presented a trend of continuous optimization. From a spatial perspective, that of the eastern region was clearly higher than that of other regions. Additionally, there were large regional differences in the coupling coordination degree.
In 2010, four types of relationship between green urbanization and green finance were observed, i.e., slightly uncoordinated, low-level coordination, basic coordination, and moderate coordination. Slightly uncoordinated and low-level coordination were the main types, accounting for 80% of all provinces. In 2017, the coupling coordination degree between green urbanization and green finance in most provinces was at or above the basic coordination level. In addition, the newly emerging high-level coordination type was observed in Beijing, Shanghai, and Guangdong.
Spatial dependency and spatial heterogeneity existed in the coupling coordination degree between green urbanization and green finance. The HH pattern gradually expanded from east to west China, while the provinces in the HL agglomeration class decreased during 2010–2017. This indicates that the coupling coordination degree between green urbanization and green finance had a good spatial agglomeration effect and there was a spatial spillover effect in central and eastern China. Most provinces in western China were in the LL clustering mode.
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This paper from the perspective of productivity changes examines the impact of innovation activities and foreign direct investment (FDI) on improved green productivity (IGP) in developing countries. We divide the sample into two sub-groups; the BRICS and the other developing countries so as to account for underlying country heterogeneity. The analysis follows a panel data approach over the period 1991 to 2014, and used the global Malmquist-Luenberger productivity index to measure IGP. The results indicate that IGP in developing countries has declined. Innovation activities have a positive impact on IGP. FDI has a significant negative impact on IGP. Further study finds that there are threshold effects between FDI and IGP based on innovation activities, when the developing countries with a low-level of innovation, FDI has a negative impact on IGP; when the developing countries innovation activities above the threshold, innovation activities and FDI both can promote IGP.
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INTRODUCTION
As environmental pollution has become one of the most challenging issues facing the world, green productivity for sustainable development has received increasing attention (Li et al., 2020a; Zhang et al., 2020; Chevallier et al., 2021). The traditional output growth dependent on heavy resource use, resulting in a lot of pollution to the environment (Li and Lin, 2017). However, green productivity is based on quality rather than quantity; that is, it promotes growth through the creation of new green products, technologies, investments, and environment protection behavior (Chen and Golley, 2014; Li and Lin, 2016; Kroze, 2019). Therefore, enhancing green productivity is an important way of achieving environmental protection and economic development. Numerous studies use total factor productivity (TFP) considering both desirable and undesirable outputs to measure green productivity (Munisamy and Arabi, 2015; Emrouznejad and Yang, 2016; Du et al., 2018). However, the TFP measure considering undesirable outputs does not fully reflect the green part, so this paper introduces improved green productivity (IGP) to reflect the gap between TFP considering undesirable outputs and TFP without considering undesirable outputs.
FDI can promote technological innovation in developing countries through technology spillover effects, and technological innovation is critical for achieving green development (Li et al., 2020b). On the one hand, FDI corporates establish a value chain and industry chain forward and backward linkages to domestic corporates, especially in developed countries to developing countries, the vertical technology spillover effect is particularly obvious. On the other hand, domestic corporates imitate and learn the advanced management concepts and management methods of FDI corporates. However, does FDI help improve green productivity? The relevant research is based on a certain country as a research sample, and there is a lack of research with an international perspective, and most of the research is focus on TFP, rather than improved green productivity.
Under the requirements of green development, it is necessary to have a new evaluation and understanding of the role of FDI from the perspective of innovation activities, and it is necessary to explore whether the impact of FDI on green productivity is heterogeneous under the influence of innovation activities. Only by correctly understanding the relationship between FDI, innovation activities and green productivity can we implement more effective strategies for different developing countries and ultimately achieve the goal of green development in an all-round way. Therefore, this paper from an international perspective examines the impact of innovation activities and FDI on IGP.
The rest of the paper is organized as follows. Literature Review reviews the literature on the relationship between innovation activities, FDI and TFP. Methodology based on global Malmquist-Luenberger productivity index introduces IPG to measure the green productivity change. Research Design presents the sample countries and data, explains the definition of variables, and constructs empirical models. Empirical Results examines the impact of innovation activities and FDI on IGP, and tests whether there is any nonlinear impact of FDI on IGP. Finally, Conclusion concludes the paper and suggests policy recommendations.
LITERATURE REVIEW
Innovation activities have always been an effective way to increase green productivity. Endogenous growth theories attribute the important driving force of productivity improvement to innovation activities in various fields (Chen et al., 2019). Innovation can lead to cleaner production activities that reduce environmental pollution and increase productivity. Alvarez-Herranz et al. (2017) confirm the positive effect that the innovation process exerts on environmental pollution. Baumann and Kritikos (2016) find that micro firms benefit in a comparable way from innovation processes like larger firms, as they are similarly able to increase productivity. Innovation brings about technological progress that enables us to use cleaner energy, improves energy efficiency, and reduces pollutant emissions. However, innovation activities are always accompanied by high input and high risk, and a large amount of resources investment may not be rewarded (Li et al., 2018b; Huang et al., 2019). Shen et al. (2019) showed that no evidence was found to show that innovation has spillover effects on TFP. Therefore, this paper wants to find out whether there is a positive impact of innovation activities on IGP and TFP.
FDI is viewed as an engine of productivity growth and development, which embodies technology (Alfaro, 2017). Developing countries spend considerable effort and policies to attract FDI, by giving costly tax holidays, issuing regulatory exemptions and providing substantial incentives (Liang, 2017). The main reason why developing countries attract FDI is that FDI inflows directly or indirectly increase local firms’ productivity and economic development (Demena and van Bergeijk, 2017). Previous studies have suggested that FDI has technology spillover effects and increases the productivity of domestic firms (Kim et al., 2015; Ramasamy et al., 2017; Amoroso and Müller, 2018). Most of the literature focuses on the impact of FDI on TFP, and less on the impacts of FDI on green productivity.
The impact of FDI on green productivity is ambiguous. The impact of FDI on green productivity is primarily through competitive effects, technology spillovers, and pollution shelter effects. On the one hand, the inflow of FDI can intensify competition and form a selection mechanism for survival of the fittest by crowding out the market share of domestic firms, thereby forcing domestic similar firms to carry out technological innovation, improve energy efficiency and reduce environmental pollution (Zhang and Zhou, 2016; Lu et al., 2017). At the same time, the flow of personnel between domestic and foreign-funded firms can significantly promote the overflow of advanced technology and management concepts brought by FDI from foreign-funded firms to domestic-funded firms (Zhang, 2017). In this case, FDI is conducive to the improvement of green productivity. On the other hand, the polluting industries in developed countries are shifting to developing countries to avoid harsh domestic environmental regulations and high environmental costs. To attract more foreign capital, developing countries often relax environmental standards to meet their needs. As a result, developing countries are more engaged in the production of pollution-intensive industries, thus becoming a pollution shelter in developed countries (Millimet and Roy, 2016; Solarin et al., 2017). In this case, FDI will have a negative effect on green productivity.
The study expands and supplements the existing literature in several respects. First of all, most of the researchers study green productivity through undesired output, rather than the gap between TFP considering undesirable outputs and TFP without considering undesirable outputs. Moreover, most of the relevant research based on a certain country as a research sample, and there is a lack of research from the perspective of developing countries level. Last but not least, this paper from an international perspective examines the impact of innovation activities and FDI on IGP, and finds the threshold effects between FDI and IGP based on innovation activities.
METHODOLOGY
Global Malmquist-Luenberger Productivity Index
In measuring TFP, commonly used methods include Solow residual analysis, stochastic frontier analysis and data envelopment analysis (DEA). Since DEA does not need assumptions in advance and requires a specific functional form of the production frontier, it is widely used to measure TFP (Liao and Drakeford, 2019; Shakouri et al., 2019). The traditional DEA measurement method does not consider the undesirable outputs, and the TFP may be biased (Zhang et al., 2011; Yang et al., 2020). Chung et al. (1997) proposes the Malmquist-Luenberger (ML) index to measure the TFP considering undesired outputs. However, the ML index uses the geometric mean form of two current indices and it is not circular and it faces a potential linear programming infeasibility problem. Oh (2010) therefore proposes the Global Malmquist-Luenberger (GML) index measurement algorithm to overcome the above shortcomings. Fan et al., (2015) used the GML index method to estimate and decompose the total factor CO2 emission performance. Emrouznejad and Yang (2016) analyze and report the manufacturing industries' productivity evolution with respect to CO2 emissions using the GML. Based on the above, GML can be used to measure TFP.
Suppose each country as a decision-making unit uses N inputs, [image: image] to produce M desirable outputs, [image: image], and J undesirable outputs, [image: image]. Thus, the production possibility set at time t is defined as:
[image: image]
In order to measure the problem of undesired output efficiency, Chung et al. (1997) used the directional distance function combined with the traditional Malmquist index to obtain the optimal solution of the production possibility set, and the direction vector is given by [image: image]. Hence, the directional distance function is defined as:
[image: image]
On the contemporaneous technology set, [image: image], desirable outputs y increases proportionally, while the undesirable outputs b and the input x decreases proportionally, while β seeks for the maximum possible function value which makes desirable outputs y to increase and undesirable outputs b and input x to decrease.
Oh (2010) proposes the concept of a global set of production possibilities, setting a global set of production possibilities using all production set observations over the entire time period as [image: image]. This set is the union of all current production possibilities sets. Here we construct the global directional distance function as [image: image]. The GML index can be calculated as:
[image: image]
GML index indicates the change of TFP of each country from t to t+1. If [image: image], this indicates that TFP has not changed. If [image: image], this indicates that TFP has improved. If [image: image], this indicates that TFP has declined.
Improved Green Productivity
Compared with TFP, IGP focuses on green productivity change. Although GML index takes into account undesirable outputs, it does not reflect the green part in TFP. Based on GML index, we can measure TFP reflecting carbon dioxide emissions. TFP considers the economic benefits and the environmental pollution brought by production to maximize economic benefits and reduce pollution at the same time. Therefore, TFP contains both the green and non-green parts of productivity. Based on the global Malmquist (GM) index, we use the same data and method measuring TFP, which we denote as TFP2, in which carbon dioxide emissions are not considered. The TFP2 only considers the economic benefits brought by production; that is, the maximum economic benefits, ignoring environmental factors. Therefore, TFP2 does not consider the optimization of the green part. The gap between TFP and TFP2 shows improved green productivity.
As the productivity measured by the index based on GML and GM is only the improvement of productivity in each year, to more truly reflect the productivity situation of the year, this paper converts the GML and GM indexes into an improvement index. Then, we use Eqs 4, 5, 6 to get the TFP, TFP2 and IGP.
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Input and Output Variables
This paper analyzes developing countries' TFP from the perspective of factor input and output. According to existing literature, labor, capital and energy consumption are the most frequently used input indicators and gross domestic product (GDP) and carbon dioxide emission are the most frequently used desirable and undesirable outputs, respectively, in measuring environmental efficiency (Zhang, et al., 2016). In this paper, input indicators include energy input, labor input, and capital input. Output indicators include desirable economic output and undesirable environmental pollution indicators. Energy consumption as a ratio of GDP, per unit of energy consumption, is used to measure energy input, where the unit is 1,000 tons. The number of people engaged in the country in millions is taken as labor input. Capital input is measured by capital stock. We employ the perpetual inventory method to estimate the capital stock, which is measured in millions of constant 2010 dollars. Based on previous studies, the real GDP in millions of constant 2010 dollars is used to measure the desirable output. Due to lack of data of other environmental pollutant indicators, carbon dioxide emission discharged during the production is chosen as the only undesirable output and measured in millions of tons.
RESEARCH DESIGN
Sample and Data
This study focuses on the impact of innovation activities and FDI on IGP in developing countries. Developing countries concentrate on producing pollution-intensive products and primary products, while developed countries specialize in producing clean products and service-intensive products. Developing countries often face serious environmental pollution problems while they develop their economics. Technological progress is the most effective way to reduce environmental pollution (Yin et al., 2015). Innovation activities can reflect the country's potential technological progress. FDI can reflect the potential technological progress brought by foreign countries (Song et al., 2015; Liao et al., 2019). It is therefore important to study how innovative activities and FDI can increase green productivity in developing countries.
In view of the completeness of the data, there is a serious lack of data in most developing countries, so the research sample only retains the 16 developing countries with complete data. According to the economic development features of developing countries, the BRICS countries have stronger comprehensive strength. At the same time, according to the calculation results of this paper, we find that the best performing IGP countries are the BRICS countries. Therefore, this paper considers it necessary to divide the BRICS countries and other developing countries into sub-samples for research. BRICS includes five countries (Brazil, Russia, India, China and South Africa) with the high levels of area, population and development potential development in the world. Our sample includes 11 other developing countries (Argentina, Chile, Egypt, Indonesia, Iran, Mexico, Malaysia, Philippines, Poland, Thailand and Turkey). The data are obtained from the Penn World Table, World Intellectual Property Organization (WIPO) statistics and World Bank database (The latest data available for all 16 countries ends in 2014). Hence, we use annual data for 16 developing countries during the period 1991–2014.
Definition of Variables
The key independent variables of this paper are innovation activities and FDI. Since innovation activities are hard to measure, it has become common practice to use proxy variables in place of innovation activities. As Patent counts measure the outcome of the technological development process, researchers have over the years increasingly relied on patent application counts as one the most important and most reasonable indicators of innovation activities (Johnstone et al., 2010; Lindman and Söderholm, 2016). Therefore, this paper takes the number of patent applications per million (IP) as a measure of innovation activities. In the following, we use IP to refer to innovation activities. The large inflow of FDI not only brings sufficient capital for economic development, but also provides research and development funds for technology improvement. This variable is calculated by the proportion of the net inflow of FDI to the GDP.
We included several control variables in our model to control the factors that potentially affect IGP. The trade openness (OPE) an important factor that may affect the IGP and it is calculated by exports plus imports as a percentage of GDP. The human capital (HC) index quantifies the contribution of health and education to the productivity of the next generation of workers. The industrial level (IS) variable is calculated by the industrial added value as a percentage of GDP. The energy consumption structure (ES) is calculated by the share of renewable energy in total final energy consumption. The GDP per capita (PGDP) is calculated using 2010 United States constant prices.
Table 1 provides descriptive statistics for all variables in the empirical study. The full sample shows that our primary variable of interest, IGP, is slightly negative with a mean value of −0.034. This means that overall green productivity has not improved. But there is a big difference between BRICS and other developing countries. The BRICS′ IGP is positive with a mean value of 3.1176, but other developing countries’ IGP is negative with a mean value of -1.4666. The IGP in the BRICS is 4.5842 higher than in other developing countries. The IP in the BRICS is 40.3249 higher than in other developing countries. The ES in the BRICS is 10.195 higher than in other developing countries. These statistics show that the BRICS countries have better capabilities in green production and innovation activities than other developing countries.
TABLE 1 | Descriptive statistics.
[image: Table 1]Other developing countries perform better than BRICS in certain variables. Their TFP and TFP2 are 0.0076 and 0.1234, respectively, which are higher than BRICS. We see that the productivity gap between BRICS and other developing countries is significantly reduced after considering the undesired output, indicating that the productivity of other developing countries is slightly higher than BRICS, but at the cost of the environment. FDI, OPEN, HC, IS, and PGDP values in other developing countries are 0.428, 27.0122, 0.1201, 2.4827, and 749.459, respectively and higher than BRICS. This shows that other developing countries are more dependent on secondary industries, foreign capital and import and export trade than BRICS.
Model Construction
To investigate the impact of innovation activities and FDI on IGP. We specify the following model.
[image: image]
In the model described above, for [image: image] and [image: image] where N and T denote the cross-section and time dimensions of the panel, respectively,; IGP is the improved green productivity; lnIP is the natural logarithm of patent applications per million people; FDI is the net inflow of foreign direct investment as a percentage of GDP; [image: image] is a vector of control variables; [image: image] represents the individual difference of the sections of each country that do not change with time, that is, the model is an individual fixed effect model, [image: image] is a random disturbance term.
To further study the threshold effects between FDI and IGP based on innovation activities. The empirical model can be written as follow:
[image: image]
where [image: image] is the threshold variable, [image: image] is the threshold value, [image: image] is the indicator function.
EMPIRICAL RESULTS
The Effect of Innovation Activities and FDI on Improved Green Productivity
Before examining the impact of innovation activities and FDI to IGP, we test for stationarity of all variables applying the Levin-Lin-Chu (LLC) and the Fisher-Augmented Dickey-Fuller (Fisher-ADF) Results displayed in Table 2 indicate that the LLC and Fisher-ADF tests reject the null hypothesis (non-stationarity) at both the 1 and 5% significance level for all variables used in this study. Hence, we conclude that our data are stationary and hence suitable for the next step of analysis.
TABLE 2 | Panel unit root test.
[image: Table 2]Table 3 shows the regression result of the fixed-effect model. For the full sample, the LnIP of the estimated coefficient for IGP is 3.1136, statistically significant at 1%, which indicates that innovation activities have a significant positive effect on green productivity in developing countries. For the BRICS and other developing countries, innovation activities also have a significant positive effect on green productivity. This shows that developing countries can improve green productivity by increasing innovation activities. The innovation activities promote technological advancement, and successful innovation activities lead to more environmentally friendly production activities.
TABLE 3 | Basic regression.
[image: Table 3]However, the FDI of the estimated coefficient for IGP is -0.2027, marginally significant at 10%, which indicates that foreign capital has a significant negative effect on green productivity in developing countries. For the BRICS and other developing countries, FDI also has a significant negative effect on green productivity in BRICS countries, but the FDI has an insignificant influence on IGP in non-BRICS developing countries. This shows that the impact of FDI on the green productivity of BRICS and non-BRICS countries is heterogeneous. Because the BRIC countries have the characteristics of a large land area, a large population, and rich natural resources. Russia and Brazil have resource advantages. Russia is called the “world gas station”, Brazil is called the “world raw material base”; China and India have relative labor factor cost advantages, China is called the “world factory”, and India is called the “World Office”. These advantages have brought a lot of foreign investment to the BRIC countries and accelerated their economic development, but they have brought a lot of pollution to the environment. Developed countries transfer resource and labor-intensive industries to the BRIC countries through FDI, resulting in FDI reducing the green productivity of the BRIC countries.
With the continuous development of the global economy, resource and environmental issues are becoming increasingly prominent. Developed countries have gradually attached importance to their own resources and environmental issues, and adopted strict environmental regulations to restrict the development of high energy consumption and high pollution industries and industrial chains in the country. The polluting industries in developed countries are shifting to developing countries to avoid harsh domestic environmental regulations and high environmental costs. In order to attract more foreign capital, developing countries often relax environmental standards to meet their needs. As a result, developing countries are more engaged in the production of pollution-intensive industries, thus becoming a pollution shelter in developed countries.
FDI as a collection of resources such as technology, management, human capital, and financial capital, has an important impact on the technological innovation of the host country, which in turn affects the host country's IGP. As an important factor of economic growth, technological innovation is the driving force and source for maintaining long-term sustainable economic development. Therefore, developing countries hope to stimulate local technological innovation and increase IGP through technological spillovers of FDI. Cheung and Ping (2004) believe that FDI can benefit innovation activity in the host country via spillover channels and find positive effects of FDI on the number of domestic patent applications. FDI boosts innovation activity, which in turn enhances firm productivity (Howell, 2019). Therefore, we need to further consider the interaction between FDI and innovation.
To further investigate the impact of FDI on IGP, we interact LnIP with FDI. From Table 4 results, we can find the coefficients of LnIP are positive for IGP and statistically significant at the 1% level in the whole and BRICS sample, which indicates that innovation activities have a significant positive effect on green productivity. And the coefficients on the interaction terms are 0.2972, 0.7495 and 0.1898, statistically significant at the 10% level or better, which indicates that FDI has a positive moderating effect on the impact of innovation activities on green productivity. Because the introduction of FDI will promote domestic innovation activities with higher standards, it is more conducive to cleaner production.
TABLE 4 | Moderating effect on IGP.
[image: Table 4]FDI still has a significant negative impact on green productivity, but innovation activities have a positive moderating effect on the impact of FDI on green productivity. The coefficients of FDI are negative for IGP and statistically significant at the 1% level in the whole and BRICS sample, which indicates that increasing FDI is not conducive to green production. But the coefficients on the interaction terms are positive for IGP and statistically significant at the 10% level or better in all samples, which indicates that innovation activities have a positive moderating effect on the impact of FDI on green productivity. The improvement of domestic innovation level will correspondingly improve the quality of FDI, thereby reducing the impact of FDI on the environment.
Threshold Effects for the Innovation Activities
Non-linear effects are widespread in the study of economic issues (Papaioannou, 2017; Serdar and Ismet, 2019). According to the results from Table 3 and Table 4, we can find that the impact of FDI on IGP in different samples is heterogeneous. In the theoretical analysis, we also argued that the impact of FDI on green productivity is ambiguous. On the one hand, FDI will increase IGP through technology spillover effects. On the other hand, FDI will decrease IGP through developed countries transfer high energy consuming and high polluting industries to developing countries. Therefore, under different innovation activities level, the impact of FDI on IGP may be different (Li et al., 2018a). Therefore, it is necessary to further consider the non-linear relationship between FDI and IGP.
The threshold model can divide the sample into multiple intervals based on the characteristics of the data itself and the estimated threshold value endogenously, and estimate the relationship between variables in each interval. In order to study the nonlinear relationship between the variables mentioned in the theoretical analysis, this paper uses a fixed-effect panel threshold model to study the threshold effect of variables, trying to find the nonlinear relationship between FDI and IGP.
To examine the threshold effects between FDI and IGP based on innovation activities, we carry out the first part of the threshold effects by determining the number of thresholds. Table 5 provides the single-threshold and double-threshold effects result between FDI and IGP based on innovation activities. The single-threshold effect is first tested to see if it exists. By using bootstrap estimation 1,000 iterations, we find that the test for a single-threshold is highly significant in all sample countries. However, the test for a double-threshold effect is insignificant, with p-value of 0.629, 0.474 and 0.309, respectively. Thus, we conclude that there is a single-threshold effect of FDI on IGP in all of the regression relationships.
TABLE 5 | Test for the existence of threshold.
[image: Table 5]Table 6 reports the panel threshold regression result for the single-threshold effect of FDI on IGP. In the whole sample, where the LnIP is less than 3.7453, the coefficient is negative and statistically significant at the 1% level, indicating that an increase in FDI will reduce IGP. When the LnIP is greater than 3.7453, the coefficient is positive and statistically significant at the 5% level, indicating that an increase in FDI will enhance IGP. Therefore, when the developing countries with low-level of innovation activities (the number of patent applications per million less than 42.32), FDI has a negative impact on green productivity; that is, other countries will hurt the domestic environment by transferring polluting industries. When developing countries with high-level of innovation activities (the number of patent applications per million greater than 42.32), FDI has a positive impact on green productivity. Because the domestic innovation level reaches a certain level, some low-end polluting industries cannot enter through FDI, so that FDI can bring high-end technologies and have a positive impact on green production.
TABLE 6 | Panel threshold regression.
[image: Table 6]In the BRICS, FDI has always had a negative impact on IGP. When the LnIP is less than 3.8219, the coefficient is negative and statistically significant at the 1% level. When the LnIP is greater than 3.8219, the coefficient is also negative and statistically significant at the 5% level. But, when the BRICS innovation activities level from low to high, the negative impact of FDI on green productivity is greatly reduced (from −2.336 to −0.4941). Because, compared with other non-BRICS developing countries, the BRICS have the characteristics of large land area, large population and good infrastructure, developed countries are more inclined to invest some labor-intensive industries in the BRICS, so FDI brings more pollution to BRICS than other developing countries. Even now, China and India are still the world’s factory. Therefore, even when BRICS has a high level of innovation activity, FDI still has a negative impact on green productivity.
In the other non-BRICS developing countries, with the level of innovation activities from low to high, the impact of FDI on IGP will change from negative to positive. When the LnIP is less than 3.6608, the coefficient is negative and statistically significant at the 5% level. When the LnIP is greater than 3.6608, the coefficient is positive and statistically significant at the 1% level. The threshold value of LnIP is lower than BRICS, which indicates that BRICS need more innovation activities than other developing countries to change the impact of FDI on IGP.
CONCLUSION
In this paper, based on the global Malmquist-Luenberger productivity index, we have introduced an IGP index to measure the green productivity change for16 developing countries over the period 1991 to 2014. The data are subdivided into the BRICS and non-BRICS developing countries to study the impact of innovation activities and FDI on IGP. The main conclusions drawn from this analysis are as follows.
First, innovation activities have a positive impact on IGP, but have a negative impact on TFP. Because innovation activities require a large amount of investment in the initial stage and cannot form effective output, and the success probability of innovation itself is low, resulting in a large amount of waste of resources and reduced production efficiency. But innovation activities continue to promote technological advancement, and successful innovation activities lead to more environmentally friendly production activities.
Second, FDI has a significant negative impact on IGP, but has a positive impact on TFP. The free flow of global trade and capital will lead to the pollution-intensive industries transfer to the developing countries. In order to reduce environmental governance costs and enhance competitive advantage, corporate will transfer from developed countries with strict environmental regulations to developing countries with relatively loose environmental regulations. This making developing country has gradually become a “refuge” for pollution-intensive industries. At the same time, FDI will improve TFP by bringing advanced production technology, management systems and business ideas to developing countries.
Third, the impact of FDI on IGP has a single threshold effect based on innovation activities. When the developing countries with a low-level of innovation, FDI has a positive impact on TFP, but has a negative impact on IGP; when the developing countries innovation activities above the threshold, innovation activities and FDI both can promote IGP.
Based on the conclusions of the empirical study, some policy implications are discussed as follows. When developing countries have low levels of innovation, they can increase productivity by actively introducing FDI, but at the expense of the environment. The impact of FDI on the environment can be reduced by improving innovation activities. When innovation reaches a certain level, innovation and FDI can jointly promote green productivity. Developing countries can find trade-offs between innovation activity and FDI can be sought to find situations that increase productivity without compromising the environment.
Our approach has relied on the number of patent applications per million as a measure of innovation activities. In addition to the number of patent applications, however, R&D is another important indicator to measure innovation activities. But this paper has not yet obtained relevant data. And our sample is limited to 16 developing countries.
Future research could add value two folds: First, compare the heterogeneity of the impact of different innovation activities on green productivity. Second, compare the impact of FDI and innovation on green productivity between developing and developed countries.
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The development of renewable energy in Fujian province has entered a bottleneck period in recent years. Considering the impact of COVID-19, how to formulate the provincial energy development strategy based on the 14th Five-year Plan is an important issue that need to be addressed for Fujian. This paper constructs a provincial Computable General Equilibrium model to analyze the cost of energy transition to renewable resources and tries to find a better pathway that integrated into account social efficiency and cost. The simulation results show that after the implementation of energy substitution, the actual electricity price will increase by about 1.6% and the electricity consumption in various sectors will also decrease, especially in the secondary industry. Overall, the marginal impact of energy substitution on the economy is significant.
Keywords: energy cost, transition efficiency, COVID-19, CGE model, fujian
INTRODUCTION
Under the impact of COVID-19, the global economy has been hit hard, and the uncertainty of the energy transition has further widened. On the one hand, economic recovery needs to rely on cheaper traditional fossil energy and the pull force of energy-intensive industries. On the other hand, the anti-globalization caused by COVID-19 has made countries around the world pay more attention to energy supply security, which will bring about the renewable energy industry some new development opportunities. With a new round of industrial revolution, the contradiction between energy supply and demand has become increasingly prominent. Moreover, the increasingly serious negative effects of fossil energy utilization on the environment and energy security have become a great challenge for world economic development (Wei et al., 2019). Therefore, increasing the proportion of renewable energy and transitioning to a low-carbon energy system has become the primary goals of all countries (Watari et al., 2019).
China, the largest developing economy, has been undergoing rapid urbanization and industrialization. However, with the rapid economic growth, a series of energy problems have appeared one after another and there is huge pressure for promoting energy conservation and emission reduction (Shao et al., 2016). The coal-dominated energy supply has been meeting the requirements of electricity demand and rapid economic growth, but it also leads to environmental challenges (He et al., 2017). Thus, developing renewable energy and upgrading energy structure plays a strategically important role in China’s sustainable development (Ji and Zhang, 2019).
Fujian is a coastal province in China, which has advantages in renewable energy endowment with limited coal endowment, and the renewable energy resources has a large room for utilization. In recent years, with the strong support of national policies and the promotion of industrial policies, the proportion of renewable energy consumption in Fujian has increased continuously. However, with the development of renewable energy, Fujian has also encountered the problem of rapid expansion of the subsidy funding gap and path dependence. In this context, encouraging renewable energy power generation to participate in electricity market competition and forcing the connection to the grid with a competitive price will become the main development direction. And achieving green transformation at a lower cost has become an urgent problem in Fujian.
With rich renewable energy resources, Fujian has enormous potential for renewable power generation. The water resources in Fujian are abundant, and with good water conservancy facilities construction conditions. According to the statistics from the International Renewable Energy Agency (IRENA), the global hydropower weighted average Levelized Cost of Energy (LCOE) has increased from US$0.037/kWh in 2010 to US$0.047/kWh in 2019. Although the cost has increased, the LCOE is still lower than the cheapest new fossil fuel power generation cost. Recently, Fujian’s hydropower generation has become stable at around 30 billion kWh, and installed hydropower capacity is about 11,560 MW in 2019, approximately 85% of technically developable resources. Under the constraints of existing technology, hydropower resources have been almost exhausted and future development is limited.
In the past ten years, the cost of onshore wind power has dropped by 40%, reaching US$0.053/kWh in 2019. However, the areas with rich onshore wind energy resource tend to be economically developed, where population density is high and land resources are scarce. Thus onshore wind power development will always be restricted due to the location, and the contradiction of “wind without field” is prominent. Moreover, with the equipment upgrading, such as large-capacity offshore wind turbines, offshore wind farms have begun to take advantage of economies of scale. The overall power generation cost has dropped by 40%, and the installed cost has dropped by 18%. As of September 2019, the installed capacity of offshore wind power in Fujian was 49.0MW, accounting for 7% of the cumulative installed capacity of the country.
With the improvement of China’s key technologies for photovoltaic power generation, the conversion efficiency and manufacturing yield have increased significantly. Meanwhile, the supporting costs have also been declining. Between 2010 and 2019, the price of solar panels and the overall cost of power generation has dropped by 90% and 80%, respectively. In 2019, the cumulative installed capacity of photovoltaic power generation in Fujian was 1.69 million kW, with a rising trend. Distributed photovoltaic power generation may be the dominant trend in the future. However, since 2016, the development of solar energy in Fujian has faced difficulties, with low power generation and large fluctuations. The instability of photovoltaic power generation puts forward higher requirements for power grid peak and frequency modulation.
Overall, the amount of renewable energy power generation in Fujian has continued to increase. However, the proportion of renewable energy consumption is still low. Besides, with the gradual elimination of subsidies, the cost of renewable energy is still expensive compared with fossil energy. How to accelerate the green energy transformation and improve the renewable energy efficiency in a way that conforms to the resource characteristics of Fujian? And which kind of renewable energy consumption structure has the advantages of both efficiency and cost? To solve the prominent contradiction between energy supply and demand, these questions should be carefully considered and answered. Therefore, this paper aims to figure out the impacts and economic cost of renewable energy development and energy transition in Fujian.
The contributions and innovations of this article are as follows. First, taking Fujian as a studying case, this paper constructs a provincial CGE model based on the standard CGE model. Second, the previous studies that focus on the cost of the energy transition at the provincial level are limited. This paper simulates and analyzes the effects of the substitution of different renewable energy sources, and further evaluates the efficiency and cost of different energy transition paths. Third, this paper tries to find a more efficient pathway for Fujian’s renewable energy development based on the simulation results and the characteristics of energy utilization in Fujian.
The rest of this paper is organized as follows: Literature Review reviews some related literature. Methodology introduces the construction of the provincial CGE model. Simulation Results analyzes the simulation results. And Conclusion proposes some targeted policy suggestions.
LITERATURE REVIEW
So far, countries around the world have implemented different strategies for the energy transition. The United States and Germany play the leading role, and these two countries have explored more mature transition paths (Dong et al., 2016). Driven by the goal of ensuring energy security, the United States has promoted the national energy transformation through technological revolution, e.g., the shale gas revolution (Tran and Smith, 2017). Germany carries out the top-level system design according to the resource endowment, aiming at speeding up the transformation to a renewable energy-based consumption structure (Dong et al., 2016). The EU uses quantitative indicators to encourage members to accelerate renewable energy development, with fixed electricity prices or premium subsidies, as well as carbon trading or carbon taxes. Combining carbon standards, the energy transition continues to be accelerated (Lebelhuber and Steinmüller, 2019; Schmid et al., 2019). Among emerging economies, India has continuously increased the proportion of renewable energy through policies such as fixed electricity price and renewable quota system (Lawrenz et al., 2018). Brazil has gradually improved its long-term dependence on hydropower, oil and gas by supporting the construction of new energy sources and introducing renewable energy bidding and auction mechanisms (Gils et al., 2017). Other countries have also successively formulated energy development plans, placing renewable energy in an important strategic position (Akuru et al., 2017; Davidescu et al., 2018).
By observing the pathways in energy transition in different countries, we can find that the influencing factors of a country’s energy transition efficiency include resource endowment, energy technology innovation, subsidies and incentives for renewable energy, competitiveness, laws and the market role in energy resource allocation (Rodrigues et al., 2016; Guo et al., 2019). And countries with higher energy transition efficiency usually implement a package of plans and measures.
For a long time, China’s energy consumption structure has been uneven, heavily dependent on coal and imported oil. Geng and Ji (2014) argued that even though China’s energy self-sufficiency rate remained at a relatively high level, the energy supply security had been facing multiple challenges. Qin (2018) suggested that the energy transition pressure in China was huge. In recent years, China has introduced a series of incentive policies to encourage the development of renewable energy and clean coal utilization technologies (Chen et al., 2019). Many scholars have focused on the factors affecting the optimization of China’s energy structure. For example, Qin (2018) analyzed the reserves, production and consumption status of various energy resources in China. They pointed out that coal, natural gas and renewable energy would become the three pillars of China’s energy system. Wang et al. (2018) and Yang et al. (2019) studied China’s energy transformation and economic development through transnational comparison, they concluded that the feasible path of China’s energy transformation could be divided into three stages. Dou and Cui (2016) suggested that a high proportion of renewable energy development target would have a large negative impact on the economy. Yu et al. (2017) argued that energy storage was the precondition of large-scale integration and consumption of renewable energy system (RES). However, China’s energy storage industry was at the exploration stage and far from commercialization, which restricted the development of RES to a certain extent. Burandta et al. (2019) suggested that the Chinese government needed to increase the interaction and incentive measures of stakeholders to ease the resistance of local participants to the low-carbon transition.
According to the analysis of the current state of the energy transition in domestic and abroad, we find that different countries adopts various measures of transition, and even the same measure can exert heterogeneous effects. Increasing the consumption proportion and reducing the cost of renewable energy are the main goals of all countries. However, considering that renewable energy is intermittent, random and highly volatile, it is still a big challenge to integrate large shares of variable renewable energy into the power system (Gils et al., 2017). And the relatively high cost of renewable energy conversion and services are a common dilemma faced by many countries and regions (Hirth and Steckel, 2016). Besides, the current energy storage technology is not yet sufficient for increasing energy demand, and issues such as the competition between renewable energy and land for food production will become severe challenges in the energy transition process (Poulsen and Lema, 2017; Amigues and Moreaux, 2019).
There is no consensus yet on how to balance the relationship between transition efficiency and energy cost. Gils et al. (2017) found that the expansion of wind and solar power was more cost-efficient than the construction of additional hydroelectric plants by employing REMix energy system model. Aboumahboub et al. (2020) thought a diverse renewable energy supply through cost-optimal combination of solar PV and wind and benefiting from spatial smoothing effects of a powerful transmission grid leads to a lower storage demand than in a solar-dominated supply with low inter-regional connectivity. Wang and Zhang (2018) proposed that sufficient regulatory resources were needed to respond the load fluctuations to ensure a real-time balance of the power system. With renewable energy access to the grid on a large-scale, the difficulty in balance of the peak and valley is also increased. When regulatory resources are insufficient, it is necessary to choose to abandon wind and solar energy. Tran and Smith (2017) argued that the challenges for transformation toward renewable energy mainly include grid reliability, energy storage, system cost, and system lifetime.
The CGE model, which is a computer-based simulation, can be used to analyze the interaction of the entire economy and the inside relationships. In the CGE simulation, a general equilibrium condition can be seen as benchmark case, and a new general equilibrium will be achieved after introducing policy shocks. Babatunde et al. (2017) concluded that the application of CGE model on the field of climate change is important and numerous, especially in China. They identified the current state-of-the-art and summarized the major drivers of low carbon economy that are analyzed in the current researches. Based on the recursively dynamic CGE model, Ojha et al. (2020) discussed the role of carbon tax on policy goals in emerging economies from three aspects: faster GDP growth, greater inclusiveness and greener economy. Cui et al. (2020) analyzed the economic and environmental feasibility of reducing renewable power cuts in China. Based on the 2015–2017 renewable power reduction rate, they used a dynamic multi-sectoral CGE model to simulate the reduction in renewable energy cuts between 2021–2030. Lin and Wu (2020) constructed a recursive dynamic CGE model to predict oil demand and further studied the influences of electric vehicles on oil demand, macroeconomics and emissions. They found that in China, the oil demand could reach its peak in 2029 due to the development of electric vehicles. By using the CGE model, Xiao et al. (2020) set the eight policy scenarios to analyze the economic and environmental effects of reduction in electricity prices and coal output, and further proposed some policy targets. Huang et al. (2020) discussed several policies about clean energy transformation on income gap in China through dynamic CGE mode. Their results suggest that the low-carbon policies are important to achieve NDC targets.
In summary, most studies on energy transition at different countries usually focus on the macro and national levels, and there are limited researches focus on the cost of the energy transition at the provincial level. This paper tries to fill up the research gap. Based on the characteristics of energy utilization in Fujian Province, this paper investigates the impact of different renewable energy substitutions on transition costs by conducting a provincial CGE model.
METHODOLOGY
Model Structure of CGE
Based on the standard CGE model, this paper combines the characteristics of the provincial economy to construct a provincial CGE model, the details are presented in Figure 1. The production sector is the principal component of production activities, which purchases intermediate inputs from the commodity market, as well as capital and labor inputs from the factor market. The commodities produced by the production sector flow into the commodity market, and the factor payment is allocated to the factor market.
[image: Figure 1]FIGURE 1 | Model structure of CGE.
The source of the commodity market is life activities within the province, and the output of the commodity market ultimately supplies four types of final use, which are consumption, investment, net export, and inter-provincial net outflow. In the factor market, factor payment is paid to each subject of the national account, which include resident account, government account, enterprise account, foreign account, and domestic provincial account. There are also taxes and transfer payments across accounts, and each account satisfies the principle of income and expenditure balance. The demand for commodities in each account constitutes aggregate demand. Thus, the CGE model completes the macroscopic closure.
The production activities of the production sectors are described by the production function, and the structure is shown in Figure 2. This project refers to the setting of the mainstream CGE model and adopts the setting of the 6-layer production function. Among them, energy input is separated from intermediate input and is combined with capital and labor input requirements. In the first layer of nesting, the CES function includes two types of inputs, which are “factor-energy” and “non-energy intermediate input”. “Factor-energy” is composed of two types of inputs, including labor and capital-energy. Non-energy intermediate input is calculated according to the Leontief function based on the proportion of different intermediate inputs, and “Energy-capital” is composed of capital and energy investment.
[image: Figure 2]FIGURE 2 | Production function structure.
As for energy input, the model adopted in this study is divided into non-electric and electric power input. Non-electric energy input includes primary fossil energy and refined oil. Different energy varieties within non-electric energy are generally difficult to be replaced. For example, refined oil is mainly used in the field of transportation or used as raw material input in chemical production, which cannot be replaced by other energy resources in a short time. And as the price of refined oil is much higher than that of coal, coal demand in the industrial sector (such as power generation) cannot be easily substituted. Therefore, the production function of non-electric energy input is set to be the Leontief function.
To meet the needs of electricity price policy determination, the power sector is split by referring to the input structure of different power in the Global Trade Analysis Project (GTAP) database when designing the CGE model structure. The split power supply consists of intermediate inputs in power generation as well as transmission and distribution. Since electricity is inseparable from transmission and distribution inputs from power generation enterprises to end-users, the production function of the power supply is Leontief type, that is, for each unit of electricity provided to the terminal, the proportion of input to power generation and input to transmission and distribution remains the same. Besides, the power generation sector has been divided into six types, including electricity, coal power, gas power, hydropower, nuclear power, wind power, and photovoltaic power. Since there won’t be huge changes in the power supply structure in the short term, then in the static model, it is assumed that the structure proportions of these six kinds of power supplies remains unchanged. When considering changes in the power supply structure, it can also be calculated by adjusting the structural coefficients of the Leontief function of the power sector.
As for the CES function, taking the production function of total output as an example, the specific form is shown in Eq. 1. Among them, [image: image] is the efficiency factor or scale factor, and the higher the value, the higher the output capacity under a certain input. [image: image] is the contribution share coefficient of different inputs. The parameter [image: image] is related to the elasticity of substitution and can be calculated according to [image: image]. [image: image] represents the number of output products, [image: image] indicates the input of factor and energy complex products, and [image: image] means intermediate input.
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Deducing form teh CES function, the input variables has the following identity relationship. Among them, [image: image] represents the composite product price of factor and energy input, [image: image] represents the price of other intermediate inputs, [image: image] represents the product price.
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[image: image]
The CES functions at each level of the production function are similar in form to the above formula and they are not described here. Besides, for intermediate inputs, the functions are Leontief type, which are presented in Eq. 4 and Eq. 5. Among them, [image: image] indicates the total amount of intermediate input of the sector, [image: image] is the share coefficient of the intermediate input structure, which represents the proportion of the product of sector c in the intermediate input of each unit of sector a; [image: image] is the intermediate investment price.
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In the final demand, the investment function is calculated according to the Leontief function, that is, the internal structure of the investment product remains unchanged. The consumption function uses the linear expenditure system function. In the case of maximum consumer utility, it satisfies the following equation:
[image: image]
After obtaining the first-order optimization conditions for Eq. 6, the consumption function can be derived as Eq. 7. Where, [image: image] represents the basic living consumption of a certain commodity, that is, every commodity has a lower limit of consumption. [image: image] represents the marginal budget share spent on a product. The basic idea of the linear expenditure system is that after consumers have satisfied their basic subsistence consumption, the remaining consumption is used to purchase other consumer goods.
[image: image]
The Settings of Power Sector
In the Input-Output table of Fujian, the power sector is taken as a whole. In order to describe the characteristics of the power sector, the power sector needs to be further split. The splitting process first needs to determine the composition of different types of power sources and transmission and distribution in power costs. As for the proportion of transmission and distribution costs in the cost structure, it can be obtained by dividing the transmission and distribution price by the retail electricity price in the National Energy Administration’s “2017 National Electricity Price Regulatory Bulletin”. As for the proportion of other power sources, according to the on-grid electricity prices of different power sources and the on-grid electricity rates of different power sources in Fujian Province in 2018 China Power Yearbook, the on-grid costs of different power sources can be calculated, and then the proportion of the on-grid costs of different power sources in the terminal power cost can be calculated. The Input-Output table shows the data of value quantity, but different physical quantities of electricity are needed when considering the impact of energy transformation. Therefore, when considering the input of the power sector in the production function, the conversion of physical quantities and value quantities is required.
The corresponding physical quantity can be calculated according to Eq. 8 for every one unit of electricity consumption. Among them, [image: image] is the proportion of electricity cost occupied by transmission and distribution, [image: image] is the proportion of different power sources in the power structure, [image: image] is the price of different power supplies. The value quantity-physical quantity conversion system can be obtained by Eq.9, it indicates how many kWh of actual power consumption corresponds to the value of power consumption per one Chinese yuan.
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As the prices of different power sources are different, when simulating changes in the power supply structure, by adjusting [image: image], a new power value-to-physical conversion coefficient can be obtained, which can also reflect changes in power supply costs.
Data Sources
The Input-Output table is the key to construct the CGE model, and its compilation requires a large amount of national economic accounting data. Generally, the input-output table is compiled every 5 years. At present, the latest data in Fujian Province is the 2017 Fujian Input-Output Table compiled in 2020, which contains 142 departments. In order to facilitate the construction of the model, this paper merges and splits the Input-Output table and the power production and supply department is divided into the transmission and distribution department and six power generation departments. In the process of splitting, the total input of each transmission, distribution, and different power supply is determined according to the proportion of the total input in the power department. Then, according to the input structure of different power sources in the GTAP database, the input structure of the split department is decomposed. Besides, other departments are merged according to the features of the industry, and finally, the Input-Output table of 30 sectors can be obtained. The department settings are presented in Table 1, and the Social Accounting Matrix (SAM) table is compiled based on data from Fujian Statistical Yearbook, Fujian Financial Yearbook, China Statistical Yearbook, and China Financial Yearbook.
TABLE 1 | The settings of 30 sectors.
[image: Table 1]SIMULATION RESULTS
The Influence of Different Power Supply Changes
The power generation structure of Fujian is shown in Figure 3. Among them, coal and gas power generation account for 52.1% in total. Besides, nuclear power and hydropower generation account for 44.6% in total, while wind and photovoltaic power generation only account for 3.3% in total. Since coal power generates the highest carbon emissions for each unit electricity production, this paper assumes that coal power will be gradually replaced by other power sources during the simulation process.
[image: Figure 3]FIGURE 3 | Fujian’s power generation structure in 2017.
In the simulated scenario, we first separately examine the impact of increasing the proportion of hydropower, nuclear power, wind power and photovoltaic in the power generation structure. The following four scenarios correspond to the impact of a 1% increase in the share of these four sources in the power generation structure, and the simulation results are shown in Figure 4. It can be seen from Figure 4 that only an increase in the proportion of hydropower will lead to a positive increase in economic output. The increases in the proportion of nuclear power, wind power, and photovoltaics will lead to a decline in economic output, and photovoltaics have the greatest impact on economic output. Conversely, the growth of hydropower will cause the price of electricity to fall, while the growth of nuclear power, wind power, and photovoltaics will lead the price of electricity to increase.
[image: Figure 4]FIGURE 4 | The marginal impact of different power sources growth.
Influence of Power Structure Transition
According to the power structure of Fujian Province’s 13th Five-Year Plan and the power generation structure in 2017, the changes in the power structure of Fujian Province by 2020 are calculated and the overall changes in the power structure are simulated. Besides, according to the growth rate of different power supply structures in the 13th Five-Year Plan, the annual growth rate of different power supply installations can be calculated. Under the condition that the operating hours of power generation remain unchanged, the growth rate of installed power supply is the same as that of power generation, then the change of power structure can be calculated accordingly.
As can be seen from Table 2, wind power and photovoltaic power generation have the most forceful development momentum. During the “13th Five-Year Plan” period, wind power has increased by 184%, with an average annual growth rate of 23.22%. Photovoltaic power generation has increased by 500%, with an average annual growth rate of 43.10%. Hydropower was almost unchanged. Compared with 2017, in the energy consumption structure of Fujian Province in 2020, the proportion of wind power, photovoltaic power, and hydropower will change by 2.2, 0.95, and 3.64%, respectively. According to the analysis in The Influence of Different Power Supply Changes, the increase in the proportion of hydropower will lead to a positive increase in economic output. However, hydropower in Fujian was almost unchanged during the 13th Five-Year Plan. Therefore, there is a contradiction between renewable energy development and economic development.
TABLE 2 | Changes in power generation structure.
[image: Table 2]Table 3 lists the simulation results of the macroeconomic impact. The power structure transition will reduce Fujian’s GDP by 0.08%. However, the impact varies across national accounts. Compared to fossil energy generation, the renewable energy sector has a higher value added and therefore leads to higher incomes for household and enterprise. However, the overall level of tax burden in the renewable energy sector is low and even subsidies are required, thus leading to lower government income. Real electricity prices will rise by 1.64% due to the higher cost of generating electricity from renewable sources, which will also have a negative impact on consumption, investment and net exports.
TABLE 3 | Impact on macroeconomic.
[image: Table 3]The increase in the actual electricity price will lead to cost raise in various sectors and negatively affect the output of each department. Meanwhile, producers will respond to electricity price raises and substitute electricity input by other factor inputs. Hence, electricity consumption in various sectors will decline, which can be illustrated by Figure 5. Among them, the electricity consumption of electrical and electronic equipment fell the most, with a drop of 1.64%. Electricity consumption in the mining industry has fallen less, only by 0.98%.
[image: Figure 5]FIGURE 5 | Changes in electricity consumption by sector.
CONCLUSION
This paper applies the provincial CGE model to analyze the cost of the energy transition to renewable resources, taking Fujian as an studying case. The simulation results show that the growth of hydropower will cause the price of electricity to fall, and positive effect the gross output. However, the growth of nuclear power, wind power, and photovoltaics will lead the price of electricity to increase and have a negative impact on the economy. According to the 13th Five-Year Plan of Fujian Province, the energy transition will increase actual electricity price by about 1.6%, and the GDP will decline by 0.08%. The electricity consumption of each sectors will also be affected. Overall, the marginal impact of energy substitution on the economy is significant. Therefore, the future energy development pattern of Fujian should gradually shift to the clean energy system.
On April 15, 2020, the document entitled “the notice on the formulation of the 14th Five-year Plan for the development of renewable energy” was released, which stressed that the market-based low-cost development strategy of renewable energy would be highlighted in the future. Therefore, the development of renewable energy in Fujian during the 14th Five-Year Plan period must focus on the strategy of “four revolutions and one cooperation”. It is necessary for Fujian to scientifically put forward a renewable energy development plan based on energy resource endowment and renewable energy development status. Through this way, the costs of the renewable energy can be continuously reduced, and the goal of high efficiency and high-quality can be obtained. According to the above discussions and conclusions, we put forward the following suggestions.
First, to better utilize renewable energy resources, it is necessary to systematically evaluate Fujian’s energy endowment and coordinate the relationship between the renewable energy development and national land planning. According to the above analysis, the impact of different types of renewable energy development on Fujian’s economic output is heterogeneous. However, the development of renewable energy also needs to fully consider the feasibility of planning. The government should scientifically demonstrate the development goals and principal task based on renewable energy resource endowment. Moreover, related local departments should comprehensively assess the current status of renewable energy development in Fujian, and carefully analyze influencing factors such as the endowment constraints, technological development trends, and the ability to absorb renewable energy technologies. Besides, the government needs to put forward reasonable overall goals and specify the subclass goals.
Second, it is essential to promote local electricity consumption and inter-provincial electricity transmission. The local government of Fujian needs to focus on the energy balance in East China and increase their influence on surrounding areas. The electricity demand from other provinces will also help to promote the development of renewable energy in Fujian and the highly efficient transmission network provides the indemnification for optimal resource allocation. Thus, effective measures are needed to actively improve renewable energy demand and expand inter-provincial transmission. Besides, the optimal power resource allocation should be improved with the marketization of power spot.
Finally, the government should fully consider the affordability of the economy when developing renewable energy. According to the simulation results, in addition to hydropower, the development of other renewable energy sources will lead to a decline in economic output. Therefore, how to develop renewable energy while ensuring economic growth is a key issue worthy of government attention. Fujian can take various measures to promote cooperation among universities and scientific research institutions, and encourage innovation and technological progress in utilization of renewable energy. The environment with intellectual property protection will promote the extension of the renewable energy industry chain, making new industries the main driving force for economic growth.
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This paper decomposes daily crude oil shocks into demand shock, supply shock and risk shock. Then, it employs Diebold and Yilmaz connectedness index approach to explore the differences for the time-varying effect of different types of structural shocks on new energy stock markets in China, Europe and the United States during the period 10 June 2009–30 October 2018. The new findings show that: 1) There are time-varying features of structural shocks to all new energy markets. 2) The crude oil demand shock and risk shock have a large explanatory ability on the returns of all new energy stock markets, while the crude oil supply shock has a small impact. 3) The influences of crude oil demand shocks on the market returns of new energy in China, Europe and the United States are 1.31%, 8.64%, and 4.47%, respectively; however, the affection of crude oil risk shocks to the market returns of new energy in the same markets are 3.17%, 7.91%, and 21.51%, respectively. 4) The crude oil demand shock and supply shock have little impact on any new energy market volatilities, but the effects of crude oil risk shocks to China and the United States’ new energy market volatilities are 2.44% and 3.14%, respectively.
Keywords: demand shock, supply shock, risk shock, new energy market, DY connectedness index
INTRODUCTION
The complex linkage mechanism for crude oil prices and new energy markets has always been of concern in various countries. Since crude oil acts as one of the significantly important primary energy for the economic activities of various countries, its price has an impact on new energy markets (Shi and Sun, 2017; Cheng et al., 2019). Crude oil prices remained high until August 2014, even reaching more than $135 per barrel. High crude oil prices prompted many countries to adopt active new energy policies to rapidly develop their own new energy. Beginning in August 2014, crude oil prices experienced a rapid decline, from over US$100 per barrel in August 2014 to just over $30 per barrel by February 2016, which to some extent alleviated the supply of fossil energy and restrained the rapid development of new energy (Albulescu et al., 2020; Ji et al., 2020; Luo et al., 2020; Shi and Shen, 2021). At the same time, in the context of global efforts to reduce climate emissions, increasing the rapid growth of new energy has become an important energy policy for many countries (Yu et al., 2021). However, due to differences in economic development level, energy and resource endowment, primary energy consumption structure and new energy policies, the effect of crude oil price shocks to new energy markets in various countries or regions may vary. Market investors pay special attention to the reaction of new energy markets in different countries or regions to the influence of crude oil prices. In particular, the evolution characteristics of the response of a new energy market to crude oil price shocks is of great concern when the level of oil prices stay high, low or in rapid decline. Therefore, the study of the dynamic effect of oil price shocks to new energy stock markets for different countries is conducive to a comprehensive grasp of the connectedness mechanism for oil market changes and the growth of the new energy industry. This is of value to market investors but also to new energy policymakers, to assist them in risk management of new energy markets and in optimizing new energy development policies.
There has been a great deal of literature analyzing the influence of crude oil prices to the new energy industry using various econometric models. Considering that the rapid growth of new energy is dependent on technological breakthroughs to a large extent, some scholars have combined crude oil prices, technology stocks and new energy for research. Kumar et al. (2012) found that both crude oil prices and technology stocks had an impact on new energy stocks. Sadorsky (2012) used a multiple GARCH model to analyze the volatility spillover between crude oil prices, new energy stocks and technology stocks, and the research found that the correlation for new energy and technology stocks was higher than that for new energy stocks and crude oil prices. Managi and Okimoto (2013) analyzed the linakge between crude oil prices, new energy and technology stocks using a Markov-regime switching vector autoregression model and found that after 2007, there was a positive linkage for crude oil prices and new energy stocks. Many other scholars have focused on the role of oil prices in changes in new energy markets. Reboredo (2015) found that crude oil prices devoted 30% to the downside and upside risks for renewable energy stocks. Dutta (2017) analyzed the effect of crude oil volatility index on a new energy stock market and found that the new energy stock market was highly sensitive to the effect of the crude oil price volatility index. Reboredo and Ugolini (2018) analyzed the quantile impact of crude oil, natural gas, coal and electricity to new energy stocks using the Vine–Copula dependence method and found that crude oil played an important role in dynamic changes of new energy stocks for the United States and Europe. Shah et al. (2018) found a strong correlation for crude oil and renewable energy in Norway and the United States but not in the United Kingdom. Pham (2019) analyzed whether the linkage of the prices of crude oil and the different categories of new energy stocks was homogeneous; this study found that the link between the prices of crude oil and the different categories of new energy stocks was heterogeneous. Corbet et al. (2020) showed that the decline of crude oil prices during the COVID-19 period had a positive spillover effect on the new energy market. Dawar et al. (2021) used the quantile regression method to analyze the dependency link between WTI crude oil prices and new energy stocks; they showed that the affection of the lag return of crude oil prices to new energy stocks was significant and also found that the affection of crude oil returns on new energy stocks was asymmetric.
Furthermore, due to the fact that investors consider different portfolio strategies on short-term and long-term timescales, some scholars analyzed the impact mechanism of crude oil prices on new energy markets from the perspective of multiple timescales. Bondia et al. (2016) analyzed the link between new energy stocks and crude oil prices by the threshold co-integration test and found that crude oil prices had an affection on new energy in the short term but did not have such an impact in the long term. Reboredo et al. (2017) used the wavelet analysis model to investigate the correlation and causal link for crude oil and renewable energy, and they showed that the correlation of crude oil and renewable energy stocks was weak on a short timescale, however, the correlation gradually increased as the timescale grew longer. Ferrer et al. (2018) analyzed the time-frequency connectivity between U.S. new energy stocks and oil prices, and found that crude oil prices did not appear to be the main driver of new energy on the short or long scales. Maghyereh et al. (2019) used the wavelet analysis and multiple GARCH methods to investigate the link between oil prices and new energy stocks on multi-dimensional timescales and found that there was a significant return and risk transmission relationship from crude oil to new energy stock markets, which was found to be more significant on a long timescale. Nasreen et al. (2020) analyzed the dynamic connectivity of crude oil prices and new energy stocks by using wavelet analysis and spillover analysis methods; they found that crude oil prices and new energy stocks showed a weak correlation in the time–frequency domains. Zhang et al. (2020) analyzed the affection of structural oil price shocks on new energy stocks by using the quantile regression method based on the wavelet analysis and quantile Granger causality methods and showed that oil supply shocks had a strong affection on new energy stocks in both the short and long terms.
The above literature has analyzed the relationship mechanism between the crude oil price and new energy stock markets and drawn many meaningful conclusions. In this study, the new decomposition method of crude oil shocks proposed by Ready (2018) is adopted to expand the research perspective of the previous literature. Oil price shocks are decomposed into demand shock, supply shock and risk shock. Meanwhile, daily data—not used in previous studies—are used to analyze the affection of various types of crude oil price shocks to the new energy markets. Furthermore, unlike previous studies that mainly focused on the new energy markets in the United States and Europe, this paper also includes the new energy market in China, so that the information transmission mechanism of the decomposed crude oil price shocks to different new energy markets can be more comprehensively compared. Moreover, the DY connectedness index method is adopted to capture the evolutionary characteristics of the affection of different types of crude oil price shocks on new energy stock markets (Diebold and Yilmaz, 2014). At the same time, considering that the reaction of a new energy market to the structural shocks of crude oil prices may be quite different during periods of high, rapid decline and low crude oil prices, this paper further divides the research samples into high, rapid decline and low periods of crude oil prices in the light of the evolution characteristics of crude oil prices. Compared with the previous literature, this paper makes the following four contributions. 1) From a new insight, this study analyses the shocks of crude oil prices on new energy markets adopting a new decomposition method of structural crude oil price shocks. 2) Considering the differences of new energy development across Asian, North American and European regions, this paper selects China, Europe and the United States and as the research samples in order to comprehensively understand the oil shock mechanism. 3) This paper captures the time-varying trend of the structural oil price shocks on new energy markets. 4) This paper compares the impact of demand shock, supply shock and risk shock of crude oil prices on different new energy markets during periods of high, rapid decline and low crude oil prices.
METHOD AND DATA SOURCES
DY Connectedness Index
In this paper, the DY connectedness index is used to analyze the affection of different types of structural crude oil price shocks on the new energy markets in China, Europe and the United States. The DY connectedness index is based on the generalized variance decomposition obtained by the vector autoregression (VAR) model (Diebold and Yilmaz, 2014), which can clearly analyze the complex relationships between financial variables (Zhang et al., 2018; Geng et al., 2020; Hu et al., 2020; Geng et al., 2021). In this paper, a VAR model is firstly constructed to analyze the dynamic link between different types of crude oil price shocks and new energy markets. The constructed VAR model is as follows:
[image: image]
where [image: image], [image: image], [image: image] indicate China’s New Energy Index, the European Renewable Energy Index and the United State’s WilderHill Clean Energy Index, respectively. [image: image], [image: image], and [image: image] represent the risk shock (RS), the demand shock (DS) and the supply shock (SS), respectively. [image: image] represents the 6×6 coefficient vector matrix. [image: image] represents the 6×1 vector with the white noise process. In this paper, the new decomposition method of structural crude oil price shocks proposed by Ready (2018) is adopted. According to Ready (2018), the crude oil price shock is divided into three parts: the demand shock, the supply shock and the risk shock. The different sources of the structural crude oil price shocks can be obtained as follows: [image: image], [image: image] indicates the changes of crude oil prices; [image: image] indicates the changes for the index of global oil production enterprises; [image: image] indicates the innovations estimated through ARMA (1,1) process from the Chicago Board Options Exchange Volatility Index (Malik and Umar, 2019). The further detailed steps of the structural crude oil price shock decomposition can be found in Ready (2018)’s study.
The connectedness matrix is obtained based on the generalized forecast error variance decomposition (Pesaran and Shin, 1998). Then, θij(H) can be expressed as follows:
[image: image]
θij(H) indicates the contribution of the variable j to the variable i. Referring to the study of Diebold and Yilmaz (2014), the total connectedness degree is expressed as [image: image]. The directional contribution degree of all other variables to the i variable is expressed as [image: image]. The total net directional connectedness degree of the variable i is expressed as [image: image]. The net directional connectedness degree from the variable i to the variable j is expressed as [image: image].
Data Sources
In this paper, the new energy stock indices of China, Europe and the United States are adopted to represent the development level of their new energy industries, namely China’s New Energy Index (CNNE), the European Renewable Energy Index (ERIX) for E.U. and the WilderHill Clean Energy Index (ECO) for the U.S.A. Considering the availability of data, China’s New Energy Index started at the beginning of 10 June 2009, so the data range of the research sample in this paper is from 10 June 2009 to 30 October 2018. China’s New Energy Index is extracted from the Great Wisdom market software, and all other data is extracted from the Datastream database (Malik and Umar, 2019). The return series is obtained by multiplying logarithmic difference by 100, and the volatility series is obtained from the square of returns. Table 1 shows the descriptive statistics of the demand shock, supply shock and risk shock series of crude oil prices and the new energy index return series of China, Europe and the United States. It can be seen that the standard deviation of risk shock is the largest, and the significance of the Jarque–Bera value of all time series is less than 5%, indicating that none of the time series obeys the normal distribution. Table 2 shows the results of a unit root test for all the time series. The unit root test mainly includes the ADF unit root test, the PP unit root test and Zivot–Andrews unit root test with one structural break point (Zivot and Andrews, 1992). The results of the three types of unit root test show that all of time series are stationary.
TABLE 1 | Descriptive analysis of oil shocks and new energy returns.
[image: Table 1]TABLE 2 | The results of the three types of unit root test.
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Connectedness Analysis for Returns
Table 3 shows the connectedness matrix for the crude oil price shocks and the new energy indices, and the total connectedness index of the connectedness matrix is 25.22%. CNNE, ERIX and ECO are explained to 1.31%, 8.64%, and 4.47% by the demand shock, respectively. These results show that the affection of demand shock on the new energy markets in China, Europe and the United States is 1.31%, 8.64%, and 4.47%, respectively. CNNE, ERIX, and ECO are explained to 0.56%, 0.05%, and 1.86% by the supply shock, respectively. These results show that the supply shock has little impact on these new energy markets in China, Europe and the United States. The explanations of crude oil price risk shock for CNNE, ERIX, and ECO are 3.17%, 7.91%, and 21.51%, respectively. These results show that the risk shock has a great impact on the new energy market of the United States but a small impact on the new energy market of China. In general, the risk shock has the greatest impact on the new energy markets followed by the crude oil demand shock, and the crude oil supply shock has a smaller impact. These conclusions are consistent with the studies of Reboredo and Ugolini (2018) and Dawar et al. (2021) finding that crude oil prices played an important role in dynamic changes of new energy stocks.
TABLE 3 | The connectedness matrix for crude oil price shocks and new energy returns.
[image: Table 3]Figure 1 shows the connectedness for the crude oil price shocks and the new energy markets. The connectedness network diagram shows the impact of oil demand shock, supply shock and risk shock on the new energy indices in China, Europe and the United States. The arrows of the risk shock on the new energy indices are thick, which indicates that the risk shocks have a large impact on the new energy markets, having the largest effect on the ECO. Second, the crude oil demand shock also has an impact on the new energy indices in China, Europe and the United States, having the largest impact on the European ERIX. Finally, the arrows on the new energy indices for China, Europe and the United States. are thin, suggesting that the impact of the supply shock on all new energy markets is small. These conclusions are consistent with those in Table 1. The results using the sample data from the static perspective shows the degree of influence of the different crude oil price shocks on new energy markets. In order to further capture the dynamic of the crude oil price shocks for new energy, this paper will use the rolling window method to capture the evolutionary impacts of crude oil shocks on new energy.
[image: Figure 1]FIGURE 1 | Directional net connectedness network of oil shocks and new energy returns.
Figure 2 shows the dynamic characteristics of the total connectedness index for the crude oil price shocks and the new energy indices under the rolling window condition. The rolling windows is set to 200 days. It can be found that the connection between crude oil shocks and new energy markets has obvious time-varying characteristics. During the study sample period, the total connectedness index shows an overall downward trend. With this, from April 2010 to June 2011, it shows a downward trend; from June 2011 to the beginning of 2012, it shows a rapid growth trend; from the beginning of 2012 to the beginning of 2015, it shows a rapid downward trend; from the beginning of 2015 to the middle of 2016, it shows a rapid upward trend; from the middle of 2016 to the middle of 2017, it shows a rapid downward trend; from mid-2017 to October 2018, it shows an upward trend.
[image: Figure 2]FIGURE 2 | Total connectedness index between crude oil price shocks and new energy returns over time (The rolling window is set to 200 days1).
Figure 3 shows the time-varying connectedness characteristics of crude oil price demand shock, supply shock and risk shock, respectively. We can see that the influence of the crude oil price risk shocks on the new energy markets during most of the research sample stays at a high level, followed by the impact of oil demand shocks. The impact of oil supply shocks in most of the sample period stays at a lower level. This suggests that for most of the period in the research sample, crude oil price risk shocks could explain much of the change in the new energy markets, particularly as they have increased after 2018. The crude oil price demand shock partly explains the changes in the new energy markets between April 2010 and mid-2012, while its interpretation extent for new energy markets fell away after 2012. The degree to which the supply shock of crude oil prices explains the new energy markets is lower throughout the study sample period.
[image: Figure 3]FIGURE 3 | Demand, supply and risk shocks connectedness over time (The rolling window is set to 200 days)
Figure 4 shows the time-varying characteristics of the influence of different oil shocks on China’s CNNE, Europe’s ERIX and the United State’s ECO. The impacts of crude oil demand shock, supply shock and risk shock on China’s new energy market are relatively small during most of the study sample. From 2010 to the end of 2012, the European new energy market was greatly impacted by the crude oil price demand shock, and the risk shock impact on the European new energy market was larger than that on the Chinese new energy market; the impact of the supply shock on the European new energy market was smaller throughout the study period. The new energy market of the United States was most impacted by the crude oil price risk shock during the whole study sample. The impact of the demand shock from 2010 to the end of 2012 is similar to the demand shock impact on the European new energy market. The United State’s new energy market was relatively less impacted by the demand shock in other periods of the study sample. The influence of oil price supply shock to the United State’s new energy market is small in the study sample period, but at some points the crude oil price supply shock has a certain influence to this market.
[image: Figure 4]FIGURE 4 | Dynamic directional connectedness from oil shocks to new energy returns.
Connectedness Analysis for Volatility
In addition, this study analyses the influence of structural crude oil price shocks to new energy markets’ volatilities. Table 4 shows the connectedness matrix between structural crude oil price shocks and new energy market’s volatilities. Its total connectedness index is 8.63%, significantly lower than the connectedness index of 25.22% in the return system. The explanation degree of crude oil price demand shock for China’s CNNE, Europe’s ERIX and the United State’s ECO is 0.06%, 0.30%, and 0.14% respectively. The explanation degree of crude oil price supply shock to China’s CNNE, Europe’s ERIX and America’s ECO is 0.23%, 0.11%, and 0.36%, respectively. These show that the demand shock and supply shock of crude oil prices have very little influence on the volatility of any new energy markets. The interpretation degree of crude oil price risk shock on China’s CNNE, Europe’s ERIX and the United State’s ECO is 2.44%, 0.58%, and 3.14%, respectively, indicating that crude oil price risk shock has almost no impact on Europe’s ERIX, while it has a small impact on China’s CNNE and the United State’s ECO. On the whole, the demand shock and supply shock of crude oil price have little affection to the volatilities of new energy markets, while the risk shock of crude oil prices has a small affection to the volatility of China’s CNNE and the United State’s ECO.
TABLE 4 | Oil shocks and new energy volatility connectedness matrix.
[image: Table 4]TABLE 5 | Oil shocks and new energy returns connectedness matrix for different sub-samples.
[image: Table 5]Connectedness Analysis for Different Sub-Samples
Taking into account the period from June 11, 2009 to October 30, 2018 in the study sample, crude oil prices began a rapid decline from over $100 per barrel in August 2014 and did not begin their gradual recovery until March 2016. Starting from August 2014, crude oil entered the era of low oil prices, which was completely different from the period before August 2014. Based on the reference of Singh et al. (2018), the research samples of this paper were divided into three stages to capture the influence of crude oil price shocks to new energy markets at different stages. The study samples were divided as follows: the first stage is 11 June 2009–31 July 2014; the second stage is 1 August 2014–29 February 2016; the third stage is from March 3, 2016 to October 30, 2018. The sub-stages of crude oil prices are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Trend of WTI prices.
Table 5 shows the connectedness matrix for oil price shocks and the new energy markets during the sub-samples. During the three sub-samples, the demand shock and supply shock of crude oil prices had little influence to the returns of all new energy markets. During the period of high crude oil prices (11 June 2009–31 July 2014), the crude oil price risk shock had little impact on the new energy markets in China and Europe, while its impact on the United State’s ECO new energy market was relatively large. During the period of rapid decline in crude oil prices (1 August 2014–29 February 2016), the crude oil price risk shock had a greater influence to the new energy market in China, while it had a lesser influence to the new energy market in Europe and the United States. During the period when crude oil prices were low (March 3, 2016 to October 30, 2018), the crude oil price risk shock had a greater influence to the new energy market in the United States, while it had a lesser influence to the new energy market in Europe and had a certain impact on the new energy market in China. In general, when the crude oil price is high, the crude oil risk shock has the greatest impact on the United State’s new energy market but has little impact on the Chinese new energy market. When crude prices fall rapidly, crude oil price risk shock has little impact on the United State’s new energy market but has the greatest impact on China’s new energy market. Whether crude prices are high, low or falling fast, the influence of crude price risk shocks to the European new energy market is minimal.
Figure 6 shows the connectedness network for crude oil price shocks and new energy market returns across the sub-samples. The influence of the crude oil price risk shock to the United State’s ECO is greatest during the period of high crude oil prices (11 June 2009–31 July 2014). During the period when crude oil prices are in rapid decline (1 August 2014–29 February 2016), crude oil price risk shock has the greatest impact on China’s CNNE. During the period when crude oil prices are low (March 3, 2016 to October 30, 2018), the crude oil price risk shock has the greatest impact on the United State’s ECO. These findings keep up with that of the connectedness matrix in the sub-stages above.
[image: Figure 6]FIGURE 6 | Directional net connectedness network of oil shocks and new energy returns for different sub-samples.
Robustness Check
In this paper, different H values and different rolling windows are used to analyze the robustness of the above results. The H value is set to 5, 10, and 15 days, respectively, and the rolling window is set to 150, 200, and 250 days, respectively. The total connectedness index results obtained with different H values and different rolling windows are shown in Figure 7. It can be seen from the results that the overall trends of the total connectedness index obtained with different H values and different rolling windows are consistent with that in Figure 2, which indicates that the results obtained with different H values and different rolling windows are basically consistent. In general, the results obtained in this paper are robust.
[image: Figure 7]FIGURE 7 | Sensitivity of total return connectedness to forecast horizons H and window widths w. (H = 5, 10, 15; w = 150, 200, 250).
CONCLUSION
This study adopts the new decomposition method of crude oil price shocks proposed by Ready (2018) to expand the linkage mechanism between structural crude oil prices and new energy markets in the previous literature. This study uses daily data to examine how different types of structural crude oil price shocks have affected the new energy stock markets in China, Europe and the United States from June 10, 2009 to October 30, 2018. This study finds that the demand shock of crude oil prices can explain all the changes of new energy stock markets, but the supply shock of crude oil prices has little explanatory power. The explanatory abilities of the crude oil price demand shock to the new energy stock markets in China, Europe and the United States are 1.31%, 8.64%, and 4.47%, respectively. However, the explanatory abilities of the crude oil price risk shock to the same markets are 3.17%, 7.91%, and 21.51% respectively. Meanwhile, the demand and supply shocks of crude oil prices have little influence to the volatilities of all new energy stock markets, but the risk shock of crude oil prices has a certain influence to the volatilities of the new energy stock markets in China and United States. Furthermore, the rolling window method is used to find that the influence of structural crude oil price shocks to the new energy markets is time-varying. In the staged analysis, when the crude oil price was high, the risk shock had the greatest impact on the U.S. new energy market but had little impact on the Chinese new energy market. When crude prices fall rapidly, crude oil price risk shock has little impact on the United State’s new energy market but has the greatest impact on China’s new energy market. Whether crude oil prices are high, low or falling fast, the influence of crude price risk shocks to the European new energy market is minimal.
The findings of this study have implications for financial market participants and relevant new energy policy makers. For financial market participants, it is necessary to identify the sources of structural crude oil price shocks to construct a portfolio of crude oil and new energy, so as to avoid market risks. Especially, they should pay attention to the demand and risk shocks of crude oil prices on the new energy markets. Then, they should formula the appropriate risk management measures in advance response to these shocks. They also should make a full-scale investment framework for new energy and crude oil markets to manage the market risk for different countries or regions. For the policy makers of new energy, they need to distinguish the sources of structural crude oil price shocks and the different degree of different shocks according to their own new energy development level. Furthermore, they also should focus on the levels of the crude oil prices and the level changes of crude oil prices, so as to formulate new energy policies suitable for their own characteristics and to promote the rapid development of new energy.
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This paper investigates whether the macroeconomic uncertainty factors can explain and forecast China’s INE crude oil futures market volatility. We use the GARCH-MIDAS model to investigate the explaining and predicting power of the macroeconomic uncertainties. We considered various geopolitical risk (GPR) indices, economic policy uncertainty (EPU) indices, and infectious disease pandemic (IDEMV) indices in our model. The empirical results suggest that the geopolitical risk, the geopolitical act risk, the global economic policy uncertainty, the economic policy uncertainty from the United Kingdom, and the economic policy uncertainty from Japan comprehensively integrate the information contained in the rest factors, and have superior predictive powers for INE crude oil future volatility. These findings highlight the importance of the impact of macroeconomic uncertainty factors has on the crude oil futures market, and indicate that the macroeconomic uncertainties need to be considered when explaining and forecasting crude oil futures market volatility.
Keywords: crude oil price, realized measures, GRACH-MIDAS models, macroeconomic uncertainty, volatility forecast
INTRODUCTION
China is the world’s largest importer and the second largest consumer of crude oil and established its own crude oil futures market in the Shanghai International Energy Exchange Center (INE) on March 26, 2018. Over the past two years since its listing, the INE crude oil futures market has experienced various extreme events at home and abroad, and now playing a positive role in promoting the formation of crude oil benchmark prices in Asia. The establishment of the INE crude oil futures market has the following significance. Firstly, like the petrodollar system, the internationalization of a country’s sovereign currency must begin with the function of pricing and settlement of commodity trade. Since the INE crude oil futures price was denominated in RMB, the internationalization of the INE crude oil futures market has put the process of RMB internationalization at a new historical starting point. Secondly, it is necessary to use the crude oil futures market for risk management in China. In the current international environment of deglobalization and anti-free trade, the probability of extreme events will increase, which will lead to huge fluctuations in crude oil prices, and the crude oil futures markets can hedge this kind of risk. Thirdly, although Asia is the world’s largest market for crude oil demand, it does not have its crude oil pricing system, and thus causes the well-known “Asian Premium.” The development of the INE crude oil market can shed lights on the formation of benchmark prices in the Asia-Pacific region.
Along with the establishment of the crude oil futures market in 2018, global macro uncertainty events have generally shown an upward trend (Sheng et al., 2020), especially for the economic policy uncertainty (EPU) and the geopolitical risk (GPR). These two macroeconomic uncertainty factors have long been regarded by investors as the key factors affecting investment decisions in the crude oil futures market (Aloui et al., 2016; Antonakakis et al., 2017; Balcilar et al., 2017; Dees et al., 2017; Escribano and Valdes, 2017; Wei et al., 2017; Cunado et al., 2019; Plakandaras et al., 2019; Brandt and Gao, 2019; Geng et al., 2020; Hu et al., 2020). The rising geopolitical risk and economic policy uncertainty greatly increase panic among investors (Tsai, 2017; Ji et al., 2018; Ji et al., 2020; Li and Zhong, 2020), and the rapid transfer of international capital among countries leads to severe fluctuations in the crude oil futures market. Furthermore, since crude oil has long been regarded as a political weapon for many governments (Escribano and Valdes, 2017), it has a geopolitical nature that distinguishes itself from other commodities and financial assets (Hu et al., 2020). Numerous studies have shown that geopolitical risk leads to oil market uncertainty and price fluctuations (Miao et al., 2017; Caldara and Iacoviello, 2018; Gkillas et al., 2018; Brandt and Gao, 2019). During our sample period, the Middle East, as one of China’s largest oil importers, witnessed several geopolitical events such as the Syrian tensions on April 01, 2018, the United States-Iran tensions on July 01, 2018 and the United States—Iran tensions on June 01, 2019. On the one hand, these geopolitical events might affect China’s crude oil importers and cause crude oil supply uncertainty and price volatility. On the other hand, the geopolitical risk would affect economic activity to a certain extent and thus cause oil demand uncertainty (Liu j. et al., 2019). Since geopolitical risk could result in expectation differences about the INE crude oil futures prices, it is reasonable to consider the role of geopolitical risk in explaining and forecasting the INE crude oil futures market volatility. Furthermore, the recent Coronavirus (COVID-19) outbreak pandemic has further magnified the complexity of the global economic and political environment (Bai et al., 2020), at the same time, the surge in Chinese buying also highlighted China’s importance as a global crude oil price-setter. Thus, accurately understanding and forecasting the INE crude oil future volatility is crucial to effectively reduce the impact of macroeconomic uncertainties on excessive volatility in the INE crude oil market and promote the steady and healthy development of the global economy, which is important to market participants as well as the government policymakers.
Based on the discussion above, we will focus on the following questions from the perspective of quantitative analysis. Do these uncertainties matter in explaining crude oil price volatility? If so, how can we use them to accurately forecast the oil price volatility? Answering these questions can help investors and decision makers better understand China INE crude oil futures market and provide some inspiration for different market participants.
We address the above issues as follows. First, we analyze the impact of economic policy uncertainty, geopolitical, and public infectious disease pandemic on the crude oil volatility by constructing the GARCH-MIDAS model that incorporates several macroeconomic uncertainty factors, respectively. Concerning the economic policy uncertainty, we use two GEPU indices and six country-specific EPU indices. These countries are three major crude oil consumers, United States, China and Japan, and three major crude oil exporters, United Kingdom, Canada and Russia. Concerning the geopolitical risk, we use the GPR index and its variation, the GPT index, and the GPA index. In addition, Liu J. et al. (2019) found that the effect of common geopolitical risk on crude oil price volatility is limited because it does not constantly attract investors’ attention. However, the serious geopolitical risk may cause oil supply disruptions and result in serious oil price fluctuation. Thus, we also construct a serious geopolitical risk (GPRS) index by filtering the GPR index for values larger than the average. Concerning the public infectious disease pandemic, we use the IDEMV index. We also consider the serious public infectious disease pandemic factor and construct the IDEMVS index as mentioned in Section GARCH-MIDAS Models with Macroeconomic Uncertainty. Second, in the out-of-sample analysis, we forecast the crude oil futures volatility based on these extended GARCH-MIDAS models and then evaluate the model’s predictive ability by employing the approved model confidence set (MCS) (Hansen et al., 2005). The MCS allows us to examine these macroeconomy uncertainties’ predicting ability of crude oil future volatility and makes a comparison with each other.
We make the following contributions. First, although Asia is the world’s largest market for crude oil demand, it has not established its own crude oil pricing system yet (Shi and Sun, 2017). This causes the well-known “Asian Premium” (Zhang et al., 2018). Therefore, the quantitative analyses on the macroeconomic uncertainty contributions on the INE crude oil futures volatility process can help provide important reference information for establishing the pricing system for Asia crude oil market. Second, as an important way to help different market participants understand the China crude oil futures market, the influence of macroeconomic uncertainties have on INE crude oil futures market has not been studied by scholars. By using the currently available information of the INE crude oil futures market, we conduct a first ever analysis on the uncertainty determinants of INE crude oil futures volatility. The results, yet to be improved with more data though, hope to shed light on the effects of macroeconomic uncertainties have on China’s new crude oil futures for investors, regulators, and academia. Third, to the best of our knowledge, we are the first to consider various GPR indices, and we analyze the different impacts of GPT and GPA have on the China crude oil futures volatility. In addition, we also consider various EPU indices, such as the two version GEPU indices ([image: image] and [image: image]) and the country-specific EPU indices from major oil consumers and exporters, and we test the infectious disease pandemic’s impact on permanent volatility of crude oil volatility.
The empirical results of this paper present solid evidence of the influence and predictability of macroeconomic uncertainty factors on crude oil volatility. The in-sample estimation results show that the economic policy uncertainty, the geopolitical risk, and the public infectious disease pandemic factors have a different impact on the crude oil volatility. First, the EPU from China has a significantly negative impact on the long-term volatility, whereas the EPUs from United States, United Kingdom, Japan, Canada, and Russia have a significantly positive effect on the long-term volatility. In addition, the EPU from the United Kingdom. has the largest average effect on the long-term volatility of oil futures prices among all of the EPU indices, whereas EPUs in the United States and Russia are less informative in determining oil futures volatility. Second, with regard to the geopolitical factors, the GPRS and the GPT indices have a significant negative impact on the long-run component of INE crude oil futures volatility, whereas the GPA’s impact is significantly positive. Third, the public infectious disease pandemic factors IDEMV and IDMMVS indices also have a positive effect on long-term volatility. The out of sample evaluation results suggest that the GARCH-MIDAS models with macroeconomy uncertainty factors can provide a more accurate prediction. Specifically, the models with the GPR index, the GPA index, the global EPU index, the EPU index from the United Kingdom, and the EPU index from Japan pass the MCS test under MSFE and MASE criterion with both statistics. This implies that these macro-level uncertainty factors contain useful information that the government decision makers and investors need to pay attention to, and have superior ability to predict the crude oil futures volatility.
The rest of this paper is structured as follows. Section Literature Review presents a brief literature review.Section Econometric Methodology describes the GARCH-MIDAS model and its extensions, as well as the forecast evaluation. Section Data discusses the data. Section Empirical Results analyzes the empirical results. Section Robustness Check reports a series of robustness tests. Section Conclusion concludes this study.
LITERATURE REVIEW
In this section, we will review the literature on the subject and laid the foundation for analyzing the determinants of INE crude oil volatility. From the perspective of economic relations between commodity supply and demand and the oil prices, previous literature have shown that demand, supply, and speculation are the driving forces of oil price volatility (Narayan and Narayan, 2007; Mu and Ye, 2011; Kilian and Murphy, 2014; Pan et al., 2017; Yi et al., 2018; Liao et al., 2019). However, as a commodity that is traded globally, the crude oil market faces a much more complicated economic environment and might be driven by other macroeconomic factors beyond its supply and demand. After the economic policy uncertainty (EPU) index was constructed by Baker et al. (2016), many studies have turned their attention to the EPU’s explanatory power and forecasting power on the crude oil market when modeling oil market volatilities. Existing literature provides some arguments explaining the possible relation between EPU and oil price volatility, and states that the uncertainty of economic policy affects the economic conditions, and then causes oil price volatility as well (Aloui et al., 2016; Hailemariam et al., 2019). Balcilar et al. (2017) show that EPU has significant predictive power for oil price volatility, Wei et al. (2017) also confirm the EPU’s predictive power on crude oil volatility and argue that EPU may be a comprehensive reflection of various economic information such as global oil demand and supply shocks, financial crisis, and political events.
Since crude oil has long been regarded as a political weapon for many governments (Escribano and Valdes, 2017), it has a geopolitical nature that distinguishes itself from other commodities and financial assets. After the geopolitical risk (GPR) index and its variation, geopolitical threat risk index (GPT) and geopolitical act index (GPA) was proposed by Caldara and Iacoviello (2018), various studies have found that the changes in GPR index generally have a significant impact on oil returns (Antonakakis et al., 2017; Demirer et al., 2018b; Cunado et al., 2019; Plakandaras et al., 2019). Existing literature found that GPR indices also have a significant impact on other aspects of crude oil price movement. Brandt and Gao (2019) found that geopolitical events can strongly affect the oil prices in a short period, Liu J. et al. (2020) found that the serious geopolitical risk can improve the model fitting and forecasting performance concerning crude oil volatility.
In addition to the uncertainty caused by the above macroeconomic policy environment and geopolitical risk, public health events can also cause uncertainty to the macroeconomy. Notably, the COVID-19 outbreak in December 2019 has brought shock to global financial markets. Intuitively, the crude oil market may also react to the shock of such a public health event (Demirer et al., 2018a). The COVID-19 pandemic did cause server distortions and fluctuations in the crude oil markets. In April 2020, the benchmark price for crude oil of the May futures in the United States even fell to negative $37.63. In this context, Baker et al. (2020) constructed the Infectious Disease Equity Market Volatility Tracker index (IDEMV) index to quantitatively measure the magnitude of an infectious disease pandemic, which is available from January 1985 to the present. This helps investors and academia better understand the impact of the epidemic panic on economic fundamentals. Based on the IDEMV index, recent literature confirms that the eruption of COVID-19 causes greater price fluctuations in commodities and financial assets such as stock, gold, and cryptocurrency, than in days before that (Corbet et al., 2020; Haroon and Rizvi, 2020; Ji et al., 2020; Zhang et al., 2020). Therefore, this paper also considers the uncertainty brought from the public health events, and to observe how the INE crude oil futures market reacts to this uncertainty.
Previous efforts have been made to predict the volatility of oil prices by employing GARCH-class models (Sadorsky, 2006; Nomikos and Pouliasis, 2011; Wang and Wu, 2012; Chan and Grant, 2016) and realized GARCH-class models (Haugom et al., 2014; Sévi, 2014). However, the imputing data of both GARCH-class models and realized GARCH-class models are strictly restricted at the same frequency. They are all failed to explaining the macroeconomic determinants at different sampling frequencies, which is crucial for investors and government policymakers to understand the market (Engle and Rangel, 2008). Ghysels et al. (2004) proposed mixed data sampling (MIDAS) regression models, and Colacito et al. (2011) and Engle et al. (2013) applied the MIDAS technique into the GARCH model and constructed the GARCH-MIDAS model, and the GRACH-MIDAS model successfully addresses the problem of mismatching data frequency. After that, many macroeconomic factors have been applied to investigate underlying economic factors of asset volatility (Conrad et al., 2014; Liu J. et al., 2020; Sheng et al., 2020), and verified the superiority of predictive ability of GARCH-MIDAS model (Ghysels et al., 2019). Therefore, we construct the benchmark GARCH-MIDAS model with realized volatility (RV) and 15 individual GARCH-MIDAS models with various macroeconomy uncertainty determinants.
To compare the forecast performance of different models, we use the MCS test proposed by Hansen et al. (2005) to identify the most informativeness factor among our macro uncertainties. The current research has not yet considered the relation between macro uncertainty factors and INE crude oil market, to the best of our knowledge, we are the first to consider the effect of various macro uncertainty factors on the INE crude oil market. With the rising international status of China and the expanding scale of its crude oil market, it is necessary to understand and forecast the movement of INE crude oil futures price.
ECONOMETRIC METHODOLOGY
The GARCH-MIDAS Model
Since the MIDAS technique allows using macroeconomic fundamental data at lower frequencies, the GARCH-MIDAS model is widely used to predict daily crude oil futures volatility. Therefore, this paper uses the benchmark GARCH-MIDAS model (Liu J. et al., 2019) and extends it by incorporating macroeconomic uncertainty factors as our explanatory variable.
The GARCH-MIDAS model is composed of two parts: one is to model the short-term component of volatility, and the other is to model the long-term component of volatility. The short-term component is a GARCH (1,1) process, while the latter is determined by the history of the realized volatility or macroeconomic variables weighted by the MIDAS polynomials. The GARCH-MIDAS model is constructed as follows. Suppose the return of the crude oil future is written as
[image: image]
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where [image: image] refers to INE crude oil futures return on day i in month t, [image: image] is the information set, [image: image] refers to the conditional mean of returns on day i-1. The volatility component, [image: image], of Eq. 1 is divided into t a short-term component, [image: image], and a long-term component, [image: image]. Following Liu J. et al., 2019, [image: image] is assumed to follow a mean-reverting unit-variance GJR-GARCH (1,1) process (Glosten et al., 1993) as:
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The long-term component [image: image], is defined as Eq. 4,
[image: image]
where m is the intercept, and [image: image] refers to the weighted effects, with the weighting scheme function as [image: image], of lagged variables, [image: image], on the long-term oil volatility. Following Engle et al. (2013), we use the log transformation to guarantee the nonnegativity of the conditional variances in our estimation and prediction.
We define the benchmark model when lagged variable [image: image] equals [image: image], and its logarithmic form as follows:
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Where RV is the realized volatility calculated by intraday high-frequency data using Eq.6, k is the lagged value of the RV, the lags of the RV are set to 224,466 in Section Out-of-Sample Evaluation and Section Robustness Check following Engle et al. 2013 and Liu J. et al. (2019). The weighting scheme (Ghysels et al., 2004; Engle et al., 2013) used in Eq. 4 and Eq. 5 are the unrestricted Beta function defined as below:
[image: image]
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where the parameter [image: image] is the weighting scheme, and [image: image] is the decaying rate of the Beta function.
GARCH-MIDAS Models With Macroeconomic Uncertainty
To investigate the effect of macroeconomic uncertainty have on oil future market volatility, we add the macroeconomic uncertainty factors (MU) we mentioned above into Eq. 5. Therefore, we get the GARCH-MIDAS-MU model. The long-term component, [image: image], can be updated as
[image: image]
Where the MU we choose the geopolitical risk indices (Antonakakis et al., 2017; Plakandaras et al., 2019), economic policy uncertainty indices (Balcilar et al., 2017), and infectious disease pandemic indices as the determinants.
To further examine whether serious geopolitical risk and infectious disease pandemic is informative to improve the predictive accuracy for oil futures volatility, we define the GPRS and IDEMVS as follows:
[image: image]
[image: image]
Forecast Evaluation
To make a comparison of forecasting performance with the different GARCH-MIDAS-MU models, we use MCS test with two popular loss functions as our evaluation criteria. The loss functions are the mean squared forecast error function (MSFE) and the mean absolute forecast error function (MAFE), and are defined as follow:
[image: image]
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where [image: image] is the actual daily crude oil futures volatility on day t, and we use RV in day t that measures the actual daily crude oil futures volatility, [image: image] is the predicted value obtained from different GARCH-MIDAS models and M is the number of predicted values.
DATA
The sample data used in this paper are as follows: the intraday INE crude oil high-frequency data, the daily INE crude oil futures prices, and the monthly macroeconomic uncertainty factors of oil futures price volatility. Following Sévi (2014), we use the 5-minute data as our sample data to calculate the RV, and get the intraday 5-min high-frequency data from the Shanghai International Energy Exchange. The monthly dataset consists of three GPR indices, two GEPU indices, six country-specific EPU indices and the IDEMV and IDEMVS indices. The monthly GPR1 indices were proposed by Caldara and Iacoviello (2018), and are the key indicators that demonstrate risk from geopolitical events such as wars and terrorism. To isolate the effects of pure geopolitical risk, we also consider the two related indexes: the geopolitical threats index (GPT) and the geopolitical acts (GPA) index. The GPT index depicts the geopolitical threat, while the GPA index depicts the geopolitical adverse events. With regard to the economic policy uncertainty factors, we use the EPU2 indices constructed by Baker et al. (2016). The GEPU indices have two versions with different calculations: one is calculated by current-price GDP measures (denoted as [image: image]) and the other is calculated by PPP-adjusted GDP (denoted as [image: image]). We selected three major oil consumers (i.e., the United States, China, and Japan) and three major oil exporters (Russia, Canada, and the United Kingdom) as our country-specific EPU indices. With regard to the infectious disease pandemic of public health events, we use the monthly data is of the Infectious Disease Equity Market Volatility Tracker (IDEMV) index constructed by Baker et al. (2020). For model comparison of fitting and forecasting performance, we make all these macroeconomic uncertainty indices have the same monthly frequency. We obtain the INE crude oil futures high-frequency data from the CSMAR database and the monthly macroeconomic uncertainty indices from the Economic Policy Uncertainty website. The data covered from 27th March 2018 to 24th June 2020 with 305,004 intraday 5-min observations, 545 daily observations, and 28 monthly observations.
Table 1 shows the descriptive statistics of the variables. First, compared with the standard deviation, the sample mean of the INE crude oil futures return is relatively small, suggesting that we can use a constant when we modeling the volatility of crude oil futures prices (Sadorsky, 2006; Narayan and Narayan, 2007). The RV of the crude oil futures price is skewed to the right and exhibit high kurtosis. Second, among the GPR indices, the standard deviation of GPT and the GPA is either larger and smaller than the GPR index, indicating that the GPT changes more frequently and violently and GPA is relatively stable. Third, the mean of IDEMV and IDEMVS is relatively small compared with their standard deviation, indicating that they are both volatile.
TABLE 1 | Descriptive statistics.
[image: Table 1]Figures 1–3 show the time series of INE crude oil futures and the GPR, EPU, and IDEMV factors. Due to the impact of the epidemic and the international political and economic situation, the overnight trading of INE futures in China was suspended on February 3, 2020, and resumed on May 6, 2020, the shade is the period that the oil futures are suspended from overnight trading.
[image: Figure 1]FIGURE 1 | Key oil contract settlements in 2020 (dollars/Barrel).
[image: Figure 2]FIGURE 2 | The trends of INE crude oil futures volatility, the GPR index, the GEPU index and the IDEMV index. Panel (A) The trends of INE crude oil futures volatility and the GPR index. Panel (B) The trends of INE crude oil futures volatility and the GEPU index. Panel (C) The trends of INE crude oil futures volatility and the IDEMV index.
Figure 2 shows the general relationship among the crude oil futures volatility, the GPR index, the GEPU index, and the IDEMV index. As can be seen from panel (A), before the COVID-19 broke out, changes in GPR index and RV tend to be consistent, presenting potential co-movements there. However, during the COVID-19 broke out periods, the GPR index is relatively stable, and the investors are shocked by the wild swings of the crude oil futures market. With regard to the GEPU indices, there are obvious co-movements between the crude oil future RV and the two GEPU indices. With regard to the IDEMV index, the crude oil future volatility is co-movement with the IDEMV index only during the COVID-19 broke out periods. This indicates that when GEPU and IDEMV would increase the volatility of the crude oil futures market, the GPR index might decrease the volatility of the crude oil futures market.
EMPIRICAL RESULTS
In-Sample Estimation Results
Before estimating the impact of macro uncertainty indicators on crude oil futures volatility, the variations of the benchmark GARCH-MIDAS model with long-run RVs were estimated as a comparative reference for the extended models and then we further apply the macro uncertainty indicators in our extended models.
Tables 2–4 show the benchmark GARCH-MIDAS model and the extensions with geopolitical risk (Antonakakis et al., 2017; Plakandaras et al., 2019), economic policy uncertainty (Balcilar et al., 2017), and infectious disease pandemic factors (Baker et al., 2020) as the determinants. We use the maximum likelihood estimation method to obtain the parameters of the GARCH-MIDAS model. The lag length k = 22 for long run RVs, and k = 12 for monthly macro factors and are following Conrad et al. (2014) and Gkillas et al. (2018). Interestingly, concerning the parameter estimates among all these models, the GARCH-MIDAS models with monthly macroeconomic factors have lower estimates [image: image] than the model with single daily long run RVs. While for the models with monthly [image: image] the estimates of [image: image] are close to zero. In addition, for all models, [image: image], which means all the GARCH-MIDAS models are stable.
TABLE 2 | Estimation GARCH-MIDAS models with geopolitical risk.
[image: Table 2]TABLE 3 | Estimation GARCH-MIDAS models with economic policy uncertainty.
[image: Table 3]TABLE 4 | Estimation GARCH-MIDAS models with economic policy uncertainty and infectious disease pandemic.
[image: Table 4]Consistent with previous literature (Conrad and Kleen, 2020), the [image: image] parameter is statistically significant and provides strong evidence for the asymmetry effect of the volatility movement. Based on the loglikelihood value and the BIC value, the models with macro factors have better fitting performs than the benchmark GARCH-MIDAS model. These are in line with findings in the previous literature.
Since the main focus of our paper is to investigate whether the macroeconomic uncertainties have an impact on the long-term volatility of the crude oil futures, we pay more attention to the value of parameters [image: image] and [image: image] in Eq. 9. The parameters [image: image] and [image: image] stand for the effect of monthly macroeconomic uncertainties on the long-term volatility of INE crude oil futures prices. The parameters [image: image] and [image: image] reflect the long-term impact of realized volatility and macro uncertainty on volatility respectively. If the value of parameters [image: image] and [image: image] are positive, then a high level realized volatility and macro uncertainty factors would cause serious divergence in the expectations of crude oil market participants and thus affects the crude oil futures volatility. The parameter [image: image] and [image: image] are the optimal estimated coefficients for the constrained weighting scheme function -BETA functions. According to the coefficients [image: image] and [image: image], the influence of low frequency monthly factors on the long-term component of volatility can be estimated. As in Tables 1–3, except for the benchmark GARCH-MIDAS model, the [image: image] is significantly positive at 1%, which means higher levels of financial volatility tend to increase long-term volatility of the crude oil futures market. While the [image: image] among these models are different, and we will discuss it as follow.
Table 2 reveals the empirical results of the geopolitical risk factors. First, the results show that geopolitical risk contributes to the crude oil futures volatility in different ways. In column (2)-column (3), both the GPR and the GPRS have a negative impact on the long-run component of INE crude oil futures volatility, which is consistent with Antonakakis et al. (2017) and Mei et al. (2020). This indicates that when a geopolitical risk shock occurs, the crude oil futures market participants synchronize their trading activity in the same direction by reducing the volatility. However, the impact of the GPR is not significant, whereas the impact of GPRS is significant. This can be explained by Liu J. et al. (2019), that although the government policymakers and the oil market participants concern about the geopolitical risk, they are used to common geopolitical risk and are only sensitive to the serious geopolitical risk. Second, we further investigate the categorical GPR index. In column (4)–(7), both the threat related index and the act related index have a significant impact on the crude oil futures volatility. The GPT is significantly negative whereas the GPA is significantly positive. This indicates that although the geopolitical threat makes market participants synchronize their trading behavior, the geopolitical act causes divergence in the expectations of oil futures market participants and increases the crude oil futures volatility.
Tables 3, 4 reveal the empirical results of the EPU indices and the infectious disease pandemic factors. As shown in Tables 3, 4, two GEPU indices do not have statistically significant impacts on long-term volatility, whereas the country-specific EPU indices do have impacts on the long-term volatility in different ways. The EPU in China has a significantly negative impact on the long-term volatility, whereas the EPUs in Unted States United Kingdom, Japan, Canada, and Russia have a significantly positive effect on the long-term volatility. Specifically, the EPUs from the United Kingdom. with a [image: image] value of 0.029, indicates that compared with other major crude oil trading countries, the economic policy uncertainty in the United Kingdom has the greatest impact on the volatility of China’s crude oil futures. Besides, EPUs from Canada and Japan also have a great influence on the crude oil futures volatility followed by the United Kingdom. However, the EPUs in the United States and Russia do not have a statistically significant impact on the crude oil futures volatility. Table 3 column (4)–(5) shows that both the IDEMV and IDEMVS have a positive effect on the long-term volatility. The IDEMV with a [image: image] value of 0.025, whereas the IDEMVS with a [image: image]. value of 0.09, indicates that the market participants are more sensitive to the serious public health events.
Figure 3 plots the fitting value of total daily volatility and long-term volatility of the 12 GARCH-MIDAS models. Since the trend of GPRS and IDEMV is similar to that of GPR and IDMEVS, so this paper will not show the figures for them. The orange dashed line represents the total daily volatility and the blue line represents the long-term volatility calculated by the GARCH-MIDAS model with different macroeconomic uncertainty factors. It is clear that the daily total volatility in all 12 subfigures of Figure 3 are similar, but the long-term volatilities with different monthly macroeconomic uncertainty factors are quite different. Figure 3 suggests that GPR indices, EPU indices, and infectious disease pandemic have different influences on long-term oil volatility. In the next section, we mainly discuss which macroeconomic uncertainty factors are most informative in forecasting the daily volatility of crude oil futures prices.
Out-of-Sample Evaluation
In this section, we employed the out-of-sample rolling method to evaluate the predictability of the above models. Considering the sample sized of our data and to ensure that our conclusions are reliable, we set out window size as 430 days3, and we get 115 out of sample predicted values. This paper compared the models’ out-of-sample predictability by using the MCS test.
The p-values of loss functions in the MCS test are the indicator of the models’ forecasting performance. If the p-values greater than a specific threshold, which is also called MCS alpha, the corresponding model is supposed to have better predictability than the others (Hansen et al., 2005). However, there is no consensus on the specific value of the threshold p-value in MCS tests, and different literatures set the different MCS alpha values (Tian and Hamori, 2015; Pu et al., 2016). Table 5 reports the p-values of the MCS tests for GARCH-MIDAS-MU models. To clearly distinguish the most informative macroeconomic uncertainty factor contributing the long-term volatility, we follow the most related studies of Liu J. et al. (2019), which investigate the oil market volatility and set the threshold p-value to be 0.25 in Tables 5–7.
TABLE 5 | MCS test with monthly RVs.
[image: Table 5]TABLE 6 | MCS test with bimonthly RVs.
[image: Table 6]TABLE 7 | MCS test with quarterly RV.
[image: Table 7][image: Figure 3]FIGURE 3 | The fitting value of total volatility and long-term volatility by different GARCH-MIDAS models.
First, Table 5 shows the results of out-of-sample forecasting performance with the monthly RVs. Under the MSFE criterion, the model with GPR, GPRS, GPT, GPA, [image: image], [image: image], [image: image], [image: image], [image: image], pass the MCS test with p-values larger than 0.25 for both test statistics. Under the MAFE criterion, the models with GPR, GPA, [image: image], [image: image] and [image: image] also pass the MCS test under both statistics. Overall, the model with GPR, GPA, [image: image], [image: image], [image: image] pass the MCS test under MSFE and MASE criterion with both statistics.
Interestingly, whereas the GARCH-MIDAS-GPRS model fails to predict more accurately in our sample, the GARCH-MIDAS-GPRS model’s predictability is proved to be superior in forecasting oil prices (Liu J. et al., 2019). After including the GPR and GPA indices, the forecast accuracy of GARCH-MIDAS model is significantly improved. This indicates that government policymakers and INE crude oil futures market participants pay attention to geopolitical risk and the geopolitical adverse events, which cause increased oil price volatility. However, our results show that the GPRS index is not informative in predicting the volatility.
The results in Table 5 also show that EPU indices, in general, are more informative than the rest of the macroeconomic uncertainties when predicting the volatility of crude oil futures. Furthermore, among all kinds of EPU in our sample, the [image: image], the [image: image], and the [image: image] indices are the most informative macroeconomic uncertainty factors in forecasting crude oil futures volatility. First, we find that [image: image] is more informative than the [image: image] in predicting the volatility of crude oil futures price. This indicates that the crude oil futures market participants are paying more attention to nominal economic indicators than to real ones. Second, among the six major crude oil consumers and exporters, [image: image], and the [image: image] indices are the most informative. It might be the following reasons. First, the origin of crude oil in China and United Kingdom. is similar. Both China’s crude oil and Brent’s crude oil comes mainly from the Middle East and North Africa, thus China’s crude oil spot pricing mainly refers to the Brent crude oil price4. A previous study shows that China’s crude oil market is more correlated with the Brent market compare with other major crude oil markets (Zhang and Ma, 2020), Yang et al. (2020) shows that Brent markets have a unidirectional Granger causality relationship with the INE crude oil futures market. Furthermore, Antonakakis et al. (2014) shows that there are spillover effects between oil prices changes and EPU index, Ma et al. (2019) shows that the EPU from Europe, which including the United Kingdom., increases the volatility in Brent futures, which is the benchmark of the China’s crude oil spot price. Thus, the EPU in United Kingdom. might contain more information concerning the supply and demand of the INE crude oil market. Second, EPU from Japan might contain more information about the supply and demand of its importers and global crude oil demand. Similar to China, Japan’s crude oil comes mainly from the Middle East, followed by the United Arab Emirates and Saudi Arabia, and Rehman (2018) shows that oil specific demand shock has a significant impact on EPU from Japan compared with other countries. The similarity of the crude oil importers between China and Japan, and the sensitivity of [image: image] to the global oil demand shock might contribute to the superior predictive power of [image: image] compared with other countries. Third, compared with other countries, previous literature shows the EPU from Japan and United Kingdom are closely related to Chinese economic conditions such as the financial conditions (Liu Z. et al., 2019; Li and Zhong., 2020; Ahmadi et al., 2020), monetary aggregate (Han et al., 2016), exchange rate (Chen et al., 2020; Zheng and Kaizoji, 2019), and market uncertainty (Ji et al., 2020; Smales, 2020). These factors are closely related to the crude oil market (Ahmadi et al., 2020; Yousefi and Wirjanto, 2004; Ratti and Vespignani, 2013), thus it is reasonable that the EPUs from these two counties may contain information of the future volatility of the INE crude oil futures market. The superior predictive power of [image: image], and the [image: image] also suggest that INE crude oil futures market is not only following the international crude oil market, it also reflecting the special characters in Asia. It is interesting that [image: image] does not pass the MCS test with MASE criterion with TR statistic, even though China is where China’s Shanghai crude oil futures market is located at. As the world’s second largest economy and crude oil consumer country, the economic conditions in China should influence crude oil future prices. Previous literatures also found empirical evidence that China’s economic condition plays a crucial role in the global oil market with respect to crude oil prices (Yuan et al., 2008) and oil price variation (Liu et al., 2016). However, in our results, the EPU in China do not have superior predictive power than other macroeconomic uncertainty factors. Wei et al. (2017) provide some insights for our results. China’s priority, for now, is to maintain stable economic growth, especially under the recent complex environment. Thus, the fiscal and monetary policy, in this case, is unlikely to cause severe volatility in crude oil futures price.
ROBUSTNESS CHECK
Since different lags of RV ([image: image]) in Eqs 4, 5 may result in different accuracy in forecasting the volatility and further affect the predictive power of exogenous macroeconomic uncertainty factors. Previously study of Engle et al. (2013) addresses this issue with the monthly, biannual, and quarterly lags of RV in the GARCH-MIDAS models. Following Engle et al. (2013), this paper also considers the bimonthly and quarterly lags of RV instead of the monthly RV in Eqs 4, 5 in robustness check. We investigate whether macroeconomic uncertainty factors could still have a more accurate forecast of RV with different lags of RV. Tables 6, 7 present the MCS testing results with bimonthly RVs, the p-values of the GPR, GPA, [image: image], [image: image], [image: image] , pass the MCS test with p-values larger than 0.25 for all four test statistics. Thus, our results are robust with different lags of RVs.
CONCLUSION
As a political commodity, crude oil is closely bound up with the national strategy, global politics, and national economic strength and China’s rise is playing an increasingly important role in the global crude oil market. Therefore, it is important for policymakers and investors to accurately understand and predict China crude oil futures volatility. Recent literature have found that many macroeconomic uncertainty indicators have great effects on crude oil volatility. Among the various uncertainty factors, the geopolitical risk and the economic policy uncertainty have traditionally been considered the most powerful. In addition, the Coronavirus (COVID-19) outbreak in December 2019 has brought great pains to the global economy and financial markets. Thus, we analyze the impact of uncertainty factors have on the futures volatility such as traditional uncertainty factors GPR and EPU, and also consider the IDEMV, that the uncertainty comes from the public health event. We use the GARCH-MIDAS model with these macroeconomic uncertainties respectively, and we identified which macroeconomic uncertainty factor is more informative when predicting the crude oil futures volatility.
With regard to the model fitting results, first, we find that geopolitical risk significantly influences the crude oil futures market prices. Especially, the GPR and the GPRS have a significant negative impact on the long-run component of INE crude oil futures volatility, and the GPT is significantly negative whereas the GPA is significantly positive. Second, the EPU in China has a significantly negative impact on the long-term volatility, whereas the EPUs in United States, United Kingdom, Japan, Canada, and Russia have a significantly positive effect on the long-term volatility. Specifically, the EPU from the United Kingdom. makes the largest contribution to the long-term volatility of oil futures prices among all of the EPU indices, whereas EPUs in the U.S. and Russia are less informative in determining oil volatility. Third, the infectious disease pandemic factor also has a positive effect on long-term volatility.
With regard to the model forecasting results, the model with GPR, GPA, [image: image], [image: image], [image: image] pass the MCS test under MSFE and MASE criterion with both statistics. This implies that these macroeconomic uncertainty factors contain useful information and the government policymakers and oil market investors pay attention to these factors, which cause increased oil price volatility.
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FOOTNOTES
1The GPR index can be downloaded from http://www.policyuncertainty.com/gpr.html.
2The EPU index can be found at http://www.policyuncertainty.com/global_monthly.html.
3The data covered from 27th March 2018 to 31st December 2019.
4In 2008, the National Development and Reform Commission issued “Administrative Measures for Oil Prices (For Trial Implementation),” the program rules that China domestic crude oil prices are base on the price in Brent, Dubai and Minas, coupled with the domestic cost of import tariffs, refining, distribution of costs and profits.
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Planning for the research and development (R&D) of renewable energy resources (RERs) has not received enough attention. This paper aims to study the planning for the R&D of RERs in order to avoid bottlenecks and ensure sustainable development in developing marine economies. We have established a triple difference model (DDD) model and a wise pig game model between the theoretical government and enterprise. The data on RERs come from the World Bank and International Energy Agency databases. We have three contributions on the basis of distinguishing between mature and immature marine RERs technologies. First, it emphasizes the importance of developing R&D planning for marine RERs immature technology in the future. Second, the DDD model is used to empirically establish whether RERs planning has a significant positive impact on RERs’ output, which explains the importance of existing RERs planning. Third, the wise pig game model is used to analyze the welfare benefits to the government brought by the R&D planning of marine RERs which proves the importance of future RERs R&D planning.
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INTRODUCTION

As long as the world can develop 0.1% of total marine wave energy, it will be able to achieve 5 times the current world energy demand (Kumar et al., 2015). Marine renewable energy resources (RERs) are the largest undeveloped RERs in the world (Kumar et al., 2015). Most of marine developing countries are facing the problem of insufficient energy, thus they need to plan for the research and development (R&D) of marine RERs. Otherwise, if they encounter major natural disasters and epidemic disasters, such as earthquakes or COVID-19, they may be blocked intentionally or unintentionally at the key technology or sale point by developed countries and encounter a crisis of energy cut-off. Consequently, the theory of RERs becomes an important part of the theory of marine developing economies (Aktas and Kircicek, 2020; Coughlan et al., 2020; Isaksson et al., 2020; Raoux et al., 2020; Taveira-Pinto et al., 2020). Marine RERs include waves, tides, ocean currents, salinity, thermal gradients, marine biomass, offshore wind energy, and offshore solar energy (Taveira-Pinto et al., 2020). Much progress has been made in literature and research toward understanding the relation of RERs with developing marine economies. It has always been known that marine RERs has great potential, but developing countries need to distinguish their theoretical potential from technological potential in order to plan marine energy research and development (Liao and Drakeford, 2019; He and Walheer, 2020). Furthermore, it is necessary to distinguish between mature RERs and immature RERs, as well as technologies required for the development of related supply chains (Gorelick and Walmsley, 2020; Taveira-Pinto et al., 2020). Most previous studies have assumed that apart from wind power, which is a relatively mature technology, the basic theory of renewable energy technology is difficult to develop. Recent research, however, has found that only when marine developing economies plan how to conduct R&D of RERs (Davies et al., 2014; O’Hagan, 2016; Li Y. B. et al., 2020), are they able to reach a breakthrough in basic theory of the RERs and ensure not to be blocked at the key technology or sale. The objectives of this research include: (1) distinguishing between mature and immature technologies for marine RERs; (2) analyzing the impact of triple difference variables on output of RERs and analyze the internal economic mechanism of the rapid development of RERs by DDD model; (3) establishing a smart pig game model to analyze governments’ benefits in the process of the game between government and enterprises based on the R&D planning of RERs. Based on this, it is first necessary to establish what research has been covered in this field.

Experts in the field of marine RERs applied technology prefer to obtain technology application methods from research. In the study of wave and storm surges, a method of generating electricity using artificial lagoons was discovered. In their research of RERs in Lake Ontario and Lake Michigan, Sogut et al. (2018) found that wave power is more than10 KW/m at its peak during the winter and about 1 KW/m during the spring and the summer, while the power generation potential contained in storm surges is very high, such as, the highest is 2.088 × 1011 KW/m (58 GWh). Based on their results, using man-made lagoons to generate synthesize storm surges can contribute to power generation (Sogut et al., 2019). Another useful mechanism for research of RERs is sensor buoy systems which can be used for monitoring marine RERs, such as energy coming from wind, waves, and marine currents (Garcia et al., 2018). Further research has been carried out through the use of a non-hydrostatic hydrodynamic model used to assess suitable areas for the extraction of marine currents’ energy (Quesada et al., 2014). Following this, Deep et al. (2020) used the three-parameter Weibull model to measure the actual wind power of wind turbines, which is an improvement in the quality of wind speed measurement method of wind turbines, where the previous method by Quesada et al. (2014) overestimates wind speed by 25%.

In many cases, basic theory researchers tend to focus their plan on the basic theoretical research of renewable energy. However, in the marine RERs plan, it is necessary to build a variety of energy infrastructure paths that meet legal energy goals, in order to measure the impact of its land use and evaluate its performance relative to electricity demand (Thomas and Racherla, 2020). Furthermore, the scheduling problem of the energy hub system should also be planned (Dolatabadi et al., 2019), which is rationalized by scholars through the use of models such as the optimal expansion planning model for an energy hub with multiple energy systems (Zhang et al., 2015), optimization models for residential energy hubs (Bozchalui et al., 2012), and an uncertain model of optimal energy hub operation (Pazouki et al., 2014). It is also necessary to carefully calculate the costs of technology, equipment, power transmission and maintenance in the process of planning the use of marine RERs (Liu et al., 2015). Furthermore, a virtual power plant, which uses coordinated control technology, smart metering technology and information communication technology, can integrate a large number of distributed energy sources in the smart grid, and can effectively solve the instability problem of wind power and solar power (Han et al., 2019).

This article differs from research in basic technology and applied technology of marine RERs. Our first contribution is to study the marine RERs R&D plan of developing marine countries from the perspective of economics (Matei, 2020). We distinguish between mature technologies and immature technologies of marine RERs, and attempt to provide research in basic technology and applied technology with a marine RERs a global economics perspective of mature and immature technology, and provide a collection of entrepreneurial opportunities’ ideas for the development of the marine RERs industry chain.

Furthermore, extensive work has been done by economists, focusing on the economy policies of RERs. The marine RERs of some developing marine countries are showing a positive development trend (Varlas et al., 2017). The residents of few developing countries are often unwilling to use RERs and prefer to use wood as fuel (Okwanya et al., 2020). Often there is protest against the use of RERs, as the general population of developing countries cannot afford the price of RERs, especially where government policies do not consider the high installation and maintenance. Based on this, the governments of developing marine countries need to formulate policies on RERs investment and promote their use (Wang Q. et al., 2020), especially under the circumstance that the cost of traditional renewable energy such as wind and solar energy continues to fall. Energy system integration is also a difficult problem, which lacks effective policy and legal support in the EU (Cambini et al., 2020), let alone in developing countries. Thus, Odam and de Vries (2020) suggest that governments should carefully implement RERs policies guided by learning curve estimation. The more common RERs policies include low-carbon policies (Wendling et al., 2020), RERs production subsidies (Ravetti et al., 2020), RERs portfolio standards (Wendling et al., 2020), clean energy-related economic policies (Chen and Kim, 2020), and so on. At present, the application of RERs is recognized by the vast majority of residents in most of developing countries, and they have a willingness to consume RERs. With the continuous decline of RERs costs, most residents will soon have access to RERs. In order to quickly promote the application of renewable energy, governments of developing countries should consider the public’s future acceptance or market adaptability (Chen and Kim, 2020) and corporate investment income according to their own economic development level (Bakhtavar et al., 2020; Sukharev, 2020).

However, most of the economics academic research in these policy fields have not studied the R&D planning of RERs in the developing marine economy and have not paid attention to the bottleneck problems that marine RERs may face in the sense that they may easily be cut off from energy exporting countries. Fewer economic studies use a difference in difference in difference (DDD) model to assess the impact of energy planning. Therefore, our second contribution is that we choose the DDD model to study the impact of RERs planning on the related indicator. Economic research has not yet widely studied the marine RERs R&D planning game between government and enterprises from the perspective of game theory. Our third contribution is that we establish a wise pig game model to analyze the benefits obtained by the governments of developing marine countries in the R&D planning of marine RERs.

We get our desired results of the paper. Firstly, governments, enterprises, and researchers should pay attention to the distinction between mature and immature technologies for marine RERs, especially the R&D planning in the field of immature technologies. Secondly, the triple difference variable only has a significant positive impact on output of RERs which shows that RERs planning plays a great role in promoting its development. Thirdly, the growth of per capita GDP, R&D expenditure, R&D personnel and carbon dioxide emissions have a positive effect on the output of RERs. Lastly, under certain probability conditions, the government can maximize the welfare of the society by R&D planning of RERs. The results of the research can provide reference for governments, technical and economic theory researchers, and energy companies in various marine developing economies, stressing the importance of R&D planning of RERs and the need for further R&D planning.

This paper is structured into four sections. The following section provides theories which include RERs distribution theory, mature technology theory, immature technology theory and RERs planning theory. The section thereafter covers the data and DDD model, which shows the importance of RERs planning. Following that, the next section uses a wise pig game model to analyze the government’s planning of RERs in marine developing countries, and the payment or benefits brought by it. The field of RERs R&D planning is also discussed. The last section concludes this work.



MATURE AND IMMATURE RERs TECHNOLOGY

The mature area of marine RERs includes mainly offshore wind energy (Held et al., 2019; Deep et al., 2020) and offshore solar energy (Hurst, 1990), within which the technologies are well developed and widely implemented. In this section, we distinguish between mature technologies and immature technologies of marine RERs based on high-quality literature, commencing with the distribution of marine RERs in two major developing marine countries, China and India.


RERs Distribution

According to data from the 2014 to 2017 China Ocean Statistical Yearbook of total marine renewable energy power generation (billion kilowatt hours) of 48 coastal countries, we are able to establish RERs distribution in developing marine economies as shown Figure 1. Herein, showing the world’s total RERs power generation data from 2010 to 2014. From the data of Figure 1, it is apparent that China has the largest renewable energy generation capacity in the world. The power generation from marine renewable energy in other developing countries is only about 0.003--5% of that of China in 2014. Such countries being Mexico, Argentina, Chile, Cuba, Ecuador, Haiti, Honduras, Jamaica, Nicaragua, Panama, Paraguay, Peru, Albania, Belgium, Saudi Arabia, Mauritius, Morocco, Nigeria, Reunion, South Africa, Tunisia, Myanmar, Cambodia, North Korea, Laos, Malaysia, Thailand, and Vietnam. While the renewable energy generation capacity of China was 23%1 of total generation capacity of China in 2014. The renewable energy generation capacity of several developed countries such as the Unite States, Brazil, Canada, India, Russia, German, Japan, Italy and France, are, respectively, 43, 33, 31, 15, 13, 13, 11, 9, and 7% of that of China in 2014. These data show that no matter whether it is a developing or developed country, their total amount of RERs is still relatively low. The maps of Figure 1 can more intuitively show the gap in the total RERs power generation of countries from 2010 to 2014. Similarly, the data shows that total renewable electricity consumption (billion kilowatt hours) of 48 countries are equal to total RERs power generation (billion kilowatt per hour) of those countries from 2010 to 2012. These data show that marine renewable energy generation has been completely consumed and there is no surplus. Therefore, it is feasible to increase the generation of ocean renewable energy in market demand.
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FIGURE 1. Total RERs power generation from 2010 to 2014.



Next, we use the data of two major maritime developing countries, China and India, to illustrate the RERs situation. Figure 2 was developed on the basis of the data from the 2018 China Ocean Statistical Yearbook, which shows the hydroelectric power generation of China’s coastal provinces from 2013 to 2017. Hydropower has the highest utilization rate of marine RERs in China. Between 2013 and 2017, the province with the largest hydropower generation in China’s coastal provinces is Guangxi, the second Fujian, the third Guangdong and the fourth Zhejiang from 2013 to 2017. It is notable, in the 2018 China Energy Statistical Yearbook, only hydro power and wind power data for 2017 are available. Hydro power made up 35837.39 × 104 tce (ton coal equivalent) and wind power 8885.95 × 104 tce in 2017. The official statistical data for China’s biochemical energy, congen biomass power, waste to energy etc. is unavailable, which shows that this part of China’s renewable energy has not produced scale. This indicates that China’s renewable energy has room for planning in terms of regions and types.
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FIGURE 2. Hydroelectric power generation of China’s coastal provinces from 2013 to 2017. The dark green is the 2013 data, the light green is the 2014 data, the yellow is the 2015 data, the orange is the 2016 data, and the red is the 2017 data.



The capacity of grid interactive renewable power (in megawatts) in India is shown in Figure 3. According to the 2018 India Statistical Yearbook, in 2017, the biggest small hydropower generating state of India was Karnataka, the second biggest Himachal Pradesh, and the third biggest Maharashtra. For the case of wind power in 2017, the largest source was in the Tamil Nadu state, the second Gujarat, the third Maharashtra, and the fourth Rajasthan. The amount of biochemical energy is very small in India. The largest biochemical energy producing state for 2017 was Maharashtra, the second Uttar Pradesh, and the third Tamil Nadu for congen biomass power. It is distributed in a wide area. The amount of Waste to Energy is less than the amount of bioenergy, which is compared with the total amount of renewable energy, it is not worth mentioning. The top states in terms of solar energy in 2017 were Andhra Pradesh, Rajasthan, Tamil Nadu, Telangana, Gujarat, and Karnataka. The top states in terms of total energy were Tamil Nadu, Karnataka, Gujarat, Rajasthan, Andhra Pradesh, Uttar Pradesh, and Telangana in 2017. The total RERs power in 2017 was 45,924 megawatts, while total installed generating capacity of electricity was about 350,367 megawatts. Therefore, the ratio of renewable energy power generation to total power generation was about 16% in 2017. India’s data of RERs show that India have developed various RERs, but each type of RERs is not used on a large scale. Moreover, India’s total RERs accounted for only 15.22% of China’s total RERs in 2014.
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FIGURE 3. The generation (megawatts) of small hydropower, wind power, biomass power/congen, waste to energy, solar power, and total power in India’s states in 2018.



The above analysis of Figures 1–3 show that RERs are an important part of the national plan of developing coastal countries, but great potential for marine RERs still exists. Because big energy producing and consuming countries such as China, the chairman’s important speech at the Climate Ambition Summit in December 2020 specifically emphasized increasing the total installed capacity of wind and solar power generation, and did not mention the plan for marine RERs. Small energy countries and energy weak countries are more worried about energy shortages than developed countries. Many small developing marine economies rely on imports for energy. When they encounter earthquakes, natural disasters or major epidemics such as COVID-19, they may be cut off from the energy giants. If the small marine developing economies plan the R&D of RERs, they can alleviate the problem of energy shortages in the long term.


Hypothesis 1: In developing marine countries, there is more room to plan for marine renewable energy in both the types and geographical areas, which include waves, tides, ocean currents, salinity, thermal gradients, marine biomass, offshore wind energy and offshore solar energy.





Mature Technology


Offshore Wind Energy

Wind energy technology is the most mature technology and the fastest growing of all RERs in the world (Deep et al., 2020) but does have life cycles. The turning point of wind energy growth was in 2011, where wind energy in the world reached saturation and the distribution of the wind energy network was not planned in practice (Zhang and Guan, 2019). This lead to fierce competition in the wind power product market. Its mature technology includes nacelle (Madvar et al., 2019), the analysis of gust characteristics (Fan et al., 2020), the novel hybrid wind-solar-compressed air energy storage system which can solve the intermittent problems of wind and solar energy (Ji et al., 2017), the technology development of scavenging wind energy by using the electromagnetic effect (Chen et al., 2018), and the manufacturing of various parts of wind power generators, to name a few. The top three countries in the world for offshore wind power installations are Britain, Germany and China. The Chinese government will no longer subsidize the installation of wind turbines from 2021.



Tidal Energy

There are three evolving forms of tidal power plants. Single-storage one-way power stations, that generate power when the tide rises or falls; single-storage two-way power station, capable of generating power during both rising and falling tides; double-storage two-way power stations, which through the establishment of upper and lower reservoirs can generate electricity 24 h a day. However, none of these reservoirs can generate electricity at low tide.



Offshore Solar Energy

The technology of solar power generation is notably mature, and the photovoltaic industry in China is already saturated. Solar power generation directly converts light energy into electric energy, or converts thermal energy into electric energy. Solar cells are the intermediary for this conversion of electrical energy. However, the application of offshore solar power is still not extensive. It is necessary to create new materials to convert ocean solar energy into electricity, so that ocean renewable solar energy can be widely used.


Hypothesis 2: Mature technology provides a technological platform for the R&D planning of marine renewable energy resources in developing marine countries.






Immature Technology

Variability, uncertainty, low power density, harsh environmental conditions and distribution are always RERs’s challenges, which coupled with regulatory barriers, environmental barriers and technology costs barriers (Osorio et al., 2020), therefore, the widespread use of offshore RESs is greatly restricted.


Offshore Wind Energy

Due to the non-linear and random characteristics of wind energy, wind energy prediction is still a challenging task (Zendehboudi et al., 2018; Yang et al., 2019). Wind energy conversion is also a complex technology that has not been fully controlled. Near-inertial wind energy has always been overestimated, and it is necessary to use surface floating objects for accurate estimation (Liu F. et al., 2019). Determining how to accurately estimate ocean wind speed by the cyclone celestial navigation system requires the development of professional knowledge. Since it is difficult to forecast wind energy, only a breakthrough in the forecasting method can solve the problem. The prediction method that scientists prefer is that of artificial neural networks, but there is still a certain technical gap between this method and accurate prediction of wind energy (Marugan et al., 2018). Offshore wind power construction, maintenance, equipment life, impact on navigation safety and fishery, fatigue load of wind turbine blades, resistance to strong earthquakes, and resistance to strong typhoons are all issues that need to be resolved. The development of offshore energy is limited by the geotechnical structure, as it is difficult to establish a complete geological and geotechnical classification map suitable for all offshore RESs, because the map will vary greatly depending on the geotechnical structure type of RERs (Coughlan et al., 2020; Taveira-Pinto et al., 2020).



Tidal Energy

In order to utilize tidal energy, it is necessary to evaluate it. Determining how the high-resolution sounding method, tidal components, and high-order harmonic components affect the quantification of tidal flow energy is a research trend (Mejia-Olivares et al., 2020). The grid-connected tidal stream turbine (TST) flexible control method for grid failure is under study (Toumi et al., 2020). In Maine, United States, there is the world’s first tidal power generating unit without a dam, but it has not yet contributed electricity to users. Establishing how to break through the limitations of tidal energy site selection, how to promote tidal power stations without dams and reduce the loss of tidal energy generation are difficult problems that need to be overcome.



Hydrogen Energy

At present, the four issues that need to be researched and developed for water-to-light complementary power generation include the ratio of water-to-light capacity, the issue of absorption and access to the system, the issue of coordination with conventional power sources, and the issue of impact on grid operation (China Energy News, 2020).



Offshore Solar Energy and Thermal Gradients

The R&D of new materials to reduce the cost of solar energy, to alternate use of ocean thermal energy and offshore solar energy, to reduce the intermittent problem of combining wave energy and solar energy (Oliveira-Pinto et al., 2020), which requires scientists to spend more time on research (Straatman and Van Sark, 2008).



Marine Biomass

Marine bioenergy is the energy contained in marine algae. For example, macroalgae are chopped up and decomposed and fermented by bacteria to produce methane and hydrogen, which can be used as fuel to replace petrochemical energy. It is necessary to establish how to widely grow some invertebrate organisms in the ocean as raw materials for the production of biogas and biological fertilizers. Few scholars have conducted in-depth studies relating to this (Hackl et al., 2018).



Ocean Currents

Ocean current or ocean current velocity detection is on-site measurement by a staff member in a boat. It is important to note that it is inconvenient to adjust the position of the detector during the on-site measurement process, and new methods of the detection need to be created (Zhao et al., 2020). The generation mechanism, instability, variability, life cycle, destructive force, turbulence cascades, internal wave interaction and the choice of the best location of ocean currents are all areas where there are more questions than answers (McWilliams, 2016; Barnier et al., 2020). How to make ocean currents impact on the genetic structure of biota and provide solutions for marine biological biofouling is also a problem worth exploring (White et al., 2010).



Marine Biofouling

The marine pollution of offshore renewable energy equipment includes biofouling and non-biofouling. Biofouling mainly includes acorn barnacles, mussels, calcareous tuberculosis, bryozoans and kelp. Non-biofouling factors include physical and chemical characteristics of seawater such as temperature, PH, dissolved oxygen and organic content, hydrodynamic conditions such as current speed, wave exposure, distance from shore and depth to water, and underlying characteristics such as material composition, color, roughness, immersion time, and exercise time (Vinagre et al., 2020). Non-biofouling and biological pollution are intertwined, affect each other and aggravate each other. How to reduce biological and the factors which aggravate marine biological pollution, and how to accurately draw a map of biological pollution are problems that need to be solved.



Salinity and Thermal Gradients

The difference in ocean salinity can be used to generate electricity, but the technology for measuring salinity at high latitudes is not yet mature at the time of writing (Supply et al., 2020). The impact of the salinity difference between the two bodies of water on kinetic energy and how to use it for power generation requires further research (Lee et al., 2016). Few scientists have studied the use of ocean thermal gradients to generate electricity.



Energy Storage Systems

The energy storage system is the most effective solution to the instability of marine renewable energy and can minimize power fluctuations in the hybrid power system. However, this effective energy storage system has not been used in practice (Aktas and Kircicek, 2020). The improvement of the energy storage system can increase the utilization rate of RERs (De Quevedo et al., 2019). Battery energy storage systems is a suitable technology to eliminate the uncertainty and instability of renewable energy (Hemmati, 2018). If marine developing countries are to establish a new paradigm that meets RERs power system, microgrid integration, synchrophasor-driven automation technology, flexibility and safety requirements, and robustness and reliability methods for generation and dispatch, etc., it will be also large-scale technology challenge (Aminifar et al., 2019; Failler et al., 2019).



Monitoring Marine RERs

In the monitoring of marine RERs, technical experts need to develop multi-sensor floating system energy parameters for monitoring the marine environment, and establish a dedicated floating sensor device that can easily sample wind, wave and ocean current energy (Garcia et al., 2018). In addition, they need to study how to use sound emission to monitor the health of marine renewable energy equipment (Walsh et al., 2017).



The Impact of RERs on the Marine Environment

There are many areas that have not been studied in depth on the impact of renewable energy on the marine environment, such as the influence of tidal underwater kites on the depth of fish distribution, the impact of offshore wind power plants on the living environment of marine birds and fish, and the influence of ocean salinity on the distribution pattern of anaerobic bacteria (Li Z. et al., 2020). Additionally, there has been a lack of research into the effect of thermal gradients on marine bacteria (Sollich et al., 2020) and the effect of natural thermal gradients on protein synthesis in marine organisms (Rastrick and Whiteley, 2020). How triple salinity shapes the water masses of the basin-scale oceans and affects the climate is also a problem that needs long-term tracking (Hu et al., 2020).


Hypothesis 3: Immature technologies provide technical and environmental challenges for the R&D planning of marine renewable energy resources in developing marine countries.






RERs Planning

The purpose of RERs planning is to reduce dependence on fossil energy consumption and reduce the pressure on the environment caused by carbon dioxide emissions (Su et al., 2020). Most countries in Africa have set targets to support RERs, among which the most successful country in attracting wind energy investment is Kenya (Kazimierczuk, 2019). The implementation of the European Union’s renewable energy policy is very effective, because the European Union’s has been committed to energy planning, and governments of various countries have also provided appropriate policy support for RERs. Contrastingly, in some countries, such as Finland, RERs producers had little say in the formulation of energy policies (Ratinen, 2019). Therefore, if the developing marine economy countries want to develop renewable energy, they must provide certain support and planning for RERs (Gnatowska and Moryn-Kucharczyk, 2019), and further involve companies that produce RERs in the planning process.


Planning Basis

Wind resources in coastal areas are relatively rich, which can provide a theoretical basis for the planning of regions and seasons of wind power (Liu Y. Z. et al., 2019). The wind energy planning framework includes long-term wind speed sampling, wind speed prediction reliability, energy commercialization, wind farm profitability (Bernardes et al., 2018), electric vehicle charging networks (Mehrjerdi and Hemmati, 2020), etc. Technology, environmental protection and energy prices are the most influential driving factors for the development of RERs (Chen et al., 2020). The improvement of the efficiency of renewable energy planning is also an issue that must be considered in the planning process.



Microgrid Planning

It is necessary for the government to properly plan the construction of microgrids in areas suitable for the development of RERs, because the flexible areas of microgrids can effectively improve the renewable energy utilization rate of microgrids, improve the reliability of microgrid operations, and reduce the load of large-scale grids (Su et al., 2020). Governments can integrate renewable energy into the microgrid energy supply system of the community to reduce carbon emissions (Bakhtavar et al., 2020), and create a multi-energy microgrid with optimal performance (Yang et al., 2020). In the planning of the microgrid balanced energy network, technical experts need to consider the characteristics of renewable energy and multi-energy loads, time series, auto-correlation and cross-correlation (Lei et al., 2020).



Excess Energy Planning

In the case of excess wind and solar energy, it is important to understand how to use them to produce hydrogen and promote sustainable energy development (Nadaleti et al., 2020). The energy storage system and the transmission network are combined to avoid the imbalance in the performance of RERs power generation, and the excess RERs can be transmitted to the power market for digestion (Zhang et al., 2020). But the uncertainties in the supply and demand of renewable energy resources pose intractable problems for planners.

The planning of RER requires the participation of the government, and the market for RERs requires appropriate laws, regulations and government documents. For the planning, design, operation and control of RERs systems, its technical optimization has become very important (Li et al., 2018; Aminifar et al., 2019). Scientists need to turn the problem list of RERs bottleneck technologies into a problem list of scientific research (Maciel et al., 2018), plan various RERs standards (Maciel et al., 2018), combine RERs to overcome their instability and intermittent characteristics (Zhang et al., 2019), plan the optimal configuration of multi-energy systems, and consider demand response when planning RERs (Asensio et al., 2018).


Hypothesis 4: Different countries have certain plans for renewable energy resources, but there is no plan for the research and development of renewable energy resources. After a period of economic development in the previous plans, it is necessary to increase plans for new renewable energy technologies and remove some plans for mature and backward technologies.







METHDOLOGY


Samples and Data

For this research, 232 developing countries and developed countries were used as samples, in which there are 204 developing countries, 62 developing marine countries and 28 developed countries. The time span of the panel data is from 1990 to 2016. RERs output and consumption data come from the Sustainable Energy database of the World Bank. CO2 emissions data comes from the International Energy Agency (IEA). Various GDP and R&D data come from the Sustainable Development Goals of the World Bank. Countries with coastlines belong to marine areas, and countries without coastlines belong to non-marine areas. Every country with a coastline is verified by Google Maps. The choice of planning time comes from Wikipedia2. We use “country name + renewable energy + Wikipedia” or “country name + energy + Wikipedia” as search keywords on Google. For countries with renewable energy plans, the planning time is shown on Wikipedia. In some countries, there are several planning time nodes, then we just select the first planned time node as the planned time. For countries that do not have a renewable energy plan, we regard the establishment of their first renewable energy power plant as the planned time. Their first renewable energy power plant may be wind power, hydropower, etc., or any other form of RERs power plant. Data on CO2 emissions comes from International Energy Agency (IEA).



DDD Model

The triple difference model is also called the difference in difference in differences (DDD) model. There are two reasons for the establishment of the DDD model. First, the sample does not meet the common time trend. Energy planning policies can be seen as a prerequisite for randomized trials, thus building a model is needed to evaluate the impact of renewable energy planning policies on renewable energy output. The difference in differences (DID) model and is usually used for the evaluation of policy shocks, but the prerequisite is that the sample must meet a common time trend. We had tried to use DID model but the samples do not conform to common trends in RERs planning because some countries plan earlier while others plan later, and the speed of RERs technology progress is also different. The DID model furthermore failed to pass the placebo test, which determines that the best alternative model to the DID model for policy impact assessment is the DDD model. Second, before using the triple difference model, it is necessary to check whether the time trend is significant. If the significance is not 0, the triple difference model can be used. From the regression analysis results in Table 1, it can be seen that the time trend variable is significantly not zero, which is a reason for utilizing the DDD model.



TABLE 1. Variables of the DDD model and associated descriptive statistics.


[image: Table 1]

Based on the DDD method of Fu et al. (2015) and Kim et al. (2015), we build the DDD model in (1) to analyze the impact of planning for R&D on the output and consumption of RERs. There are two treatment groups and one control group in the DDD model.

[image: image]

Considering that the implementation of RERs planning will be affected by GDP, CO2 emissions, research and development expenditure (RDEX) and researchers in R&D (RDRE), these variables need to be entered into the DDD model in order to avoid the endogenous problem. Thus, Eq. (1) changes into Eq. (2).
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Variable

The explained variable is OUTPRERs. O’Hagan (2016), Maciel et al. (2018), and Salvador et al. (2019) establish that the final result of R&D planning is the output of RERs. Thus, we take OUTPRERs as the explained variable.

The dummy variables are DevelopingMari, RERsPlan, and DevelopedMari. Because we want to study the R&D planning of developing marine RERs, we regard developing marine countries as the first treatment group. Secondly, marine RERs planning in developed countries has an impact on developing countries, because developed countries will extend the idea of developing marine RERs planning to developing countries, and developing countries will also refer to relevant plans of developed countries. Thus, the developing countries are regarded as the second treatment group. The other countries are the control group. Therefore, we have three dummy variables in Eqs. (3–5), which also act as the explanatory variables. Further, the DDD model derived several new explanatory variables, that is, DevelopingMari × RERsPlan, DevelopingMari × DevelopedMari, RERsPlan × DevelopingMari, and DevelopingMari × RERsPlan × DevelopedMari.
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Covariate GDP, PerGDP, and CO2E

There is a long positive correlation or the causal relationship between renewable energy and GDP, GDP per capita (PerGDP) and CO2 emission (CO2E) (Apergis and Payne, 2014; Ohler and Fetters, 2014), thus GDP, PerGDP, and CO2E will have an impact on marine renewable energy and should be included as control variables in the DDD model.



Covariate RDEX and RDRE

R&D spending per GDP is an indicator of renewable energy R&D (Ragwitz and Miola, 2004), which can drive the output of RERs (Adedoyin et al., 2020). By their own strength and expansion of social networks, researchers can promote the output of renewable energy (Kumar et al., 2013). Thus, we take R&D expenses (RDEX) and R&D personnel (RDRE) as control variables in the DDD model. The variables of the DDD models and the descriptive statistics are shown in Table 1.




Result of DDD

We regress both model (1) and model (2) by two methods, Diff and OLS. The regression results are shown in Table 2.



TABLE 2. Regression results of DDD model.
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For the regression results of the DDD model, the effectiveness of the policy can only be judged by the significance of the triple difference crossover variable. If the triple difference crossover variable is significant, the policy is effective. The OLS method and Diff command are used to estimate the model (1), and the triple difference variables are not significant, which indicates that the endogenous problem causes the model (1) to not obtain significant results. For the model (2) with covariate added, the regression results of both methods show that triple difference variables DevelopingMari × RERsPlan × DevelopedMari have a significantly positive impact on OUTPRERs at the significance level of 1%. The economic significance of this result is that the RERs plan of developing marine countries to increase the amount and the share of RERs power generation from 1990 to 2016. In other words, the RERs planning policies of developing marine countries have a positive impact on the output of RERs. The rapid development of RERs has its inherent economic mechanism. At the same time, new problems will arise in the development process.


First, Government Economic Policy

The government of each developing marine country has different motivations to promote the use of RERs by economic policy. Their goal may be to discover new economic growth points, or to reduce CO2 emissions in order to meet climate agendas and foster a better environment for the population. It may be that traditional energy deficiency or the awareness raised by environmental science and advocacy, that governments pay attention to aiming for low-carbon environments (Gallagher, 2013). Under the advocacy of the government RERs policy, the installation cost of RERs generator sets is declining, and the operating costs are falling (Nazir et al., 2019), alongside the increasing saturation of solar and wind energy. Under these circumstances, the government has less and less support for RERs (Schaffer and Bernauer, 2014). For example, the Chinese government have canceled financial subsidies for the installation of wind turbines in 2021. This requires the governments of developing marine countries to make breakthroughs for RERs planning, and the opportunity for this breakthrough planning lies in the R&D plans for marine RERs.



Second, the Growth of GDP per Capita

According to the results of the OLS regression in Table 2, per capita GDP has a significant positive impact on RERs output, that is, for every one percentage point increase in per capita GDP, the output of RERs will increase by 0.126 percentage points, which is consistent with the conclusion of Simionescu et al. (2019). However, because Simionescu et al. (2019) uses EU data, the 0.126 percentage point in this article is higher than the 0.009 percentage point of their research, which is 0.117 percentage points.



Third, Carbon Dioxide (CO2) Emissions

CO2 emissions do not affect a single country, but affect the global environment and climate, thus reducing CO2 emissions requires the joint efforts of all countries in the world (Mendonca et al., 2020). Generally speaking, the more CO2 emissions there are, the output of RERs will increase rapidly (Mendonca et al., 2020). From Table 2, we establish that the relationship between RERs output and CO2 emissions is positive, which is consistent with the conclusion of Ikram et al. (2020). For every unit increase in carbon dioxide emissions, the output of renewable energy resources will increase by 83.724 units. In Table 2, GDP does not have a significant impact on the output of RERs. The real GDP growth will increase the output of RERs through the indirect way of increasing carbon emissions (Dogan, 2017).



Fourth, the Support of RERS R&D

The development of basic technology of RERs is a long, uncertain and extensive process (Jacobsson and Johnson, 2000). Therefore, technological innovation of RERs in developing marine countries is mainly imitative innovation or direct introduction of RERs technologies from developed countries. China’s RERS R&D expenditures are mainly government expenditures which bring about few breakthroughs in the basic technology of RERs, and private companies have no incentive to conduct RERS R&D. R&D personnel are mainly in universities and scientific research institutions, who promote the application technology of RERS (Huang et al., 2012). The empirical results of OLS confirmed this mechanism. The results in Table 2 show that R&D expenditure has no significant positive impact on the output of RERs. R&D personnel have a significant positive impact on RERs output. For every percentage point increase in R&D personnel, the output of renewable energy can increase by 2.449 percentage points. If there are R&D funds and R&D personnel who specialize in marine RERS research, the R&D quality of marine RERs can be rapidly improved, and R&D bottlenecks can be quickly broken through. That is, R&D expenditure which brings knowledge accumulation and knowledge spillover, all affect the RERs innovation in every developing marine country, but knowledge spillovers will reduce domestic RERs innovation and increase domestic knowledge reserves of RERs(Miremadi et al., 2019).

Following this, the use of a placebo test is needed to test the robustness of the model. We randomly selected 115 countries as developing marine economies and 116 countries as developed marine economies as the treatment group. The results of the placebo test are shown in Table 2. We judge whether the DDD model can pass the placebo test by the significance of the triple difference crossover variable. If the triple difference crossover variable is not significant, the DDD model passes the placebo test. The triple difference crossover variable DevelopingMari × RERsPlan × DevelopedMari is not significant at 1, 5, and 10 in Table 2, so the DDD model in Table 2 can pass the placebo test.





DISCUSSION


Smart Pig Game Model

Based on hypotheses 1–4, the government’s R&D plan for RERs research and development is essentially a smart pig game between the government and enterprises. Table 3 is the result of the game between the government and enterprises in renewable energy planning. The government acts as a “big pig” and the firms act as “piggy.” In the smart pig game, the government has two strategies, that is, planning and not planning. The probability of planning is ν, and the probability of not planning is 1 − ν. In this case, the government’s planning refers to the R&D planning of key technologies, basic technologies and immature technology for RERs. The firm has two strategies too, and they can choose to carry out R&D or not. The probability of R&D is μ, and the probability of not undertaking R&D is 1 − μ. The meaning of variables and strategies is shown in Table 4.



TABLE 3. Smart pig game of government and firm.
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TABLE 4. The meaning of variables and strategies.
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If the government conducts R&D plans for key technologies, basic technologies and immature technology for the production of RERs, the government will designate some universities, research institutions or firms to conduct R&D on these technologies for RERs through a project tender. R&D costs are afforded by the government, not by enterprises. The government plans for R&D of RERs (instead of enterprises), because the R&D plan of RERs can bring about a green environment, eliminate haze, return fresh air to people’s lives, meet goals for low-carbon green growth, and save petrochemical energy consumption (Hong et al., 2009). Furthermore, R&D can dominate the consumption of RERs, whose effect on consumption is higher than the impact of policy and energy intensity (Wang R. et al., 2020). Additionally, the impact of R&D on RERs consumption is affected by the level of GDP, and the impact will be greater at a high level of GDP per capita (Kocsis and Kiss, 2014). The government may also subsidize firms that research and develop RERs, which can promote the development of RERs (Wu et al., 2020). However, if they are not used for R&D of basic RERs technologies, government subsidies will have a certain crowding-out effect on the R&D of RERs (Yu et al., 2016).

From Table 3, we establish that if the government chooses planning, its expected benefits are as shown in Eq. (6).
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If the government chooses not to plan, its expected benefits are as in Eq. (7).

[image: image]

From (6) and (7), we get (8).
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From (8), we develop (9).
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If we find the first derivative of (9) and assume that the first derivative is 0, we develop (10–13).
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From (15), we develop (14).

[image: image]

From (16) and (14), we obtain (15).
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From (13–15), we develop (16).
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From (20), we suppose η = 1. According (17), (14), and (15),we establish (17).
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If (14–17) are established at the same time, △Egov can reach a maximum, and the government chooses the planning of R&D.



Planned Area

From the share, output and consumption of RERs electricity, we can see where planning should take place to avoid bottlenecks in marine developing countries. According to the data of RERs in 203 countries around the world in 2014, sourced from the World Bank, the RERs electricity share of total electricity output can be established (Figure 4). In the World Bank database, some countries have no statistics. We treat missing data as 0. Countries where renewable energy power generation accounts for more than 90% of the national total power generation include Albania, Bhutan, Central African Republic, Congo Dem. Rep., Ethiopia, Iceland, Laos, Lesotho, Namibia, Nepal, Paraguay, and Tajikistan. However, RERs electricity share of total electricity output in countries of the world in 2014 is less than 20% in more than 90 countries around the world, and China’s share is around 22%.
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FIGURE 4. RERs electricity share of total electricity output in countries of the world in 2014 (%).



Countries with Access to electricity (% of total population) below 50% include Angola, Benin, Burkina Faso, Burundi, Central African Republic, Chad, Congo, Eritrea, Ethiopia, French Guiana, Gambia The, Guadeloupe, Guinea, Guinea-Bissau, Haiti, Kenya, South Korea (Peoples Republic of), Lesotho, Liberia, Madagascar, Malawi, Martinique, Mauritania, Mozambique, Namibia, Niger, Papua New Guinea, Reunion, Rwanda, Sierra Leone, Solomon Islands, Somalia, Sudan, Tanzania, Togo, Uganda, Vanuatu, Western Sahara, Zambia, and Zimbabwe.

Countries where urban electricity supply accounts for less than 60% of the total population are mainly Angola, Benin, Burkina Faso, Burundi, Central African Republic, Chad, Congo, French Guiana, Guadeloupe, Guinea-Bissau, South Korea (Peoples Republic of), Liberia, Malawi, Martinique, Mozambique, Reunion, Sierra Leone, Somalia, Tanzania,, Uganda, Western, and Sahara.

Countries where the percentage of rural population with electricity is below 50% are mainly Angola, Benin, Bermuda, Botswana, Burkina Faso, Burundi, Cambodia, Cameroon, Central African Republic, Chad, Congo, Djibouti, Eritrea, Ethiopia, French Guiana, Gabon, Gambia, The Guadeloupe, Guinea, Guinea-Bissau, Haiti, Kenya, South Korea (Peoples Republic of), Lesotho, Liberia, Madagascar, Malawi, Martinique, Mauritania, Monaco, Mongolia, Mozambique, Myanmar(Burma), Namibia, Niger, Nigeria, Papua New Guinea, Reunion, Rwanda, Senegal, Sierra Leone, Singapore, Solomon Islands, Somalia, Sudan, Tanzania, Togo, Turks and Caicos Islands, Uganda, Vanuatu, Western Sahara, Zambia, and Zimbabwe, as shown in Figure 5.
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FIGURE 5. Access to electricity (% of rural population with access).



According to the conversion where 1TJ(terajoule) = 0.2778 GWh (gigawatt hours), we changed the number of units consumed, as stated by the World Bank in 2014, and compared the output and consumption of renewable energy with a pie chart, as shown in Figure 6. From this, we can intuitively see that the consumption of renewable energy in most countries is higher than the output.
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FIGURE 6. Comparison of renewable energy output and consumption (GWh).



The above data analysis shows that there is huge room for the development of RERs in all countries in the world. The utilization rate of marine RERs is lower, so all marine developing countries have room for the planning of R&D of marine RERs. The potential for the development of marine RERs is huge, because energy giants, like China, have been advocating residents to save electricity during the peak period of power consumption in winter, indicating that electricity supply is far from meeting demand. If there is an abundance of marine RERs power supply, the cost of electricity for enterprises can be reduced, and there would be no need for residents to save electricity. The government would then not have to worry about the exhaustion of fossil energy, and fossil energy conservation and CO2 emission reduction targets can be achieved.

In short, there are its inherent economic mechanism for the increase in marine RERs output. Marine RERs planning and R&D are direct mechanisms that have a positive impact on RERs output. An indirect mechanism for increased output of marine RERs is as follows. Increasing GDP has led to an increase in CO2 emissions, and an increase in per capita GDP has necessitated an environment of higher quality. This urges governments to implement the CO2 emission reduction systems. The key to this implementation is to increase the output of RERs by planning marine RERs R&D.

However, in the process of marine RERs development, some problems will arise. For example, there are not enough and professional RERs R&D expenditures and R&D personnel. Neither the government nor enterprises pay attention to marine RERs R&D, particularly developing marine countries’ governments lack marine RERs R&D planning. The existence of these problems will hinder the increase in marine RERs output.




CONCLUSION

This study focused on four theoretical hypotheses. Firstly, there is more room to plan R&D of RERs in developing marine countries. Secondly, mature technology provides a technological platform for planning the R&D of RERs. Thirdly, immature technologies provide technical and environmental challenges for planning of R&D of RERs. Fourthly, the previous plan of RERs needs to be continuously updated to increase the content of the marine R&D plan of RERs.

From this, four conclusions were established by using a DDD model and wise pig game model. First, the existing RERs planning of marine developing countries has a positive impact on the output of RERs, which shows that marine developing countries are correct in planning for RERs. Second, CO2 emission, GDP per capita and R&D personnel also have a positive impact on the output of marine RERs, which are variables that affect the output of RERs in addition to RERs planning policies. Third, the difference between the expected return of the government planning for R&D of RERs and the expected return of the government not planning for R&D of RERs is maximized, when the government has a probability of 2/3 for planning the R&D of RERs and the probability of a successful planning is 1/2, while the company conducts R&D of RERs with the probability of 1 − (GDP+2CR&D–gl)/(SC-Cswl) and the probability of R&D successful is any value. The game payment that the government can obtain is the sum of GDP, social welfare (such as from having a green environment) and the cost of social welfare losses (such as the cost of haze, air pollution, the consumption of petrochemical energy, etc.), minus the cost paid for R&D of RERs by the government, which is GDP+SC-CR&D–g1+Cswl. That is, if the government successfully plans for the R&D of RERs, and at the same time the enterprise joins the government’s planned R&D of RERs’ immature technology, the government can obtain the maximum benefits of the R&D plan of RERs’ immature technology. Fourthly, all marine developing countries or their alliances need to plan for R&D of marine RERs. RERs’ R&D planning needs to be carried out on the theoretical basis of this article, and RERs need to seriously consider R&D plans in immature technical fields.

Our most important contribution is to clarify the direct and indirect economic mechanisms for the increase in marine renewable energy output, and to emphasize the importance of marine RERs R&D planning in developing marine countries for which little work has been carried out by academia thus far. Furthermore, this work points out the main technical fields where RERs R&D planning can be carried out. Ultimately, it provides a basis on which further research and investigation can be pursued.
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FOOTNOTES

1 According to 2016 China Statistical Yearbook, total RERs power generation of China is 5638.18 billion kilowatt per hour in 2014. 1284.326 divided 5638.18 equal about 23%.

2 Part of the data on the Wikipedia website come from the public, which will engender doubt about the scientific nature of the data in this article. However, in this case it is important to note the Wikipedia also has data from companies and governments which have been specifically used by this article, such as the establishment time of renewable energy companies and the government’s release of renewable energy plans. These data are accurate.
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This study analyzes the impacts of different drivers on the pricing of EU carbon futures in various periods by using the time-varying parameter vector autoregressive (TVP-VAR) model. The results indicate that: (1) The relationships between oil, gas, electricity, stock prices and carbon price have significant time-varying characteristics and those relationships have experienced an inversion in 2016. This might be due to the pressure of achieving the “EU 20-20-20” targets and the signing of the Paris Agreement as well as the fine-tuning of the European Union Emissions Trading Scheme (EU ETS). (2) The impacts of different drivers on carbon price are various. The carbon price is more sensitive to oil, gas, electricity prices as well as the stock price before the inversion in the short-term, while its response to changes in the stock price after the inversion is more obvious in the mid-long term. (3) After the signing of the Paris Agreement in the second quarter of 2016, the carbon price has a greater response to changes in its drivers. The oil price’s impact on carbon price became the most significant one among them.

Keywords: carbon price, a TVP VAR model, carbon price drivers, EU ETS, Paris agreement


INTRODUCTION

The issue of global warming is affecting the sustainable development of the economy and society seriously. Controlling and reducing greenhouse gas emissions have become the main goal of current environmental policies in the world. The carbon emission trading system commercializes carbon emission rights and internalizes external costs (Twomey, 2012; Wesseh et al., 2017). This trading system currently is one of the policy tools being used to control carbon emissions effectively. During the past few years, studies related to the carbon market, carbon emissions, and carbon price have received extensive attention in the field of energy and climate economics (Chevallier, 2009; Keppler and Mansanet-Bataller, 2010; Creti et al., 2012; Hammoudeh et al., 2015; Naeem et al., 2020; Muhammad and Long, 2021).

Carbon price signal is one of the core functions of the carbon trading market, which can significantly influence investment and consumption decisions as well as carbon emission strategy. The formation mechanism of the carbon price is extremely complex, involving multiple stakeholders such as governments, enterprises, and consumers. Previous studies have shown that the energy market, electricity market, and financial market can have a significant impact on carbon price (Sousa et al., 2014; Zhu et al., 2019). Changes in energy prices will affect the demand for fossil energy, which in turn will change the carbon emissions caused by fossil energy and the demand for carbon emission permits, thereby affecting carbon price. The power industry is one of the most important industries covered by EU ETS. Changes in electricity price directly affect the production decisions of power companies and the demand for carbon emission permits, which in turn affect carbon price. As for the stock market, increase activities in this market often reflect the economic situation, investment sentiment, and changing of policies, while these above factors are important, however, the effects are indefinite. More importantly, the carbon market has obvious political and financial attributes (Fan et al., 2013; Zhang and Huang, 2015). Policy changes, major events, etc., will affect the carbon price transmission mechanism, and even subvert the relationship between the carbon market and other markets (Yu et al., 2015a,b; Wang and Guo, 2018; Zhu et al., 2019). This will cause the relationship between carbon price drivers and carbon price to be not static and change over time (Batten et al., 2020). Consequently, analyzing what time-varying characteristics exist between carbon price drivers and carbon price and how these time-varying characteristics are related to external policies or carbon emission reduction situations has very important theoretical value and practical significance.

Unfortunately, the existing research on carbon price drivers is mostly limited to static analysis at the overall level, and cannot reflect how the interaction between variables evolves over time, and there are few studies on the third phase of EU ETS. The main innovations and contributions of this research are: (1) With the introduction of time-varying parameters, a TVP-VAR model is developed to analyze the relationship between oil, gas, electricity, stock prices and carbon price, which solves the defects of constant parameters and static analysis of the traditional measurement model. The model can avoid the endogenous issue in the process of model building to a certain extent. It can also compare and analyze the changes in the interaction between carbon price and its drivers under different periods, different intervals, and impacts of different policy factors. The research conclusion is more in line with reality. (2) This investigation constructed a three-dimensional impulse analysis, which can vividly describe the temporal change characteristics of various price driving factors. The empirical findings show that the relationships between oil, gas, electricity, stock prices and carbon price have significant time-varying characteristics and those relationships have experienced an inversion in 2016. Secondly, except for the stock price after the inversion, the short-term impact of carbon price drivers on carbon price is greater than that in the mid-long term. Thirdly, after the signing of the Paris Agreement, carbon price responded to changes in its driving factors even more. And the oil price has the greatest impact on the carbon price.

The rest of this study is arranged as follows. Section “LITERATURE REVIEW” presents a review of the literature on carbon price and its main drivers. Section “METHODOLOGY AND DATA” describes the econometric methodology and provides the data sources. Section “EMPIRICAL ANALYSIS RESULTS” reports the empirical results. Section “CONCLUSION AND DISCUSSIONS” draws the conclusions and discussions.



LITERATURE REVIEW

The burning of fossil fuels is the main source of carbon emissions. The carbon price has been shown to be significantly influenced by various traditional energy markets, such as oil market, and gas market (Mansanet-Bataller et al., 2007; Alberola et al., 2008a; Peri and Baldi, 2011; Balcilar et al., 2016; Zhang and Sun, 2016; Alaa and Muhammad, 2019; Tan et al., 2020). Theoretically, increasing fossil energy prices will cause income effects and substitution effects (Zhu et al., 2019). The former will increase the costs of production for stakeholders, which will lead to a reduction of the energy consumption, therefore, lower carbon emissions and price will be; the latter refers to stakeholders using relatively low-cost energy to replace previously used fossil energy, in which case the alternative energy and energy carbon emission conversion coefficient will then directly affect the total carbon emissions, thereby impacting the demand for carbon allowances as well as carbon price. The impact of fossil energy on carbon price depends on the combination of income effects and substitution effects. Thus far, there have been many studies (see Table A1) on the relationship between fossil energy price and carbon price, however, there is still debate on how fossil energy price can affect carbon price. In addition, some other researches even stated there is no significant effect between them at all.

The electric power industry which is the main industry covered by the EU ETS produces huge amounts of carbon emissions. Therefore, the impact of electricity price on carbon price cannot be ignored (Boersen and Scholtens, 2014). An increase in electricity price will encourage power companies to increase power generation, thereby increasing carbon emissions and carbon price, which will result in a positive correlation between them. At the same time, many studies have also shown that carbon price increase the cost of power companies, which leads to an increasing cost for retailers of electronics. Maryniak et al. (2019) analyzed this transmission mechanism, finding that a minimum of 30% and as much as 100% will be passed along to the retailers, which leads to a positive correlation between carbon price and electricity price. Studies, such as (Oberndorfer, 2008; Alberola et al., 2008a; Gronwald et al., 2011; Aatola et al., 2013; Sousa and Conraria, 2014; Batten et al., 2020), believe that electricity price, power company stock price, or electronic power company revenues are positively related to carbon price. However, some scholars have found that a positive shock to electricity price will reduce its consumption, thereby reducing carbon emissions and carbon price. There is a negative correlation between electricity price and carbon price (Hammoudeh et al., 2014). Still others, Keppler and Mansanet-Bataller (2010), believe that the positive correlation between electricity price and carbon price may be false, and the underlying mechanism may actually be that economic growth will increase electricity demand and increase electricity price. At the same time, economic growth will also increase carbon emissions and carbon price.

The stock index also has a large impact on carbon price (Creti et al., 2012; Koch et al., 2014). Carbon allowances have strong financial attributes. Within the overall financial market, both carbon futures and stock index belong to the category of capital markets, and there is a correlation between them. On the one hand, a higher stock index usually means a prosperous economy and a stable financial environment, which sends a positive signal to encourage investors to expand production, leading to an increase in energy demand and carbon emissions, thereby leading to increases in carbon price (Sohag, 2015; Andreoni and Galmarini, 2016; Ahmad et al., 2017). On the other hand, a stock index is a concentrated expression of investor sentiment, and policy measures can guide the flow of funds by influencing investor sentiment, thereby achieving policy goals. For example, the implementation of a renewable energy policy can reduce the investment risk of renewable energy, make the stocks of related companies more attractive for investors, and encourage capital to flow into the renewable energy field, thereby promoting the development of renewable energy and reducing in carbon emissions, which leads to a decreasing of carbon price. At the same time, some researchers believe that variables such as stocks and bonds are countercyclical, when the actual economic expectation is improved, the prices of these variables are decreased, which causes a negative correlation between stock index and carbon price (Fama and French, 1987). According to the results of empirical evidence, there is no general accepted conclusion regarding the relationship between stock and carbon prices. Daskalakis et al. (2009) and Chevallier (2009) argued that there is a negative correlation between the EU stock market and the carbon market. Other investigators believe that the stock market reflects the actual economy, and the fluctuation of the actual economy will affect the demand for carbon allowances, that is the rise of stock price can increase carbon price (Liu and Zhao, 2011; Lutz et al., 2013; Koch et al., 2014; Jimenez-Rodriguez, 2019). In terms of the transmission mechanism, changes in energy stock price exert a significant impact on carbon futures price, while changes in carbon futures prices exert no significant impact on energy stock price, i.e., carbon price is not an important factor in clean energy stock price (Kumar et al., 2012; Liu et al., 2013; Jimenez-Rodriguez, 2019).

There is still debate on the impacting factors of carbon price which is related to differences in the selection of driving factors and methods. The carbon market is commonly affected by government constraints and market behavior. Therefore, various factors, such as international climate change agreements, energy development policies, and carbon market designs vary with time will all have an impact on the carbon price formation mechanism. Zhu et al. (2019) found that the impacts of different price drivers on carbon price differ greatly at different time scales. While some others compared and analyzed the differences in carbon price of driving factors during different phases of the EU ETS which could be detailed as follows. The research of Zhang and Wei (2010) revealed that no co-integration relationship existed between carbon price and energy prices in the first phase of the EU ETS, but it did exist in the second phase. Keppler and Mansanet-Bataller (2010) found that coal and gas prices affected carbon price, and carbon price affected electricity prices in the first phase. On the contrary, the electricity price was an influencing factor of the carbon price in the second phase, and the stock prices changed from being a follower of energy prices in the first phase to become a driver. Creti et al. (2012) found through co-integration analysis that oil price, stock index, and the conversion price between gas and coal were long-term determinates of carbon price in the second phase, but they did not play a key role in the first phase. Therefore, the introduction of time-varying parameters is a necessary and suitable way of analyzing the influence of different driving factors (Ji et al., 2018a; Jimenez-Rodriguez, 2019). Naeem et al. (2020) used the method of Diebold and Yilmaz (2012) and found that there is a time-varying volatility spillover effect among oil, gas, coal, electricity, carbon, and clean energy. The volatility spillover reaches a peak around 2015-2017, and the short-term total spillover connectedness is higher than the long-term. The carbon price is the net receiver of spillover. Compared with the constant parameter models based on sub-samples or rolling samples (Balcilar et al., 2010; Rossi and Inoue, 2012), the TVP-VAR model with time-varying parameters directly introduced can avoid the randomness of sample period selection and the resulting loss of information. In this study, the TVP-VAR model is used to analyze the statistical time-varying relationship between different driving factors and carbon price. Based on the research results, this paper analyzed the possible reasons for the changes in key time points and makes policy recommendations for stakeholders.



METHODOLOGY AND DATA


Methodology

The vector autoregressive (VAR) model adopts the form of multiple equations simultaneously, which can reflect the dynamic relationship between different variables and deal with the problem of endogenous variables well. Therefore, the VAR model has been widely used in macroeconomic research, since Sims (1980) proposed it. However, this model has the defect that the current relationships between variables are hidden in the lag structure of the error term. For this reason, Sims (1986) improved it and proposed a structural vector autoregressive (SVAR) model. Unfortunately, these traditional vector autoregressive models are difficult to solve the problem of effective estimation of nonlinear time series. Therefore, the TVP-VAR model is well fitted in solving this issue. There is no homoscedasticity in the assumption of the TVP-VAR model, which is more in line with the actual situation, and the model has the nature of time-varying parameters, which can better capture the relationship and characteristics of the carbon price in different eras. Based on the research of Primiceri (2005), Nakajima (2011), and Peng et al. (2015), the TVP-VAR model can be gradually derived from the SVAR model.

To begin with a basic SVAR model:
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where yt is an k×1 vector of observed variables, ‘A’ and F1,⋯,FS are k×k coefficient matrices, and μt is a k×1 structural shock. Assuming μt∼N(0,∑∑), and
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The σi(i = 1,⋯,k) is the standard deviation of the structural shock. This paper specifies the simultaneous relations of the structural shock by recursive identification and assumes that the correlation coefficient matrix A of the same period is lower-triangular,
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We rewrite model (1) as:
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Where Bi = A−1Fi for i = 1,⋯,s. Stacking the elements in the rows of the Bi to form β(k2s×1), and defining [image: image], the model (2) can be written as

[image: image]

All parameters in equation (3) are time-invariant. If we assume that these parameters change over time, the model can be written as

[image: image]

Equation (4) is the expression form of the TVP-VAR model. Different from equation (3), the coefficients βt, the parameters At and ∑t are all time varying. Primiceri (2005) set at = (a21,a31,a41,⋯,ak,k−1) to represent a stacked vector of the lower-triangular elements in At and ht = (h1t,⋯,hkt), with [image: image], forj = 1,⋯,k,t = s + 1,⋯,n. We assume that the parameters in (4) follow a random walk process as follows:
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where t = s + 1,⋯,n, βs + 1∼N(μβ0,∑β0), as + 1∼N(μa0,∑a0) and hs + 1∼N(μh0,∑h0). The shocks to the innovations of the time-varying parameters are assumed uncorrelated among the parameter βt, at and ht. The shocks can also catch sudden changes in the structure of the economy.

In order to overcome the problem of over-recognition, scholars have adopted different methods. Primiceri (2005) believes that as long as the covariance matrix of the disturbance term is strictly assumed, unreasonable changes in parameters can be effectively avoided. Nakajima et al. (2011) believe that the Markov chain Monte Carlo (MCMC) method estimation is more accurate and effective.

Let [image: image]. We set the prior probability density as π(ω) for ω. Given the data y, we draw sample from the posterior distribution and apply the following MCMC algorithm:

(1) Initialize β,a,h,ω.

(2) Sample β|a,h,∑β    ,y.

(3) Sample ∑β|β  .

(4) Sample a|β,h,∑a,   y.

(5) Sample ∑a|a  .

(6) Sample h|β,a,∑h    ,y.

(7) Sample ∑h|h  .

(8) Go to (2)



Sample Selection and Data

The development of the EU ETS has gone through three stages. From 2005 to 2007, the EU ETS was in a trial operation stage, and carbon allowances at this stage were all allocated free of charge. Over-optimistic estimates of the demand for carbon allowances resulted in extreme excess of allowances at this stage. At the same time, the EU, in particular, adopted a series of energy policy and climate policy initiatives or regulations to the realization of the “EU 20-20-20” plan and the commitments of the Paris Agreement initiative, all of which may have an impact on the role of price drivers on carbon price (Parry, 2020)1. Therefore, to ensure the robustness of the research results we select the sample period from the first quarter of 2008 to the fourth quarter of 2019 which cannot only avoid the unnecessary information confusion caused by the immature carbon trading mechanism in the first stage but also supplement the relevant research on the driving factors of carbon price in the third stage. The frequency of the data selected in this study is quarterly, and non-trading day data is excluded.

As the carbon spot price mainly reflects short-term supply and demand, the fluctuation range is too large. While carbon futures have the function of discovering the forward price and can better reflect the future value of the carbon price. Therefore, this study selects carbon futures price as the research object using data from WIND database. This study focuses on analyzing the impacts of oil, gas, electricity, and stock prices on carbon futures price. Among them, we measure oil price by the average of settlement prices on the BRENT crude oil futures contract and the gas price adopts the British natural gas futures price with data from Bloomberg database. We measure electricity price using the average of settlement prices from the Phelix electricity future contract of the European Energy Exchange (EEX), and the stock price adopts the STOXX600 index with data obtained from WIND database2.

In order to observe the periodic characteristics of different samples, this study uses the HP filtering method to filter time series data, such as carbon, oil, gas, electricity, and stock prices, which separates trend elements and cycle elements, and performs central standardization of these data to obtain cyclical series data. As shown in Figure 1, carbon is carbon price, oil is oil price, gas is gas price, elec is electricity price, and stock is stock price.
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FIGURE 1. Carbon price (thick solid line) and key price drivers (thin solid line) periodic series.




Judgment of Time-Varying Characteristics of Variables

The EU ETS entered the third phase on January 1, 2013. Compared with the previous two stages, the quota allocation policy in the third stage has undergone major adjustments. As can be seen from Figure 1, the trends between oil, gas, electricity, stock prices and carbon price began to deviate to a certain extent inversion after 2013. Among them, the Paris Agreement adopted in December 2015 and signed in April 2016 amplified this inversion. The above phenomenon fully reflects the time-varying characteristics, which also indicates the applicability of using the time-varying parameter vector autoregressive (TVP-VAR) model. Meanwhile, this also provides a basis for us to select specific time points in the first quarter of 2013 and the quarter of 2016 for more detailed analysis.



Model Setting and Parameter Diagnosis

Based on the above analysis, this study establishes a TVP-VAR model that includes carbon, oil, gas, electricity, and stock prices. The following priors are assumed for the i-th diagonals of the covariance matrices:
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For the initial state of the time-varying parameters, μβ0 = μa0 = μh0 = 0 and ∑β0 = ∑a0 = ∑h0 = 10×I. We use the MCMC method to simulate 20,000 times to obtain valid samples. The lags are determined by the estimated marginal likelihood and the invalid influence factor. We estimate the model with one to six lags and choose the lags in which marginal likelihood is the highest. Finally, the empirical result indicates the most fitted is one lag. The TVP-VAR estimation often needs many lags, because the shocks in the economic variables are considered to affect the other variables of the system with a delay. Figure 2 shows the sample autocorrelation function, the sample paths, and the posterior densities for selected parameters. It can be seen from Figure 2, the sample paths are stable and the sample autocorrelations drop stably, indicating the MCMC method with preset parameters efficiently produces uncorrelated samples.
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FIGURE 2. Sample autocorrelations (top), sample paths (middle), and posterior densities (bottom).




Estimation Results of Model Parameters

Before estimating, we conduct a stationary test on each variable, and the results show that each variable is stable at the 5% level. Table 1 provides the estimation results. The standard deviations of the parameters are relatively small, and the posterior mean values are all within the 95% confidence interval. Judging from the convergence, the Geweke values of the parameters does not exceed the critical value of 1.96 at the 5% significance level, indicating that the null hypothesis of “parameters converging to the posterior distribution” cannot be rejected. The inefficiency factor is an index to measure the effectiveness of sampling. It is used to calculate the number of uncorrelated samples that can be obtained under a given sampling frequency. The smaller the inefficiency factor is, the more effective the sampling is. It can be seen from Table 1 that the inefficiency factor of each parameter is much smaller than the number of sampling times 20,000, of which the maximum value is about 65. This means that in the case of continuous sampling of 20,000 times, we can obtain at least about 307 uncorrelated samples, which can meet the needs of model estimation.


TABLE 1. Estimation results for selected parameters in the TVP-VAR model.

[image: Table 1]


EMPIRICAL ANALYSIS RESULTS


Time-Varying Stochastic Volatility Analysis


(A) Carbon and Oil Price

The time-varying stochastic volatilities of carbon price and different driving factors are shown in Figure 3. In terms of carbon and oil prices, the response of carbon price to oil price shocks was negative before 2015, and as the number of the lag increased, the degree of response increase as well, which is consistent with Rickels et al. (2014). This result is not surprising, since rising oil price tends to reduce economic growth (Lardic and Mignon, 2008), which in turn reduces energy consumption and the demand for carbon allowances, thereby lowering carbon price. After 2016, the response of carbon price to oil price shocks clearly turned positive, and the response value continually increased. This may be due to the substitution effect of the oil. When the oil price rises, people tend to increase the use of alternative energy with lower prices and higher carbon emission intensity, such as coal, which leads to the increase of carbon emissions, an increase of carbon quota demand, and a rise of carbon price.
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FIGURE 3. Time impulse graph of the impact of carbon price on key price drivers.




(B) Carbon and Gas Price

In terms of carbon price and gas price, the response of carbon price to gas price shocks was almost negative in 1 lag, negative in the main parts of lag 2 and 3 before 2013. This is consistent with Zhang and Wei (2010). From 2013 to the first half of 2016, the response of carbon price to gas price shocks was positive in each lag. This might be because the increase in gas price encouraged people to use lower-priced energy such as oil and coal, which have higher emission intensity; thereby it would increase carbon emissions and push up carbon price. Starting from the second half of 2016, the response of carbon price to gas price shocks turns to negative in lag 1. After the signing of the Paris Agreement, clean energy started to develop rapidly, and electric power companies could also receive certain compensation for using clean energy. This may have caused electric power companies to increase the consumption of clean energy in the short-term to replace the gas, thereby reducing carbon emissions and carbon price.



(C) Carbon and Electricity Price

The response of carbon price to electricity price shocks was negative before 2016. The response of carbon price to electricity price shocks first turned positive in lag 3 at the end of 2016. The negative correlation between electricity price and carbon price before 2016 is consistent with the results of Hammoudeh et al. (2014). After 2016, when electricity price rise, the electric power companies will increase power generating capacity, which will increase carbon emissions and carbon price. In that scenario, there is a positive correlation between electricity price and carbon price (Zhu et al., 2019).



(D) Carbon and Stock Price

The response of carbon price to stock price shocks was positive, and the response peak value decreased before 2016. The short-term impact of stock price on carbon price was greater than the medium-term impact. After 2016, the response of carbon price to stock price shocks was negative, and the response peak value increased. The short-term (1 quarter) impact of stock price on carbon price was smaller than the mid-term (2 quarters) impact. Considering the two rounds of carbon price increase before 2016 and the first round of decline after 2016 in Figure 1, the response of carbon price to stock price shocks was positive in each lag, and the response value of lags 3 was the smallest during the first round of carbon price increases between 2009 and 2011; while the response of carbon price to stock price shocks was also positive in each lag, and the response values in lag 1, 2, and 3 were of the same level during the second round of carbon price increases from 2013 to the end of 2015. During the carbon price declines in 2016 and the first half of 2017, the impact of carbon price on stock price was negative in each lag, and the absolute value of the response value in lag 1 was the smallest. It is noticeable that the response of carbon price to stock price shocks changed from positive to negative is related to clean energy. After the European debt crisis, the EU issued a financial rescue package in July 2012, and European countries emerged from the crisis quagmire one after another. The recovery of the EU’s economy was manifested by the rise in stock price, which indicated people’s expectation that the economy was improving. Therefore, investors increased investment, residents increased consumption, and enterprises expanded production. These lead to an increase in carbon emissions, greater demand for carbon allowances, and higher carbon price (Lutz et al., 2013; Zhu et al., 2019). Subsequently, European stock markets experienced a relatively sharp decline in 2015 and began gradually recovering in 2016, signaling a positive economy, and indecisive investors entered the stock market. During this period, the low-carbon economy and sustainable development attracted widespread attention. Especially after the signing of the Paris Agreement, most of the EU countries formulated new policies in order to realize the EU 20-20-20 targets. These policy goals will greatly reduce the investment risk of renewable energy, thereby promoting the flow of funds to the low-carbon economy (Monasterolo and Angelis, 2020; Glavas, 2020), and the stock market could be a financing resource for renewable energy (Ji and Zhang, 2019). At the same time, the implementation of emission reduction policies will strengthen residents’ low-carbon awareness and increase the use of low-carbon transportation and products (Gallagher and Muehlegger, 2011; Cohen et al., 2015; Wen et al., 2018). This might be the reason carbon price responded negatively to stock price shocks after 2016.



Full-Sample Time-Varying Impulse Analysis

In order to obtain a more robust result, Figure 4 shows the three-dimensional impulse response of carbon price to oil and gas prices, which is the driver of carbon price, at different time points and in different lags. The three-dimensional impulse response graph can more clearly illustrate the extent of impacts of the drivers on carbon price and the term structure of the impacts.
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FIGURE 4. Full sample impulse graph of the impact of carbon price on key price drivers. (A) Full sample impulse of carbon price response to oil price shocks. (B) Full sample impulse of carbon price response to gas price shocks. (C) Full sample impulse of carbon price response to electricity price shocks. (D) Full sample impulse of carbon price response to stock price shocks.



(A) Carbon and Oil Price

The response of carbon price to oil price shocks varied significantly from negative to positive, with the inversion point roughly occurring in 2016. Before 2016, the impact of oil price on carbon price was negative in each lag. After that year, the positive response peaks increased continuously. Judging from the degree of impact, the negative response peaked approximately in lag 3, while the positive response peaked approximately in lag 2.



(B) Carbon and Gas Price

The response of carbon price to gas price shocks alternated between positive and negative. After 2013, the response of carbon price to gas price shocks was positive in almost each lag, with only lag 1 exhibiting a negative value for a longer span after 2016. In terms of the degree of impact, the response of carbon price to gas price shocks fluctuated slightly. In comparison, the fluctuations were larger before 2013 and tended to be flat after 2013. Both positive and negative response peaks appeared in lag 1.



(C) Carbon and Electricity Price

The response of carbon price to electricity price shocks changed from negative to positive, with the inversion point occurring earlier as the lag increased. In other words, the inversion point of lag 3 was roughly located in 2016, while the inversion point of lag 4 was roughly located in 2014. Meanwhile, judging from the changing trend of their relationship throughout the entire sample period, as the lag increases, the response of carbon price to the electricity price shocking are also changing from negative to positive. The impact of electricity price on carbon price was almost entirely negative in lag 1. When the lag was approximately greater than 5, the impact of electricity price on carbon price was almost completely positive, eventually approaching zero as the lag increased. In terms of the degree of impact, the negative response roughly peaked in lag 2, while the positive response roughly peaked in lag 3.



(D) Carbon and Stock Price

The response of carbon price to stock price shocks clearly changed from positive to negative, with the inversion point roughly occurring in 2016. Prior to this, the response of carbon price to stock price shocks was positive, but after 2016, the response of carbon price to stock price shocks was consistently negative. Judging from the degree of impact, the inversion of the positive response after 2013 was smaller, although there was no inversion. The positive response peaked in lag 1, while the negative response roughly peaked in lag 4. It can be seen that before the inversion point, the short-term impact of stock price on carbon price was greater than the mid-long term impact. After the inversion point, the short-term impact of stock price on carbon price was smaller than the medium and long-term impact. This may be related to the effective time of the policy and the ability of stock prices of different maturities to digest policy information. In other words, the short-term effect of economic stimulus policies is greater than the mid-long term effect, while the mid-long term effect of renewable energy development policies may be more obvious. At the same time, stock price can reflect more policy information in the mid-long term.

In general, the response of carbon price to key price drivers has changed over time, and the direction of the response underwent an inversion in 2016. Carbon price were more sensitive to changes in oil, gas, electricity, and stock prices before the inversion in short term, while their responses to changes in stock price after the break were more obvious in the mid-long term. In addition, the magnitude of carbon price response to oil price shocks and stock price shocks was larger, followed by electricity price, while gas price had the smallest magnitude of response. This shows that oil and stock prices have the greatest impact on carbon price, followed by electricity price and gas price (the smallest one).



Time-Point Time-Varying Impulse Analysis

Considering the adjustment of the quota allocation policy in the third phase of carbon emissions trading and the impact of the Paris Agreement on the EU ETS, we selected two specific time points for impulse analysis; the first one is in the first quarter of 2013 and the other is in the second quarter of 2016. At these two different time points, each variable was given a positive shock of standard deviation, and the responses of carbon price to oil, gas, and electricity prices exhibited similar trends at the two time points, while the responses of carbon price to the stock price shocks displayed significantly different and opposite trends at the two time points (see as Figure 5).
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FIGURE 5. Time-point impulse graph of the impacts of carbon price on key price drivers.



(A) Carbon and Oil Price

In terms of the responses associated with carbon and oil prices, in the first quarter of 2013, the response value of carbon price to oil price shocks fluctuated within a small range around zero, was negative before lag 6, weakened in lag 3, and was positive after lag 6. In the second quarter of 2016, the response value of carbon price to oil price shocks changed from positive to negative, and the fluctuation range was [-0.10, 1.20]. It reached a positive peak of 1.20 in lag 3, then beginning to decrease and turning to negative in lag 13.



(B) Carbon and Gas Price

In terms of the responses associated with carbon and gas price, in the first quarter of 2013, the response value of carbon price to gas price shocks changed from negative to positive, and the fluctuation range was [−0.07, 0.12]. It reached a negative peak of −0.07 in lag 1, then beginning to rise, and turning to positive in lag 2. In the second quarter of 2016, the response value of carbon price to gas price shocks also changed from negative to positive, and the fluctuation range was [−0.04, 0.26]. It reached a negative peak of −0.04 in lag 1 and beginning to rise following a positive turning in lag 2.



(C) Carbon and Electricity Price

In terms of the responses associated with carbon and electricity price, in the first quarter of 2013, the response value of carbon to electricity price shocks changed from negative to positive, and the fluctuation range was [−0.30, 0.12]. It reached a negative peak of −0.30 in lag 2, then beginning to rise and experiencing a turnover impact in lag 6. In the second quarter of 2016, the response value of carbon to electricity price shocks also changed from negative to positive, and the fluctuation range was [−0.32, 0.26]. It reached a negative peak of −0.32 in lag 1 and experienced a turnover in lag 4.



(D) Carbon and Stock Price

In terms of responses associated with carbon and stock price, in the first quarter of 2013, the response value of carbon to stock price shocks changed from positive to negative with a positive in lag 2 and a turnover in lag 7, and the fluctuation range was [−0.10, 0.85]. In the second quarter of 2016, the response value of carbon to stock price shocks changed from negative to positive, and the fluctuation range was [−0.65, 0.15]. It reached a negative peak of −0.65 in lag 5 and it turning to the opposite in lag 13.

Additionally, compared with the first quarter of 2013, the response magnitude of carbon price to various shocks increased significantly after the second quarter of 2016. This indicates that carbon price became more sensitive to changes in its driving factors after the adoption of the Paris Agreement. That is, the information transmission between the carbon market and other markets is more obvious (Naeem et al., 2020). Furthermore, the absolute value of the response to changes in carbon price caused by changes in oil price was the largest, approaching 1.20, i.e., carbon price is more sensitive to changes in oil price, and followed by stock price, and finally electricity price and gas price when judging by the level of the response value.



CONCLUSIONS AND DISCUSSIONS

Carbon price is influenced by international environments, EU energy development plans and carbon emission reduction situations, and EU ETS policy design and expectations, all of these factors may lead to changes in the correlations between variables. Therefore, this study uses the TVP-VAR model to analyze the time-varying impacts of oil, gas, electricity, and stock prices on carbon price.

Firstly, there was an inversion in the impacts of different price drivers on carbon price in 2016. As for oil, the higher price initially tended to inhibit economic growth and reduced carbon emissions and carbon price. After 2016, the positive response of carbon price to oil price shocks is more obvious. As for the electricity, the increased price may not have prompted power companies to increase the generating capacity before 2016. At the same time, the increase in electricity price reduces the demand for electricity, thereby reducing carbon emissions and carbon price. After 2016, the increase in electricity price may increase the supply of electricity. As for stock price, the recovery of the EU’s economy was manifested by the rise in stock price after the European debt crisis. This led to an increase in carbon emissions and greater demand for carbon allowances which cause higher carbon price. After the signing of the Paris Agreement, the EU is affected by more sustainable development policies and a low-carbon economy. These may reduce carbon emissions and lower carbon price.

Secondly, full-sample time-varying impulse analysis revealed that the short-term impacts of the stock price before the inversion, oil, gas, and electricity prices on carbon price were greater than the mid-long term impacts, while the short-term impact of the stock price after the inversion on carbon price was less than the mid-long term impact. This may be related to the effective time of the policy and the ability of stock prices of different maturities to digest policy information. In addition, oil and stock price were found to exert a greater impact on carbon price.

Thirdly, this paper discovered that the direction of the impact of stock price on carbon price underwent more obvious changes when comparing with other carbon price influencing factors after the second quarter of 2016. In addition, compared with the level of response in the first quarter of 2013, carbon price had a greater magnitude of response to changes in their driving factors after the second quarter of 2016. Among them, carbon price exhibited the strongest response to changes in oil price, and the fluctuation range was [−0.10, 1.20]. It reached a positive peak of 1.20 in lag 3. That is, the oil market has the greatest impact on the carbon market (Ji et al., 2018b; Wang and Guo, 2018).

The results of this research may have practical implications for the optimal investment portfolio allocation, carbon price prediction, and risk management of financial market participants. To make a better hedging strategy, investors holding assets and derivatives in the carbon market should pay close attention to changes in the oil, gas, electricity, and stock markets especially change in oil price and also pay attention to short- and long-term policy trends. Industrial emission companies can adjust their energy consumption structure in a timely manner based on the time-varying relationship between the carbon market and the energy market to achieve the optimal carbon emission reduction strategy. Moreover, under structural policies such as high energy efficiency and clean energy use, economic growth and reduction of carbon dioxide emissions can be achieved at the same time (Chiu, 2016; Acheampong, 2018). Finally, this study also shows that the conclusions on carbon price drivers in the first and second phases of EU ETS are not fully applicable in the third phase.

This study has certain limitations: (1) Subject to the constraints of the TVP-VAR method, it may be difficult to capture the shorter-term impacts from analysis using quarterly frequency data, although this will not affect the robustness of the analysis. The comparison between the results of the constant parameter model based on sub-samples or rolling samples and the TVP-VAR model is still worthy of further study. (2) When analyzing the impact of stock price on carbon price, this study did not classify the stock index in a more detailed manner. (3) Since the index related to clean energy cannot effectively reflect the true development level of clean energy in the EU and its substitution for traditional fossil energy sources, therefore, the index is not included in the time-varying model used in this study.
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FOOTNOTES

1https://ec.europa.eu/clima/policies/ets/revision_en

2What needs to be explained is the coal price factor. Some studies on the relationship between the carbon market and the energy market after the establishment of the EU ETS have found that Brent crude oil price has the largest contribution to carbon price, followed by gas, and coal has a relatively small contribution (Zhang and Wei, 2010; Ji et al., 2018b). At the same time, when we use the TVP-VAR model for fitting, we find that the impact of coal price on carbon price is not significant. Therefore, the coal price factor will not be considered in the model.
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Appendix


TABLE A1. Research on the relationship between the fossil energy market and carbon price.
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High-quality development of energy finance (HQDEF) is not only a key component of high-quality economic development, but also an important solution to the current difficulties of China’s energy industry, such as environmental pollution and supply security. This study first clarifies the connotation and mechanism of high-quality energy finance, and then uses static super-efficiency DEA model as well as dynamic Malmquist index to evaluate the HQDEF from the perspective of input and output. We find that the overall effect of the HQDEF is at a low level. The scale efficiency and technical efficiency are deviating, where the former (latter) continues to expand (decline). The dynamic Malmquist index shows a slight decline in the efficiency of the HQDEF. Further studies on five dimensions of the HQDEF show that innovation has the highest correlation with each new energy industry. Lacking of innovation is the main bottleneck that restricts the development of the current new energy industry. The correlations among different industries have a tendency of “symmetry” and “convergence.” Our study provides countermeasures and suggestions for the high-quality and stable development of China’s energy finance from the perspectives of optimizing the financial support structure, building a technological innovation platform, optimizing the industrial structure, rationally making green investments and open development.

Keywords: high-quality energy finance, technical efficiency, scale efficiency, influencing factors, innovation dimensions, correlation analysis


INTRODUCTION

Energy is a strategic material for national economic and social development. The Reforms and Open Door policy brought rapid growth and made China the second-largest economy in the world. With the cost of resource depletion and pollution, the sustainable development calls for green development for energy (Xu et al., 2019). Thus, it is important to transfer traditional energy into low-carbon or non-carbon green and clean energy. Moreover, finance can play an important role in this transition process. As a result, energy finance has emerged. In order to achieve high-quality development of economy and energy and practice ecological civilization, the evaluation of the high-quality efficiency of energy finance and the research of influencing factors have very important practical significance and theoretical value. Thus, it meaningful to evaluate the high-quality efficiency of energy finance and study the impact factors on energy finance.

As a new judgment on the mode of economic growth, the 19th National Congress of the Communist Party of China (CPC) adjusted its national development strategy and assigned the sustainable development the top priority. The transition from the stage of high-speed growth to high-quality development includes two dimensions: high-speed to sustainable and stable growth; and low-quality to high-quality development (Gao et al., 2019). Accordingly, “Quality first, efficiency first” becomes the central clue in evaluating the status of national economic growth. High-quality economy includes five development concepts: innovation, coordination, green, openness, and sharing.

Among these five concepts, green and one of its key components, namely green energy, play important roles in the national development (Suo and Tang, 2020). With the reinforcement of environmental awareness, China’s green and clean energy has experienced rapid growth and has entered a high-quality development stage. The core of high-quality energy development is to build a green, clean and sustainable energy supply system (Chen et al., 2020).

Finance is one of the important supporting conditions for the high-quality development of energy. The close integration of energy and finance creates the concept of energy finance. Under the five development concepts, the high-quality energy finance by reducing CO2 emissions (Chevallier et al., 2021) aim to promote the sustainable development of green and clean energy. The earliest energy financial trading market was the Coal Exchange in Cardiff, Wales in 1886. The application of finance to coal trading activities was the embryonic form of “energy finance” (Yu et al., 2015). Currently, the academic community still lacks a unified definition of energy finance. Researches on energy finance are mainly focus on the following aspects:


(a)There are several definitions of energy finance. The research on energy finance in the United States is mainly about financial support to energy industry, namely project financing. As required by capital demand, energy project financing is an important way to support energy industry (Dunkerley, 1995). Pollio (1998) has a similar view and points out that entities in project financing process diverse a lot. In China, energy finance has a broader definition, which includes the linkage mechanism between energy information and financial information, the integration of energy resources and financial resources through the linkage mechanism, and related risk management (He and Xue, 2010).

(b)The promotion of finance to the energy industry. Firstly, the initial manifestation of financial support for the development of the energy industry is financing (Schreft and Smith, 1998). Financing support requires a well-functioning financial system (King and Levine, 1993; Tadesse, 2005; Ma et al., 2021). China is expected to become the world’s largest development bank in terms of energy policy financing (Gallagher et al., 2018). Secondly, the development of the energy industry by finance can indirectly promote environmental protection (Grossman and Krueger, 1995; Halicioglu, 2009; Tamazian et al., 2009). Financial development contributes to a better environmental performance (Dasgupta et al., 2001; Liang, 2006; Wang and Jin, 2007; Tamazian et al., 2009). Therefore, Tamazian and Rao (2010) believe that financial development is a determinant of environmental performance. Thus, financial intermediaries can invest more financial resources in the energy industry for clean environment-related projects. Thirdly, the promotion of finance to the clean energy industry is manifested in the growth of equity and credit markets in related industries (Al Mamun et al., 2018). Some scholars also believe that banks and other financial institutions are the main driving forces of clean energy industry. Delina (2011) believes that the Asian Development Bank (ADB) has played a significant role in clean energy financing; Geddes et al. (2018) believe that state-owned investment banks play a key role in closing the funding gap for low-carbon energy technologies.

(c)Government funding support on new energy industry. Firstly, due to the market’s certain volatility (Ma et al., 2021), the investment of government funds can effectively promote new energy industry. Bhattacharyya (2012) believes most financial capital flow to large-scale energy projects in developed countries, and energy development in developing countries does not receive sufficient financial support. Corrocher and Cappa (2020) further finds that government policies can effectively stimulate private investment. Therefore, government financial investment in developing countries is also an important mean to promote the development of new energy. On the one hand, the government’s increase in fiscal public investment can fill the energy funding gap (Lewis, 2010; Jacobsson and Jacobsson, 2012); On the other hand, government increases financial investment and subsidies for the research and development of technologies and equipment in the field of new energy power generation, which can efficiently support energy industry (Graham and Brandon, 2003). Secondly, there are precedents for government investment in promoting the development of new energy industries. Uyterlinde et al. (2007) uses a market simulation method to investigate new energy technologies in the EU and finds that government funding supports contribute to rapid development of wind energy.

(d)More recent studies continue to discuss the efficiency of financial support on energy industry. Brunnschweiler (2008) finds that the expansion of financing scale has a significant role in promoting industrial growth, and concludes that various financing methods have different efficiency in promoting industrial growth. Beck et al. (2000), Berardi (2007) state that the efficiency of financial support is the core factor affecting the development of the energy industry. He et al. (2007) points out that the energy efficiency market is a new kind of energy finance, and it is needed to use the development of energy finance on promoting the development of the energy efficiency market in China.



Scholars have conducted numerous studies on the financial support for energy industry and related efficiency of the support. However, few have studies on the financial support for the green and low-carbon new energy and the HQDEF. Applying data of listed companies, this study mainly focus on three green and low-carbon energy industries, including wind energy, hydropower, and solar energy. In addition, the development of new energy vehicles can also alleviate environmental pollution. It is an important way to promote the application of renewable energy in the future, and it is also a part of the HQDEF. Our sample also includes the new energy automobile industry. Based on new energy listed companies, this study first defines the high quality of energy finance, and then uses the DEA model to evaluate the efficiency of financial resource input and economic efficiency output of the energy industry (in other words, evaluate the HQDEF). Our research is to fill the research gap of the high-quality energy finance by also dividing sample companies into four major new energy industries and studying on the determinants of the efficiency with the gray relational model.



MECHANISM OF HIGH-QUALITY ENERGY FINANCE ACTIVITIES


The High-Quality Energy Finance

Although Cardiff Coal Exchange of Wales initiated energy finance since 1886, the concept of energy finance was relatively vague. Any financial support to the energy industry can be called energy finance, that is, energy financing. According to literature, this study define energy finance as: (a) financial support on energy industry; (b) government guides banks, securities, insurance companies and other financial institutions to improve service models and services platform, and create the organic integration of the energy industry chain and financial capital chain; (c) a series of policies and institutional arrangements for providing financing support and financial services for all stages of the energy industry.

Like economic development, energy finance development evolves from rapid growth stage to high-quality development stage. The high-quality development of China’s energy finance commits to solve the structural imbalance between supply of fossil energy and demand of clean energy, and develops green and low-carbon new energy so as to ensure high quality economic development.

The HQDEF aims to improve the high-quality development of energy. Instead of pursuing rapid growth in the energy industry, it emphasizes the financial support for green, low-carbon, and clean energy industries. The specific content includes two aspects: (a) energy finance provides funding support to the new energy industry and ensures their continuous operation; (b) the operating efficiency of the new energy industry enables financial capital to obtain higher returns. Energy finance efficiency is equal to the quality of energy finance development.

As one of the contents of high-quality economic development, the factors affecting high-quality energy finance are five dimensions:-“innovation, coordination, green, openness, and sharing.” Since the high quality of energy finance is the judgment of the quality of energy finance development, the development of energy finance itself is also one of its determinants. Based on the five dimensions, factors affecting the HQDEF are divided into innovation dimensions, coordination dimensions, green dimensions, and open dimensions.



The Process of High-Quality Energy Finance Activities

Based on the above theoretical analysis of high-quality energy finance, Figure 1 gives the mechanism of high-quality energy finance activities.


[image: image]

FIGURE 1. Schematic diagram of high-quality activities in energy finance.


First of all, energy finance is a deep integration of finance and energy. On this basis, financial support on green and low-carbon new energy is a high-quality activity of energy finance. Strong support for such energy industry improves the transformation of energy into clean and low-carbon direction, which also contributes ecological environment. There are many factors can affect HQDEF. According to the characteristics, these factors can be divided into five dimensions: (a) the structural development of energy finance is the foundation; (b) innovation is the driving force; (c) balance is the structural balance; (d) green is the development direction; and (e) exploitation is the inevitable choice. Conversely, the economic benefits generated by the energy industry will enable the financial industry to obtain investment returns, and the financial capital invested will achieve value appreciation. The financial industry and the energy industry are a win-win situation. The whole process is the essence of high-quality energy finance.



METHODOLOGY AND DATA


DEA-Malmquist Model

The efficiency of financial support to the energy industry is the degree of proper allocation of financial resources to the energy industry. The economic benefits of financial support to energy industry are measured in multiple dimensions, that is, the energy financial efficiency has multiple inputs and multiple outputs. DEA model is a quantitative analysis method that uses linear programming to evaluate relative effectiveness (Charnes et al., 1978). With the values of multiple inputs and multiple outputs, the DEA method can evaluate the efficiency of Decision Making Unit (DMU). Since the input of financial resources is relatively easy to be controlled while the output of economic benefits is not, input-oriented DEA is employed.

The traditional DEA-CCR model and DEA-BCC model are able to identify whether DMU is efficient, but cannot sort out the order upon the effectiveness of DMUs that are both on the frontier of production. In order to solve this problem, Andersen and Petersen (1993) proposed Super Efficiency DEA (SE-DEA) in 1993. Eq. (1) gives the basic mechanism SE-DEA apples, that is to reconstruct the efficient frontier employing the production frontier DMUs, and to sort the effectiveness upon DMUs, while the efficiency value of the non-effective DMUs remains unchanged.
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Where, ε is a non-Archimedean infinitesimal; n is the number of DMUs, where each DMU includes m input variables and s output variables, [image: image] is the slack variable of the input variable, and [image: image] is the slack variable of the output; λj is the weight coefficient of the index; θj_0 is the measured super-efficiency value of the j0-the DMU.

DEA model works out the comprehensive efficiency value of financial support on the new energy industry. If the assumption of constant returns to scale of enterprises is released, the technical efficiency measured by the super-efficiency DEA can be decomposed into pure technical efficiency (PTE) and scale efficiency (SE). PTE refers to whether the financial element input is efficient, when the return to scale changes. SE refers to the ratio of minimum input when scale return is constant to the minimum input when scale return changes; or under a given input level, the ratio of the maximum output when the return to scale changes on the maximum output when the return to scale is constant.

The super-efficiency DEA model measures static technical efficiency, which can be decomposed into pure technical efficiency and scale efficiency. Based on DEA, The Mamlquist index is able to investigate the intertemporal changes of the total factor production efficiency index during the sample period. Malmquist’s ideas are used to analyze TFP (Caves et al., 1982). Subsequently, the Malmquist index model as a non-parametric method for measuring dynamic production efficiency has received extensive attention from the academic community. The following shows that Malmquist Index (TFP) measures the dynamic change of total factor productivity index. Total factor productivity index can be divided into technical efficiency index (Effch) and technological progress index (Tech). Effch can be further divided into pure technical efficiency index (Pech) and scale efficiency index (Sech).
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If both the Malmquist index and the decomposition of its index are greater than 1, the efficiency has risen and its dynamic change shows an upward trend; if they are less than 1, the dynamic change is a downward trend. By comparing the Malmquist index and its decomposition, the efficiency results and the reasons for the dynamic changes can be shown more concretely.



Generalized Gray Correlation Model

The gray relational degree is employed to investigate the correlation among energy financial efficiency and its impact factors. According to the gray system theory, gray relational order (GRO) can be used to describe the strength, size, and order of the relationship between factors. The gray correlation analysis includes Deng’s correlation degree and generalized gray correlation degree. Among them, the generalized gray correlation degree can be divided into absolute, relative and comprehensive correlation degree, respectively. The absolute correlation degree measures the similarity degree of each sequence curve in geometric shape; the relative correlation degree targets on the relation between the change rate of each sequence curve relative to the starting point; and the comprehensive correlation degree is a combination between absolute and relative correlation degree, which can not only reflect the similarity of each sequence curve, but also reflect the closeness of the change rate of each sequence relative to the starting point. It is a quantitative index to comprehensively represent the correlation between sequences.

There are 5 steps to achieve The general gray relational degree. The system behavior sequence is set up as follows:
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Step 1: the initial value image (or mean image) of each sequence;
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Step 2: the difference sequence;
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Step 3: the maximum and minimum differences of the poles;
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Step 4: the correlation coefficient;
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Step 5: the correlation degree.
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Derived from the above, given the same sequence length of the system behavior, the calculation steps of the improved absolute correlation degree are:
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The zeroing images at the beginning of the sequence are:
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Down the line(xi(1)−xi(1),xi(2)−xi(1),⋯,xi(n)−xi(1))

Let [image: image], then the gray absolute correlation degree is:
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If [image: image] and [image: image] are the initial value images of Xi and Xj, the gray absolute correlation degree of [image: image] and [image: image] is called the gray relative correlation degree rij of Xi and Xj. Finally, the calculation formula of gray comprehensive correlation degree is

[image: image]



Variable Selection and Description

According to the mechanism of HQDEF, The input of financial resources and the output of green and low-carbon energy industry are the key indicators to evaluate the HQDEF, as well as the key contents to measure the efficiency of financial support on the development of new energy industry. Therefore, it is very important to construct a reasonable index system of financial input and energy enterprise output for DEA efficiency evaluation.

Financing for new energy industry mainly includes equity, debt, credit and other methods (Vanacker and Manigart, 2010). The asset-liability ratio, proportion of outstanding shares, and the ratio of loans on total assets are selected to measure financial resources input (Li and Xu, 2011). For the economic benefits of financial support to industries or companies, we use company’s operating income, sales profit, return on net assets, earnings per share, asset turnover, etc. (Li and Xu, 2011). Operating income can measure the sales scale; sales profit can measure the output of the profitability; earnings per share can measure the growth ability; return on net assets can measure the efficiency of company’s equity investment utilization. The selection of input-output indicators of energy finance as shown in Table 1:


TABLE 1. Measurement of high-quality input-output indicators of energy finance.

[image: Table 1]Determinants of the HQDEF can be sorted out after evaluation. As the high-quality energy finance is part of the high-quality economic development, the high-quality economy includes the five development concepts of “innovation, balance, green, open, and sharing” (Gao, 2019). The HQDEF should also include similar development concepts. Therefore, this study explores determinants of the efficiency of high quality energy finance from the five dimensions, including innovation, balance, green, openness, and the structural of energy finance, as shown in Table 2.


TABLE 2. Factors of high-quality energy finance development.

[image: Table 2]Innovation is the primary driving force of development. The innovation dimension includes factors affecting high quality energy in terms of R&D, patent output, and transformation of scientific and technological achievements. The R&D profit is the benefit obtained from unit investment. The higher the ratio, the stronger the ability of R&D creates value. The output rate of invention patents is the ratio of number of patents granted to the full-time equivalent of R&D. The higher the ratio, the stronger the innovation ability is. The technology market transaction rate is the ratio of technology market transaction amount on R&D expenditure, which can reflect the transformation ability of scientific and technological achievements. The greater the ratio, the stronger the transformation ability of achievements is.

Coordinated development can promote national economic stability and long-term development. The balance dimension investigates determinants of high-quality energy with industrial structure, energy structure and economic balance. The coordination of the industrial structure is characterized by the Theil index. The smaller the Theil index, the more efficient the industrial structure is (Gan et al., 2011). The coordination of the energy structure is characterized by the proportion of renewable energy power generation on the total power generation. The larger the value, the more in line with the HQDEF is. The coordination of the economic can reflect the affluence of the region and also have an impact on the HQDEF. The variable of economic balance is characterized by per capita GDP.

Green is the ultimate goal of energy finance development. The green dimension includes environmental governance, green investment and green space area. Environmental governance is an investment in environmental pollution control and is conducive to the development of energy finance. This study selects the proportion of environmental pollution control investment on GDP as an environmental governance indicator. Most literature use environmental investment as the indicator of green investment. The sum of the three types of investment in environmental protection investment, water conservancy construction investment and forestry investment is used as investment in green development (Liao and Shi, 2018), and the ratio to GDP is used as green investment. The green space area is the output of green development. The larger the green space coverage area, the more it meets the requirements of HQDEF is. The green space coverage rate is selected as the proxy variable.

Opening up is leading to the development of energy finance. The opening up dimension can be divided into three aspects: open input, open output and marketization degree. Input factor under this section is the proportion of foreign direct investment in regional GDP. The higher the value is, the higher the degree of openness. Output factor is the economic growth of foreign trade obtained under the premise of opening the international door, expressed as the proportion of import and export trade on regional GDP. The degree of marketization is changing along with the development of the market economy, so that the efficiency of resource allocation will also change. As a result, it will further affect the allocation of financial resources to the new energy industry. Therefore, this article uses marketization index to measure the marketization degree.

The structural of energy finance is a determinant from the perspective of energy and finance. For energy, differences in economic structure and resource composition will lead to significant differences in hidden energy intensity (Lenzen, 1998; Miller and Blair, 2009). Therefore, this study incorporates the equity ratio into the structural development dimension of energy finance. External financing has become an important source of funds for enterprises (Hall, 2002; Hu et al., 2020). This study takes the ratio of corporate stock and bond balance to the total financial assets as the financing structure variable.



Data

Research data is collected from Flush and Wind databases. The DEA model requires that the input-output index is positive. given the economic outputs of energy finance have zero or negative values, the input-output index should be dimensionless to ensure non-negative data. The original data should be adjusted as below :
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The factors of the high-quality energy finance development come from corporate data and Chinese provinces data. The structural dimension data of energy finance are from China Energy Statistical Yearbook, Oriental Fortune Net, Flush Shun APP, sina Finance and Economics. The innovation dimension data are from China Science and Technology Statistics Yearbook, EPS Science and Technology Statistics, Flush Shun APP databases. The balance dimension data are obtained from the National Bureau of Statistics and EPS energy Statistics databases. The green dimension data are derived from EPS macroeconomic database, China Environment Yearbook, China Water Conservancy Yearbook, and China Forestry Yearbook. The open dimension data are derived from EPS Regional Economic Database and China Provincial Marketization Index Report. Data of control variables are obtained from National Bureau of Statistics and China Statistical Yearbook.

Considering the comprehensiveness of indicators, this study uses entropy method to assign weights to second-level indicators and calculated the composite index of second-level indicators and first-level indicators by means of weighted sum, as shown in Table 3 (see Supplementary AppendixTables 2–5 for the sector composite index). Table 3 lists the comprehensive index of energy vehicles, wind energy, hydropower and solar energy as well as the comprehensive index of five dimensions. In the new energy vehicle and wind energy industry, the open dimension composite index is the highest, while in the hydropower and solar energy industry, the balance dimension composite index is the highest. The entropy method can be used to integrate the second-level index into the influencing factors of the five dimensions. This study researches on the impact factors of the HQDEF mainly focuses on five influencing factors.


TABLE 3. Comprehensive index obtained by entropy method.

[image: Table 3]


RESULTS AND DISCUSSION


DEA Efficiency Evaluation

The super-efficiency DEA model finds that the high-quality development of China’s energy finance is at a relatively low level. The technical efficiency was around 0.4 in the past 2 years, indicating that there is still room to improve the HQDEF in China.

The efficiency of financial support in new energy industry is slightly different as shown in Figure 2. The comprehensive efficiency of financial support in new energy vehicle industry is higher than the other three industries, with the steepest variation range. Since 2011, the comprehensive efficiency of financial support for all energy industries has been rising continuously, except for new energy vehicle. Until 2014, the comprehensive efficiency values of all energy industries dropped to their lowest point, and then showed a small increase. In the past 2 years, the comprehensive efficiency values showed a steady trend. This reflects from the side that the efficiency of China’s energy financial development tends to be flat, and the overall efficiency of financial-supported energy has stabilized after the large fluctuations in the past few years, which is in line with the trend of high-quality development. The reason for the change may due to the recent supply side structural reforms. Government continuously encourages high-quality economic development, and required steady reforms. Therefore, in terms of financial support for energy, high-quality development is constantly practiced to avoid unreasonable and inappropriate allocation of financial resources.
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FIGURE 2. Comprehensive efficiency of financial support for new energy industries.


Similar to Figures 2, 3 shows that the pure technical efficiency value of financial support in energy vehicle industry is relatively high, with a large range of variation. The curves of the four industries and the energy finance curve remain stable. The efficiency values are around 0.5, which is also at a low level.
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FIGURE 3. Pure technical efficiency of financial support for new energy industries.


Figure 4 shows that the changes in the scale efficiency of financial support for new energy industries are similar, except for the hydropower industry. Most industries reached the lowest point in 2014, while the hydropower industry was at the lowest level of scale efficiency in 2013. Subsequently, various new energy industries rose in volatility, indicating that the scale effect of the high-quality development of China’s energy finance is constantly expanding.
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FIGURE 4. Financial support scale efficiency of new energy industries.




Malmquist Decomposition

Mamlquist index is employed to investigate the dynamic trend of efficiency. Table 4 indicates that the average efficiency change of the Malmquist Index is 1.037 during the sample study period, with an average increase of 3.7%. From the decomposed Malmquist, the technical efficiency index has increased by 13.8% on average, and the technical progress index has decreased by 8.9%. It is safe to conclude that the main reason for the increase in the overall financing efficiency index of energy finance is the improvement of technical efficiency, while the level of technological progress is declining. Moreover, the change of technological progress index has been gradually rising since 2014, and the average change shows a downward trend mainly due to the decrease of technological progress index before 2014. This reflects that the HQDEF in China has a well performance in technical efficiency, while technological progress still needs improvement.


TABLE 4. Malmquist and its decomposition of HQDEF in China from 2011 to 2018.

[image: Table 4]Specifically, the four new energy industries have different Malmquist index changes. According to the Total Factor productivity Index (TFP), the financing efficiency of new energy vehicles, wind energy, and hydropower all increase by about 18% on average, while the increase in solar energy is slightly smaller (11%). From the perspective of the decomposed total factor productivity (TFP), the average change of the efficiency of the four new energy industries shows an upward trend in the technical efficiency change index. Among them, new energy vehicle industry has the smallest change, with a rise of 15.7%, indicating that the financial support for energy vehicle industry is the worst among the four new energy industries. This may due to global warming and the frequent occurrence of extreme weather, which leads to an urgent need for energy vehicles. Therefore, the mass production of energy vehicles emerges in recent years, and the profits of listed new energy companies in the past 2 years have been relatively considerable. Hydroelectric industry has the highest average technical efficiency change index, rose 32.7%. This may due to the early development of hydropower in China. Earlier investment has provided sufficient preliminary funds for hydropower development, resulting in a reduction in the current hydropower financing demand. Most areas of the country are already using hydropower, so the hydropower industry can achieve increased revenue and better financing effects.

Under the index of technological progress, the average change of efficiency of the four new energy industries shows a downward trend, indicating that China’s technological progress in the development and utilization of new energy is not enough, leading to a retrograde trend of technological progress in the new energy industry. Among them, the average change index of technological progress in solar energy industry was the largest, with a drop of 4.9%. This may be because China focuses its solar energy utilization on photovoltaic power generation, while solar cooling technology, heat pump technology and other technologies pay less attention than photovoltaic power generation, leading to a large decline in the technological progress index of solar energy utilization. The technological progress indexes of energy vehicles, wind energy and hydropower are also on a downward trend, but the decline is not as large as that of the solar energy industry, and it has slightly increased in 2017-2018. This shows that the technological progress of the new energy industry still needs to be improved, and improving technological progress is a way to further improve efficiency.

From the pure technical efficiency change index and scale efficiency change index, the average change of each new energy industry shows an upward trend, and the difference in the value of increase is not too large. It is worth noting that the change in the pure technical efficiency of the wind energy industry is greater than 1 every year, indicating that the change in the funds use efficiency of the financial support for the wind energy industry is on the rise and the funds use efficiency is relatively high. The pure technical efficiency of energy vehicles, hydropower and solar energy industries showed a downward trend in 2017-2018, but the average change index of pure technical efficiency was still all greater than 1, which may be attributed to the high use efficiency of finance support in the early years of the sample study. The changes of wind energy, hydropower and solar energy in recent 3 years are all greater than 1, which reflects the scale effect gradually formed in these three new energy industries in recent years.



Correlation Analysis of High-Quality Efficiency of Energy Finance in Different Dimension

Set the measured efficiency as dependent variable, the gray correlation between the efficiency and the different dimensions, and the correlation between the efficiency of the energy finance industry and the influencing factors is shown in Table 5.


TABLE 5. Comprehensive correlation degree of high quality indicators of energy finance.

[image: Table 5]In the dimension of energy structure, energy intensity is highly correlated with wind energy and hydropower industry. Financing structure is highly correlated with four industries, all above 0.65. In the innovation dimension, the efficiency of wind energy and hydropower industry has a high correlation with the innovation dimension, especially the research and development profit margin of the hydropower industry. The invention patent production rate has the highest correlation with the new energy vehicle industry. In the balance dimension, the correlation between industrial structure and various energy industries is high, especially the correlation with solar energy industry, which is as high as 0.9116. In the green dimension, the environmental governance solar industry has the highest correlation. The correlation between green investment and wind energy, hydropower is relatively high. In the dimension of openness, the correlation between each index and industry efficiency is all greater than 0.6, among which the correlation between foreign investment, import and export trade, degree of marketization and the four industries is all higher than 0.6, indicating that optimizing industrial structure and improving the quality of import and export trade are of great significance to the development of energy finance. On the whole, the comprehensive correlation degree is above 0.5, indicating that the variables in each dimension are highly correlated with the high quality efficiency of energy finance.

A comprehensive correlation analysis for the determinants of the five dimensions and the four new energy industry efficiency values, and the results are shown in Figure 5. The correlation between the efficiency value of the new energy vehicle industry and each dimension is below 0.7, presenting a “diamond shape.” The correlation with the innovation dimension is the highest (0.6745), which indicates that innovation has the most important influence on the development of the new energy vehicle industry. The efficiency value of wind energy and hydropower industry has the highest correlation with innovation dimension and open dimension, all above 0.75. This shows that technological innovation and open development are most important for the high-quality development of the wind and hydropower industry. The efficiency value of the solar energy industry is highly correlated with the green dimension (0.7091). Combined with Table 5, environmental governance contributes to the green dimension by 0.8589, indicating that green environmental protection and environmental investment are particularly important for the development of the solar energy industry. The correlation between the solar energy industry efficiency value and the technical market turnover rate is 0.6402, which belongs to the second ranking. In general, the innovation dimension has the highest correlation with the new energy vehicle, wind energy, hydropower and solar energy industries, which fully reflects the fact that science and technology is the primary productive force, and the development of innovative science and technology can develop China’s energy finance from the source.
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FIGURE 5. Comprehensive correlation degree of the four new energy industries in different dimensions.




Trend Analysis of the Correlation Between Efficiency in Different Dimensions

The correlation between different dimensions and the efficiency of four new energy industries are shown in the trend analysis chart (Figures 6–10), which gives the variation of different new energy industries’ efficiency on gray correlation degree in different years.


[image: image]

FIGURE 6. Comprehensive correlation between efficiency of four new energy industries and energy structure.



[image: image]

FIGURE 7. Comprehensive correlation between the efficiency of the four new energy industries and Innovation.
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FIGURE 8. Comprehensive correlation between the efficiency of the four new energy industries and Balance.
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FIGURE 9. The comprehensive correlation between the efficiency of four new energy industries and Green.



[image: image]

FIGURE 10. The comprehensive correlation between the efficiency of four new energy industries and Open.


Figure 6 shows the comprehensive correlation between the efficiency of four new energy industries and the structural dimension of energy finance. It can be found that the correlation of four new energy industries has a downward trend. Before 2013, the correlation among the efficiency of four new energy industries and the dimension of energy finance showed an increasing trend. 2013 was the cut-off point, and the correlation degree of four new energy industries showed a great difference. The correlation degree of new energy vehicle industry declined in 2013, and it has been in a stable state since then. However, new energy vehicle industry develops rapidly in recent years, indicating that structural dimension of energy finance is not the main factor impact on the development of new energy vehicles. The comprehensive correlation between the wind and hydropower sectors has fluctuated since 2013, suggesting that the influence of the structure of energy finance on wind energy and hydropower industry are uncertain. This is related to the maturity of wind energy and hydropower industries in recent years, and the correlation between their high-quality development and the structure of energy finance are not obvious. Only the correlation of solar industry shows a significant upward trend, reaching a high of 0.8938 in 2015. However, it decline sharply after that. This may be because China’s photovoltaic industry has already ranked first in the world due to the strong financial support for the photovoltaic industry in the past few years. It is not energy finance but technology that restricts the development of photovoltaic industry.

Figure 7 shows the comprehensive correlation between the efficiency of four new energy industries and innovation dimensions. The trend charts of four new energy industries’ correlation degree present roughly “symmetrical” shape. Also, 2013 is the cut-off point. Before 2013, the correlation degree of new energy vehicle, hydropower and solar energy industries was first increased and then decreased, presenting a “symmetric” feature with the wind energy industry which first decreased and then increased. After 2013, the correlation between new energy vehicles and hydropower industry was consistent, showing a “symmetric” feature with the trend of wind energy and solar energy industry. In addition, the correlation between new energy vehicles and hydropower industry will increase in the future, while that between wind energy and solar energy industries will decrease in the future, but the correlation value is above 0.6, which is at a relatively high level. This may be because of China’s vigorous promotion of scientific and technological innovation in recent years, as well as its vigorous promotion of technological innovation in the energy industry, so as to promote energy reform through technological transformation. Under the leadership of national policies, wind energy and solar energy industries are making continuous breakthroughs under the environment of innovation and reform. Intelligent blades that adapt to wind conditions and can significantly improve energy output, intelligent solar water heating auxiliary control devices and other innovative achievements are constantly emerging. The push for innovation has also increased the research of new energy vehicle industry on global challenges such as battery charging infrastructure for pure electric vehicles (PEV) and hybrid electric vehicles (HEV), so as to continuously overcome technical difficulties and achieve technological breakthroughs. This shows that although the correlation between different new energy industries and the innovation dimension has different trends, the correlation is still very high, which is consistent with the current era background of vigorously promoting the development of scientific and technological innovation. Innovative development is the most fundamental way to promote the HQDEF.

Figure 8 shows the comprehensive correlation among the efficiency of four new energy industries and balance dimension. The trend chart of the correlation degree of four new energy industries roughly presents the shape of pairwise “symmetry” and “consistency.” Taking 2013 as the cut-off point, the trend chart of the correlation degree of wind energy and solar energy industry presents a “symmetrical” feature before 2013: the correlation degree of wind energy industry first decreases and then increases. While solar energy industry is the other way around. After 2013, the trend chart of correlation degree shows a “consistent” shape with a downward trend, indicating that the influence of the overall balance dimension on the wind and solar energy industry has a downward trend. Taking 2013 as the cut-off point, the trend chart of the correlation degree between the energy of new energy vehicles and the hydropower industry shows a “symmetrical” feature before 2013. The overall correlation is on the rise, reaching the peak in 2013, and declining after 2014, indicating that the balance dimension significantly related to the development of new energy vehicles and hydropower industry before 2013. One possible reason is the development of these two industries was very compatible with social industrial structure and economic structure at that time, and their balance dimension played a significant role in promoting the development of the industry. After 2014, the trend chart of the correlation degree between new energy vehicles and the hydropower industry shows a “symmetrical” feature again, and the correlation degree of the hydropower industry is significantly higher than that of the new energy vehicle industry. This may be due to the relatively mature development of the hydropower industry in China, which has a high fitness degree with the development of social economic structure and industrial structure. Therefore, the balance dimension has a more important impact on the development of the hydropower industry.

Figure 9 demonstrates the comprehensive correlation between the efficiency of four new energy industries and green dimension. The trend chart of the correlation degree of wind energy industry and solar energy industry shows a “symmetrical” feature. Both of them have a high correlation degree, above 0.65. The increasing trend in the correlation degree of hydropower industry reflects that the green dimension is closely related to the development of hydropower industry, which may be related to huge scale of the hydropower industry, especially dam generation. Ecological and environmental protection is keen to realize the coordinated development of environment, people and economy. The correlation degree trend chart of new energy vehicle industry has obvious volatility. The correlation increased in 2012, possibly due to guidance from some local governments. For example, Beijing has introduced a series of green guidance policies: in addition to new energy vehicle subsidies, individual consumers will also be able to buy new energy vehicles without shaking the number. In 2015, the correlation of new energy vehicle industry rose again, which was also due to the promulgation of the policy. The Ministry of Science and Technology announced the plan to establish a sound electric vehicle power system technology system and industrial chain by 2020. The Ministry of Transport is also encouraging the promotion of new energy vehicles, which can be purchased without restrictions.

Figure 10 shows the comprehensive correlation among the efficiency of four new energy industries and open dimension. We find that the correlation of new energy vehicle, wind energy and hydropower industry has an upward trend. The higher the degree of openness, the more foreign capital is involved; hence the higher the degree of marketization, the more efficient on resources allocation. Opening the international door for the export of domestic new energy products can inject capital into new energy industry. The declining correlation between solar energy industry and open dimension may be due to the insufficient aftereffect of domestic installed capacity caused by the rush to install, especially in 2016. Due to the large scale of rush to install, the impact of the benchmark electricity price adjustment in 2017 will slow down, and the space of the photovoltaic market will be greatly compressed. All these lead to the gradual decrease of the influence of open dimensions on solar industry. However, in general, open has an important impact on new energy industry. Open is the result of mutual benefit and can effectively promote the development of new energy industry.



CONCLUDING REMARKS

We apply Malmquist index to evaluate the HQDEF in China from the perspective of input and output, the super-efficiency DEA model and dynamic. Further, from the perspectives of energy structure, innovation, balance, green and open dimensions, we analyze the gray correlation determinants of high-quality development in different energy industries and draw the following conclusions:

First, the overall efficiency of high-quality energy finance in China is at a relatively low level, with the trend of scale efficiency deviating from technical efficiency. Technical (scale) efficiency continues to decline (expand). The overall efficiency of high-quality energy finance in China fluctuates around 0.4, indicating that there is great room for improvement in the HQDEF in China. However, the scale effect continues to expand, reaching as high as 0.9, reflecting that the scale effect of China’s energy finance has reached a high level, and the improvement of overall efficiency depends on the improvement of technical efficiency. Meanwhile, the dynamic Malmquist index shows that the level of technological progress for the high-quality development of China’s energy finance fluctuates greatly, and on average it is 0.911 (less than 1). There is a phenomenon of insufficient technical progress, reflecting that technical and its related efficiency improvements are the key to the high-quality development of China’s energy finance.

Second, the correlation between four different industries and five dimensions is significantly different. We find that the correlation among new energy vehicles, wind energy, hydropower industries and innovation dimension, is the highest. Solar energy industry has the highest correlation with green dimension. In addition, in terms of secondary index, energy intensity is highly correlated with wind energy and hydropower industry, meanwhile the invention patent production rate is highly correlated with new energy vehicle industry.

Third, four different industries and five dimensions show a trend of “symmetry” and “convergence,” the dimension of innovation is most obvious. Besides,” four new energy industries are highly correlated with innovation dimension, which reflects the importance of innovation to new energy industry. The correlations among four new energy industries and balance dimension are roughly in the shape of pairwise “symmetry” and “convergence.” In terms of green dimension, the trend chart of the correlation degree among wind and solar energy industries has the characteristics of “symmetry.”

According to the above research on the high-quality development of China’s energy finance and on the basis of influencing factors, this study proposes the following suggestions in order to improve the efficiency of China’s energy finance and promote the HQDEF:


(1)Optimizing the financial support structure and broaden financing channels. First, the government should enact policies to support energy industry, should encourage financial institutions to lend money to energy companies, and should promote the development of new energy industry by increasing the ratio of enterprise property rights. Second, the government should improve the listing system such as the GEM, and reduce the listing conditions of enterprises. Third, enterprises are suggested to develop special financing projects, such as wind energy project financing and photovoltaic project financing, improve the financing amount and optimize the financing structure.

(2)Building a platform for technological innovation and cultivating the ability to promote the development of cutting-edge technologies. First, relying on energy enterprises, energy research institutes and universities to set up technological innovation platforms to provide research and development bases for overcoming technical difficulties. Second, strengthen investment in technology research and product innovation funds, and improve industrial technology and output levels. Third, for hydropower with more mature development technologies, in addition to cultivating more efficient development technologies, we should also promote the technologies, construction of demonstration projects, and realize the gradual scale and industrialization of innovative technologies.

(3)Optimize the industrial structure and improve the regional economy. First, for wind energy and hydropower industries, energy structure and economic coordination and industries with high relevance can be improved by increasing the overall renewable energy power generation in the region to optimize the use of green and low-carbon energy. The long-term mechanism for promoting regional economic development provides a solid economic foundation for wind energy and hydropower industries.

(4)Invest in green development in a rational way to achieve the coordinated development of human beings, the environment and the economy. First, green and environmental governance investment must be increased in areas with serious environmental pollution in the development of new energy for rational resource allocation. Second, set up an environmental governance and supervision mechanism in advance. Once it is found to cause major pollution to the local environment, it is necessary to stop development in time, find the source of the pollution and solve the pollution in time. Third, the development of hydropower, wind power and other new energy causes environmental damage and residents emigrated. Thus, the government should compensate for them.

(5)Expand the degree of openness and accelerate the process of marketization. First, it is necessary to increase the degree of “bringing in and going out” for industries where the open environment has a high correlation with efficiency. Second, while opening the door to internationalization, we must reduce our dependence on foreign advanced technology and gain core competitiveness with independent innovation capabilities. Third, improve the marketization process, reduce government intervention, and balance market supply and demand for resource allocation, which can further promote the development of new energy industry.





THEORETICAL AND PRACTICAL CONTRIBUTIONS

The main contributions of this study are as follows: First, we propose the concept of high-quality energy finance based on the analysis of the action mechanism of high quality in energy finance. Second, we find that the overall efficiency of high quality energy finance is at a relatively low level, and the trend of scale efficiency deviates from that of technology efficiency. The scale (technical) efficiency continues to expand (decline). Third, technical efficiency is the restriction of China’s HQDEF. Technological innovation and progress is an important way to break the current bottleneck of high-quality energy finance. Fourth, the Chinese government needs to provide reasonable green investment support and use institutional advantages to ensure the development and application of green and low-carbon energy technologies. By doing so, it will be possible to achieve one of the energy planning goals, to make clean and low-carbon energy the main body of energy supply increment.
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COVID-19 has morphed from a health crisis to an economic crisis that affected the global economy through several channels. This paper aims to study the impact of COVID-19 on the time-frequency connectedness between Green Bonds and other financial assets. Our sample includes the global stock market, bond market, oil, USD index, and two popular hedging alternatives, namely Gold and Bitcoin, from May 2013 to August 2020. First, we apply the methodologies of Diebold and Yilmaz (International Journal of Forecasting, 2012, 28(1), 57–66) and Baruník and Křehlík (Journal of Financial Econometrics, 2018, 16(2), 271–296). Then, we estimate hedge ratios and hedge effectiveness of green bonds for other financial assets. Green bonds are found to have a great weight in the overall network, particularly strongly connected with the USD index and bond index. While the bi-directional relationship with USD persists during COVID, the connectedness with conventional bonds is also strengthened. Notably, we find a weak relationship between Green bonds and Bitcoin, both in the short and long run. As portfolio implications, Gold and USD have the highest hedge ratio, which is confirmed by the hedging effectiveness. In contrast, oil and stocks exhibit the lowest hedging effectiveness. Our findings imply that financial assets might have a heterogeneous relationship with green bonds. Furthermore, despite its infancy, it seems that the role of green bond during a crisis should not be ignored, as it can be a hedger for some assets, while a contagion amplifier during crisis times.
Keywords: COVID19, green bonds, network connectedness, time and frequency domain, hedging effectiveness
INTRODUCTION
COVID-19 has morphed from a health crisis to an economic crisis that affected the global economy through several channels. The unexpected coronavirus that started in Wuhan city in China in late 2019 spread globally in a matter of a few months. The World Health Organization (WHO) classified COVID-19 as a global pandemic on March 11 2020 (World Health Organization, 2020). The affected countries by COVID-19 imposed strict implications and policies to lock down the borders. This lockdown has impacted international trade (imports and exports), resulting in slower economic growth. Moreover, many studies confirmed that the COVID-19 outbreak influenced financial markets’ returns significantly and inversely, which affect the economy negatively (Al-Awadhi et al., 2020; Ashraf, 2020; Mazur et al., 2020). On the other side, Haldar and Sethi. (2020) found an insignificant correlation between COVID-19 and socio-economic factors like GDP per capita and the human development index for the countries: India, United States, Brazil, Argentina, France, Colombia, Russia, Israel, United Kingdom, and Peru. Another case by Dash et al. (2021) on BRICS economies (Brazil, Russia, India, China, and South Africa) shows that economic growth is insignificant with COVID-19. This result encourages the policymakers of BRICS economies to invest more in the health care sector. Several reasons have been highlighted in recent literature that could justify the drop in financial markets’ returns during the period of COVID-19, such as the appearance of uncertainty and fear (Lyócsa and Molnár, 2020), investor sentiment (Narayan et al., 2020), and systematic risks (Zhang et al., 2020), which influenced economies negatively. Moreover, COVID-19 can also increase the risk of volatility of stock markets, which decrease stocks return significantly and negatively (Haldar and Sethi, 2021). Therefore, focusing on the integration between financial markets and national and global economies is important (Nasir and Du, 2018). COVID-19 not only impacted stock markets negatively but affected the oil market significantly. Global oil prices have been experiencing a significant decline since the start of COVID-19 due to many reasons, such as a reduction in oil demand, specifically, the cut in airline sectors and the stoppage of global and national flights. This collapse in demand for transportation fuel (Salisu et al., 2020; Sharif et al., 2020). Another reason that international import (demand) of oil faced a sharp slump resulted in lower oil prices (Dutta et al., 2020). Throughout COVID-19, gold and Bitcoin represent safe-haven (hedgers), which encourages investors to trade more in gold and Bitcoin rather than invest in financial markets (Dutta et al., 2020). Recently, the global population is expanding rapidly and increasing the consumption of energy with more CO2 emissions. This increase in consumption causes a higher threat to the environment (Dogan and Seker, 2016), human health (Anser et al., 2020), and economies (Rasool et al., 2019). Therefore, governments and corporates encourage the use of clean energy. An example to enhance clean energy is to finance and invest in green projects such as trading green bonds, which can effectively mitigate the risks of CO2 emissions. Green bonds are similar to conventional corporate bonds, but green bonds focus only on projects that can be friendly to the environment (Nguyen et al., 2020; Reboredo and Ugolini, 2020; Saeed et al., 2020). Previous studies argue that more green bond trading can support low-carbon projects, which reduces environmental degradation significantly (Monasterolo and Raberto, 2018). This results in having a cleaner environment and lower negative effects of climate change (Gevorkyan et al., 2016; Flaherty et al., 2017; Orlov et al., 2018). Globally, countries have been taking action against climate change, global warming, and mitigating greenhouse emissions, (e.g. CO2) through signing many agreements like Kyoto Protocol (1997) and Paris Agreement (2015). Our study contributes to the United Nations' Sustainable Development Goals particularly, Goal 7: Affordable and Clean Energy, Goal 11: Sustainable Cities and Communities, and Goal 13: Climate Action (United Nations, 2016). According to Goal 7: Affordable and Clean Energy, this study encourages using clean energy and investing in green bonds. Regarding Goal 11: Sustainable Cities and Communities, higher usage of clean energy would help to achieve sustainability effectively, that can enhance economy, society and environment. Focusing on Goal 13: Climate Action, this study followed the call, policies and implication of Kyoto Protocol (1997) and Paris Agreement (2015) through the mitigation of the global pollution (CO2 emissions).
International financial investors would trade using two main strategies through hedging and diversification. The most important markets that drive the global economy are the global stock market, bond market, oil market, USD index, Gold, and Bitcoin, which is the focus of our study. Regarding financial (stocks and bonds) markets, they are playing important roles to finance corporates and governments. This finance significantly supports economic growth, but again, maybe this finance would lead to more pollution as higher finance would increase production. As a result, green finance aims to promote green energy and the environment. According to oil, it is important due to oil is a source of energy to supply production (industries). Moreover, transportations depend highly on oil products such as fuel. However, oil is still a non-renewable source for energy, and international organizations, e.g., United Nations, are encouraging using renewable energy, which threats oil prices, but at least the world would have a cleaner environment. Focusing on USD index, the reason behind choosing USD to be examined is that USD is linked to main global commodities, e.g., oil, gold, and Bitcoin. Concentrating on hedging alternatives such as Gold and Bitcoin over periods of crisis, e.g., global financial crisis, gold found being a safe-haven asset (Baur and McDermott, 2010; Ciner et al., 2013; Reboredo, 2013). A recent study by Das et al., 2020 shows that Bitcoin is not a superior haven asset (hedging) than Gold and USD. Importantly, our study investigates whether gold and Bitcoin are safe-haven assets during Covid- 19 turmoil. To summarize, focusing on the above variables contributes to the field of the study. In our study, we employ a time-frequency analysis to find the connectedness between the study variables. The time-frequency analysis is important for portfolio managers and investors in financial markets. Specifically, this approach is significant for short-term (active investors/day traders) and long-term investors (passive investors). Additionally, disconnection in the short-term means an asset is a safer haven during the crisis, whereas disconnection in the long-term indicates diversification benefit. Investors have different time horizons’ preferences and frequencies, and some investors prefer to invest at short- (hours/days), medium- (weekly/monthly), and long-term (yearly) periods (Nguyen et al., 2020). Moreover, the time-frequency analysis measures spillovers and dependencies effectively and tracks the spillovers at all levels, based on the vector autoregressive model (VAR model) (Diebold and Yilmaz, 2012). The VAR computes the forecast error variance decompositions (FEVD) from a generalized vector autoregression. Moreover, this study also aims to find if the impact of COVID-19 on the connectedness between green bonds and other financial markets using the time-frequency domain with portfolio implications. Based on the discussions above, we can conclude that this study makes several contributions: 1) a limited number of studies in the literature examined the relation between green bonds and financial markets. 2) To our knowledge, there is no study in the literature focused on the effects of COVID-19 impact on the connectedness among green bonds and financial markets. However, the main objective of this study is to analyze the effects of COVID-19 on the connectedness between Green Bonds and some important financial assets (global stock market, bond market, oil, USD index, and two popular hedging alternatives, namely Gold and Bitcoin). The study is structured into four sections. Literature Review presents the literature review. The methodology and data are explained in Methodology and Data. The findings are reported and discussed in Empirical Findings and Conclusion concludes the paper.
LITERATURE REVIEW
There are limited studies in the literature review that tested the correlation between green bonds and other financial markets (Hammoudeh et al., 2020; Nguyen et al., 2020; Reboredo and Ugolini, 2020). Hammoudeh et al. (2020) examined the link between green bonds, financial assets, and the environment. The financial assets are United States conventional bonds and WilderHill clean energy (equity) index, while CO2 emissions represent the environment from July 30 2014 to February 10 2020. Statistically, the data analyzed in this study through the novel time-varying Granger causality test. The findings show a significant causality running from the United States 10 years Treasury bond index to green bonds from the end of 2016 to February 10 2020. Also, CO2 emission allowances price affected green bonds significantly (time-varying causality) from July 30 2014 to the end of 2015. Moreover, the time-varying causality showed a low effect from the clean energy index to green bonds in 2019. Reboredo and Ugolini. (2020) analyzed the price connectedness between the green bond and financial markets from October 2014 to December 2018. Identifying the direct and indirect financial shocks was through the model of structural vector autoregressive (VAR). This study’s empirical results suggest that the green bond market is associated with currency and fixed-income markets. On the other side, the green bond market has a weak link with energy, stock, and high-yield corporate bond markets. The VAR method has been employed in the literature review to examine the effects of credit risk on several international financial institutions (Yang and Zhou, 2013) and analyze volatility spillovers on some global financial markets (Yang and Zhou, 2017). Focusing on the correlation between environment and green bonds, Zerbib. (2019) estimates the differentiation of yield amongst green bond conventional bonds over July 2013 to December 2016. The yield of green bonds was found to be lower than the conventional bond. The results also indicate that investors’ preferences considering pro-environment are low, which means that the investors prefer profits rather than supporting green bond markets (cleaner environment). Another study by Glomsrød and Wei. (2018) shows the influence of green bonds in mitigating global non-renewable energy consumption, (e.g. coal), which strongly recommended reducing CO2 emissions. Tang and Zhang. (2020) approve that when green bond issuance appears (announces), the stock market indices respond positively; more liquidity and trust can be shown on the financial markets after the issuance of green bonds. Flammer (2018) also points out that green bonds’ issuance has influenced the firm’s financial performance and environment that issued green bonds. Broadstock and Cheng. (2019) argue a significant link between green and black bond markets. Moreover, the financial market's volatility, economic policy uncertainty, daily economic activity, and oil prices significantly affected green bonds. Some studies confirmed a significant link between oil prices and green energy stocks (Sadorsky, 2012; Wen et al., 2014), but other studies argued an insignificant correlation between oil and renewable energy corporate prices, (e.g. Reboredo et al., 2017). However, Reboredo and Ugolini (2020) identify the network connectedness of green bonds and asset classes in Europe and the United States. This study concluded that green, treasury and corporate bonds are strongly connected in the short- and long-run. In contrast, a weak connectedness approved between green bonds and high yield corporate bond, stock, and energy assets. Recently, Le et al. (2021) test the connectedness between green bonds, fintech, and cryptocurrencies utilizing daily basis data from November 2018 to June 2020. This study is very important as it covers the period of COVID-19. This study’s findings showcase a strong link between technology assets and common stock. Additionally, Bitcoin, MSCIW, MSCI US, and KFTX caused strong volatility shocks, whereas the USD index, gold, oil, and green bonds were found to be good hedgers. To summarize, we highlight the past literature on connectedness, comovement and spillovers between green bonds and other financial markets in Table 1.
TABLE 1 | Summary of studies in the literature review on connectedness between green bonds and other financial markets.
[image: Table 1]METHODOLOGY AND DATA
This paper aims to examine the impact of COVID on the connectedness of green bonds with other financial assets within a time-frequency framework. This methodology describes how connectedness evolves in both time and across different investment horizons, namely the short and long run. In line with literature that studies the impact of crises, we first estimate connectedness on a full sample that provides a full picture of the connectedness over the entire period of the sample. Then, we estimate connectedness on sub-samples, pre-COVID and post-COVID. The pre-COVID starts from the start of our sample (May 2013) to December 2019. The post-COVID starts at January 2020 to the end of the sample, as the pandemic is ongoing.
We present first the time-frequency methodologies, and then we explain the hedge ratio and hedging effectiveness.
GFEVD and Connectedness in the Time-Domain
In order to estimate the transmission of return between green bonds and other assets, we first apply the methodology of Diebold and Yilmaz. (2012) to describe how this transmission evolves in time. The spillover measure is based on the forecast error variance decomposition (FEVD) matrix centered on the generalized vector-autoregressive (VAR) model. The idea of this decomposition is that each forecast error variance of a particular asset process is constituted by its own contribution and a contribution from another asset process with which it correlates. An advantageous feature of the method is that it is invariant to the ordering of the variables. Consider an n-variate covariance stationary VAR(p) model,
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where [image: image]. The moving average component of the VAR process is represented by the following [image: image] process
[image: image]
where [image: image] is a [image: image] coefficient matrix and calculated recursively using [image: image], and [image: image] represents the identity matrix. Based on the MA coefficient, we utilize the generalized FEVD, which allows us to split the H-step-ahead forecast error of each variable and attributes it to various shocks in the system.
We find the generalized approach of Koop et al. (1996) and Pesaran and Shin. (1998) a better approach for considering orthogonality, given that the Cholesky factor relies on the ordering of the variables.
The contribution of variable j to the H-step-ahead generalized variance of forecast error of variable i is denoted as [image: image] and computed by:
[image: image]
where the [image: image] diagonal component of the standard deviation is represented by [image: image]. Ʃ defines the covariance matrix of errors. [image: image] has a value 1 for [image: image] component and 0 otherwise. Finally, the coefficient matrix that multiplies h-lagged error in the infinite moving-average representation of non-orthogonalized VAR is represented by [image: image].
The pairwise directional transmission, [image: image], from j to i, is measured as:
[image: image]
The total directional transmission from others to i is defined by the ratio of the off-diagonal sum of rows to the sum of all the elements as:
[image: image]
Moreover, the total directional transmission to others from j is given by the ratio of the off-diagonal sums of columns to the sum of all the elements as:
[image: image]
Finally, the total connectedness is defined by the ratio of the sum of the from-others (to-others) elements of the variance decomposition matrix to the sum of all its elements:
[image: image]
GFEVD in the Frequency Domain
To explain the frequency connectedness’ dynamics over both frequencies short and long terms, we employ the spectrum description of variance decomposition. These decompositions are based on frequency responses to shocks instead of impulse responses to shocks. Consequently, the present theory's building block calls the frequency response feature, [image: image], that can be attained as the transformation of coefficients by Fourier [image: image], subject to [image: image]. Therefore, the spectral density of AB at frequency f can be defined as a filtered sequence Fourier Transform for MA(∞) as:
[image: image]
Knowing the dynamics of frequency depends on the main power spectrum of quantity [image: image] which effectively explains the method of how can [image: image] be allocated through the components of frequency [image: image]. None the less, the frequency domain is explained by the spectral decomposition for covariance as equivalents for variance decompositions, i.e., [image: image].
Following Barunik and Krehlik. (2018), we explain the measurement of connectedness indicators at varying frequencies. Therefore, spectral quantities are estimated by the regular Fourier transform. Cross-spectral density of the interval [image: image] is estimated as:
[image: image]
for [image: image] where
[image: image]
and [image: image], where [image: image] shows the adjustment for the lack of degrees of freedom and relies entirely on the VAR specification.
At a given frequency band, the decomposition of the impulse response function is calculated as [image: image]. Consequently, at the frequency band, the generalized decompositions of variance are calculated as:
[image: image]
where, [image: image] is the estimating of generalized causation spectrum, and [image: image] is the estimated weighted fraction and [image: image]. Therefore, the connectedness measurements can be obtained at a given ideal frequency band by substituting the estimation, [image: image] into the traditional measures.
Hedge Ratio and Hedge Effectiveness
The hedging ability of green bond (GB) for other financial assets (A) permits to investigate the amount of reduced risk when including GB along with another financial asset (A) among the six used in this study. The hedging ability is thus examined, in this study, through hedge effectiveness measures. Particularly, consider [image: image] return on the hedged portfolio, including green bond and one of the financial assets of our sample.
[image: image]
where [image: image] represents the return of the financial asset A, [image: image] denotes the hedge ratio and [image: image] indicates the return of the green bond index. The hedged portfolio’s variance conditional on an informational set [image: image] is presented as follows.
[image: image]
Referring to Baillie and Myers. (1991), we define the optimal coefficient by minimizing the conditional variance of the hedged portfolio as:
[image: image]
The hedge ratio is estimated using the extracted covariance and conditional volatility series estimated from an asymmetric generalized DCC-GARCH model, as suggested by Kroner and Sultan (1993). The expression of hedging a long position in a financial asset A by a short position in the green bond index is as follows:
[image: image]
where [image: image] denotes the conditional covariance between the green bond index and the financial asset returns and [image: image] represents the conditional covariance of green bond index returns. The optimal hedge ratios performance extracted from the AGDCC-GARCH model is then estimated using the hedging effectiveness index proposed by Basher and Sadorsky (2016). A higher value of the HE index indicates greater hedging effectiveness between the green bond index and a financial asset in the same portfolio.
[image: image]
[image: image] and [image: image] indicate the variances of the unhedged and the hedged portfolios, respectively. Afterward, we estimate the out of sample hedging ratios through a rolling window analysis. In other words, at a specific time period, t, conditional covariances, and volatilities for one period ahead are used to estimate hedge ratios for the next period.
Data and Preliminary Analysis
We use daily spot prices indexes of a diversified Green bond index (GB) with six financial asset classes. We use the S&P green bond index (SPGRBND), United States dollar index (USDXY), MSCI world index (MSWRLD), Bond index (BOND) along with three popular hedging alternatives (Gold, “GOLD”; WTI crude oil, “OIL” and Bitcoin, “BTC”).
Several green bond indices are available, (e.g. the Barclays MSCI Green Bond Index, the S and P Dow Jones Green Bond Index, and the Bank of America Merrill Lynch Green Bond Index), but there is a high correlation among them (Reboredo and Ugolini, 2020; Nguyen et al., 2020; Saeed et al., 2020). In this paper, we use the S and P Dow Jones Green Bond Index. It is a market value-weighted index that comprises bonds issued in any country and any currency, provided they are labeled green by the Climate Bonds Initiative. The index is calculated in USD, and weights are updated every month. It includes treasury, government-related, corporate, and securitized issues (Reboredo, 2018). The MSCI world index is included as a measure of international financial performance and West Texas Intermediate oil and gold as “international flight to safety assets” (Akyildirim et al., 2020, Naeem et al., 2020a,b; Shahzad et al., 2019, Shahzad et al., 2020). Regarding Bitcoin, since the boom of cryptocurrencies in 2013, the market attractiveness for this new digital asset has increased. Several recent empirical studies have documented that it is negatively correlated to some major financial assets and would provide valuable diversification benefits (Naeem et al., 2020a,b, and Shahzad et al., 2019, Shahzad et al., 2020).
All data are extracted from Datastream except for Bitcoin from coinmarketcap.com. Log transformation returns are used for empirical analyses. All indices are in USD. In our study, we use daily data from May 2013 to August 2020, yielding 1908 observations. Table 2 reports summary statistics. All return series are leptokurtic and have negative skewness value. Jarque-Bera test statistic points to the non-normality of the return distribution. All return series are stationary, as confirmed by the Augmented Dickey-Fuller (ADF) test statistic. Unsurprisingly, Bitcoin has the highest average return and, at the same time, the highest variability. In contrast, the Green bond index reveals to be the most stable asset as it has the lowest standard deviation, which increases its potential as a diversifier.
TABLE 2 | Descriptive statistics and unit-root test.
[image: Table 2]We report the unconditional correlation in Figure 1. As our main aim in this paper is to study the impact of COVID on the connectedness of Green Bond with other major financial assets, we thus report our results first for the whole sample than for the sub-samples: pre- and post-COVID. December 31, 2019, was the first time China reported to the WHO that there were multiple respiratory infection cases. Therefore, we consider the data sample from January 1, 2020 to August 30, 2020 as the post -COVID-19 period, in line with many other studies (Zaremba et al., 2020; Bouri et al., 2021; Corbet et al., 2020; Han and Li, 2020).
[image: Figure 1]FIGURE 1 | Correlation heatmaps. (A) Full sample. (B) Pre-COVID sub-sample. (C) COVID pandemic crisis sub-sample
A strong negative unconditional correlation is found between GB and the United States dollar index (USD), suggesting a substantial potential risk diversification benefit of GB in a portfolio with USD. This negative correlation is also maintained during the COVID times, suggesting that the Green Bond index is a safe-haven for the United States dollar during the crisis period. Nevertheless, we find that the Green bond index is weakly and negatively correlated to the MSCI index. Hence, the green bond index might be used as a diversifier in a stock portfolio.
Comparing the pre- and post-COVID time periods, a sheltered strong negative correlation is found between GB and USD, whereas a peculiar correlation with oil. However, a noticeable increase in correlation is found between GB and BTC, also a subdued increase with the MSCI index. As to gold, the correlation is even decreased during the pandemic time. We argue that the increase in correlation for some assets seems obvious as an expected response to market conditions. As to hedging alternatives (WTI, gold, and BTC), the Green Bond index's correlation pattern is not the same for all of them.
After having a preliminary idea of the impact of COVID-19 on the unconditional correlation between Green bonds and other financial assets, we analyze dynamic connectedness within a time-frequency framework and its portfolio implications.
EMPIRICAL FINDINGS
Total Return Connectedness and COVID-19
First, we analyze the dynamic total connectedness between all the variables, based on the Diebold and Yilmaz (2012) [DY] framework. We utilize the rolling window approach with a window size of 262 days and a forecast horizon of H = 100 days, and the lag length of order one, as determined by the Schwarz Information Criterion (BIC).
The Figure 2 starts at a moderate level of 28% in 2013–2014, then a slight increase with weak peaks during 2016 and 2017. Nguyen et al. (2020) argued that the progressing massive development of green bonds, from 2013 onwards, is a plausible factor that drives the connectedness of green bonds with other markets. However, some downturns are also shown during 2018, but the deeper decrease in connectedness level (about 22%) occurred during late 2019. Noticeably, since the start of 2020, we see a sharp increase, reaching the highest level in the period of nearly (45%). Undoubtedly, this increase in connectedness is an expected response to COVID19. This alteration in connectedness level is in line with the contagion theory literature, which stipulates a peak in correlation among different assets as a response to extreme economic shocks (Benhmad, 2013; Narayan et al., 2014). More recent COVID empirical studies confirm that statement (Bouri et al., 2021; Adekoya and Olyide, 2020). It emerged primarily as a health crisis; COVID-19 has rapidly turned into an unprecedented economic crisis because of the higher uncertainty and ambiguity surrounding this crisis (Baker et al., 2020; OECD, 2020). Consequently, fears ‘investors led them to rebalance their portfolios among different financial assets for diversification and hedging against expected losses, causing hence the increased connectedness. More notably, this value is higher than 27.2% reported by Bouri et al. (2021) for a combination of the conventional bond index, USD index, gold, MSCI World, and crude oil during COVID times. We suggest that the inclusion of green bonds in the combination has made the difference implying thus the influential weight of green bonds in the overall financial system. As a new financial asset that is environment friendly, we argue that investors may perceive green bonds as a safer asset and hence shift their investments from traditional assets toward this market through the main currency, which is the US dollar. Following the peak during the onset of the pandemic, we also see a rapid decrease. Following that peak, the connectedness magnitude remains at a high level of around 35%, though, which is expected as uncertainty is continuing.
[image: Figure 2]FIGURE 2 | Rolling window using Diebold and Yilmaz. (2012).Note: Window length of 260 days
Next, we decompose the total return connectedness into short- (5 days) and long-term (6–262 days), applying the time-frequency method of Baruník and Křehlík. (2018). We plot the result in Figure 3. The red-shaded area indicates total connectedness at the higher frequency band, which corresponds to movements up to five trading days (one week). On the other hand, the green-shaded area reflects total connectedness at the lower frequency band, which refers to movements from 6 to 262 days. Throughout the sample period, the red-shaded areas outweigh the green-shaded areas, which implies that total connectedness among green bonds and other financial assets looks to be more driven by short-term shocks. We suggest that such a finding might reflect a speculative behavior of active traders who are more guided by short-term benefits and are shifting across financial assets, increasing their connectedness. In contrast, passive traders are more concerned with long-term investments and thus are focused on a specific asset. Our finding corroborates with Nguyen et al. (2020) on connectedness between green bonds, stocks, and commodities.
[image: Figure 3]FIGURE 3 | Rolling window using Barunik and Krehlik (2018).Note: Window length 260 days
Network Connectedness and COVID-19
While the dynamic approach can be informative and provide an overall picture of the network variables over time, it conceals some interesting information regarding the pairwise connectedness between the study variables. Results over the full sample for both DY and BK are plotted in Figures 4, 5, respectively.
[image: Figure 4]FIGURE 4 | Network diagram of connectedness table using Diebold and Yilmaz (2012). Lags = 1 based on SIC. Forecast horizon of 100 days. Note: This network graph illustrates the degree of total connectedness in a system that consists of the S and P Green Bonds, MSCI World index, Bonds, United States Dollar index, Oil, Gold, and Bitcoin returns over the full sample period. Total connectedness is measured using the Diebold-Yilmaz framework. The size of the node shows the magnitude of the contribution of each variable to system connectedness, while the color indicates the origin of connectedness. In particular, the red color implies contribution from the variable under consideration to the other variables of the system, and the green color means contribution from the other variables to the variable under analysis. The color and shape of the arrows refer to the strength of connectedness. The red color and full line arrows represent strong spillovers while green and blue color arrows show medium and weak liquidity spillovers.
[image: Figure 5]FIGURE 5 | Network diagram of frequency-domain connectedness table using Barunik and Krehlik (2018). (A) Short (1-5 days). (B) Long (>5 days). Lags = 1 based on SIC. Forecast horizon of 100 days. Note: These network graphs illustrate the degree of total connectedness in a system that consists of the S and P Green Bonds, MSCI World index, Bonds, United States Dollar index, Oil, Gold, and Bitcoin returns over the full sample period for a) short-run and b) long-run connectedness. Total connectedness is measured using the Barunik-Krehlik framework. The size of the node shows the magnitude of the contribution of each variable to system connectedness, while the color indicates the origin of connectedness. In particular, the red color implies contribution from the variable under consideration to the other variables of the system, and the green color means contribution from the other variables to the variable under analysis. The color and shape of the arrows refer to the strength of connectedness. The red color and full line arrows represent strong spillovers while green and blue color arrows show medium and weak liquidity spillovers.
The node's size shows the magnitude of the contribution of each variable to system connectedness, while the color indicates the origin of connectedness. In particular, the red color implies contribution from the variable under consideration to the other variables of the system, and the green color indicates the contribution from the other variables to the variable under analysis. The color and shape of the arrows refer to the strength of connectedness. The red color and full line arrows represent strong spillovers while green and blue color arrows show medium and weak spillovers. In terms of size, Figure 4 shows that the Green bond and United States dollar have the strongest contribution to the return connectedness network, followed by the bond market and gold, whereas oil and global stock market are the smallest contributors. We find that the green bond index is strongly connected with the USD and bond during the full sample, ket, which is in line with Reboredo and Ugolini (2020). However, the GB is found weakly linked to oil, in contrast to Reboredo and Ugolini (2020) and Bouri et al. (2021). Furthermore, we find a weak relationship between GB and MSCI, suggesting that green bonds can serve as a diversifier in a stock portfolio, corroborating Han and Li (2020).
As to net spillovers, only GB and Gold appear as net transmitters of return spillover while the US dollar, bond market, stock market, and oil have a balanced contribution to the return network as their contributing spillover to the network is equal to their received spillover. GB is the leading net transmitter of return spillover. GB transmits strong return spillover to the United States dollar, bond market, and gold but weak spillover to others. While it receives strong spillover from US dollar and Gold, but moderate spillover from Bond and weak spillovers from the rest of assets. Hence, GB seems to interact mainly with the US dollar, bond market, and less degree gold. The strong connectedness between GB and bond index stocks looks intuitive since the former constitutes a part of the overall fixed income market. Hence, we expect such a relationship. As to the USD, the GB index includes many green bonds issued by governments from different countries and expressed in USD. Hence the GB index is significantly influenced by movements in treasury and currency markets (Reboredo and Ugolini, 2020). Meanwhile, our findings are different from Huynh et al. (2020), who find that green bonds and Bitcoin are shock senders to oil, gold, and the MSCI world equity index. US dollar has a strong spillover to Green bond and backward during a moderate spillover with gold in both directions.
Figure 5 plots the decomposition of the network connectedness into the short and long term. In the short run, we see a similar pattern. GB is the leading net transmitter of return spillover while its return spillover to the bond market is moderate, and its contribution to gold is as well decreased comparing to the static network. In the long run, overall, we find a very weak connectedness among the network that seems mainly driven by a moderate connectedness between GB and USD.
Since our aim in this paper is to examine the impact of COVID-19 on the network connectedness of green bonds with other financial assets. After having described, above, the network connectedness for the full sample, we now continue our analysis focusing on two sub-samples, pre-COVID and post-COVID. Results are plotted in Figures 6, 7. As shown in Figures 6A, in the pre-COVID, GB is the leading contributor in the network connectedness, followed by the USD index, then with lesser weight Gold and Bond index. Stock market and oil contribute weakly to the network connectedness while merely any contribution from BTC. Particularly, Figures 6B shows that COVID appears to have a noticeable impact on the whole connectedness network through several features. First, while the green bond index remains the most contributor, all the other six assets increased their contribution, except for oil, which maintains a small contribution. This is consistent with the global economic feature of COVID-19 that affects all the markets. The contribution of GB to the rest of the markets has declined in favor of a strong return spillover received from the bond market and stock market. We suggest that investors search for alternative financial instruments to hedge against COVID risk, other than conventional ones provided by the bond and stock market. US dollar showed increased connectedness and received a strong return spillover from bond and stock markets. Meanwhile, an increased connectedness is also found among the other individual assets, in magnitude between bond and stock market or bitcoin and gold. Overall, it seems that the impact of COVID significantly increased the connectedness between green bonds and other financial markets.
[image: Figure 6]FIGURE 6 | Network diagram of connectedness table using Diebold and Yilmaz (2012). (A) Pre-COVID sub-sample. (B) COVID Pan9demic Crisis sub-sample. Note: Refer to note with Figure 2.
[image: Figure 7]FIGURE 7 | Network diagram of frequency-domain connectedness table using Barunik and Krehlik (2018). i) Short-run ii) Long-run. (A) Pre-COVID sub-sample. (B) COVID Pandemic Crisis sub-sample. Note: Refer to note with Figure 3.
The network connectedness during Pre-COVID (Figure 7A) looks similar to that observed in the full sample (Figure 5). However, some interesting findings need to be mentioned during the COVID sample (Figure 7B). While during pre-COVID, GB and US dollar were the most contributors to the network connectedness, after COVID, all the other assets increase their contribution. Accordingly, we find a significant connectedness among all the assets that seems to persist over the short-run. Particularly, during COVID, GB holds a strong bi-directional connectedness with the United States dollar and a moderate connectedness with the bond market in the short run. Likewise, it is shown a moderate return spillover from GB to gold. It is worth noting that the impact of COVID on the spillovers between GB and other assets reveals persists in the long run, although the magnitude is weakened about USD and gold. However, for the rest of the assets, COVID impact looks rather a short term.
Consequently, GB is found to play a significant role in the return network connectedness, during crisis time, both in the short and long run. However, during the normal time, the impact of GB on the network connectedness looks rather short-run. Particularly, during COVID time, GB maintains a strong bi-directional connectedness with the United States dollar and a moderate spillover with the bond market. Hence, investors should take into consideration this finding when diversifying their portfolios during a crisis.
Portfolio Implications
Table 3 reports the results of the hedge ratios (HR) and hedge effectiveness (HE). The negative mean value of HR indicates that investors should take the same position for both assets in the same portfolio (either short or long), while the positive mean value indicates that inverse positions are needed to hedge against the risk of each asset. It is worth noting that we find negative mean values of HR only for the pair GB and USD. Particularly, a long position of USD 1000 is hedged by taking a long position of US$953 in GB. For all the other assets, we find positive mean values of the HR. For instance, the positive mean value between gold and GB indicates that a short position on GB of US$1588 is required to hedge a long position of US$1000 in gold. Comparing the hedging ability of Green bond toward United States dollar and Gold, our results indicate that an investor who holds 000$ cash needs to buy 953 United States dollars of Green bond to hedge his portfolio risk. However, an investor who holds the same amount of $000 in gold should sell $1588 in Green bonds.
TABLE 3 | Summary statistics for hedge effectiveness and hedge ratios.
[image: Table 3]Likewise, positive HR for each of BTC, Bond, oil, and MSCI world implies that a short position in Gb is required to minimize the risk of a long position in each of these assets. As to HR values, gold has the highest ratio that exceeds 1.5, followed by the US dollar near the unit. For all the rest, HR values do not exceed 0.5. The HE values confirm the HR implications. The highest HE score for USD shows the highest effectiveness of this currency. Gold also has a high HE value. However, oil and stocks exhibit the lowest hedging effectiveness. Such results confirm that financial assets might be heterogeneous about Green bond. Hence, investors and portfolio managers need to carefully select which asset to include as hedger in a portfolio, including Green bond.
CONCLUSION
This paper aims to study the impact of COVID-19 on the dynamic connectedness of Green Bonds with various substantial financial assets, namely the Bond market, global stock market, USD index, and three hedging alternatives, oil, gold, and Bitcoin. We use a time-frequency framework, applying first the DY approach and then BK approaches. Our empirical analyses were based on a full sample, then on two sub-samples: pre and post- COVID.
We find a high total connectedness among the different assets. As net spillovers, Green bond and USD dollar are the leading contributors in the network connectedness. Moreover, the time-frequency analysis unveils that return connectedness is more pronounced in the short-run than the long term. This suggests that the connectedness between the Green bond and other assets seems to be more driven by the speculative behavior of active investors.
Furthermore, our time-varying analysis reveals an increasing trend of return connectedness over time. Based on the network connectedness, although all our sample assets are in United States dollars, we find that only green bonds and United States dollar are the most contributors to the return network. We then argue that the overall increasing trend might reflect the increased role of the green bonds in the whole system. One plausible explanation that we suggest is that increased connectedness reflects a progressive demand for this new asset by investors. Interested in good portfolio diversification potential, investors progressively accept green bonds as a good alternative to conventional bonds. In doing so, the United States dollar is excessively traded across investors, flying from conventional bonds to green bonds, United States dollar, which are both in the United States dollar.
Mainly interested in the impact of COVID on network connectedness, our analyses show a significant impact on the total network connectedness through a noticeable peak following the onset of the pandemic. The magnitude of connectedness has then reached an unprecedented level of 45%. The magnitude has slightly decreased afterward, but the level remains high, reflecting a common response among the assets to the continuing uncertainty induced by the global pandemic. Green bonds reveal to play a significant role in the network connectedness both during pre-COVID and post-COVID. Noticeably, during pre-COVID, green bond, United States dollar, and bond markets were the most connected network contributors. However, during the post-COVID sub-sample, all the other assets increased their contribution to the network connectedness, except for oil, which maintains a small contribution. Overall, it seems that COVID affects not only the return connectedness of green bonds but also the return connectedness of other major financial assets. Particularly, the contribution of GB to the network connectedness has declined in favor of a strong return spillover received from the bond and stock markets. We suggest that investors search for alternative financial instruments to hedge against COVID risk, other than conventional ones provided by the bond and stock market. United States dollar showed increased connectedness. Meanwhile, an increased connectedness is also found among the other individual assets, in magnitude between bond and stock market or Bitcoin and gold.
The impact of COVID on the spillovers between GB and other assets reveals persistence in the long run, although the magnitude is weakened for USD and gold. However, the impact of COVID seems more pronounced in the short term. Consequently, GB is found to play a significant role in the return network connectedness, during crisis time, both in the short and long run. However, during the normal time, the impact of GB on the network connectedness looks rather short-run. Particularly, during COVID time, GB maintains a strong bi-directional connectedness with the US dollar and a moderate spillover with the bond index. Hence, investors should take into consideration this finding when diversifying their portfolios during crisis periods.
Last, we also examined the portfolio implications of return connectedness results. We computed the hedge ratios and hedge effectiveness. We find that the hedging results confirm the green bonds as the best hedger for the United States dollar.
Our findings have some practical implications for environment-friendly investors. They may benefit from adding strongly connected assets in their portfolio and GB, such as the United States dollar, when the market is bullish. When the market is bearish, investors may diversify their portfolios by including the least connected assets such as oil, gold, and Bitcoin.
Within the increasing flow of empirical studies interested in Green bond and the impact of COVID, we claim that our study completes those focusing on the connectedness of Green bond with other financial assets and examining their hedging ability (Reboredo, 2018; Reboredo and Ugolini, 2020, Jin et al., 2020 and Bouri et al., 2021). Also, we add to Goodell (2020), who call to examine the impact of COVID on the connectedness of different financial assets. For future research, investigating which specific macroeconomic variables drive the return connectedness of green bonds with these selected assets constitutes a relevant research idea, particularly within the context of the COVID pandemic. We also suggest extending our work to volatility connectedness and alternative methods such as quantile connectedness.
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As a weapon for economic development, green finance plays an important supporting and promoting role in the economic recovery and transformation of enterprises in the post-epidemic era. By constructing a dual-channel supply chain model, this paper considers two situations in which manufacturers participate in carbon trading and green finance loans, and uses Stackelberg game to study the impact of different situations on participants’ profits and emission reduction decisions. The results show that: under the carbon trading mechanism, the carbon emission reduction level of the manufacturer is inversely proportional to the relevant price, and the demand and profit of the two channels increase with the increase in emission reduction; when carbon trading and green financial loans are carried out at the same time, participants have lower profits, but with the increase in emission reductions, it is still a growing trend.
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INTRODUCTION
The outbreak of COVID-19 in early 2020 caused a global economic downturn, and its impact on the economy even exceeded the 2008 financial crisis (Li, 2020). Due to the needs of management and control, countries had reduced international flight operations, investment and commodity. Besides, labor trade was in a downturn. These changes had brought unprecedented impact to the global manufacturing supply chain. It was obvious that the COVID-19 had brought negative effects on international trade, service industries, manufacturing and supply chains, and many companies were facing bankruptcy and shortage of funds (Deng, 2020; Zhang et al., 2021). In the post-epidemic era, how to make use of the initiative of green finance is very important. Because in the economic recovery and transformation of enterprises, green finance can promote the green capital market to actively fight the epidemic and serve and support the real economy with shortage of funds (Li, 2020). As one of the forms of green finance, green credit can support the development of green supply chain. By implementing green credit, credit leverage can be used to limit the development of high-pollution and high-loss industries. It can also provide preferential credit policies for the development of green supply chain enterprises, such as providing more financial support for the technical research, product design, production and sales of the green supply chain industry (Zhou et al., 2020; Xu X. et al., 2020).
In addition to being affected by the COVID-19, there is currently another development issue. With the increase of the global population and the continuous expansion of economic scale, environmental problems caused by energy use have seriously affected the normal life of human beings. Therefore, how to achieve green development and sustainable development has become a research hotspot. The carbon dioxide emitted by humans in production and life is the main reason for the frequent occurrence of the greenhouse effect and extreme climates (Claudia and Sophie, 2019; Wang et al., 2020; Wang and Wang, 2020). Besides, curbing the growth of carbon emissions has become the consensus of all countries around the world. Countries have taken measures such as introducing carbon taxes, vigorously promoting clean energy, and shutting down or rectifying low-capacity and high-energy-consuming enterprises (Xu X. F. et al., 2020; Wang et al., 2020). Among them, carbon emission allowances and trading policies have become generally recognized important emission reduction mechanisms. The process is that the government issues certain carbon emission indicators or quotas to enterprises to limit how many tons of carbon dioxide they can emit each year. If the enterprises save energy and reduce emissions, the indicators are useless. After that, the remaining part can be sold on the carbon trading market; on the contrary, if the carbon emissions exceed the quota, the excess part must be bought in the market with money. As an important main body of production activities, companies not only need to bear the responsibility for climate change, but also face the dual requirements of the government to reduce emissions and increase profits. At this time, how to determine the best emission reduction level is of vital importance (Yang et al., 2017; Che and Zhang, 2021).
In order to explore the development of the green supply chain in the current environment, another new trend needs to be considered. With the rapid development of e-commerce, consumers’ shopping habits are shifting from traditional offline shopping to online shopping. This change has put traditional distributors under unprecedented competitive pressure (Toyo, 2020; Li et al., 2021). At the same time, it also encourages manufacturers to maintain traditional retail channels while opening up online sales channels to directly obtain market information in order to occupy more market shares (Wang et al., 2020). For example, brand manufacturers such as Dell, Apple, Nike, Huawei, Xiaomi, Haier, etc., all use a dual-channel model that combines traditional offline wholesale sales channels and online direct sales channels to sell products (Benny et al., 2014; Julien et al., 2021). However, the incompatibility of decision-making goals between online and offline channels will lead to intensified conflicts, and there will be problems such as price competition and resource allocation. This is contrary to the original intention of forming an online and offline complementary collaboration channel model (Phoebe and Takashi, 2020; Li et al., 2021). Therefore, it is necessary to study the competition and behavior of participants in the dual-channel supply chain.
Based on the above background, this paper study the emission reduction strategy of the dual-channel supply chain. To differ from the previous literature, this paper not only considers the impact of the carbon trading mechanism on the profits and decision-making of manufacturers, but also considers that under the background of the epidemic, companies have insufficient funds to make green loans to financial institutions. By constructing a dual-channel supply chain model, to analyze the difference in profit and emission reduction of supply chain participants in the above two different situations. Specifically, we contribute to current knowledge in several directions. First, compared with the previous single channel research, we study the dual channel supply chain, which is more in line with the changes of supply chain under the background of internet development. Second, unlike previous studies that only considered one green financial measure, we considered the simultaneous occurrence of carbon trading and green loans. In the post-epidemic era, it is more realistic for companies to carry out these two measures at the same time in order to resume production. Finally, this paper constructs a Stackelberg game model with the manufacturer as the dominant player, and explores the influence of different situations on the supply chain emission reduction decision-making strategy under the manufacturer’s leadership. This model broadens the research thinking of dual-channel supply chain under the background of green finance, and enriches related research theories.
The remainder of this paper is organized as follows. Related literature is reviewed in Literature Review. We gave a detailed description of research problem and model, and present our model assumptions in Problem Description and Model Hypotheses. In Model Analysis, We introduced two different situations and analyzed the model in detail according to the game sequence. We assign values to the parameters in the formula obtained after the model calculation, and complete the numerical simulation in Numerical Simulation. Finally, we present conclusions and put forward some management implications in Conclusion.
LITERATURE REVIEW
This paper focuses on the impact of different situations on dual-channel carbon emission reduction strategies when manufacturers participate in carbon trading or carbon trading and green finance loans are conducted at the same time. There are three streams of literature related to this work: dual-channel supply chain, green finance, and carbon trading. In this section, we will review the related literature and point out how our study differs from them.
Dual-Channel Supply Chain
In recent years, the dual-channel supply chain has attracted widespread attention in the literature of marketing and operations management. Related research mainly focuses on channel selection, pricing decisions, coordination and optimization. Kevin et al. (2003) analyzed the impact of manufacturers opening online direct sales channels on their traditional wholesale sales channels, and pointed out that the opening of direct sales channels is a strategy for improving the efficiency of traditional retail channels, which can prompt retailers to reduce retail prices. Even if the demand for direct sales channels is zero, manufacturers and retailers can still increase profits. Chen et al. (2012) studied the pricing strategies and coordination plans of manufacturers in the dual-channel supply chain, and found that the price contracts of supply chain participants can coordinate the dual-channel supply chain, and then benefit retailers. Ma et al. (2013) studied the influence of government subsidies on the pricing decision of a dual-channel supply chain based on the difference between consumers’ preferences for online channels and traditional channels. Chen et al. (2017) studied the price and quality decision chain in dual-channel supply, and demonstrated the quality sensitivity parameters of different channels to price and product quality, as well as profit and consumer surplus, and proved that the introduction of new channels can achieve quality improvement. Yang et al. (2017) established four supply chain distribution models with different channel structures, analyzed the company’s optimal pricing decisions, emission reduction decisions, and compared the optimal decisions of the models. Zhou et al. (2017), Zhou (2019) designed four types of dual-channel supply chain structures, considering the initial demand of physical channels and online channels, and defined the concept of the relative rate of customer channel preference. The selection strategy of supply chain channel structure based on the relative rate of customer channel preference is studied by manufacturers and physical retailers respectively as decision makers. By constructing a dual-channel supply chain decision-making model composed of manufacturers and retailers who have invested in innovation, Liang and Wei (2020) studied the impact of the government’s simultaneous use of R&D subsidies and production subsidies on supply chain innovation, pricing and profits. Sun et al. (2020) studied the impact of different power structures on the prices, demand and revenue of members in a dual-channel supply chain which was composed of a manufacturer and a retailer. Che et al. (2021a) studied the emission reduction behaviors and profit differences of the participants in the dual-channel supply chain under different government subsidies.
Green Finance in the Supply Chain
So far, there are a considerable number of papers studying the impact of green finance on supply chain members. Huo et al. (2014) and Che et al. (2015) considered the impact of capital constraints and financing costs to study the coordination effect of supply chain contracts on the supply chain; Also, they analyzed the lending risks of banks and their influencing factors, and put forward conclusions which could provide references for banks to evaluate credit risks. Wang and Zhi (2016) demonstrated that green financial loans were a financial model resource that aimed at environmental protection and could improve the efficiency of the supply chain. Zhou et al. (2017) studied the game model between the government, banks and enterprises from the perspective of green credit and found that in the short term, government supervision could increase the enthusiasm of banks and enterprises to participate in the implementation of green supply chains. Besides, under the circumstances, banks would take the initiative to implement green credit, and enterprises would also take the initiative to implement green supply chain. Qin et al. (2018) took the implementation of a green supply chain by sellers in the downstream of the supply chain as a background, and studied the decision-making and benefits of implementing a green supply chain in the case of bank loans and cost sharing when their own emission reduction funds were insufficient. Zhou et al. (2020) used the secondary supply chain system of the new retail industry as the research background, and considered whether the manufacturer made green financial loans and additional government incentives. They studied the impact of green financing interest rates on the profits of participants and the manufacturers’ emission reduction decisions. They found the carbon emission reduction level of the manufacturer and the optimal order quantity of the new retailer were inversely related to the green finance loan interest rate. Ding et al. (2020) found that green credit support could help strengthen the tendency to adopt decisions. The greater the green credit interest rate discount, the greater the financing ratio. Therefore, the supply chain could adopt higher-level carbon technologies to gain greater momentum. In addition, the internal cost sharing ratio of the supply chain could realize the dual optimization of investment income and the level of low-carbon technology adoption.
Carbon Trading
In order to deal with environmental pollution and global climate deterioration, governments of many countries have issued various policies and regulations. Among them, the carbon quota and trading mechanism is one of the earliest and most effective policies adopted by all countries (Huang et al., 2020). Through a three-stage game, Subramanian et al. (2007) gave a design method for manufacturers’ optimal emission reduction investment, optimal output, and revenue-sharing contract in the context of carbon emission constraints and carbon trading mechanisms. Ma et al. (2014) divided suppliers and manufacturers into high-emission and low-emission enterprises, bought and sold carbon emission rights respectively. By using a hyper-network model to study the output, price, and overall benefits of the supply chain with and without carbon trading. Du (2015) researched a new supply chain composed of carbon emission rights suppliers and carbon emission rights dependent companies. They used the government-set carbon allowance as a variable parameter to introduce fairness preferences and social welfare, and studied the impact of carbon emissions on the profits of suppliers and demanders. Che et al. (2017a) and Tan et al. (2017) studied the supply chain coordination issues based on quantity discount contracts under different carbon emission rights trading policies. Besides, they compared them with the situation without carbon emission constraints. It was found that under different carbon emission rights trading policies, quantity discount contracts could achieve the coordination of the supply chain. And the optimal order quantity of the supply chain without carbon emission constraints was greater than the optimal order quantity of the supply chain of external carbon emission rights trading. Wang et al. (2018) considered the competition between ordinary manufacturers and low-carbon manufacturers, and constructed supply chain decision-making models under centralized and decentralized models to solved emission reduction rates and product sales prices. They found that the implementation of the carbon trading mechanism reduced the total carbon emissions, but higher carbon trading prices would reduce the profits of the supply chain. The improvement of consumer price sensitivity made the profits of ordinary manufacturers, low-carbon manufacturers, retailers and the whole supply chain lower. Huang et al. (2020) constructed a Stackelberg game model of two-level supply chain dominated by manufacturers. By introducing the emission reduction cost sharing mechanism, the optimal solutions of decentralized decision-making and centralized decision-making were given respectively, which realized the supply chain coordination and pareto improvement of profits of supply chain members.
By reviewing the above literature, we know that scholars have done a lot of research on the three aspects of dual-channel supply chain, green finance in the supply chain, and carbon trading in the supply chain. However, the existing research on emission reduction in the dual-channel supply chain mainly explores pricing decisions, optimal decisions under government subsidies, and participant cooperation, and rarely considers the shortage of funds for manufacturers. In addition, the research on green finance in the supply chain mostly studies the decision-making behavior of the supply chain under a single channel, and seldom studies the situation of the dual-channel supply chain. The supply chain research under carbon trading is mostly about government mechanism and channel selection, and there are few researches about the shortage of funds and dual channels. Therefore, based on the above research and practice background, under the background of low-carbon emission reduction and the economic recovery needs of enterprises in the post epidemic era, this paper comprehensively considers the carbon trading mechanism and green financial loans, constructs a dual channel supply chain decision-making model, and analyzes the pricing decisions and emission reduction strategies among members in two different situations.
PROBLEM DESCRIPTION AND MODEL HYPOTHESES
Problem Description
In order to explore the dual-channel supply chain emission reduction strategy considering green finance, this paper constructs a dual-channel supply chain decision-making model with the manufacturer as the leader of Stakelberg and the retailer as the follower. Nowadays, many manufacturing factories have their own online direct sales platform stores. In the dual-channel supply chain of this paper, manufacturers can choose traditional retail methods to wholesale goods to retail stores for offline sales, while manufacturers can also choose to sell directly to consumers online.
By constructing this model, this paper focuses on the effect of different situations on the profits of supply chain participants and low carbon emission reduction in a dual-channel where manufacturers participate in carbon trading and make green financial loans. The dual-channel supply chain model is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Dual-Channel supply chain model.
Model Hypotheses
According to the dual-channel supply chain model, there are some assumptions.
Assumption 1: To obtain the demand function of dual-channel supply chain, we adopt the framework established by Li et al. (2019) and Che et al. (2021a) as follows:
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The demand functions imply that demand is negatively correlated with sales price, and positively correlated with the low-carbon degree of the product. Consumers are willing to buy lower carbon products at higher prices. Besides, there is a price competition between traditional sales channel and online sales channel. In the functions, [image: image] represents the demand of traditional retailer channel. [image: image] represents the demand of online channel, and [image: image] is the potential market scale. [image: image] represents the market share of traditional retailer channel, and [image: image] is the market share occupied by online sales channel. [image: image] represents the cross-price elasticity coefficient of traditional channels and online channels [image: image]. [image: image] represents the level of consumer environmental awareness [image: image]. [image: image] is the carbon emission per unit product before emission reduction. [image: image] represents the manufacturer's emission reduction in different situations. [image: image] is the product price of traditional retailer channel and [image: image] is the product price of online channel. When [image: image], manufacturers conduct carbon trading; When [image: image], manufacturers conduct carbon trading and make green financial loans.
Assumption 2: Under the carbon trading mechanism, the government allocates certain carbon allowances to manufacturers by accounting for their historical carbon emissions, denoted by [image: image]. When the total carbon emission exceeds the carbon quota, the manufacturer can buy the quota from the carbon trading market at a unit carbon price to offset the excess. Unit carbon price is represented by [image: image]. Conversely, if the manufacturer’s total carbon emissions are lower than the carbon quota, the manufacturer can sell the excess quota on the market at a unit carbon price to obtain revenue.
Assumption 3: The manufacturer’s initial capital is [image: image], and the manufacturer’s initial capital required to support the optimal production volume of the dual-channel supply chain is [image: image]. When [image: image], the manufacturer applies for a green financial loan from a financial institution. The loan interest rate is denoted by [image: image]. So the manufacturer’s financing cost is [image: image].
Assumption 4: The cost of carbon abatement for the manufacturer is [image: image], [image: image] represents the manufacturer’s abatement cost coefficient. Refer to Chen et al. (2019) and Xu et al. (2019a), when the investment in emission reduction is increased, the cost of carbon emission reduction input and the emission reduction amount have a quadratic relationship. The manufacturer’s unit manufacturing cost remains unchanged, and the raw material procurement cost is the main focus, and other costs are not considered for the time being. Table 1 summarizes all the parameters and their definitions involved in this paper.
TABLE 1 | Notations.
[image: Table 1]MODEL ANALYSIS
Supply Chain Emission Reduction Decisions Under the Carbon Trading Mechanism
Under the carbon trading mechanism, the government first determines the amount of carbon emissions given to the manufacturer, then the manufacturer determines the emission reduction, wholesale price ([image: image]), online price, and finally the retailer determines the sales price of traditional channels. As shown in Figure 2, in the dual-channel supply chain, the manufacturer is the leader, making decisions first from the perspective of profit maximization, and then the retailer makes the most beneficial decision on the basis of the manufacturer’s decision. In the process of decision-making, the information of both parties is transparent and symmetrical.
[image: Figure 2]FIGURE 2 | The first decision sequence diagram ecision sequence diagram.
So the profits of the manufacturer and the retailer are:
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Substituting formulas (1) and (2) into formulas (3) and (4), the decision models are:
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Then solve them by reverse induction. First of all, find the second derivative of [image: image] with respect to [image: image], then get [image: image]. So [image: image] is a strictly concave function of [image: image], there is an optimal solution. Furthermore, by finding the first derivative of [image: image] with respect to [image: image] and making it equal to 0, the optimal response function of [image: image] with respect to [image: image] is obtained.
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Substitute formulas (8) into formulas (5) and get:
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In order to obtain the Hessian matrix of the manufacturer’s profit function with respect to [image: image], further formula (9) is used to calculate.
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So the Hessian matrix of the manufacturer's profit function with respect to [image: image] is:
[image: image]
In this Hessian matrix, the first-order principal is negative, and [image: image]. So [image: image] is a strictly concave function of [image: image] and [image: image], there is an optimal solution. Furthermore, to find the first derivative of [image: image] with respect to [image: image] and make it equal to 0. After the combination, the optimal inverse function of [image: image] with respect to [image: image] can be obtained.
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Substitute formulas (12) and (13) into formulas (8) and get the optimal response function of [image: image] with respect to [image: image]:
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Substitute formulas (13) and (14) into formulas (1) and (2) and get dual-channel optimal demand function:
[image: image]
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Supply Chain Emission Reduction Decisions Under Carbon Trading and Green Finance Loans
Considering the lack of funds, manufacturers apply for green finance loan financing from financial institutions, and repay the loans by selling products and carbon emission rights. Under the situation, the government first determines the amount of carbon emissions given to the manufacturer, then financial institutions determine loan interest rates, then the manufacturer determines the emission reduction, wholesale price, online price, and finally the retailer determines the sales price of traditional channels. As it is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The second decision sequence diagram.
So the profits of the manufacturer and the retailer are:
[image: image]
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Substitute formulas (1) and (2) into formulas (17) and (18) and get:
[image: image]
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Then solve them by reverse induction. First of all, find the second derivative of [image: image] with respect to [image: image], then get [image: image]. So [image: image] is a strictly concave function of [image: image], there is an optimal solution. Furthermore, by finding the first derivative of [image: image] with respect to [image: image] and making it equal to 0, the optimal response function of [image: image] with respect to [image: image] is obtained
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Substitute formulas (22) into formulas (19) and get:
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In order to obtain the Hessian matrix of the manufacturer’s profit function with respect to [image: image], further formula (23) is used to calculate.
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So the Hessian matrix of the manufacturer’s profit function with respect to [image: image] is:
[image: image]
In this Hessian matrix, the first-order principal is negative, and [image: image]. So [image: image] is a strictly concave function of [image: image] and [image: image], there is an optimal solution. Furthermore, to find the first derivative of [image: image] with respect to [image: image] and make it equal to 0. After the combination, the optimal inverse function of [image: image] with respect to [image: image] can be obtained.
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Substitute formulas (24) and (25) into formulas (22) and get the optimal response function of [image: image] with respect to [image: image]:
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Substitute formulas (25) and (26) into formulas (1) and (2) and get dual-channel optimal demand function:
[image: image]
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NUMERICAL SIMULATION
In order to better verify the change relationship between the variables, this section will compare and analyze them through numerical examples. First, as shown in the description of each parameter in Problem Description and Model Hypotheses, the nature and scale of the research object are presented. Then, based on these description, we refer to the previous related literature (Yang et al., 2017; He et al., 2020; Wang et al., 2020; Liao et al., 2021) and set the values of the fixed parameters. The values are as follows:
[image: image]
The Impact of Emission Reductions on Prices
Through numerical simulation, the impact of emission reductions on various prices can be more clearly presented. Under the carbon trading mechanism, substitute the values into formula (12) to obtain the wholesale price. Substitute the values into formula (13) and (14) to get the online price and retail price. Similarly, When carbon trading and green finance loans happen simultaneously, substitute the values into formula (24) to obtain the wholesale price. Substitute the values into formula (25) and (26) to get the online price and retail price. As shown in Figures 4, 5, manufacturers’ online prices and retailers’ prices vary with emission reductions. It can be seen from the figures that as emission reductions increase, retailers’ prices continue to fall, and manufacturers’ online direct sales prices also continue to fall. As shown in Figure 6, wholesale prices vary with emission reductions. It can be seen from the figure that as emission reductions increase, manufacturers’ wholesale prices continue to fall, and they are in an inverse relationship.
[image: Figure 4]FIGURE 4 | Retailer price comparison chart.
[image: Figure 5]FIGURE 5 | Online price comparison chart.
[image: Figure 6]FIGURE 6 | Wholesale price comparison chart.
The Impact of Emission Reductions on Dual-Channel Demand
Under the carbon trading mechanism, substitute the values into formula (15) and (16) to obtain the market demand for online and offline channels. When carbon trading and green finance loans happen simultaneously, substitute the values into formula (27) and (28) to obtain dual-channel demand. As shown in Figures 7, 8, dual-channel demands vary with emission reductions. It can be seen from the figures that with the increase of emission reductions, the market demand of online sales channels and offline sales channels will increase, so emission reductions and demand are positively related.
[image: Figure 7]FIGURE 7 | Retailer demand comparison chart.
[image: Figure 8]FIGURE 8 | Manufacturer demand comparison chart.
The Impact of Emission Reductions on Dual Channel Profits
On the basis of completing the above numerical substitution, we get the values of [image: image] in different situations. Then calculate the profit of the manufacturer and the retailer. Under the carbon trading mechanism, substitute the values into formula (3) to obtain the profit of the manufacturer. Also, substitute the values into formula (4) to obtain the profit of the retailer. When carbon trading and green finance loans happen simultaneously, substitute the values into formula (17) to get the profit of the manufacturer. In the same way, substitute the values into formula (18) to obtain the profit of the retailer. As shown in Figures 9, 10, the profits of the manufacturer and the retailer vary with emission reductions. It can be seen from the figures that as emission reductions increase, the profit of manufacturer and the retailer increase, therefore emission reductions and profits have a positive relationship.
[image: Figure 9]FIGURE 9 | Retailer profit comparison chart.
[image: Figure 10]FIGURE 10 | Manufacturer’s profit comparison chart.
CONCLUSION
In this study, we construct a dual-channel green supply chain model to analyze the impact of different situations on the profits of participants and the manufacturers’ emission reduction decisions. Building on the literature on dual-channel supply chain (Yang et al., 2017; Wang et al., 2020; Che et al., 2021b), our dual-channel supply chain model consists of a manufacturer and a retailer, and is divided into online and offline channels. Consistent with these literature, we find that manufacturers’ carbon emission reductions will affect profits and pricing. In order to maximize profits, manufacturers need to constantly adjust their carbon emissions. Through the model calculation and analysis, the results show that:
Under the carbon trading mechanism, as manufacturers’emission reductions continue to increase, in order to reach the overall optimal level of the supply chain, manufacturers’ wholesale prices, online prices, and retail sales prices will drop accordingly. However, the demand for the dual-channel also increases, and ultimately the profits of manufacturers and retailers also increase.
When the manufacturer is conducting carbon trading and green financial loans at the same time, as the manufacturer’s emission reductions continue to increase, the manufacturer’s insufficient funds need to make a green loan from a financial institution, and the profit is lower than when the loan is not available. But it is still a growing trend.
In the case that the manufacturer is conducting carbon trading and green financial loans at the same time, as the manufacturer’s emission reductions continue to increase, in order to reach the overall optimal level of the supply chain, the manufacturer’s wholesale price, online price and retail sales price will drop, and the demand for the dual channels will increase.
Previous studies only consider the occurrence of carbon trading, and found that as the level of emission reduction increases, both wholesale and retail prices will fall, but sales will rise, which will increase the final profit (Miu et al., 2020; Che et al., 2021a). These findings are consistent with our conclusions (1) and (2), which shows that our model is effective. To differ from the previous literature, under the background of the current national control of enterprise carbon emissions and limited enterprise funds, based on the existing literature on carbon trading and green finance (Zhou et al., 2017; Qin et al., 2018; Huang et al., 2020), this study considers the simultaneous occurrence of carbon trading and green financial loans in the second scenario, which reveals how manufacturers should adjust their emission reduction strategies when their funds are insufficient.
Based on the above research conclusions, the following management enlightenment is put forward. For manufacturers, it is very important to take an objective and rational view of participating in the carbon trading market and improving the level of low-carbon emissions reduction (Xu et al., 2019b; Che et al., 2020) Companies participating in carbon rights trading in the carbon trading market can not only increase profits by strengthening emission reductions, but also conform to the current trend of low-carbon emission reduction, fulfill more corporate social responsibilities, and improve corporate image. When operating funds are insufficient, companies can lend to financial institutions. Although a part of the financing cost is increased, from an overall perspective, financing can maintain the normal operation of the company, and as emission reductions increase, the company’s profits will also increase (Che et al., 2017b). In addition to traditional wholesale and retail, companies can also establish their own online direct sales platform under the background of the Internet to increase sales revenue by opening up new channels. At the same time, they must pay attention to the price competition between the two channels and maintain the relationship between the two.
For the government, in response to the country’s call for low-carbon emissions reduction, it should improve the relevant mechanisms of the carbon trading market and prepare for the full coverage of carbon trading pilots. Nowadays, the operating rules and acceptance of carbon trading by enterprises still need to be improved, and the government should strengthen publicity and popularization. In addition, the government should implement a fair and diverse allocation plan when formulating carbon allowances for different companies. It is not only based on the company’s annual carbon emissions, but also can be the size of the company, its low-carbon environmental protection image, and its main business type. In terms of green financial loans, companies can try to cooperate with financial institutions to subsidize green financial loan projects to allow institutions to reduce loan interest rates to a certain extent, thereby reducing the pressure on low-carbon emission reduction financing. At the same time, it is necessary to strengthen supervision to ensure that the funds obtained from corporate green financial loans are really invested in low-carbon emission reduction production.
There are some limitations in this research. First, this paper does not consider retailers’ participation in low-carbon emission reduction, but only considers manufacturers’ reduction of carbon emissions during the production process. Future research can consider retailers’ marketing efforts on low-carbon products, and the government can also give retailers certain incentives and support policies. In addition, only manufacturers and retailers are considered in this game, and the government or financial institutions are not included. Further studies can also try to make game players more diverse.
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The difficulty of balance between environment and energy consumption makes countries and enterprises face a dilemma, and improving energy efficiency has become one of the ways to solve this dilemma. Based on the data of 158 countries from 1980 to 2018, the dynamic TFP of different countries is calculated by means of the Super-SBM-GML model. The TFP is decomposed into indexes of EC (Technical Efficiency Change), TC (Technological Change) and EC has been extended to PEC (Pure Efficiency Change) and SEC (Scale Efficiency Change). Then the fixed effect model and the fixed effect panel quantile model are used to analyze the moderating effect and the exogenous effect of energy efficiency on PM2.5 concentration on the basis of verifying that energy efficiency can reduce PM2.5 concentration. We conclude, first, the global energy efficiency has been continuously improved during the sample period, and both technological progress and technical efficiency have been improved. Second, the impact of energy efficiency on PM2.5 is heterogeneous which is reflected in the various elements of energy efficiency decomposition. The increase in energy efficiency can inhibit PM2.5 concentration and the inhibition effect mainly comes from TC and PEC, but SEC promotes PM2.5 emission. Third, energy investment plays a moderating role in the environmental protection effect of energy efficiency. Fourth, the impact of energy efficiency on PM2.5 concentration is heterogeneous in terms of national attribute, which is embodied in the differences of national development, science and technology development level, new energy utilization ratio, and the role of international energy trade.
Keywords: energy efficiency, PM25, energy TFP, quantile regression, energy investment, moderating role, heterogeneity
INTRODUCTION
As one of the most serious air pollutants in the world, PM2.5 poses a great threat to the environment and public health, and the use of energy is the main cause of PM2.5 emission. Previous studies have proved that there is a significant correlation between fine particulate pollutants and respiratory morbidity and mortality (Brunekreef and Holgate, 2002). The increase of PM2.5 concentration in the air may directly lead to the increase of morbidity and mortality in the population (Helfand et al., 2001; Nemery et al., 2001). This is because the diameter of PM2.5 is small enough to reach the end of the respiratory tract through filtering nasal hair. With a large surface area, it can carry a variety of toxic substances, which can then be exchanged through the lungs to damage the other parts of the body (Xing et al., 2016). As the source of pollutant emission, energy has always been a research hotspot. Developing countries are in the process of urbanization and industrialization, which inevitably consume a lot of fossil energy, so they will also face the huge challenge of PM2.5 pollution (Sati and Mohan, 2014; Wang et al., 2016a; Wang et al., 2016b; Gorelick and Walmsley, 2020). In India, 52% of the annual population-weighted PM2.5 concentration comes from residential energy use emissions and causes 511,000 premature deaths per year (Conibear et al., 2018). China’s rapid development increases the consumption of fossil energy in the industrial sector, which becomes the main source of PM2.5 (Xu and Lin, 2018). According to The Global Burden of Disease Study, PM2.5 pollution caused 1.1 million deaths in China in 2015 (Cohen et al., 2017). Southeast Asia experienced severe haze in June 2013 with PM2.5 concentration as high as 329 μg/m3 (Betha et al., 2014). At present, the developed countries have a good performance in pollution emission, but they cannot be spared (Kemfert and Schmalz, 2019). During 1990–2000, the consumption of coal in Japan increased, and the emissions from the energy sector rose significantly (Sugiyama et al., 2009). In recent decades, air quality regulations in the United States have reduced pollution emissions from traditional fossil energy sources. From 2000 to 2015, the US average annual PM2.5 concentration has decreased by 42%, and the corresponding PM2.5 mortality burden has also decreased significantly (Fann et al., 2017; Zhang et al., 2018). However, recent epidemiological studies have shown that current PM2.5 exposure still has a significant adverse impact on the health of the American people (Bennett et al., 2019; Pope et al., 2019). Therefore, it is of great significance to study the relationship between energy and PM2.5.
Energy efficiency, with complex composition, sources, and abundant measurement methods, is the central goal of energy utilization and development. Färe is the first who published a paper on energy efficiency in the field of power plant energy (Färe et al., 1983). Index decomposition analysis (IDA), as a perfect tool for energy policy research and analysis, is one of the main energy research methods (Ang and Zhang, 2000; Ang, 2004). In 2006, Ang proposed an analysis framework based on IDA, which can track the energy efficiency trend of the whole economy (Ang, 2006); Countries such as the United States, Canada, and New Zealand have adopted IDA-based analytical framework to track the trend of energy efficiency changes within their economies (Ang et al., 2010). In addition to IDA, data envelopment analysis (DEA) is also an important method for evaluating energy efficiency. At present, many developed countries have adopted the DEA method for evaluating their energy efficiency, such as Canada (Hailu and Veeman, 2001), the United States (Mukherjee, 2008), APEC countries (Hu and Kao, 2007), Japan and OECD countries (Zhou et al., 2007; Honma and Hu, 2008), as well as Asian developing countries such as South Korea and India (Lee et al., 2002; Mukherjee, 2010). As the second largest energy consumer, China has abundant related studies. For example, Zhang et al. used the window DEA, which can measure the efficiency of cross-section and time-varying data, to discuss the total factor energy efficiency and change trend of developing countries (Zhang et al., 2011). Wu et al. employed the DEA model containing CO2 emissions to evaluate the energy efficiency of China’s industry, concluding that the energy efficiency of China’s industry has increased by 5.6% every year since 1997, and this progress mainly comes from technological progress (Wu et al., 2012). From 2006 to 2015, at least 144 academic papers on energy efficiency measured with the DEA model are published in high-level journals. When the production function between input and output is almost nonexistent or extremely difficult to obtain, DEA becomes a good tool for analyzing energy efficiency issues (Mardani et al., 2017).
Changes in energy efficiency often have social and environmental consequences and are themselves influenced by a number of factors. Energy efficiency is generally regarded as the cornerstone of mitigating climate change and achieving sustainable development. Its supporters believe that it plays an outstanding role in energy conservation, environmental improvement, energy security, reducing energy costs, improving economic competitiveness, and creating employment opportunities (Schnapp, 2012). According to World Energy Outlook (2012) of International Energy Agency, energy efficiency is an important policy strategy to solve energy security, promote economic progress, and reduce greenhouse gas emissions. Perez Lombard et al. believe that many concepts related to energy efficiency, such as efficiency, effectiveness, savings, intensity, performance, etc., are often improperly used by scholars, thus hindering the analysis of energy efficiency. Improving energy efficiency without saving energy does not really solve the global energy challenge (Perez-Lombard et al., 2013). In recent years, studies on factors affecting energy efficiency have also emerged continuously. Backlund et al. believe that the improvement of energy efficiency should combine the investment in energy-saving technology with the continuous energy management practice. Integrating the energy management into the future energy policies will play an important role for the energy-saving goal (Backlund et al., 2012). Zhang et al. believe that energy policy plays a crucial role in improving energy efficiency (Zhang et al., 2011). In addition, the improvement of green technology and institutional quality will promote energy efficiency, while trade openness and urbanization will reduce energy efficiency (Stern, 2012; Jiang et al., 2017; Lv et al., 2017; Danquah, 2018; Sun et al., 2019). Sun et al. made a comparative study of developed and developing countries, and found that the energy efficiency estimates of the two types of economies seemed to be consistent, except Singapore, Iceland, Algeria, Ghana, Thailand, and Iran, which seemed to have a gap with other countries, while the other economies were at the peak of efficiency (Sun et al., 2019). This has also been confirmed to varying degrees in other scholars’ studies (Filippini and Hunt, 2011; Stern, 2012; Adom et al., 2018). Although related research is countless, there are two problems that exist. First, in the past, the research subjects are usually few (dozens of countries, or even only one economy), and the time span is usually not long, making the analysis of impact factors and heterogeneity lack of sufficient samples and comparison, and the credibility of the conclusions needs to be improved. Second, some studies believed that almost all countries had the highest energy efficiency, while others found that there was a great disparity in energy efficiency among different economies. These situations are due to the distortion of the static comparison of energy efficiency. If we analyze the dynamic change rate of energy, this problem can be alleviated.
The main work and marginal contribution of this article are as follows: First, the temporal and spatial evolution characteristics of energy TFP are investigated from two dimensions of time and space. Based on the annual energy related input–output indicators of 158 countries from 1980 to 2018, the dynamic energy TFP and the decomposition indicators EC, TC, PEC, and SEC are calculated considering CO2 as an undesirable output. By analyzing the overall TFP value, it is found that the global energy efficiency and its decomposition indicators are in a sustained growth trend during the sample period. Second, the impact of energy efficiency changes on PM2.5 concentrations is studied. Through fixed-effect regression and fixed-effect panel quantile regression, it is found that dynamic energy efficiency is negatively correlated with PM2.5 concentration, and the inhibition effect of energy efficiency on PM2.5 concentration is verified by static energy efficiency. Besides, effects of energy efficiency on PM2.5 are heterogeneous among the decomposition indicators, that is, the inhibition effect mainly comes from TC and PEC, while SEC can promote PM2.5 emissions. Third, the role of energy investment in the impact of energy efficiency on PM2.5 is analyzed. It is found that energy investment plays a significant moderating role in this process. Fourth, the heterogeneous impact of energy efficiency on PM2.5 in terms of national attributes is studies. It is found that the environmental effects of energy efficiency are indeed heterogeneous in the four dimensions of national development degree, scientific and technological development level, the proportion of new energy utilization, and the role of international energy trade, that is, the environmental protection effect of energy efficiency is greater in developed countries, countries with high levels of scientific and technological development, energy-exporting countries as well as countries with low proportion of new energy utilization. In combination, in the dimension of national development degree, technical efficiency change (EC) and technological change (TC) jointly play a decisive role; in the dimension of the level of scientific and technological development, technological change (TC) and pure efficiency change (PEC) play a decisive role; in the dimension of new energy utilization degree, technical efficiency change (EC) plays a decisive role; in the dimension of energy-importing and energy-exporting countries, the efficiency change (PEC) plays a decisive role.
The rest of this article is structured as follows. In the second section, based on the analysis of the relationship between energy efficiency, PM2.5 concentration, and energy investment as well as the characteristics of each economy, the research hypothesis of this article is proposed, and the empirical research model and data sources are introduced. In the third section, the DEA method based on Super-SBM-GML is constructed to measure dynamic energy TFP, and the efficiency value obtained and its decomposition indicators are analyzed, and then the variables are classified and descriptive statistics are carried out. In the fourth section, the influence of energy efficiency and its decomposition indicators on PM2.5 concentration is analyzed, and the moderating role of energy investment is discussed. The fifth section is the additional analysis. Starting from the characteristics of the sample countries, the heterogeneity of the impact of energy efficiency on PM2.5 concentration is analyzed, and the differences of four dimensions including national development level, scientific and technological development level, the proportion of new energy utilization and the role of international energy trade are respectively considered. The sixth part draws the basic conclusion.
RESEARCH DESIGN
Research Hypotheses
Energy strategy is an important pillar of social development, and sustainable development is also an important issue of global concern. Therefore, policy making and corporate strategy planning of various countries attach great importance to the improvement of energy efficiency (Li et al., 2021a). As the world’s largest energy consumer, China’s Energy Technology Revolution and Innovation Action Plan (2016–2030) proposes that by 2030, a sound energy technology innovation system suited to China’s national conditions will be established, and the overall energy technology level will reach the international advanced level, so as to support the coordinated and sustainable development of the energy industry and the ecological environment. The goal of becoming a world power in energy technology is also put forward. Previous studies have also proved that China’s energy efficiency is in a trend of steady rise (Wu et al., 2012). In the studies on other major energy economies, such as APEC countries, OECD countries, the United States, Japan, Canada, and India, the conclusion of energy efficiency growth has also been basically obtained (Hailu and Veeman, 2001; Lee et al., 2002; Hu and Kao, 2007; Zhou et al., 2007; Honma and Hu, 2008; Mukherjee, 2008; Mukherjee, 2010; Sukharev, 2020). Globally, the existence of technology spillover effect has been widely recognized. With the internalization of foreign direct investment of multinational corporations, energy technology has realized technology transfer. Therefore, global energy technology should be in the process of continuous progress. In addition, production activities are closely related to energy consumption, and the improvement of energy efficiency is also reflected in the improvement of input–output efficiency of global production activities as well as the expansion of production scale effect. Based on this, this article puts forward the following hypothesis:
H1: Global energy efficiency continues to grow during the sample period, reflected in both technological progress and improvement of technical efficiency.
Air pollution, which mainly comes from the emission of fossil energy consumption, has a serious impact on the environment and public health. The current energy technology focuses on the field of environmental protection, and all energy-related parties are forced to continuously improve the technology under the responsibility of environmental protection, such as harmless coal mining technology, clean and efficient coal utilization technology, spent fuel reprocessing and safe disposal technology of high-level radioactive waste, energy saving and energy efficiency improvement technology, etc. In addition, with the passage of time, the improvement of energy management efficiency and the accumulation of production experience in production activities will also bring the progress of comprehensive energy efficiency, thus reducing the emission of air pollutants. Based on this, this article puts forward the following hypothesis:
H2: The increase of energy efficiency can inhibit PM2.5 concentration.
There are different opinions on the role of investment in pollution emission. Muhammad et al. found that public–private partnerships investment in energy damaged environmental quality by increasing carbon emissions (Shahbaz et al., 2020); Jungho holds that FDI tends to increase carbon dioxide emissions, which proves the pollution haven hypothesis (Baek, 2016); Alex et al. believe that renewable energy and FDI reduce carbon emissions (Acheampong et al., 2019). Karim et al. (2021) concluded that capital expenditure increases carbon emission unless it is a green investment. This article holds that in the process of PM2.5 concentration inhibited by the improvement of energy efficiency, energy investment plays a moderating role in promoting this inhibition. Based on this, this article puts forward the following hypothesis:
H3: Energy investment plays a moderating role in promoting the inhibition of PM2.5 by energy efficiency.
Different countries are in different dimensions of development degree, scientific and technological level, new energy level, and other aspects (Mo et al., 2018; Jiang et al., 2020). These differences lead to variation in energy consumption level, equipment, and efficiency level, which will make the environmental protection effect of energy efficiency vary to a certain extent. In international trade, energy-exporting countries and energy-importing countries are in the state of oversupply and short-supply respectively. There are differences in the actual cost of energy and policy priorities, so the role of energy efficiency is inevitably different. Based on this, this article puts forward the following hypothesis:
H4: The environmental effects of energy efficiency are heterogeneous in the dimensions of national development level, scientific and technological development level, proportion of new energy utilization, and role of international energy trade.
Model Construction
According to the basic hypotheses proposed in this article, a fixed-effect panel regression model is established to verify the impact of dynamic energy efficiency on PM2.5 (Li et al., 2020a; Li et al., 2020b; Matei, 2020). The basic form of the regression model is as follows:
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where i represents the individual country; t is the time; AP (air pollution) is the explained variable i.e., PM2.5 concentration; TFP, EC, TC, PEC, and SEC are explanatory variables, representing the dynamic total factor productivity of energy, energy technology efficiency change, energy technology change, pure technology efficiency change, and scale efficiency change, respectively; X is the covariate that may affect the degree of air pollution in a country, including the logarithm of net FDI inflow of country i in period t, population density, and the proportion of current industrial added value in GDP; ηi represents individual fixed effect; εit is the error term.
The above methods mainly investigate the influence of explanatory variables on the conditional expectation of the explained variables, which is actually regression of the mean value. However, this article also pays attention to the impact of energy efficiency on the entire conditional distribution. Besides, when using OLS mean regression, the objective function of minimization is the sum of squares of residuals ([image: image]), so it is easily affected by outliers. Koenker and Bassett propose that “quantile regression” not only provides comprehensive information of conditional distribution, but also uses the weighted average of the absolute value of residuals (such as [image: image]) as the objective function of minimization, so it is not easy to be affected by outliers (Koenker and Bassett, 1978). Then, Koenker proposed a fixed-effect panel quantile regression with a moderating effect (Koenker, 2004). Previous quantile studies have generally assumed that a single effect only causes a parallel (positional) shift in the distribution of the response variable instead of the entire distribution (Koenker, 2004; Canay, 2011). In other words, it does not take into account the individual heterogeneity that has not been observed. To solve this problem, this article adopts the new MM-QR method to investigate the impact of energy efficiency changes on PM2.5 (Machado and Silva, 2019). MM-QR technology has advantages in estimating panel data models with individual effects and eliminating endogenous problems (Lee et al., 2021). Unlike previous studies, we distinctively apply a quantile MM-QR model to examine the dynamic energy efficiency-PM2.5 emissions nexus. This helps to analyze the impact of the change of dynamic energy efficiency and its decomposition indicators on PM2.5 and can also help in understanding the impact of dynamic energy efficiency on PM2.5 emissions from the perspective of pollution level. This offers a more inclusive understanding of the impact of dynamic energy efficiency on PM2.5 emissions by considering the differences of samples with different pollution levels.
Considering the moderating effect of energy investment in the impact of dynamic energy efficiency on PM 2.5, the following model is constructed:
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where LnEI represents the logarithm of energy investment. Similarly, the fixed-effect regression model and the MM-QR fixed-effect panel data quantile model are adopted in the analysis.
Data Sources
In this article, 158 countries with complete data are selected as the initial research samples. First, when measuring the explanatory variable dynamic energy TFP, a DEA model with a global reference set is used, so a full sample base must be built (Li et al., 2019; Li and Li, 2020; Li and Liao, 2020; Zhong and Li, 2020). Data of the input–output indicators are derived from PWT 10.0 (Feenstra et al., 2015), US Energy Information (EIA), and World Bank Database, containing 5,875 samples from 158 countries or regions for 1980–2018.
Second, data of the explained variable, PM2.5 concentration, are from World Bank Database. PM2.5 concentration (μg/m3) refers to the average level of a country’s population exposed to aerosols with an aerodynamic diameter of less than 2.5 μm, which can penetrate the respiratory tract and cause serious health damage. Exposure is calculated by the annual average density of population-weighted PM2.5 in urban and rural areas. Sample years are 1990, 1995, 2000, 2005, and 2010–2017, and the sample size is 1785.
Finally, energy investment is adopted as the moderating variable. As an important carrier of the commercial and financial attributes of energy in the global energy market, listed energy companies play an important role in the energy market and energy investment, and the shareholding of listed energy companies is an important way of energy investment. Data are from global famous listed company database OSIRIS of BVD Inc. (https://osiris.bvdinfo.com). The sample companies are selected according to the three types of enterprises in the US SIC code: 12, 13, and 29, representing coal mining industry, oil and gas extraction industry, petroleum refining and related industries respectively. The total assets of the sample companies from 1991 to the end of 2018 are extracted and the countries to which they belong are distinguished. It should be noted that for the purpose of tax avoidance, many enterprises choose foreign countries as Legal addresses, which is contrary to the research purpose of this article; therefore, the trading address is taken as the actual country where the company belongs, and 3,811 companies from 103 countries are finally sampled.
The control variables are net foreign direct investment, population density, and the proportion of industrial added value in GDP.
MEASUREMENT OF INDEPENDENT VARIABLES AND DESCRIPTIVE STATISTICS
Measurement and Analysis of Dynamic Energy TFP
In this article, the data envelopment analysis (DEA) method based on the super-efficiency SBM-GML model is used to measure the total factor productivity of national energy. The super-efficiency SBM is a distance function, also known as the “Super Slacks-based Measure Directional Distance,” and GML is a panel data model. Data envelopment analysis (DEA) was proposed in 1978 to evaluate the relative efficiency of a group of decision-making units (DMU) with multiple inputs and outputs (Charnes et al., 1978). The distance functions of the basic model are CCR and BCC models, but they do not take “slack” into account. To make up for this shortcoming, tone put forward SBM model and super-efficiency SBM model in 2001 and 2002. The latter not only takes slack variables into consideration, but also can rank decision-making units whose efficiency value is greater than 1 (Tone, 2001; Tone, 2002). Malmquist-TFP index is introduced by Malmquist first and developed in Caves innovative research. It is used to measure TFP changes between two periods. The directional distance function containing undesirable outputs is introduced into the Malmquist index to support the analysis of the undesirable outputs (Malmquist, 1953; Caves et al., 1982). To facilitate intertemporal comparison and overcome the problem of no feasible solution, Oh included the production unit in the global reference set and constructed the Global-Malmquist-Luenberger (GML) index (Oh, 2010).
The general DEA method only uses the input–output ratio to measure the static efficiency of DMU, while the Malmquist index model based on DEA can analyze the dynamic efficiency variation trend of DMU according to panel data. Decomposition analysis using the DEA-Malmquist index model is beneficial to provide more robust and in-depth support for TFP estimation. The Malmquist productivity index can be decomposed into the product of EC (Technical Efficiency Change) and TC (Technological Change) (Färe et al., 1992), where EC can be extended to the product of Pure Efficiency Change index (PEC) and Scale Efficiency Change index (SEC) (Färe et al., 1994), as shown in Eq. 7.
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where the TFP index is dynamic energy TFP index, reflecting the change degree of energy TFP in different countries. CRS refers to constant return to scale, and VRS refers to variable return to scale. EC refers to the deviation between the actual output and the “best practice” output under the given production function. The smaller the deviation is, the higher the efficiency is. It specifically measures the resource allocation level of energy input, the improvement of energy management efficiency, and the accumulation of production experience. TC represents the frontier movement of production function under the given input of production factors. It measures the invention of energy technology, the fundamental innovation of energy production and operation system, and the improvement of technology. Among the two indicators derived from EC, PEC measures the change proportion of pure technical inefficiency in the decision-making units inefficiency, representing the production technical efficiency affected by management and technology factors; SEC measures the scale efficiency level of decision-making units and represents the production efficiency affected by the production scale factors. Eqs. 8–11 introduce the specific composition of each index.
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where [image: image] refers to the input–output vector in periods t and t+1; [image: image] refers to the distance function based on constant returns to scale in periods t and t+1, namely the compression ratio of actual output of decision-making unit to optimal output; [image: image] represents the distance function based on variable returns to scale in periods t and t+1; [image: image]can be obtained by DEA. If EC > 1, the efficiency is improved; if EC = 1, the efficiency does not change; if EC < 1, the efficiency is reduced.
Based on the above, capital stock, employment, and total energy consumption of sample countries are selected as input indicators. GDP is regarded as the expected output, representing the total output value; the total emission of CO2 is regarded as the undesirable output, which represents a greenhouse gas emission (Li et al., 2018). The specific input–output settings are shown in Table 1.
TABLE 1 | Measurement of input and output index by Energy TFP.
[image: Table 1]Table 2 shows the descriptive statistics of the dynamic energy TFP, and as can be seen there are huge differences in the energy efficiency and decomposition indicators when looking at the whole sample data. Further, dynamic energy TFP is calculated with the Maxdea Ultra 8.19 software. The specific results are shown in Table 3.
TABLE 2 | Descriptive statistics of dynamic energy TFP.
[image: Table 2]TABLE 3 | Descriptive statistics of other variables.
[image: Table 3]As can be seen from Table 3, the average value of the dynamic energy TFP index of the whole sample countries from 1981 to 2018 is 1.004, indicating that the overall productivity is in a state of continuous growth. Among them, the energy efficiency of high-income countries is more stable and almost unchanged; the energy efficiency of the upper middle-income countries declined slightly; the energy efficiency of the lower middle-income countries maintained a high growth rate for a long time, and the energy efficiency of the low-income countries also continued to grow. In addition, all efficiency change indexes are greater than 1 except for the upper middle-income and lower middle-income countries with technological change index (TC) less than 1, indicating that since the 1980s, the global energy input resource allocation level and energy technology improvement are basically in a state of continuous growth. According to the above analysis, H1 is proved in this article. Figure 1 shows the annual trend of the mean of dynamic energy TFP and its decomposition index.
[image: Figure 1]FIGURE 1 | Trend line of mean value of dynamic TFP and its decomposition index.
Descriptive Statistics
In addition to the independent variable energy TFP, the other variables in this article include input–output index, the explained variable PM2.5 concentration, the moderating variable energy investment, and three control variables. Table 3 reports descriptive statistics for the remaining variables. To reflect the differences among different developed countries, Table 3 shows descriptive statistics of low-income, lower middle-income, upper middle-income, and high-income countries, respectively; to reflect the differences among different countries with different levels of science and technology development, descriptive statistics of low-tech level, medium level and high level of science and technology are displayed respectively; to reflect the differences among countries with different levels of new energy utilization, descriptive statistics of low proportion of new energy, medium proportion of new energy, and high proportion of new energy are presented; to reflect the differences among countries that play different roles in international energy trade, descriptive statistics of energy-importing countries and energy-exporting countries are presented. The specific national classification standards of each dimension are explained in the additional analysis of the fifth section.
As can be seen from Table 3, there are significant differences in national data under different dimensions. Based on this, this article will analyze the heterogeneity of the impact of energy efficiency on PM2.5 based on national differences in each dimension in the fifth section. In addition, to highlight the variation trend of PM2.5 concentration, the explained variable in this article, Figure 2 shows the variation trend of the arithmetic mean of annual PM2.5 concentration and the weighted mean of GDP in the sample countries.
[image: Figure 2]FIGURE 2 | Trend line of mean value of PM2.5 concentration.
EMPIRICAL RESULTS
Energy TFP and PM2.5
In this article, the panel fixed-effect FE model and the quantile MM-QR model are used to analyze the impact of the change of dynamic energy efficiency and its decomposition indicators on PM2.5 (see Eqs. 6–10). According to the model setting, the estimated results are shown in Table 4.
TABLE 4 | The estimation results for the fixed-effect and MM-QR models.
[image: Table 4]According to Table 4, the following conclusions can be drawn: the results in row 1) of Table 4 show that with TFP as the explanatory variable, the rise of dynamic energy efficiency can inhibit the emission of PM2.5 to a certain extent. In low-pollution countries, this effect is not obvious, and the inhibition effect gradually strengthens with the rise of pollution degree. In addition, combined with results (2)–(5), it can be found that this inhibiting effect mainly comes from the rise of technology level (TC) and the improvement of energy technology efficiency (PEC) brought by management and technology. According to the result of row 2) in Table 4, with EC as the explanatory variable, the increase of resource allocation level of energy input promotes the emission of PM2.5, and the promoting effect decreases slowly with the increase of pollution degree. Result in row 3) from Table 4, which takes TC as the explanatory variable, shows that the increase of the technological level of energy utilization inhibits the emission of PM2.5. This means the invention of energy technology, the fundamental innovation of energy production, and the improvement of technology prevent the emission of PM2.5. With the increase in the pollution level, the inhibition effect gradually decreases. As can be seen from the result row 4) of Table 4, with PEC as the explanatory variable, the improvement of energy technology efficiency brought about by management and technology inhibits the emission of PM2.5. With the increase of pollution level, the inhibiting effect gradually strengthens. According to the results of row 5) from Table 4, with SEC as the explanatory variable, the improvement of energy technology efficiency brought by the expansion of production scale does not significantly promote the emission of PM2.5, but the promoting effect increases slowly with the increase in pollution level. According to the above analysis, H2 is partially accepted in this article.
To verify the robustness of the above empirical results, static energy TFP is also measured in this article, and the relationship between energy efficiency and PM2.5 was verified by regression using the same steps. The input and output settings of static energy TFP are consistent with those of dynamic energy TFP. The DEA based on super-efficiency SBM window is adopted, and the Window width is set to 1. In this case, the number of “DMU” in the Window is the least, equal to the actual number of DMU, which is equivalent to separating the data in each period. Then the DMU of each phase is analyzed respectively. The TFP measured by this method can only be decomposed into Pure Technical Efficiency Score (PES) and Scale Effect Score (SES), whose meanings are similar to those of PEC and SEC mentioned above. Table 5 reports the results of the robustness test.
TABLE 5 | Robustness test for static TFP.
[image: Table 5]It can be seen from Table 5 that, first, both static energy TFP and dynamic energy TFP can inhibit the emission of PM2.5. Second, the essence of static TFP is similar to the decomposition index TC of dynamic TFP. As can be seen from Table 5, the inhibition effect of static TFP and TC on PM2.5 decreases with the increase in pollution degree. Finally, the robustness test also shows that the inhibiting effect of energy efficiency on PM2.5 mainly comes from technological progress rather than scale expansion.
Moderating Role of Energy Investment
Energy investment is closely related to the development of a country’s energy industry. While expanding production scale, investment can also introduce or promote the progress of new energy technologies, thus affecting pollution emissions. Previous studies mainly focus on the impact of FDI on pollutant emission. Some studies believe that FDI has a positive effect on reducing PM2.5 concentration (Xie and Sun, 2020), while others believe that FDI exacerbates PM2.5 pollution, namely the “Pollution Heaven” hypothesis (Cheng et al., 2020). The main reason for the contradiction of conclusions is that FDI and PM2.5 are not directly related to each other, and the conclusions obtained from different samples and time are random and lack of universality and pertinence to pollution sources. At present, there is no unified international energy investment index standard. This article refers to Li et al. and chooses the total assets of listed energy enterprises whose Trading Address is the target country to represent the energy investment of a country (EI) (Li et al., 2016). Table 6 reports the regression results with the decentralized product of Dynamic TFP and LnEI “C_TFP *C_LnEI” as the interaction term.
TABLE 6 | The estimation results for moderating effect with the fixed effect and MM-QR models.
[image: Table 6]As can be seen from Table 6, energy investment plays a significant moderating role in the impact of energy efficiency changes on PM2.5. With the increase in pollution level, the moderating effect decreases slowly. This proves that with the increase in energy investment, the inhibiting effect of dynamic energy efficiency on PM2.5 is strengthened. Using “C_EC *C_LnEI” and “C_TC *C_LnEI” as interaction terms for regression, it is found that the moderating effect of energy investment mainly plays a role in the inhibiting effect of technological progress on PM2.5. Therefore, H3 is accepted and we can claim that energy investment plays as a moderator in promoting the inhibiting effect of energy efficiency changes on PM2.5. Also, the inhibition effect of dynamic energy efficiency on PM2.5 is greatly improved with the increase in energy investment. Further, the moderating effect of energy investment decreases slowly with the increase in pollution. The moderating effect of energy investment is mainly exerted on the inhibition of PM2.5 by technological progress which also shows the importance of technological progress.
Static energy efficiency is also used to conduct a robust analysis on the moderating effect of energy investment. Table 7 reports the regression results with the decentralized product of Static TFP and LNEI “C_static TFP *C_LnEI” as the interaction term.
TABLE 7 | Robustness test for moderating effect.
[image: Table 7]As can be seen from Table 7, energy investment also plays a certain moderating role in the impact of static energy efficiency on PM2.5. With the increase in pollution level, the moderating effect also decreases slowly. The conclusions are still robust.
ADDITIONAL ANALYSIS
Although the results of the above quantile regression can help understand the impact of dynamic energy efficiency on PM2.5 emissions from the perspective of pollution level, pollution level alone cannot fully reflect the differences among the sample countries. In the additional analysis, this article analyzes the heterogeneity of the impact of energy efficiency on PM2.5 from several additional dimensions (Li et al., 2020c; Li et al., 2021c; Li et al., 2021d), to comprehensively show the effects of exogenous factors on the impact of dynamic energy efficiency on PM2.5.
Heterogeneity Analysis of the Development Level
National income level is usually the most common standard to measure the level of national development (Wang et al., 2018). According to the latest income classification of countries released by the World Bank in July 2020, this article divides the sample countries into low-income countries, lower middle-income countries, upper middle-income countries, and high-income countries. Simple analysis shows that the more developed a country is, the lower the PM2.5 concentration is. Fixed-effect model regression is also adopted in the analysis, the model setting is the same as Eqs. 6–10. Table 8 reports the classified regression results.
TABLE 8 | The estimation results for development level heterogeneity.
[image: Table 8]As can be seen from Table 8, the impact of dynamic energy efficiency on PM2.5 varies significantly among countries with different levels of development. The more developed the country, the lower the PM2.5 concentration. According to result (1), the energy efficiency of upper middle-income countries has a certain positive effect on PM2.5, while the energy efficiency of high-income countries has a stronger inhibitory effect on PM2.5. Combining results (2)–(5), it is found that although the environmental protection effect of energy efficiency in upper middle-income countries is more strongly promoted by the progress of production technology, it is also negatively affected by the improvement of technical efficiency, and the negative effect mainly comes from scale efficiency. This is because the upper middle-income countries, such as China, are in the period of rapid industrial development, and the scale of production is increasing rapidly, resulting pollution far outweighs the reduction in pollution caused by technological progress; In high-income countries, where the industry is usually highly developed or even shifted outward, the expansion of production scale has no significant impact. At this time, the environmental protection effect of technological progress is reflected, making energy efficiency greatly restrain the emission of PM2.5. By comparison, it can be found that technical efficiency EC and technical progress TC play a decisive role in the heterogeneous impact in the dimension of country development level.
Heterogeneity Analysis of the Science and Technology Level
Countries with different levels of scientific and technological development tend to have heterogeneity in energy consumption due to different factors such as the advanced degree of equipment and residents’ usage habits. In this article, the average number of science and technology articles published in science and engineering journals in a country over the past years is used to represent the level of science and technology development, with the data from the World Bank Database. The indicators of each country are ranked from small to large and divided into three levels: low, medium, and high science and technology development. Simple analysis shows that countries with high science and technology development level have significantly lower PM2.5 concentration. Fixed-effect model regression is adopted, and the form is the same as Eqs. 6–10. Table 9 reports the classified regression results.
TABLE 9 | The estimation results for science and technology level heterogeneity.
[image: Table 9]It can be seen from Table 9 that the impact of dynamic energy efficiency on PM2.5 is significantly different among countries with different levels of scientific and technological development. According to result (1), the environmental protection effect of energy efficiency in countries with high level of science and technology development is far greater than that in countries with medium and low level of science and technology development. Combined with results (2)–(5), it is found that the technological progress and pure technological efficiency of countries with high level of scientific and technological development are higher than those of countries with medium and low level of scientific and technological development, which is the main reason for their higher environmental protection effect of energy efficiency. In addition, countries with a high level of scientific and technological development have a small increase in national scale efficiency on pollution, mainly because the energy utilization in their production has been more mature. By comparison, it can be found that technological progress TC and pure technical efficiency PEC play a decisive role in the heterogeneous impact in the dimension of scientific and technological development level.
Heterogeneity Analysis of the New Energy Utilization
Previous studies have proved that the utilization of new energy will affect the total energy use and carbon emissions to a certain extent (Zhao and Yang, 2019; Ma et al., 2021; Zhang et al., 2021). In this article, the average annual percentage of alternative energy and nuclear energy in total energy use in a country is used to represent the degree of new energy utilization, with the data from the World Bank Database. The indicators of each country are ranked from large to small and divided into three categories: low utilization ratio of new energy, medium utilization ratio of new energy, and high utilization ratio of new energy. Simple analysis shows that the higher the utilization ratio of new energy, the lower the PM2.5 concentration. Fixed-effect model regression is adopted, and the form is the same as Eqs. 6–10. Table 10 reports the classified regression results.
TABLE 10 | The estimation results for heterogeneity of new energy utilization.
[image: Table 10]As can be seen from Table 10, the impact of dynamic energy efficiency changes on PM2.5 is significantly different among countries with different levels of new energy utilization. According to result (1), it is unexpectedly found that energy efficiency promotes PM2.5 in countries with a high proportion of new energy utilization. Combining results (2)–(5), it is found that countries with a high proportion of new energy utilization have stronger technological progress of environmental protection effect. However, the technical efficiency of countries with a high proportion of new energy has a significant promoting effect on energy PM2.5 emissions, which comes from the promotion of pure technical efficiency and scale efficiency. On the one hand, this is because countries with a high proportion of new energy utilization have a smaller PM2.5 emission volume and are more likely to be promoted by pure energy technical efficiency and scale efficiency. On the other hand, because countries with a high proportion of new energy utilization have a relatively high and stable energy input–output ratio, it is more difficult to increase (i.e., TFP > 1), so the overall fluctuation of TFP is small, and the effect of technological progress may be weaker than that of technical efficiency in reflecting its impact on PM2.5. By comparison, it can be found that technical efficiency EC plays a decisive role in the heterogeneity of the utilization degree of new energy.
Heterogeneity Analysis of the Role of International Energy Trade
A country’s position in the global energy market also affects its own energy use to a certain extent. Based on the data of energy trade volume of sample countries from the International Trade Center (ITC), this article divides sample countries into energy-importing countries and energy-exporting countries. Simple analysis shows that the PM2.5 concentration of energy-importing countries is lower. Fixed-effect model regression is adopted, and the form is the same as Eqs. 6–10. Table 11 reports the classified regression results.
TABLE 11 | The estimation results for energy trade heterogeneity.
[image: Table 11]As can be seen from Table 11, the impact of dynamic energy efficiency on PM2.5 is significantly different between energy-importing countries and energy-exporting countries. According to result (1), the change of energy efficiency of energy-importing countries has no significant effect on PM2.5, while the change of energy efficiency of energy-exporting countries has a significant inhibition effect on PM2.5. Combining results (2)–(5), it is found that technological progress in energy-importing countries has a significant inhibiting effect on PM2.5 emissions, while technological efficiency has a more significant promoting effect on PM2.5 emissions. However, pure technical efficiency of energy-exporting countries inhibited PM2.5 more obviously, while scale efficiency promoted PM2.5 emission. By comparison, it can be found that pure technical efficiency change PEC plays a decisive role in the heterogeneity of energy-importing and energy-exporting countries.
According to the above analysis results, H4 is accepted in this article.
CONCLUSION AND IMPLICATIONS
First of all, global energy efficiency continues to increase during the sample period from 1980 to 2018. First, through the analysis of dynamic energy TFP, it is found that the overall energy efficiency increased by 0.4% per year on average. Second, through the analysis of Technical Efficiency Change, it is found that the energy technical efficiency increased by 9.02% on average every year, while the decomposition indicators of pure technical efficiency and scale efficiency increase by 3.6 and 8.2% on average every year respectively. Third, through the analysis of Technological Change, it is found that energy technological progress increased by 0.6% on average every year.
Secondly, the improvement of energy efficiency will inhibit PM2.5 pollution. First, there is a negative relationship between dynamic energy efficiency and PM2.5 concentration, and the same conclusion can be obtained from static energy efficiency. Second, the higher the pollution level, the greater the inhibition of PM2.5 concentration by energy efficiency, that is, the stronger the environmental protection effect. Third, the inhibition of energy efficiency on PM2.5 concentration mainly comes from technological progress and the improvement of pure technical efficiency, while the overall technical efficiency will promote the emission of PM2.5.
Thirdly, energy investment plays a moderating role in strengthening the inhibition effect of energy efficiency on PM2.5 concentration. First, energy investment plays a significant moderating role in the inhibition effect of rising energy efficiency on PM2.5. With the increase in energy investment, the inhibition effect of dynamic energy efficiency on PM2.5 is greatly improved. Second, with the increase in pollution, the moderating effect of energy investment decreases slowly. Third, the moderating effect of energy investment is mainly exerted on the inhibition of PM2.5 by technological progress.
Finally, the impact of energy efficiency on PM2.5 concentration is heterogeneous, which is reflected in the differences of national attributes. First, in the comparative analysis of the development level, the energy efficiency of upper middle-income countries has a certain positive effect on PM2.5, while the energy efficiency of high-income countries has a stronger inhibition effect on PM2.5. This is because although the environmental protection effect of energy efficiency of upper middle-income countries is more enhanced by the progress of production technology, it is negatively affected by the improvement in technological efficiency, which the high-income countries have almost no effect on. In this dimension, technical efficiency change EC and technological change TC jointly play a decisive role. Second, in the comparative analysis from the dimension of the level of scientific and technological development, the environmental protection effect of energy efficiency of countries with high level of scientific and technological development is far greater than that of countries with medium and low level of scientific and technological development, mainly because they have higher technological progress and pure technological efficiency. In this dimension, technical progress TC and pure technical efficiency PEC play a decisive role. Third, in the comparative analysis from the dimension of the utilization ratio of new energy, the energy efficiency of countries with a high proportion of new energy utilization plays a positive role in promoting PM2.5. This is because although they have technological progress with stronger environmental protection effect, they still have pure technical efficiency and scale efficiency that significantly promote PM2.5. In this dimension, technical efficiency change EC plays a decisive role. Fourth, in the comparative analysis from the dimension of energy trade, the energy efficiency of energy-exporting countries has a stronger environmental protection effect. This is because although the technological progress of energy-importing countries has a greater inhibitory effect on PM2.5, the technical efficiency promotes PM2.5 emission more significantly, while the pure technical efficiency of energy-exporting countries has a stronger environmental protection effect. In this dimension, pure technical efficiency PEC plays a decisive role.
The conclusion of this article can be used as a reference for energy and environmental protection policy making in various economies. First, the analysis of this article shows that the improvement of energy efficiency has basically played a positive role in the environmental protection of the economy, so countries in energy consumption and daily production should pay attention to both technical progress and technical efficiency. They should not only control the input–output level of energy allocation, but also vigorously develop and improve the energy technologies that are being used. In the future, disruptive new technologies are likely to appear in oil and gas, hydrogen energy, energy storage, nuclear fusion energy, and other fields, which will fundamentally change the picture of future energy pollution. It is of great significance to accurately grasp the development trend of energy technology for guiding the direction of scientific and technological innovation, as well as for the country to formulate energy and environmental policies and enterprise green strategic transformation. At the same time, the level of investment in energy should also be increased appropriately. Second, this article empirically found that the environmental protection effect of energy efficiency is more obvious in countries with high pollution levels, which reflects the catch-up effect in the tail, and also sounds the alarm to countries with low pollution levels. The additional analysis of this article also clearly reflects the heterogeneity of national energy efficiency and environmental effects in each dimension, and gives the decisive influencing factors based on differences. Therefore, countries should make strategic adjustments to their energy and environmental protection policies according to their own conditions (Kawabata, 2020; Liu et al., 2020). For example, countries with low development level need to improve energy efficiency in all aspects, while countries with high proportion of new energy utilization should focus on improving their energy input–output resource allocation level. In general, countries need to start from these perspectives, according to their situation, implement internal and external policies of energy, environmental protection, science and technology, and the supply side to improve energy efficiency and environmental protection effect step by step (Li et al., 2021b), steadily improve their own pollution in the long term, and spare no effort to maintain the earth’s environment and public health.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
Conceptualization, TL; data curation, CY; formal analysis, CY; funding acquisition, TL; methodology, TL; project administration, TL and KA; resources, CY; software, CY; supervision, TL and KA; validation, KA; writing—original draft, CY; writing—review and editing, CY, TL, and KA. All authors have read and agreed to the published version of the article.
FUNDING
This research was funded by the 13th 5-year Plan fund for the development of Philosophy and Social Sciences of Guangzhou in 2020 “Research on statistical measurement and evaluation of innovation factor allocation from the perspective of high-quality development,” grant number 2020GZYB89.
REFERENCE
 Acheampong, A. O., Adams, S., and Boateng, E. (2019). Do globalization and Renewable Energy Contribute to Carbon Emissions Mitigation in Sub-saharan Africa?Sci. Total Environ. 677, 436–446. doi:10.1016/j.scitotenv.2019.04.353
 Adom, P. K., Amakye, K., Abrokwa, K. K., and Quaidoo, C. (2018). Estimate of Transient and Persistent Energy Efficiency in Africa: A Stochastic Frontier Approach. Energ. Convers. Manage. 166, 556–568. doi:10.1016/j.enconman.2018.04.038
 Ang, B. W. (2004). Decomposition Analysis for Policymaking in Energy:Energy Policy 32, 1131–1139. doi:10.1016/s0301-4215(03)00076-4
 Ang, B. W. (2006). Monitoring Changes in Economy-wide Energy Efficiency: From Energy-GDP Ratio to Composite Efficiency index. Energy Policy 34, 574–582. doi:10.1016/j.enpol.2005.11.011
 Ang, B. W., Mu, A. R., and Zhou, P. (2010). Accounting Frameworks for Tracking Energy Efficiency Trends. Energ. Econ. 32, 1209–1219. doi:10.1016/j.eneco.2010.03.011
 Ang, B. W., and Zhang, F. Q. (2000). A Survey of index Decomposition Analysis in Energy and Environmental Studies. Energy 25, 1149–1176. doi:10.1016/s0360-5442(00)00039-6
 Backlund, S., Thollander, P., Palm, J., and Ottosson, M. (2012). Extending the Energy Efficiency gap. Energy Policy 51, 392–396. doi:10.1016/j.enpol.2012.08.042
 Baek, J. (2016). A New Look at the FDI-Income-Energy-Environment Nexus: Dynamic Panel Data Analysis of ASEAN. Energy Policy 91, 22–27. doi:10.1016/j.enpol.2015.12.045
 Bennett, J. E., Tamura-Wicks, H., Parks, R. M., Burnett, R. T., Pope, C. A., Bechle, M. J., et al. (2019). Particulate Matter Air Pollution and National and County Life Expectancy Loss in the USA: A Spatiotemporal Analysis. Plos Med. 16, e1002856. doi:10.1371/journal.pmed.1002856
 Betha, R., Behera, S. N., and Balasubramanian, R. (2014). 2013 Southeast Asian Smoke Haze: Fractionation of Particulate-Bound Elements and Associated Health Risk. Environ. Sci. Technol. 48, 4327–4335. doi:10.1021/es405533d
 Brunekreef, B., and Holgate, S. T. (2002). Air Pollution and Health. The Lancet 360, 1233–1242. doi:10.1016/s0140-6736(02)11274-8
 Canay, I. A. (2011). A Simple Approach to Quantile Regression for Panel Data. Econom. J. 14, 368. doi:10.1111/j.1368-423x.2011.00349.x
 Caves, D. W., Christensen, L. R., and Diewert, W. E. (1982). The Economic Theory of Index Numbers and the Measurement of Input, Output, and Productivity. Econometrica 50, 1393. doi:10.2307/1913388
 Charnes, A., Cooper, W. W., and Rhodes, E. (1978). Measuring the Efficiency of Decision Making Units. Eur. J. Oper. Res. 2, 429. doi:10.1016/0377-2217(78)90138-8
 Cheng, Z., Li, L., and Liu, J. (2020). The Impact of Foreign Direct Investment on Urban PM2.5 Pollution in China. J. Environ. Manage. 265, 110532. doi:10.1016/j.jenvman.2020.110532
 Cohen, A. J., Brauer, M., Burnett, R., Anderson, H. R., Frostad, J., Estep, K., et al. (2017). Estimates and 25-year Trends of the Global burden of Disease Attributable to Ambient Air Pollution: an Analysis of Data from the Global Burden of Diseases Study 2015. The Lancet 389, 1907–1918. doi:10.1016/s0140-6736(17)30505-6
 Conibear, L., Butt, E. W., Knote, C., Arnold, S. R., and Spracklen, D. V. (2018). Residential Energy Use Emissions Dominate Health Impacts from Exposure to Ambient Particulate Matter in India. Nat. Commun. 9, 617. doi:10.1038/s41467-018-02986-7
 Danquah, M. (2018). Technology Transfer, Adoption of Technology and the Efficiency of Nations: Empirical Evidence from Sub Saharan Africa. Technol. Forecast. Soc. Change 131, 175–182. doi:10.1016/j.techfore.2017.12.007
 Fann, N., Kim, S.-Y., Olives, C., and Sheppard, L. (2017). Estimated Changes in Life Expectancy and Adult Mortality Resulting from Declining PM2.5 Exposures in the Contiguous United States: 1980-2010. Environ. Health Perspect. 125, 097003. doi:10.1289/ehp507
 Färe, R., Grosskopf, S., Lindgren, B., and Roos, P. (1992). Productivity Changes in Swedish Pharamacies 1980–1989: A Non-parametric Malmquist Approach. J. Productivity Anal. 3, 85. 
 Färe, R., Grosskopf, S., and Logan, J. (1983). The Relative Efficiency of Illinois Electric Utilities. Resour. Energ. 5, 349. doi:10.1016/0165-0572(83)90033-6
 Färe, R., Grosskopf, S., Norris, M., and Zhang, Z. (1994). Productivity Growth, Technical Progress, and Efficiency Change in Industrialized Countries. Am. Econ. Rev. 84, 66. 
 Feenstra, R. C., Inklaar, R., and Timmer, M. P. (2015). The Next Generation of the Penn World Table. Am. Econ. Rev. 105, 3150–3182. doi:10.1257/aer.20130954
 Filippini, M., and Hunt, L. C. (2011). Energy Demand and Energy Efficiency in the OECD Countries: A Stochastic Demand Frontier Approach. Energ. J. 32, 59–80. doi:10.5547/issn0195-6574-ej-vol32-no2-3
 Gorelick, J., Walmsley, N., and Walmsley, N. (2020). The Greening of Municipal Infrastructure Investments: Technical Assistance, Instruments, and City Champions. Green. Finance 2, 114–134. doi:10.3934/gf.2020007
 Hailu, A., and Veeman, T. S. (2001). Non‐parametric Productivity Analysis with Undesirable Outputs: An Application to the Canadian Pulp and Paper Industry. Am. J. Agric. Econ. 83, 605–616. doi:10.1111/0002-9092.00181
 Helfand, W. H., Lazarus, J., and Theerman, P. (2001). Donora, Pennsylvania: An Environmental Disaster of the 20th century. Am. J. Public Health 91, 553. doi:10.2105/ajph.91.10.1591
 Honma, S., and Hu, J.-L. (2008). Total-factor Energy Efficiency of Regions in Japan. Energy Policy 36, 821–833. doi:10.1016/j.enpol.2007.10.026
 Hu, J.-L., and Kao, C.-H. (2007). Efficient Energy-Saving Targets for APEC Economies. Energy Policy 35, 373–382. doi:10.1016/j.enpol.2005.11.032
 Jiang, L., Folmer, H., Ji, M., and Tang, J. (2017). Energy Efficiency in the Chinese Provinces: a Fixed Effects Stochastic Frontier Spatial Durbin Error Panel Analysis. Ann. Reg. Sci. 58, 301–319. doi:10.1007/s00168-016-0782-5
 Jiang, Y., Tian, G., and Mo, B. (2020). Spillover and Quantile Linkage between Oil price Shocks and Stock Returns: New Evidence from G7 Countries. Financ. Innov. 6, 1. doi:10.1186/s40854-020-00208-y
 Karim, A. E., Albitar, K., and Elmarzoukyc, M. (2021). A Novel Measure of Corporate Carbon Emission Disclosure, The Effect of Capital Expenditures and Corporate Governance. J. Environ. Manage. 290, 112581. doi:10.1016/j.jenvman.2021.112581
 Kawabata, T. (2020). Private Governance Schemes for green Bond Standard: Influence on Public Authorities' Policy Making. Green. Finance 2, 35–54. doi:10.3934/gf.2020003
 Kemfert, C., Schmalz, S., and Schmalz, S. (2019). Sustainable Finance: Political Challenges of Development and Implementation of Framework Conditions. Green. Finance 1, 237–248. doi:10.3934/gf.2019.3.237
 Koenker, R., and Bassett, G. (1978). Regression Quantiles. Econometrica 46, 33–50. doi:10.2307/1913643
 Koenker, R. (2004). Quantile Regression for Longitudinal Data. J. Multivariate Anal. 91, 74. doi:10.1016/j.jmva.2004.05.006
 Lee, C.-C., Chen, M.-P., and Lee, C.-C. (2021). Investor Attention, ETF Returns, and Country-specific Factors. Res. Int. Business Finance 56, 101386. doi:10.1016/j.ribaf.2021.101386
 Lee, J.-D., Park, J.-B., and Kim, T.-Y. (2002). Estimation of the Shadow Prices of Pollutants with Production/environment Inefficiency Taken into Account: a Nonparametric Directional Distance Function Approach. J. Environ. Manage. 64, 365–375. doi:10.1006/jema.2001.0480
 Li, F., Yang, C., Li, Z., and Failler, P. (2021a). Does Geopolitics Have an Impact on Energy Trade? Empirical Research on Emerging Countries. Sustainability 13, 5199. doi:10.3390/su13095199
 Li, H., An, H., Fang, W., Wang, Y., Zhong, W., and Yan, L. (2016). “Global Energy Investment Structure Based on the Shareholding Relations of Global Listed Energy Companies,” in Cue 2015 - Applied Energy Symposium and Summit 2015: Low Carbon Cities and Urban Energy Systems ed . Editors J. Yan, B. Chen, and J. Yang, ( Energy Procedia on ScienceDirect), 230–235. doi:10.1016/j.egypro.2016.06.153
 Li, T., Huang, Z., Huang, Z., and M Drakeford, B. (2019). Statistical Measurement of Total Factor Productivity under Resource and Environmental Constraints. Natl. Account. Rev. 1, 16–27. doi:10.3934/NAR.2019.1.16
 Li, T., Li, X., and Li, X. (2020). Does Structural Deceleration Happen in China? Evidence from the Effect of Industrial Structure on Economic Growth Quality. Natl. Account. Rev. 2, 155–173. doi:10.3934/NAR.2020009
 Li, T., and Liao, G. (2020). The Heterogeneous Impact of Financial Development on Green Total Factor Productivity. Front. Energ. Res. 8. doi:10.3389/fenrg.2020.00029
 Li, T., Zhong, J., and Huang, Z. (2020a). Potential Dependence of Financial Cycles between Emerging and Developed Countries: Based on ARIMA-GARCH Copula Model. Emerging Markets Finance and Trade 56, 1237–1250. doi:10.1080/1540496x.2019.1611559
 Li, X., Zhang, D., Zhang, T., Ji, Q., and Lucey, B. (2021b). Awareness, Energy Consumption and Pro-environmental Choices of Chinese Households. J. Clean. Prod. 279, 123734. doi:10.1016/j.jclepro.2020.123734
 Li, Z., Chen, L., and Dong, H. (2021c). What Are Bitcoin Market Reactions to Its-Related Events?. Int. Rev. Econ. Finance 73, 1–10. doi:10.1016/j.iref.2020.12.020
 Li, Z., Dong, H., Floros, C., Charemis, A., and Failler, P. (2021d). Re-examining Bitcoin Volatility: A CAViaR-Based Approach. Emerging Markets Finance and Trade 1, 19. doi:10.1080/1540496x.2021.1873127
 Li, Z., Liao, G., and Albitar, K. (2020b). Does Corporate Environmental Responsibility Engagement Affect Firm Value? the Mediating Role of Corporate Innovation. Bus Strat Env 29, 1045–1055. doi:10.1002/bse.2416
 Li, Z., Liao, G., Wang, Z., and Huang, Z. (2018). Green Loan and Subsidy for Promoting Clean Production Innovation. J. Clean. Prod. 187, 421–431. doi:10.1016/j.jclepro.2018.03.066
 Li, Z., Wang, Y., and Huang, Z. (2020c). Risk Connectedness Heterogeneity in the Cryptocurrency Markets. Front. Phys. 8. doi:10.3389/fphy.2020.00243
 Liu, Y., Li, Z., and Xu, M. (2020). The Influential Factors of Financial Cycle Spillover: Evidence from China. Emerging Markets Finance and Trade 56, 1336–1350. doi:10.1080/1540496x.2019.1658076
 Lv, K., Yu, A., and Bian, Y. (2017). Regional Energy Efficiency and its Determinants in China during 2001-2010: a Slacks-Based Measure and Spatial Econometric Analysis. J. Prod. Anal. 47, 65–81. doi:10.1007/s11123-016-0490-2
 Ma, R., Cai, H., Ji, Q., and Zhai, P. (2021). The Impact of Feed-In Tariff Degression on R&D Investment in Renewable Energy: The Case of the Solar PV Industry. Energy Policy 151, 112209. doi:10.1016/j.enpol.2021.112209
 Machado, J. A. F., and Santos Silva, J. M. C. (2019). Quantiles via Moments. J. Econom. 213, 145–173. doi:10.1016/j.jeconom.2019.04.009
 Malmquist, S. (1953). Index Numbers and Indifference Surfaces. Trabajos de Estadistica 4, 209. doi:10.1007/bf03006863
 Mardani, A., Zavadskas, E. K., Streimikiene, D., Jusoh, A., and Khoshnoudi, M. (2017). A Comprehensive Review of Data Envelopment Analysis (DEA) Approach in Energy Efficiency. Renew. Sustain. Energ. Rev. 70, 1298–1322. doi:10.1016/j.rser.2016.12.030
 Matei, I. (2020). Is Financial Development Good for Economic Growth? Empirical Insights from Emerging European Countries. Quantitative Finance Econ. 4, 653–678. doi:10.3934/qfe.2020030
 Mo, B., Nie, H., and Jiang, Y. (2018). Dynamic Linkages Among the Gold Market, US Dollar and Crude Oil Market. Physica A: Stat. Mech. its Appl. 491, 984–994. doi:10.1016/j.physa.2017.09.091
 Mukherjee, K. (2008). Energy Use Efficiency in U.S. Manufacturing: A Nonparametric Analysis. Energ. Econ. 30, 76–96. doi:10.1016/j.eneco.2006.11.004
 Mukherjee, K. (2010). Measuring Energy Efficiency in the Context of an Emerging Economy: The Case of Indian Manufacturing. Eur. J. Oper. Res. 201, 933–941. doi:10.1016/j.ejor.2009.04.012
 Nemery, B., Hoet, P. H., and Nemmar, A. (2001). The Meuse Valley Fog of 1930: an Air Pollution Disaster. The Lancet 357, 704–708. doi:10.1016/s0140-6736(00)04135-0
 Oh, D.-H. (2010). A Global Malmquist-Luenberger Productivity index. J. Productivity Anal. 34, 183. doi:10.1007/s11123-010-0178-y
 Pérez-Lombard, L., Ortiz, J., and Velázquez, D. (2013). Revisiting Energy Efficiency Fundamentals. Energy Efficiency 6, 239–254. doi:10.1007/s12053-012-9180-8
 Pope, C. A., Lefler, J. S., Ezzati, M., Higbee, J. D., Marshall, J. D., Kim, S.-Y., et al. (2019). Mortality Risk and Fine Particulate Air Pollution in a Large, Representative Cohort of U.S. Adults. Environ. Health Perspect. 127, 077007. doi:10.1289/ehp4438
 Sati, A. P., and Mohan, M. (2014). Analysis of Air Pollution during a Severe Smog Episode of November 2012 and the Diwali Festival over Delhi, India. Int. J. Remote Sensing 35, 6940–6954. doi:10.1080/01431161.2014.960618
 Schnapp, R. (2012). Energy Statistics for Energy Efficiency Indicators. Joint Rosstat—IEA Energy Statistics Workshop MoscowAvailable at: https://www.iea.org/events/energy-statistics-training-workshop-in-moscow.
 Shahbaz, M., Raghutla, C., Song, M., Zameer, H., and Jiao, Z. (2020). Public-private Partnerships Investment in Energy as New Determinant of CO2 Emissions: The Role of Technological Innovations in China. Energ. Econ. 86, 104664. doi:10.1016/j.eneco.2020.104664
 Stern, D. I. (2012). Modeling International Trends in Energy Efficiency. Energ. Econ. 34, 2200–2208. doi:10.1016/j.eneco.2012.03.009
 Sugiyama, T., Nansai, K., Tohno, S., and Yamamoto, K. (2009). Compilation and Application of a Primary PM2.5 Emissions Inventory with High Sectoral Resolution in Japan. Atmos. Environ. 43, 759–768. doi:10.1016/j.atmosenv.2008.11.003
 Sukharev, O. S. (2020). Structural Analysis of Income and Risk Dynamics in Models of Economic Growth. Quantitative Finance Econ. 4, 1–18. doi:10.3934/qfe.202000110.3934/qfe.2020018
 Sun, H., Edziah, B. K., Sun, C., and Kporsu, A. K. (2019). Institutional Quality, green Innovation and Energy Efficiency. Energy Policy 135, 111002. doi:10.1016/j.enpol.2019.111002
 Tone, K. (2001). A Slacks-Based Measure of Efficiency in Data Envelopment Analysis. Eur. J. Oper. Res. 130, 498. doi:10.1016/s0377-2217(99)00407-5
 Tone, K. (2002). A Slacks-Based Measure of Super-efficiency in Data Envelopment Analysis. Eur. J. Oper. Res. 143, 32. doi:10.1016/s0377-2217(01)00324-1
 Wang, S., Fan, J., Zhao, D., Yang, S., and Fu, Y. (2016a). Predicting Consumers' Intention to Adopt Hybrid Electric Vehicles: Using an Extended Version of the Theory of Planned Behavior Model. Transportation 43, 123–143. doi:10.1007/s11116-014-9567-9
 Wang, S., Li, G., and Fang, C. (2018). Urbanization, Economic Growth, Energy Consumption, and CO2 Emissions: Empirical Evidence from Countries with Different Income Levels. Renew. Sustain. Energ. Rev. 81, 2144–2159. doi:10.1016/j.rser.2017.06.025
 Wang, Y., Sun, M., Yang, X., and Yuan, X. (2016b). Public Awareness and Willingness to Pay for Tackling Smog Pollution in China: a Case Study. J. Clean. Prod. 112, 1627–1634. doi:10.1016/j.jclepro.2015.04.135
 Wu, F., Fan, L. W., Zhou, P., and Zhou, D. Q. (2012). Industrial Energy Efficiency with CO2 Emissions in China: A Nonparametric Analysis. Energy Policy 49, 164–172. doi:10.1016/j.enpol.2012.05.035
 Xie, Q., and Sun, Q. (2020). Assessing the Impact of FDI on PM2.5 Concentrations: A Nonlinear Panel Data Analysis for Emerging Economies. Environ. Impact Assess. Rev. 80, 106314. doi:10.1016/j.eiar.2019.106314
 Xing, Y. F., Xu, Y. H., Shi, M. H., and Lian, Y. X. (2016). The Impact of PM2.5 on the Human Respiratory System. J. Thorac. Dis. 8, E69–E74. doi:10.3978/j.issn.2072-1439.2016.01.19
 Xu, B., and Lin, B. (2018). What Cause Large Regional Differences in PM2.5 Pollutions in China? Evidence from Quantile Regression Model. J. Clean. Prod. 174, 447–461. doi:10.1016/j.jclepro.2017.11.008
 Zhang, D., Zhang, Z., Ji, Q., Lucey, B., and Liu, J. (2021). Board Characteristics, External Governance and the Use of Renewable Energy: International Evidence. J. Int. Financial Markets, Institutions Money 72, 101317. doi:10.1016/j.intfin.2021.101317
 Zhang, X.-P., Cheng, X.-M., Yuan, J.-H., and Gao, X.-J. (2011). Total-factor Energy Efficiency in Developing Countries. Energy Policy 39, 644–650. doi:10.1016/j.enpol.2010.10.037
 Zhang, Y., West, J. J., Mathur, R., Xing, J., Hogrefe, C., Roselle, S. J., et al. (2018). Long-term Trends in the Ambient PM2.5- and O3-Related Mortality Burdens in the United States under Emission Reductions from 1990 to 2010. Atmos. Chem. Phys. 18, 15003–15016. doi:10.5194/acp-18-15003-2018
 Zhao, L. X., and Yang, C. X. (2019). Research on the Impact of New and Renewable Energy Replacing Fossil Energy Resource under Constraint of Carbon Emissions. China Pet. Process. Petrochemical Tech. 21, 58–67. 
 Zhong, J., and Li, T. (2020). Impact of Financial Development and its Spatial Spillover Effect on Green Total Factor Productivity: Evidence from 30 Provinces in China. Math. Probl. Eng. 2020, 1–11. doi:10.1155/2020/5741387
 Zhou, P., Poh, K. L., and Ang, B. W. (2007). A Non-radial DEA Approach to Measuring Environmental Performance. Eur. J. Oper. Res. 178, 1–9. doi:10.1016/j.ejor.2006.04.038
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Yang, Li and Albitar. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 25 June 2021
doi: 10.3389/fenvs.2021.710931


[image: image2]
Research on the Impact of Green Technology Innovation on Energy Total Factor Productivity, Based on Provincial Data of China
Mengxin Wang1, Yanling Li2* and Gaoke Liao1
1Guangzhou Institute of International Finance, Guangzhou University, Guangzhou, China
2School of Economics and Statistics, Guangzhou University, Guangzhou, China
Edited by:
Qiang Ji, Institutes of Science and Development (CAS), China
Reviewed by:
Nan Zhao, Beijing Normal University, China
Huaiying Lei, Tianjin Polytechnic University, China
* Correspondence: Yanling Li, 2112064100@e.gzhu.edu.cn
Specialty section: This article was submitted to Environmental Economics and Management, a section of the journal Frontiers in Environmental Science
Received: 17 May 2021
Accepted: 03 June 2021
Published: 25 June 2021
Citation: Wang M, Li Y and Liao G (2021) Research on the Impact of Green Technology Innovation on Energy Total Factor Productivity, Based on Provincial Data of China. Front. Environ. Sci. 9:710931. doi: 10.3389/fenvs.2021.710931

Against the background of carbon peaking and carbon neutralization, green technology innovation plays an important role in promoting the energy total factor productivity (TFP). This study verifies the impact of green technology innovation on energy TFP in a complete sample and the subsamples by region, by constructing a panel threshold model, and analyzes its influence mechanism on the basis of the mediating effect test based on annual provincial data of mainland China from 2005 to 2018. The empirical results reveal the following: first, with the level of economic development as the threshold variable, there is a threshold effect in the impact of green technology innovation on the energy TFP; second, green technology innovation has an impact on the energy TFP through industrial structure upgrading; that is, industrial structure has a mediating effect in the influence mechanism; and third, there is heterogeneity in the impact of green technology innovation on the energy TFP among different regions in China, and the threshold effect only exists in the western region, since the central and eastern regions have crossed a certain developmental stage.
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INTRODUCTION
Energy TFP is usually defined by the ratio of energy input to output (Perez-Lombard et al., 2013). The promotion of energy TFP plays an important role in the sustainable development of the economy. The energy TFP includes the input of a series of means of production such as labor, energy, and capital, and is accompanied by the expected output GDP and the non-expected output carbon dioxide emissions. From the perspective of input, the promotion of energy efficiency avoids excessive energy consumption, and in terms of the output, it reduces the excessive damage to the environment. The energy TFP can reflect the efficiency of comprehensive development and utilization of energy to a large extent, and also helps to identify the state of economic growth, that is, whether economic growth depends on the consumption of energy scale or the improvement of energy use efficiency. A lot of literature works related to energy TFP have discussed ways to improve efficiency. Xie et al. (2014) measured energy TFP in the OECD and BRIC countries and found that the adjustment of the energy structure has a certain impact on energy TFP. Energy consumption can be reduced by restructuring industries so as to improve energy TFP (Xiong et al., 2019; Zhu et al., 2019; Yu, 2020). The efficiency of technological innovation is the main reason for energy TFP improvement in the industrial sector, and the effect of the technological progress on energy TFP is gradually increasing (Fisher-Vanden et al., 2006; Baccarelli et al., 2016; Naranjo et al., 2019). Miao et al. (2018) demonstrate the significant positive driving effect of technology innovation on energy TFP. Hellsmark et al. (2016) believed that industrial technology innovation can rapidly improve energy TFP so as to achieve rapid industrial growth and expansion. From the perspectives of changing energy structure, adjusting industrial structure, and technology innovation, the related literature fully demonstrates the effectiveness of technology innovation in improving energy TFP. However, the adjustment of energy structure and industrial structure is more dependent on the resource endowment of economic subjects, while technological innovation improves the energy utilization efficiency through improvement at the technological level, which has a more realistic value.
Energy TFP measurement needs to focus not only on the desired output but also on the undesired output. Based on the consideration of environmental factors, energy TFP measurement involves two aspects of the output: desired output and undesired output. The desired output refers to the output, such as GDP, which can increase human material products and services to a certain extent. The undesired output refers to additional products that have a negative effect on the human environment and health due to the consumption of energy and other elements in the production process, such as the greenhouse effect caused by carbon dioxide emissions in the production process. Too many studies have mainly focused on the contribution of energy to economic development, with less consideration on the impact of energy consumption on environmental quality, that is, ignoring the issue of the relationship between energy consumption and sustainable development. With the increasing prominence of environmental problems, more and more studies have included environmental factors into the consideration of energy TFP measurement to reduce the deviation in the process of energy TFP measurement (Zhang et al., 2011; He et al., 2013; Yang and Wang, 2013; Simsek, 2014; Vlontzos et al., 2014). Environmental regulation significantly promotes green technology innovation and reduces environmental pollution in the process of economic development (Du et al., 2021). Hu and Wang (2006) constructed a full-factor energy efficiency analysis framework to maximize the energy TFP output to improve energy TFP, which means that improving energy TFP should not only increase the desired output but also pay attention to the weakening of the undesired output. Environmental regulation can reduce the undesired output such as carbon dioxide, while improving energy TFP through technological innovation can play an essential role and have global strategic significance.
Technological innovation promotes the maturity of production technology and the development of new products, thus improving efficiency significantly. From the perspective of the innovation system, the improvement of energy TFP by technological innovation is to reduce the leakage in the process of energy use by means of process transformation, and then to improve the total factor productivity of energy. From the perspective of industrial ecological chain, technological innovation promotes the upgrading of the regional structure and the exchange and cooperation between the industrial structure, and innovation jointly promotes technological innovation and industrial structure upgrading (Greunz, 2004; Motohashi and Yun, 2007; Altenburg et al., 2008), and adjusting industrial structure can improve energy utilization efficiency as well (Zhao et al., 2010; Zhou et al., 2013; Yu et al., 2016; Wang et al., 2020). The technical level of energy TFP production depends on the technological innovation ability; empirical results show that the enhancement of technological innovation ability can effectively improve energy efficiency and reduce energy consumption intensity (Du and Yan, 2009; Zhong and Li, 2020). Wagner et al. (2014) found from innovative activities, with potential environmental impact that the potential of technological innovation is unlimited. Although technological innovation has a strong effect on efficiency, pure technological innovation does not take into account the external effects of the environment, so green technology innovation is more in line with the goal of sustainable development (Li and Liao, 2020). Considering that technological innovation promotes the upgrading of the industrial structure and thus has an impact on energy TFP, this study chooses the upgrading of the industrial structure as a mediating variable to study the indirect impact of green technological innovation on total factor productivity of energy.
Green technology innovation belongs to the scope of technological innovation, which is the general name of management and technology innovation aimed at protecting the environment. In the process of innovation practice, although some innovations can greatly improve productivity, they do not consider the external effects on the environment; for example, technological innovation is simply about increasing the output in energy-intensive industries. As a result, various industries abide by the green principle and pay more and more attention to economic development and environmental problems (Gorelick and Walmsley, 2020; Sukharev, 2020). Green technology follows the ecological principle and the law of ecological economy, considers the saving of resources and energy in the process of innovation, avoids, eliminates or reduces the pollution and damage to the ecological environment in the process of innovation, and maintains the minimum ecological negative effect in technological innovation. Green technology innovation aims to achieve long-term sustainable development; produce economic, environmental, and social benefits; save resources and energy; and eliminate or reduce environmental pollution and degradation (Zhou et al., 2014; Li et al., 2018). Because green technology innovation considers the external efficiency of the environment, there may be conflicts between self-interests and social benefits in the process of enterprises’ implementing green technology innovation, thus reducing the power of green technology innovation (Braun and Wield, 1994; Li et al., 2019a).
The significant effect of technological innovation on energy TFP is based on the consistency of interests which belong to stakeholders, but the impact of green technology innovation on the interests of stakeholders may be different. Green technology innovation may increase the production cost of enterprises, and the improvement of energy TFP requires more consideration of environmental externalities. Therefore, whether green technology innovation has an impact on energy TFP needs to be explored in both theory and practice. Based on this, this article studies the impact of green technology innovation on energy TFP.
This article focuses on the impact of green technology innovation on energy TFP. Its marginal contributions are as follows: first, green technology innovation that will involve subject behavior and external environmental effects related to the subject’s behavior is considered in a framework. Most of the existing literature works only consider green technology innovation or the total factor productivity of energy, and less considers external effects such as environment. In this article, green technology innovation is separated from the innovation system, the undesired output is included in TFP measurement, green technology innovation is included in the behavior of the innovation subject, and external effect of environment is considered in energy TFP measurement. Second, the threshold effect of green technology innovation on energy TFP is studied. In the process of empirical analysis, it is found that green technology innovation does not necessarily have a significant impact on energy TFP, but through the threshold effect model, it is found that when the level of economic development is the threshold variable, there is a threshold effect in the impact of green technology innovation on energy TFP. Third, the mediating effect mechanism of green technology innovation on energy TFP was studied. Through the selection and experiment of different mediating variables, this article empirically tests the mediating effect of the industrial structure in the impact of green technology innovation on energy TFP. Fourth, there is spatial heterogeneity in the impact of green technological innovation on energy TFP. Since China’s economy has very strong regional heterogeneity, according to the basic situation of economic development in the area of space, this article divides the full sample into three subsamples: the eastern, the central, and the western regions, to study the heterogeneity.
The structure of the rest of this article is as follows: the second section is about the measurement of the impact of green technology innovation on energy TFP, including model setting, variables, data sources, and test results. The third section focuses on the influence mechanism analysis of green technology innovation on energy TFP. In terms of the technology of testing the mediating effect, this part estimates the parameters and analyzes the mediating effect by setting the mediating effect model. The fourth section is about the heterogeneity analysis of the impact of green technology innovation on energy TFP. According to the basic situation of economic development, the full sample is divided into three subsamples, and the heterogeneity is analyzed. The fifth section draws the basic conclusion.
ECONOMETRIC TEST OF THE IMPACT OF GREEN TECHNOLOGY INNOVATION ON ENERGY TOTAL FACTOR PRODUCTIVITY
Panel Threshold Model Setting
The improvement of energy TFP by technological innovation has been proven in a lot of literature works, but whether green technology innovation affects energy TFP needs to be tested with more empirical evidence. From the perspective of the relationship between technological innovation and energy TFP, technological innovation requires costs; the greater uncertainty of green technological innovation means that enterprises are facing greater uncertainty in technological innovation; this uncertainty makes enterprises, as the main body of technological innovation, more inclined to realize their self-interests when making decisions, and then tend to ignore the strategic interests. Accordingly, in the face of various external constraints, enterprises have very great differences in their green technology innovation motivation, so green technology innovation has an impact on total factor productivity, but this impact needs to be verified through econometric tests.
In different stages of economic development, the strength and consciousness of enterprises to support green technology innovation are different. For example, in regions with a high degree of economic development, people have higher demand for products and environmental quality, and the corresponding innovation subjects can bear greater risks of technological innovation and research. Therefore, there is a certain threshold for the impact of green technology innovation on energy TFP in theory.
On that basis, this study assumes that green technology innovation has a significant effect on energy TFP, and this effect is nonlinear and has a threshold effect, and the variable of the core threshold effect is the level of economic development. The threshold effect model can examine the function between the two and the threshold effect (Liu et al., 2020). In this study, the level of economic development is taken as the threshold variable, and the panel threshold model proposed by Hansen is adopted (Hansen, 1999). The basic form of the model is as follows:
[image: image]
where EEit represents the energy TFP, which is used to measure energy efficiency; GTIit represents the green technology innovation; threshold variable EDIit is the economic development level; [image: image] is the threshold value to be estimated; [image: image] is the indicator function; and when the condition in parentheses is satisfied,[image: image]; otherwise, it is 0. [image: image] is a fixed effect, which is used to describe the heterogeneity of different provinces at different levels of economic development; [image: image] is the error term. In addition, i represents different provinces and t represents different years.
After the threshold and slope values are estimated, the significance of the threshold effect should be tested. The basic principle of testing the threshold effect is as follows. Taking single threshold as an example, the null hypothesis and test statistics of the model are obtained as follows:
[image: image]
If the null hypothesis is rejected, there is threshold effect in the impact of green technological innovation on energy TFP. S0 is the sum of squares of residuals obtained under the null hypothesis H0, and [image: image]. Under the null hypothesis, the threshold value [image: image] of the economic development level needs to be evaluated, so the distribution of F1 is nonstandard, but the bootstrap method can be used to simulate its asymptotic distribution, so the confidence interval of distribution F1 in Eq. 2 can be obtained.
After determining the threshold effect of the economic development level, it is necessary to test whether the threshold estimated value [image: image] is equal to its true value. The null hypothesis of the single threshold model and the corresponding test statistics are as follows:
[image: image]
where the LR distribution is also nonstandard. This study adopts a formula proposed by Hansen (1999); that is, when [image: image] ([image: image] is the significant level), the null hypothesis is rejected.
Variable and Data Description
Variable Description
Energy TFP is the explained variable, which is measured by the ratio of energy consumption to GDP in many studies. This method of measuring energy efficiency is not responsive to the dynamic change of efficiency (Hang and Tu, 2007; Adom and Kwakwa, 2014). In the continuous research of energy TFP, some methods such as index decomposition analysis (IDA), parametric stochastic Frontier analysis (SFA), and nonparametric data envelopment analysis (DEA) have been proposed to measure energy efficiency or total factor productivity (Zhou et al., 2012; Filippini and Hunt, 2015; Li et al., 2019b; Liao and Drakeford, 2019; Zheng et al., 2020). These methods can dynamically investigate the dynamic changes of energy efficiency or total factor productivity, and then study the effects of other factors on energy TFP, but these methods do not consider the interest correlation between the evaluation subjects. The cross-efficiency evaluation can dynamically investigate the dynamic changes of energy TFP on the basis of self-evaluation and other evaluation so that the evaluation results are comparable, and a complete ranking result can be obtained. Therefore, this study selects the DEA cross-efficiency model to measure energy TFP. The basic form is as follows:
Let S be the number of provinces selected in this study; then the vectors of m energy input indexes and n energy output of the decision-making unit DMUi are expressed as [image: image]
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• The constraints are
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where [image: image] represents the cross-efficiency value of [image: image] ([image: image]) based on [image: image]. The value of the final energy TFP of [image: image] is expressed by the average value of the cross-efficiency values of decision-making units [image: image] from [image: image] to [image: image].
In the energy TFP calculation, it usually takes into account the input of the means of production, while this study also focuses on the expected and unexpected outputs. Labor, capital stock, and energy consumption are used as input indicators. The number of urban employment is used to measure the labor force, the perpetual inventory is used to estimate capital stock, and the basic equation is [image: image], where i and T are the i-th province and the T-th period, δ is the economic depreciation rate, I is the total fixed capital formation, the initial capital stock is obtained by dividing the fixed capital in the initial year by 10%, and the economic depreciation rate δ is set at 9.6% (Zhang, 2008). Energy consumption is measured by the total amount of energy consumption in each province.
The desired output of energy TFP is measured by GDP, and the undesired output is measured by carbon dioxide emission. The details are shown in Table 1. Data of GDP are converted to real regional GDP with the year 2000 as the base year. Carbon emissions are estimated by the direct method: [image: image], where [image: image] represent the energy consumption of coal, oil, and natural gas, respectively, for the production of region [image: image], and [image: image], [image: image], and [image: image] represent the carbon emission coefficients of coal, oil, and natural gas, respectively.
TABLE 1 | Input–output variables used to measure energy TFP.
[image: Table 1]The explanatory variable is green technology innovation, expressed by the number of green patent application, including green invention patents and green utility model patents. The control variables of the model include foreign direct investment (FDI), industrial structure (IS), and energy price. FDI which is closely related to economic development is measured by the proportion of foreign direct investment in regional GDP (Li et al., 2019c), IS was measured by the proportion of the output value of secondary industry in GDP, and the energy price is calculated by this formula: [image: image], where [image: image] represent the proportion of coal, oil, and electricity in total energy consumption in each year, respectively, and [image: image] represent the average price of coal, oil, and electricity in turn, respectively. The energy price is calculated by multiplying the annual fuel and power purchase index of each province by the energy price of the previous year. The threshold variable is the level of economic development, measured by per-capita GDP in each region and adjusted to a constant price based on 2000 (Matei, 2020). The mediating variable is the upgrading of the industrial structure, which is measured by the hierarchical coefficient of the industrial structure. The specific formula is [image: image], where [image: image] are the proportions of the added value of the primary, secondary, and tertiary industries, respectively.
Data Sources
The sample data are from 30 provinces of mainland China (the sample does not include Hong Kong, Macao, Taiwan, and Tibet due to data problems) in 2005–2018. The time frequency of the data is set to year. The green patent data come from CNRDS green patent-GPRD database. The data of urban employment, total energy consumption, and the added value of the primary, secondary, and tertiary industries are derived from the China Energy Database. The output value of the secondary industry and the regional GDP are derived from the annual statistical yearbooks published by the National Bureau of Statistics. Gross fixed capital formation of the whole society comes from the Wind Database. Foreign direct investment data are from the provincial statistical yearbooks. The purchase price indexes of fuel and power come from the China Price Yearbook. The “China Price Yearbook (2004)” has a relatively comprehensive record of various energy prices, so they can be used to calculate the average price of the three energy sources in 2003 and convert into the form of yuan/ton standard coal to get the energy price in 2003. Other variables are shown in Table 2.
TABLE 2 | Explanatory variables, control variables, threshold variables, and mediating variables used in empirical studies.
[image: Table 2]According to the data source, relevant data are collected and relevant variables are measured. The descriptive statistics of each variable are shown in Table 3.
TABLE 3 | Descriptive statistics of variables.
[image: Table 3]It can be seen from Table 3 that the variation degree of each variable is quite great, especially the variable of the level of economic development. Table 3 describes the basic characteristics of the data for 30 provinces in China from 2005 to 2018, including the average values, standard deviation, minimum, and maximum values. For the green technology innovation data, there is a large gap between the maximum value 5.603 and the minimum value 0.001, which indicates that there are significant gaps in the level of green technology innovation among different regions. In terms of standard deviation, the standard deviation of energy price is the largest, followed by that of the level of economic development. From the discrete degree of these indicators, it can be seen that there is a large standard deviation in the three variables of the economic development level, energy price, and green technology innovation level, which indicates that heterogeneity exists in the field of green technology innovation and energy technology. Heterogeneity research can be analyzed from different perspectives and methods to explore the development law of things and the internal relations of some influencing factors in a more comprehensive way (Li et al., 2020a; Li et al., 2020b; Li and Zhong, 2020; Li et al., 2021a; Li et al., 2021b).
Empirical Results
On the basis of the constructed threshold model, it is necessary to determine the existence of threshold effect and the number and size of the threshold value. Using sample data, the existence of threshold effect is tested, and the test results are shown in Table 4.
TABLE 4 | Test results of threshold effect of the full sample.
[image: Table 4]Table 4 shows that with the level of economic development as the threshold variable, green technology innovation has a single threshold effect on energy TFP. The F statistics value of the single threshold effect test is 68.59, passing the significance test at 95% confidence level, while the F statistics value of the double threshold effect is 9.98, failing the significance test. Judging from the F statistics in Table 4, the impact of green technology innovation on energy TFP does cause a single threshold effect based on the level of economic development. The threshold estimate of the variable of the economic development level is 7.248. The single threshold effect model is used to estimate the parameters of the model, and the results are shown in Table 5.
TABLE 5 | Parameter estimation results of a single threshold model with full sample.
[image: Table 5]Table 5 shows that with the economic development level as the threshold variable, green technology innovation has a threshold effect on energy TFP. From the regression results of the panel threshold effect, the promotion of green technology innovation to energy TFP is restricted by the threshold effect of the economic development level. When the level of economic development is below the threshold value of 7.248, the influence coefficient of green technology innovation on energy TFP is relatively low, which is 0.113. When the level of economic development crosses the threshold value of 7.248, the influence coefficient of green technology innovation on energy TFP is increased to 0.536. This indicates that the impact of green technology innovation on energy TFP is different at different levels of economic development. Under the low level of economic development, due to extensive economic management, it is difficult for the economic entities to achieve the balance between their own interests and the social benefits in production decision-making, and they pay more attention to their own short-term economic interests; correspondingly, the low level of economic development leads to low promotion of green technology innovation on energy TFP. With the improvement of the level of economic development, the decision-making behavior of economic entities is more focused on strategic development. Local governments gradually implement environmental regulations and other measures to promote the economic transformation of various regions. Therefore, the promotion of green technology innovation on energy TFP is significantly improved.
MECHANISM ANALYSIS OF THE IMPACT OF GREEN TECHNOLOGY INNOVATION ON ENERGY TOTAL FACTOR PRODUCTIVITY
Mediating Effect Model Setting
Green technology innovation has positive promoting effect on economic growth, and this positive role has a threshold effect, so the impact of green technology innovation on energy TFP is not direct, but through other channels. Enterprises are the main body of technological innovation. When technology and capital are combined, they will have a very important impact on the industrial ecology. From the perspective of industrial evolution, technological innovation promotes the upgrading of the industrial structure. In terms of energy consumption, the period of industrialization has greatly increased energy consumption. With the evolution of industrial structure, the industry has gradually developed to the tertiary industry. On the one hand, through the improvement of industrial technology, the comprehensive utilization efficiency of energy has been greatly improved, and then promoting carbon emissions reach the peak faster, which has effectively improved the total factor productivity of energy. On the other hand, the industrial structure gradually shifts from a higher proportion of high-energy industries to a higher proportion of low-energy industries, thus reducing the amount of energy consumption. Green technology innovation needs strategic adjustment. For the micro entity, it is difficult to cover the short-term investment cost of green technology innovation before it reaches a certain level of economic development. Therefore, there is a threshold in the impact of green technology innovation on energy TFP. Based on the above analysis, the impact of green technology innovation on energy TFP is affected by the way of the industrial structure; that is, there is a mediating effect of the industrial structure, but there may be differences among different regions.
In order to study the influence mechanism of green technology innovation on energy TFP and explore the mediating effect, this part introduces industrial structure upgrading as the mediating variable on the basis of the theoretical analysis. The mediating effect models are as follows:
[image: image]
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where [image: image] represents the energy TFP; [image: image] represents the green technology innovation; [image: image] represents the industrial structure upgrading, that is, the mediating variable; [image: image] represents the control variables, including industrial structure (IS), foreign direct investment (FDI), and energy prices (PRI); subscripts [image: image], [image: image], and [image: image] represent different provinces, time, and control variables, respectively, [image: image] = 1,2,…,31, [image: image] = 1,2,…,9, [image: image] = 1,2,3; and [image: image] represents the random error term.
In the mediating effect analysis, Model (10) is first regressed to test whether the regression coefficients of energy TFP and green technological innovation are positive, and only when the coefficients are significantly positive the next test can be carried out; otherwise, the test is terminated. Second, Model (11) is regressed to test whether the regression coefficients of the mediating variable industrial structure upgrading and green technology innovation are significantly positive, and if they are significantly positive, green technology innovation supports the upgrading of the industrial structure. Then, Model (12) is regressed, and if the coefficients [image: image] and [image: image] are significant and the value of [image: image]decreases compared with that of [image: image], there is a partial mediating effect, and if the coefficient [image: image] is not significant while the coefficient [image: image] is significant, there is a complete mediating effect.
Mediating Effect Test and Result Analysis
The parameters in Models (10)–(12) are estimated by using the same sample data, and the results are shown in Table 6.
TABLE 6 | Mediating effect results (with the stepwise regression coefficient method).
[image: Table 6]Table 6 shows that green technology innovation influences energy TFP through the channel of industrial structure upgrading; that is, industrial structure upgrading has a mediating effect in the influence mechanism. The overall regression results show that the regression coefficients of both green technology innovation and industrial structure upgrading on energy TFP are significant, indicating that the total effect is significant. In Model (10), the impact of green technology innovation on energy TFP is verified. The coefficient of GTI is 0.192, which is significantly positive at the level of 1%, indicating that green technology innovation promotes energy TFP. In Model (11), there is a significant positive correlation between green technology innovation and industrial structure upgrading at the level of 1%, which indicates that green technology innovation accelerates industrial structure upgrading. In Model (12), after adding the industrial structure upgrading variable to Model (11), the coefficients of green technology innovation and industrial structure upgrading are significantly positive, and the coefficient of green technology innovation is reduced from 0.192, when there is no mediating variable, to 0.0758. It indicates that industrial structure upgrading plays a partial mediating effect in the impact of green technology innovation on energy TFP.
It can be concluded from Table 7 that the mediating effect of the industrial structure in the influence mechanism of green technology innovation on energy TFP is robust. Compared with the empirical results in Table 6, the significance and direction of parameter estimation in Table 7 have not changed, and the mediating effect has not changed significantly. Through the Bootstrap test, the direct effect value of green technology innovation on energy TFP is 0.12, while the indirect effect value of green technology innovation on energy TFP through industrial structure upgrading is 0.09, and the mediating effect accounts for 42.86% of the total effect, and the effect is significant. According to Table 7, the confidence intervals of direct and indirect effects are observed, excluding 0, indicating that the mediating effect of green technology innovation on energy TFP through industrial structure upgrading is tenable and robust.
TABLE 7 | Robustness test results with the Bootstrap sampling method.
[image: Table 7]HETEROGENEITY ANALYSIS ON THE IMPACT OF GREEN TECHNOLOGY INNOVATION ON ENERGY TOTAL FACTOR PRODUCTIVITY
Sample Partition Based on Regions
According to the above test results, green technology innovation has a threshold effect on energy TFP, so to a large extent, the impact of green technology innovation on energy TFP is heterogeneous. It can also be known from the aforementioned descriptive statistics that there are differences in the level of economic development, green technology innovation, and energy TFP in different regions. As a country with extremely uneven economic development, China has significant differences in the level of economic development among different provinces. Therefore, this part analyzes the heterogeneity of the impact of green technology innovation on the energy TFP based on regional differences.
Provincial administrative regions are the main basis of regional division in China. Most of the research literature works on Chinese regions are based on Chinese mainland provincial administrative regions. This study also divides regions into 30 provincial administrative regions (excluding Tibet). According to the descriptive statistics of variables in Table 3, combined with the level of economic development and the practice of most literature, 30 provinces are divided into three regions: the eastern, the central, and the western regions. There are 11 provinces and municipalities in the eastern region, including Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, and Hainan. The central region includes eight provinces such as Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, and Hunan. There are 11 provinces and municipalities in the western region, including Inner Mongolia, Guangxi, Chongqing, Sichuan, Guizhou, Yunnan, Shanxi, Gansu, Ningxia, Qinghai, and Xinjiang.
Empirical Result Analysis
According to the division of regions, three subsamples are obtained. The test of the threshold effect shows that there is heterogeneity in the threshold values of the three subsamples. Therefore, the threshold effect of the three subsamples should be tested separately. The specific test results are shown in Table 8.
TABLE 8 | The threshold effect test results of the three sub-samples.
[image: Table 8]From Table 8, it can be concluded that with the level of economic development as the threshold variable, there is heterogeneity in the threshold of three subsamples. With the level of economic development as the threshold variable, the green technology innovation in the western region has a single threshold effect on the energy TFP, but there is no threshold effect in the eastern and central regions. The F statistic value of the single threshold effect test is 67.63, which is significant at the level of 1%, and the F statistic value of the double threshold effect test is 12.99, which has not passed the significance test. The F statistic values of the threshold effect test in both the eastern and the central regions do not pass the significance test. Therefore, it can be concluded that the threshold effect of green technology innovation on energy TFP has spatial regional differences with the level of economic development as the threshold variable. At the same time, the results of the threshold effect test show that the central and eastern regions have crossed a certain stage of economic development.
Based on the above analysis, the parameters of the threshold effect in the western region are estimated, and the results are shown in Table 9.
TABLE 9 | Parameter estimation results of the single threshold model in the western region.
[image: Table 9]Combining the results in Table 5 and Table 9, it can be seen that the threshold effect range of green technology innovation on the energy TFP in the western region is lower than that of the full sample. In Table 5, the threshold effect values of the full sample are 0.113 and 0.536, and in Table 9, the threshold effect values of the western region are 0.239 and 4.062. The range of the threshold effect value in the western region becomes smaller, while the threshold effect in the eastern and central regions no longer exists, indicating that when economic growth goes beyond a certain limit, the positive effect of green technology innovation on energy TFP will play a promoting role, which can be gradually independent on the level of economic development. According to the estimated results of the parameters in Table 9, when the level of economic development is below the threshold value of 4.062, the influence coefficient of green technology innovation on energy TFP is 0.239. When the level of economic development increases above the threshold value of 4.062, the influence coefficient of green technology innovation on energy TFP is 4.495. This indicates that with the development of the western region, the role of green technology innovation in promoting energy TFP is becoming more and more significant, so in the construction of the western economy, the investment of green technology innovation should be increased, and the improvement of energy TFP should be promoted, so as to achieve a win–win situation.
CONCLUSION
By constructing the panel threshold effect model and using Chinese mainland provincial data, this study examines the impact of green technology innovation on energy TFP and analyzes its mechanism and heterogeneity. The conclusions are as follows:
First, with the level of economic development as the threshold variable, green technology innovation has heterogeneous threshold effect on energy TFP. Based on the data of the full sample, it is estimated that the impact of green technology innovation on energy TFP is restricted by the level of economic development, and there is a single threshold effect. However, combining with the empirical analysis results, it can be found that this threshold effect does not exist in the central and eastern regions. Green technology innovation has positive effect on energy TFP, which indicates that green innovation must be promoted in order to achieve long-term sustainable development of economy. From the threshold effect, the promotion effect of green technology innovation on energy TFP increases with the improvement of the economic development level.
Second, green technology innovation has an impact on energy TFP through industrial structure upgrading; that is, industrial structure has mediating effect in the influence mechanism. Industrial structure upgrading realizes industrial structure optimization by increasing the proportion of the tertiary industry, improving energy utilization efficiency through technology innovation and product upgrading, and improving energy TFP.
Third, the impact of green technology innovation on energy TFP is heterogeneous in the western, central, and the eastern regions of China, and the threshold effect only exists in the western region, since the economic development of the central and eastern regions has crossed a certain stage. In the eastern and central regions, there is no threshold effect in the impact of green technology innovation on energy TFP, while in the western region, there is a single threshold effect, and the impact of green technology innovation on energy TFP increases significantly with the level of economic development. In the eastern and central regions of China, the effectiveness of green technology has exceeded a certain stage, and green technology innovation has gradually played a strategic role in promoting the total factor productivity of energy.
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Reducing energy intensity is conducive to the sustainable use of non-renewable fossil energy, and is also one of the main strategies to deal with climate change and environmental degradation. The effect of national macro-level factors on energy intensity has been basically confirmed, but the effect of regional low-carbon policy remains to be investigated. Based on this, our analysis exploits China’s “low-carbon city pilot” policy as a quasi-natural experiment and conducts the difference-in-difference resign. We collect the panel data of 271 cities in China from 2006 to 2016. The empirical results show that: first, the low-carbon city pilot policy can effectively reduce the energy intensity. Second, there exist heterogeneous effects on energy intensity among different cities, and the inhibition effects in eastern cities, high economic development cites, and non-old industrial-base cities are more significant. Third, the policy mainly affects regional energy intensity through technological innovation rather than industrial structure optimization mechanism.
Keywords: the low-carbon city pilot policy, energy intensity, cities, China, difference-in-difference
INTRODUCTION
Energy intensity relates to the sustainable utilization of non-renewable resources such as fossil energy. Reducing energy intensity is also one of the main strategies to deal with current problems of climate change and environmental degradation. As the main habitat of human production and life, cities are also the main places of carbon emissions. According to the BP statistical review of world energy in 2020, China has become the largest energy consumer, whose energy consumption accounts for 24.5% of the total global consumption in 2019, but its energy efficiency is still low, though always improving(Liang et al., 2020). Moreover, China’s energy intensity is unbalanced among different regions that the energy intensity in the eastern coastal areas is far lower than that in the central and western regions (Jiang et al., 2017). Although Chinese policy makers have always attached great importance to reducing energy intensity, China’s energy intensity has been increased in the process of rapid urbanization (Yan, 2015).
Most scholars mainly study the determinants of energy intensity from the national macro level, which includes factors affecting energy demand (per capita income, green technology innovation, etc.), energy supply (energy tax, etc.) and the energy price factor. For example, Filipović et al. (2015) and Samargandi (2019) have examined the determinants of energy intensity in EU countries and OPEC countries, respectively, and concluded that energy price, energy tax and per capita GDP can affect energy intensity. Wurlod and Noailly (2018) analyzed the impact of green technology innovation on energy intensity in 17 OECD countries, and concluded that green technology innovation leads to the reduction of energy intensity in most industries. Canh et al. (2020) used the data of 81 countries and examine the heterogeneous impacts of financial development on the energy intensity among countries with different incomes. Bashir et al. (2021) examined the impact of environmental protection tax on energy consumption and energy intensity in OECD countries.
As far as we know, few scholars have studied the determinants of energy intensity from the local micro level, especially from the city level. Yuxiang and Chen (2010) used China’s provincial panel data and concluded that the increase of Chinese government consumption expenditure has significantly improved the energy intensity. In China, the mayor (the chief executive for the city) is the first person responsible for the quality of urban environmental, and also possess the power to formulate environmental policies. Therefore, it is more meaningful to study the impact of policies on energy intensity from the perspective of the cities. Unfortunately, this research is still relatively rare except for the researches of Ma and Yu (2017) and Zhang et al. (2020). Ma and Yu (2017) found that changes in industrial structure (including the increase in the proportion of state-owned enterprises and small-scale enterprises) can reduce urban energy intensity. Zhang et al. (2020a) found that local government environmental regulations can mitigate the financing-energy relationship and reduce energy intensity. Therefore, differ from their researches, we attempt to evaluate the effect of local government policies on energy intensity from the city level.
The “low-carbon zone” policy is a major measure for countries or regions to achieve environmental goal and deal with the global warming crisis. Since 1990, many countries have reached consensus on international agreements of low-carbon development. In 2003, the British government issued the energy white paper “our future energy: creating a low carbon economy” (DTI, 2003). The UN started international climate negotiations in 1990 and signed the Kyoto Protocol in February 2005. In 2007, Japan also put forward the concept of low-carbon society, and pointed out that “without a low-carbon society, there would be no low-carbon economy”. Then there are a few scholars who start to quantitatively evaluate the effect of the “low-carbon zone” policy. Difference-in-difference (hereafter called DID) method is a most frequently used method for policy evaluation. For example, Wolff (2014) used the DID method to examine the impact of European low-carbon area policy. Gehrsitz (2017) used the DID method to evaluate the impact of Germany’s low-carbon zone policy on air quality and infant mortality. Their researchers concluded that the low-carbon zone policy has significantly improved local air quality and reduced infant mortality. China also has carried out a kind of low-carbon zone policy called low-carbon city pilot policy. In August 2010 and December 2012, China’s national development and Reform Commission (NDRC) issued two batches of low-carbon city pilot notices, requiring the pilot cities to combine the adjustment of industrial structure with the optimization of energy structure and energy efficiency, reduce carbon intensity and promote green development. This pilot are considered an inevitable choice for China (Yang and Li, 2013), whose actual effect remains to be verified. This constitutes the research goal of our study.
Our study makes several contributions to exist literature. Firstly, we try to evaluate the impact of “low-carbon city pilot” policy on energy intensity. Previous researchers have found that low-carbon zone policy can effectively improve air quality, but its impact on energy intensity is still to be verified. We use China’s low-carbon city pilot policy as a quasi-natural experiment and evaluate its effects on energy intensity. In particular, most of the literature about energy intensity are transnational and focus on developed countries. There are few studies focusing on the regional energy intensity within a country. Therefore, it is innovative to use the samples of Chinese cities and conduct an empirical research on cities’ energy intensity. The results show that China’s low-carbon city pilot policy has reduced energy intensity remarkably. Secondly, we try to study the heterogeneous impacts of “low-carbon city pilot” policy. As an emerging market country, China’s development stage is different from that of developed countries. Low-carbon regional policy may show heterogeneity in China. Especially, China’s regional economic development is unbalanced, the per capita GDP of the eastern developed cities has reached the level of developed countries, while the central and western regions are still at the level of developing countries. Cities in different stages of economic development may exhibit different energy intensity. The empirical results show that: low carbon city pilot policy has a more significant inhibitory effect on the energy intensity of Eastern, high economic development and non-heavy industrial cities. Finally, we try to explore the mechanism of “low-carbon city pilot” policy affecting energy intensity. Relevant empirical studies show that green technology innovation and industrial structure optimization can reduce energy intensity. However, whether low-carbon city policy can affect energy intensity through green technology innovation or industrial structure optimization has not been demonstrated. Therefore, we conduct a mediating effect model to test this mechanism. Our results show that the “low-carbon city pilot” policy can reduce the energy intensity by promoting green technology innovation rather than industrial structure optimization.
The rest of our paper is organized as follows: In Econometrical Tests on the Effect of the “Low-Carbon City Pilot” Policy on Energy Intensity we conduct the econometric tests on the effect of the “low-carbon city pilot” policy on energy intensity, which mainly includes model design, variables and data and empirical analysis. In The Heterogeneous Impact of “Low-Carbon City Pilot” Policy on Energy Intensity is the heterogeneous impact of “low-carbon city pilot” policy on energy intensity. In Robust Tests we test the robustness of the previous research conclusions. In Further Analysis: Impact Mechanism we further explore the impact mechanism of “low-carbon city pilot” policy on energy intensity. And Conclusion concludes the paper.
ECONOMETRICAL TESTS ON THE EFFECT OF THE “LOW-CARBON CITY PILOT” POLICY ON ENERGY INTENSITY
Model Design
Different levels of environmental regulation have heterogeneous effects on regional energy intensity (Hou et al., 2018). When the level of environmental regulation is low, enterprises tend to reduce pollutant emissions and increase the “end treatment” investment such as sewage and waste gas treatment equipment (Jorgenson and Wilcoxen, 1990; Nur Utomo et al., 2020). At this time, “compliance cost effect” plays a leading role, leading to a positive correlation between environmental regulation and energy intensity. With the continuous optimization and increasing intensity of environmental regulation, enterprises will be forced to pay attention to “prior prevention”. For example, they will increase the investment in energy conservation and energy efficiency (Porter and Linde, 1995; Hong et al., 2020). At this time, the “innovation compensation effect” plays a leading role, leading to a negative correlation between environmental regulation and energy intensity. Therefore, the relationship between environmental regulation and energy intensity depends on the size of “compliance cost effect” and “innovation compensation effect”.
Some scholars have evaluated the effect of “low-carbon zone” policy. They think that low-carbon technology plays an increasingly significant role in the process of economic development. In practice, developed cities all over the world regard the construction of low-carbon city policy as an important way to improve competitiveness (Hamamoto, 2006). And most of them affirmed its positive role. For example, Cheng et al. (2019) find that “low-carbon city pilot” policy has a positive effect on regional green economic development. According to the notices of China’s “low-carbon city pilot” policy, the core of this policy lies in: faced with a growing energy demand, we need to strive to construct an industrial system and consumption mode characterized by low-carbon emissions while developing economy and improving people’s livelihood. Therefore, we believe that as an environmental regulation measurement, China’s “low-carbon city pilot” policy can force enterprises to save energy and reduce energy intensity, and its “innovation compensation effect” is more prominent than “compliance cost effect”. In short, China’s “low-carbon city pilot” policy is negatively correlated with energy intensity.
In order to explore the development of economy, realize energy conservation and emission reduction, and promote green development, Chinese government has issued a series of policies and requirements to promote energy conservation and emission reduction. Among them, the most important one is the “low-carbon city pilot” policy. In 2010, NDRC started the first batch of low-carbon city pilot policy, and started the second and third batch of low-carbon pilot policy in 2012 and 2017, respectively. In July 2010, NDRC selected eight cities as the first batch of low-carbon pilot cities. In December 2012, NDRC selected 28 cities (districts and counties) as low-carbon pilot cities. In 2017, the number of low-carbon pilot cities reached a climax, and a total of 45 cities (districts and counties) were selected as low-carbon pilot cities. Figure 1 plots a map of the two batch of low-carbon pilot cities in China.
[image: Figure 1]FIGURE 1 | The two batch of low-carbon pilot cities.
From Figure 1, we can find that the distribution of these two batch of low-carbon pilot cities is relatively scattered from the west to the east, from the north to the south in China. They not only include the developed coastal cities, but also include the under-developed western cities.
In order to solve the endogeneity problem in literature, we use this pilot policy as a “natural experiment” to construct a DID model. This pilot policy is relatively exogenous and not easily affected by other factors. Therefore, the endogenous problems can be largely avoided. Using the DID research design, we compare the change in energy intensity among low-carbon pilot cities with the change among non-low-carbon pilot cities. The specific model is as follows:
[image: image]
In Eq. 1, the subscipt [image: image] and [image: image] denote the individual and year, respectively. The explained varaible [image: image] represent the change in energy intensity, the interaction variable [image: image] is the key variable. The coefficient [image: image] measures the impact of “low carbon city pilot” policy on energy intensity. The variable [image: image] is year dummy variable. When time is in 2009 or 2012, the value is 1, whereas vice versa is 0. The variable [image: image] is the city dummy variable. When the city belongs to the pilot cities, the value is 1, otherwise it is 0.
In addition, we introduce other control variables according to the relevant theories: 1) the economic development. It is generally believed that countries with higher economic development often exhibit lower energy intensity. This is because the industrial competition in developed countries is more intense, and their R&D department is more higher developed, which makes the energy intensity decrease more (Wu, 2012; Filipović et al., 2015; Li and Liao, 2020). Of course, there are some scholars who believe that the relationship between economic development and energy intensity is uncertain. On the one hand, higher income will increase energy demand and then thus energy intensity; On the other hand, different incomes reflects different development stage, and higher income is often accompanied by the improvement of energy efficiency, which will reduce energy intensity (Jimenez and Mercado, 2014).2) Industrial structure. China’s economy has experienced high speed development, followed by the optimization of industrial structure(Li et al., 2020). Luan et al. (2021) found that when the proportion of tertiary industry increase 1%, energy intensity decrease by about 0.03%. Li and Lin (2014) denoted industrial structure by the proportion of secondary industry, and conclude that there is a non-linear (rather than simply promoting or restraining) relationship between industrial structure and energy intensity. 3) Population density. It is generally believed that higher population density will increase the energy demand, and thus the energy intensity (Sadorsky, 2013; Rafiq et al., 2016). 4) Foreign Direct investment (FDI). Scholars believe that the entry of FDI can bring advanced management experience, corporate management system and business philosophy, which will be helpful to the decrease of energy intensity in host countries (Li et al., 2019; Cao et al., 2020; Zhong and Li, 2020). 5) City dummy variable. It is used to eliminate the influence of missing invariable variables such as city characteristic. 6) Time dummy variable. It is used to exclude the impact of macroeconomic events (such as the 2008 financial crisis, etc.).
Variables, Data and Descriptive Statistics
Variable and Data
Referring to the common method of scholars such as Chang (2014), Lin and Wang (2021) and so on, we measure the energy intensity by energy consumption over GRP. And from the perspective of Chinese cities, the data of the energy use over GRP is more displayed by the change rate, so we use the reduction rate of energy consumption over GRP to indicate the energy intensity. In the control variables, the economic development is expressed in terms of per capita GRP. The industrial structure is denoted by the proportion of second and tertiary industries in GRP, the population density is denoted by the number of permanent residents per unit area, and foreign direct investment is denoted by the actually utilized foreign capital which is converted into RMB according to the average exchange rate in the year.
Table 1 shows the variable measurement and data sources. Due to the data availability and comparability, we mainly collected panel data of 271 cities from 2006 to 2016. The comparability refers to that since low-carbon pilot policy has been spread to lots of cities, there would be not enough samples as the control group if the samples in 2017 were included.” But it may be not clearly expounded. So we add in the paper that “Due to the issue of comparability, we mainly want to examine the impact of the first batch (July 2010) and the second batch (November 26, 2012) of “low-carbon city pilot” with a relatively close time, but not the impact of the third batch (2017). There are two specific reasons: first, in 2017, the lack of data in some regions is more serious after 2018. Second, the third batch of “low-carbon city pilot” are carried out on a large scale. After 2017, most cities have carried out “low-carbon city pilot”, so there are not enough reference objects for the comparative analysis of difference-in-difference. The data used in our study are mainly from the statistical yearbook. Specially, the data of energy intensity and economic development are mainly from statistical yearbooks of provinces and cities. The data of industrial structure, population density and actual utilization of foreign capital are from China’s urban statistical yearbook, and the average exchange rate of the year is from China’s statistical yearbook.
TABLE 1 | Variable measurement and data sources.
[image: Table 1]Descriptive Statistics
Before the empirical analysis, we need to conduct descriptive statistical analysis on all variables, and the results are shown in Table 2.
TABLE 2 | Descriptive statistical results.
[image: Table 2]It can be seen from Table 2 that there are 271 sample enterprises in this paper, and the reduction rate of energy intensity is between −10.34 and 4.13%. The proportion of the secondary industry and the tertiary industry in the GRP changes greatly. The proportion of the secondary industry ranges from 14.95 to 85.64, and the proportion of the tertiary industry ranges from 11.22 to 80.23, which indicates that there are great differences in the industrial structure among different cities in China. The minimum value of per capita GRP is 5.4 and the maximum value is 12.28, which indicates that the per capita income of Chinese cities with better economic development has reached the level of high-income countries or regions, while the per capita income of Chinese cities with poor economic development is still at the level of low-income countries or regions, which may lead to the heterogeneous impact of low-carbon city pilot on the energy intensity of these different regions. In addition, we also find that there are great differences between the actual level of foreign investment and population density in different regions.
Before testing the impact of low-carbon city pilot on energy intensity, we need to examine the degree of correlation between various variables to avoid multicollinearity in parameter estimation. Based on this, this paper calculates the correlation coefficient between various variables as shown in Table 3. Table 3 is the Pearson correlation coefficient matrix, which shows the correlation among the variables in the model. Among them, the energy intensity has a significant negative correlation with the proportion of the secondary industry and the level of economic development. But in the whole there is no high correlation between the variables. Therefore, we think that there is no serious multicollinearity among the variables, so we can directly conduct the ordinary least squares regression.
TABLE 3 | Pearson correlation coefficient matrix.
[image: Table 3]Empirical Analysis
Furthermore, we make parameter estimation on the impact of low-carbon city pilot on energy intensity, and the results of parameter estimation are shown in Table 4. It can be seen from Table 4 that the “low-carbon city pilot” policy can reduce the energy intensity. Specifically, in column 1–3 the coefficients of the interaction items are from −0.4177 to −0.4659, and pass the 5% significance level test. It is shown that the pilot policy has inhibitory effect on energy consumption per unit of GRP, which confirms the innovation compensation effect of the pilot policy. In addition, in column 2–3 the coefficients of the regional economic development (lnpgrp) are significantly negative, indicating that with the regional economic development, energy efficiency will be improved and the energy intensity reduced. The coefficients of the variables such as the proportion of the secondary industry and the proportion of the tertiary industry are both significantly in column 2–3. According to the theory of industrial economics, the increase of the proportion of the secondary and tertiary industries reflects the general law of industrial structure evolution, which will bring about the improvement of energy efficiency. This is consistent with our empirical conclusion. The coefficient of FDI are significantly negative, indicating that the higher the foreign investment, the energy intensity is lower. This is due to that the entry of foreign direct investment can bring advanced management experience, enterprise management system and business philosophy, which will improve the energy efficiency in China, and then reduce the energy intensity. The coefficient of the population density fails to pass the statistical test. It may be due to that after controlling variables such as the economic development, the population density will not increase the energy demand and improve the energy intensity.
TABLE 4 | The results of the impact of low carbon city pilot on energy intensity.
[image: Table 4]THE HETEROGENEOUS IMPACT OF “LOW-CARBON CITY PILOT” POLICY ON ENERGY INTENSITY
There are differences in energy intensity among cities with different geographic locations, economic development, and characters such as whether old industrial bases are or not. So we further distinguish cities according to geographic locations, regional economic development, and whether they are old industrial bases or not, and analyze the heterogeneous effects of “low-carbon city pilot” policy on energy intensity.
Cities in Different Geographical Areas
Since the reform and opening up, economic gaps between the eastern regions, the central regions and the western regions in China have always existed and never narrowed. The pace of development in the eastern region continues to accelerate, while the development of central and western regions are restricted by related factors such as backward infrastructure, imperfect market economy system, and backward education development, thus the economic development gap between the East and the west is widening. Generally speaking, the level of China’s economic and technological development gradually decreases from east to west, while the abundance of natural resources increases from east to west. Objectively, there are three major economic regions such as the east, middle and west. Therefore, we refer to the research of (Elliott et al., 2013; Zhang et al., 2020) and divide China’s cities into eastern, central and western regions according to their geographic location. Among them, the eastern region mainly includes Beijing, Tianjin, Jiangsu, Zhejiang, Fujian, Liaoning, Shandong, Guangdong, Hainan, and Hebei. The central region includes Shanxi, Inner Mongolia, Jilin, Hubei, Hunan, Anhui, Heilongjiang, Jilin, and Jiangxi. The western region includes Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, Ningxia, Xinjiang, and Guangxi. Then we conduct a regression analysis on sub-samples. The results are shown in Table 5.
TABLE 5 | The heterogeneous impacts of the pilot policy on the energy intensity in different geographical locations.
[image: Table 5]According to Table 5, the “low-carbon city pilot” policy have a heterogeneous impact on the energy intensity of different regions, and its impact on the energy intensity of the eastern region is more significant. Specifically, the coefficients of the interaction terms in column 1 are negative and pass the 1% significance test, while the corresponding coefficients in column 2 and 3 are not significant, indicating that after controlling other regional factors, the “low-carbon city pilot” policy can significantly reduce the energy intensity in eastern regions, but has no significant impact on the energy intensity in central and western regions. This may be due to the fact that China’s eastern regions have better technical foundation and more talents which are the basis for technology innovation. Specifically, China’s eastern regions have superior geographical conditions, agricultural intensification, industrialization and commercialization relative to the central and western regions (Zheng et al., 2020), so they have obvious advantages in attracting talent and foreign investment and technological innovation. Therefore, the low-carbon city pilot policy is easier to promote the eastern regions to increase investment in energy conservation and play an innovative compensation effect to reduce energy intensity.
Cities With Different Economic Development
Furthermore, we divide the samples into regions with high economic development and regions with medium and low economic development level according to the median of the per capita GRP of the region, and conduct sub-sample regression analysis. At the same time, considering the correspondence to different geographical locations in China, we also use the tertiles of per capita GRP and divide the samples into regions with high economic development, medium economic development, and low economic development. Then we conduct a sub-sample regression analysis. The results are shown in Table 6.
TABLE 6 | The heterogonous impact of “low-carbon city pilot” policy on the energy intensity in regions with different economic development.
[image: Table 6]The analysis in Table 6 shows that, the “low-carbon city pilot” policy has heterogeneous impacts on the energy intensity of the regions with different economic development, and the impacts of the regions with high economic development and medium economic development are significantly negative, while those of the regions with low economic development are not significant. Specially, from Table 6, it is shown that the coefficients of the interaction terms in column 1, 3, and 4 are all negative, and pass the significance test of 5, 10 and 1%, respectively, while those in column 2 and 5 are insignificant. This further confirms previous conclusions that with fiercer industrial competition and higher professional R&D departments, enterprises in economically developed regions are able to respond quickly once policies introduced, which in turn bring down energy intensity even more. Admittedly, this will make the problem worse. Because in fact, compared with energy intensity in the regions with low economic development, those in middle and high economic development regions are generally lower. And the effect of the “low-carbon city pilot” policy is more significant in middle and high economic development regions. The result will worsen with larger differences of energy intensity between the medium-high economic development regions and the low economic development regions.
Cities Belongs to the Old Industrial-Base Areas or Not
Finally, we also analyze the heterogeneous impacts of the policy between the samples according to whether they are old industrial-base areas. Specifically, according to the National Development and Reform Commission’s “National Old Industrial Base Adjustment and Transformation Plan (2013-2022)” issued in 2013, we identify 120 old industrial base cities or provincial capital cities. Among them, some of the old industrial-bases are important national energy bases, and usually undertake major technical equipment or the supply of products related to the national economy and people’s livelihood. On the whole, the old industrial-bases have the characteristics of high energy consumption and high pollution, and often exhibit higher energy intensity. Therefore, our concern is whether the low-carbon city pilot policy can restrain the energy intensity of the old industrial bases and achieve high-quality development of the old industrial-bases. In order to solve this problem, we divide the sample into old industrial-base areas and non-old industrial-base areas, and perform sub-sample regression analysis. The results are shown in Table 7.
TABLE 7 | The heterogeneous impacts of “low-carbon city pilot” policy on energy intensity: old industrial-bases and non-old industrial-bases.
[image: Table 7]The analysis in Table 7 shows that the “low-carbon city pilot” policy has heterogeneous impacts between old industrial-base area and the non-old industrial-base area, and its impact on the non-old industrial-base is more significant. Specifically, the coefficient of the interaction term in column 1 is insignificant, while the coefficient of the interaction term in column 2 is −0.522 and pass the 5% significance level test. It shows that the “low-carbon city pilot” policy has a significant inhibitory effect on the energy intensity of non-old industrial-bases, but has no significant effect on non-old industrial-bases areas. The reason lies in that their different concerns about environment quality. Specially, most of the non-old industrial bases are cities with a relatively developed economy and a higher degree of marketization, and they have more demands for environmental quality, thus more enthusiastic about participating in energy conservation and emission reduction (Li et al., 2019), so with the “low-carbon city pilot” policy introduced, the public in these areas consciously strengthen the supervision of corporate behavior, prompting corporations to improve energy efficiency and reduce energy intensity.
ROBUST TESTS
Parallel Trend Test
The premise of the difference-in-difference method is that the experimental group and the control group are comparable, that is, if there is no low-carbon city pilot policy, the energy intensity of the treat group and the control group will not change significantly over time and meet the parallel trend assumption. In order to verify this premise, we use the method of (Chen et al., 2018; Hong et al., 2020), use 2009 as the reference year, and add variables before and after the implementation of the policy into the model. The interaction term of the variable is used for event analysis, and the specific model is shown in Eq. 2. The coefficients of each interaction term are shown in Figure 2.
[image: image]
[image: Figure 2]FIGURE 2 | Results of parallel trend test.
It can be seen from Figure 2 Results of parallel trend test that before the implementation of the low-carbon city policy, there was no significant difference between the control group and the treatment group, but after the implementation of the policy, the energy consumption per GRP of the pilot cities in 2011 and 2013 dropped significantly. Specifically, before the policy implementation, the coefficients of the interaction term are not significant, indicating that the difference in energy intensity between pilot cities and non-pilot cities is not significant before the policy is implemented, that is, the parallel trend assumption is satisfied. It is suitable to use the difference-in-difference method. After the implementation of the policy, the coefficient of the interaction term in 2011 and 2013 significantly dropped to a negative value, and passed the significance test of 10 and 5%, respectively, indicating that with the implementation of the “low-carbon city pilot” policy, the energy intensity was significantly reduced. In other words, the “low-carbon city pilot” policy have a certain inhibitory effect on energy intensity.
Placebo Test
In order to further rule out the differences in energy intensity between pilot cities and non-pilot cities caused by other multiple compound factors, we also conduct a placebo test by constructing a false treatment group and a control group. From the overall sample of 271 cities, 61 cities were randomly selected as the treatment group, and other cities were used as the control group. Through random sampling, a group of false pilot cities and non-pilot cities are constructed. The dummy variable of the pilot city is assigned a value of 1 while the dummy variable of the false non-pilot city is assigned a value of 0, and then make a regression analysis with other control variables added. In this way, random sampling is repeated 500 times. The coefficients of the interaction term are used, and we plot the kernel density distribution diagram as shown by Figure 3.
[image: Figure 3]FIGURE 3 | Placebo test results.
It can be seen from Figure 3 that the estimation result of the benchmark model has passed the placebo test, indicating that the impact of the “low-carbon city pilot” policy on energy intensity has little correlation with other unknown factors, that is, the estimation result of the benchmark model is robust. Specifically, Figure 3 shows that the estimated coefficients obtained by 500 random processing are distributed near zero, indicating that the unobserved regional characteristics will not affect the estimated results.
Reset the Research Period
Considering that our research period selected are 4 years before and after the implementation of the policy, is somewhat arbitrary. Therefore, in order to enhance the credibility of the conclusions, we further relax this assumption and set the research period as 3 years before and after the policy implementation and 2 years before and after the implementation of the policy for empirical analysis. The results are shown in Table 8.
TABLE 8 | Robustness test (reset the research period).
[image: Table 8]Table 8 shows that when we change the previous research period 2006–2016 to two other period 2007–2016, and 2006–2015, which covers the period 3 years before and after the policy implementation, and the period 2 years before and after the policy implementation, the research conclusions have not substantially changed. This further confirmed the robustness of previous research conclusions. Specifically, the coefficients of the interaction terms in column 1 and column 2 are −0.6615, and −0.8295, respectively, and both pass the 1% significance test. It shows that after changing the research period, the low-carbon city pilot policy still have a significant inhibitory effect on energy intensity.
FURTHER ANALYSIS: IMPACT MECHANISM
The theoretical analysis part of the previous article pointed out that “low-carbon city pilot” policy may contribute to energy conservation and emission reduction by encouraging enterprises to strengthen R&D and innovation, and may also reduce energy intensity by promoting the upgrading of industrial structure. To this end, we further explore the impact mechanism of “low-carbon city pilot” policy based on two perspectives of technological innovation and industrial structure upgrading.
Technological Innovation Mechanism
In order to identify the existence of low-carbon city pilot impact mechanism, we use the mediating effect model to test (Hayes, 2009), the model is set as follows:
[image: image]
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In Eqs. 3, 4, [image: image] represents the intermediary variable, and the meaning of other variables is the same as Eq. 1. According to the mediating effect model, the first step is to estimate Eq. 3 and test whether the “low-carbon cities pilot” policy have the promotion effect on technological innovation or industrial structure. If [image: image] is significantly positive, it shows that the “low-carbon cities pilot” policy does have a positive effect on the technological innovation or industrial structure upgrading. The second step is to regress Eq. 4 to examine the impact of low-carbon city pilot policies and mediating variables on energy intensity. If the coefficients [image: image], [image: image], and [image: image] are all significantly, indicating that the mediating effect was significant. However, if in λ and δ at least one of them is not significant, Sobel test is needed.
It can be seen from Table 9 that low-carbon city pilot policies can reduce energy intensity by promoting regional green technology innovation and technological innovation, which supports the Porter Hypothesis. That is to say, as a favorable environmental regulation, the low-carbon city pilot policy could generate “innovation compensation”, eventually leading to the decrease of energy intensity. Specifically, the coefficients of the interaction terms in column 1 and column 3 are both positive, and have passed the 1 and 5% significance tests, respectively, indicating that the low-carbon city pilot policies can significantly promote regional green technological innovation and technological innovation; The coefficients of the interaction terms in column 2 and column 4 are significantly negative, while the coefficients in front of green technological innovation and technological innovation are negative, but they fail the significance test. Therefore, the Sobel test is required, and the test results are significant, indicating that the mediation effect exists.
TABLE 9 | The technological innovation mechanisms of low-carbon city pilot policy.
[image: Table 9]The Mechanism of Industrial Structure Optimization
“Low-carbon city pilot” policy may affect energy intensity by forming “environmental barriers” to industrial structure optimization. Environmental regulations require recourses re-allocation in the process of economic development, set up environmental barriers for industrial access, further eliminate backward industries with high energy consumption and high pollution, promote the development of low energy consumption and low pollution industries, and accelerate the “energy saving” upgrade of the economic structure. The entropy index is often used to measure income inequality between regions. We refer to the research of (Zhou et al., 2013; Cheng et al., 2018), and use the entropy index to measure the rationality of the industrial structure. Specifically, the construction of the index is as follows:
[image: image]
In Eq. 5, [image: image] denotes the GRP, [image: image] denotes the number of employees in the whole society. The value of [image: image] 1, 2 or 3, representing the primary, secondary, and tertiary industries, respectively. If the industrial structure is in an ideal state and the labor productivity of each industry is equal, the value of [image: image] index value is 0, otherwise, the industrial structure will deviate. Therefore, we use this index as the inverse indicator of industrial structure optimization.
It can be seen from Table 10 that “low-carbon city pilot” policies cannot reduce energy intensity through the influencing mechanism of the industrial structure. Specifically, the coefficient of the interaction term in column 1 is negative and has passed the 1% significance test, indicating that the “low-carbon city pilot” policy can significantly reduce the deviation of the industrial structure, that is, it can promote the upgrading of the industrial structure in each city. Neither the coefficient of the interaction term or the industry deviation variable in column 2 are significant. Furthermore, we performed the Sobel test, and the test result is not significant, indicating that the mediating effect does not exist.
TABLE 10 | The industrial structure optimization mechanism of low-carbon city pilot policy.
[image: Table 10]CONCLUSION
Energy intensity is related to the sustainable use of fossil energy, and reducing energy intensity is one of the main strategies to deal with practical problems such as climate change and environmental degradation. The role of national macro-level factors on energy intensity has been basically confirmed, but the role of low-carbon policies at the regional level remains to be investigated. Based on the panel data of 271 cities in China from 2006 to 2016, this paper uses the low-carbon city pilot as a quasi-natural experiment to study the impact of regional-level low-carbon policies on energy intensity, and the following main conclusions are obtained:
First, low-carbon city pilot policies can effectively reduce regional energy intensity. As far as we know, pervious studies have shown that low-carbon city policies can effectively reduce carbon emissions and improve air quality, but whether it can reduce energy intensity remains to be verified. This paper empirically provide evidence for the positive effects of “low-carbon city pilot” policy on energy conservation.
Second, the effects of the “low-carbon city pilot” policy on energy intensity are heterogeneous. This heterogeneity is mainly reflected in different geographical locations, different economic development levels and whether it is a heavy industrial base. Compared with other regions, the low-carbon city pilot policies have a more significant inhibitory effect on the energy intensity of the eastern region, high economic development, and non-heavy industrial regions. This is mainly because, on the one hand, compared with the central and western regions and economically underdeveloped areas, these regions have superior geographical conditions and are easy to attract inflows of people and property. Therefore, low-carbon city pilot policies can more easily promote energy conservation and enhancement in the eastern region. Investment in energy efficiency and other aspects will play an innovative compensation effect to reduce energy intensity. On the other hand, the competition among industries in these areas is more intense, the R&D departments are more professional, and the public’s environmental appeals are stronger, which enables related industries to respond quickly after the policy is introduced, which in turn reduces energy intensity.
Finally, “low-carbon city pilot” policy mainly affect regional energy intensity through technological innovation, rather than the mechanism of industrial structure optimization. Through mechanism analysis, we further demonstrated that “low-carbon city pilot” policy will mainly bring innovation compensation effects, promote technological innovation and green technology innovation, and reduce energy intensity. In addition, “low-carbon city pilot” policy have also brought about some problems. For example, “low-carbon city pilot” policy will further increase the energy intensity difference between medium and high economic development areas and low economic development areas.
Based on the research conclusions, we propose the following policy recommendations: First, the government can further promote “low-carbon city pilot” policy nationwide by refining pilot experience, and effectively supervise pilot cities and induce their technological innovation, so as to achieve the goal of energy saving, emission reduction and green development. China’s low-carbon city policy is introduced by government departments, and maybe other countries can also introduce this kind of environmental regulation policies to reduce the energy intensity of cities. Second, comparing the results of different types of regions, it can be seen that government should implement differentiated regulations according to local economic conditions, especially for the energy intensity of the central and western regions, low economic development regions, and heavy industrial base regions. Third, the government can formulate policies that encourage technological innovation and green technological innovation, improve the technological innovation, and thus enhance the inhibitory effect of “low-carbon city pilot” policy on energy intensity.
We have evaluated the impacts of “low-carbon city pilot” policy on energy intensity, but due to the availability of data, this article still has some limitations. The optimization and upgrading of the industrial structure is not limited to the evolution of the first, second and third industries, but includes the internal adjustments of various sub-industries. Therefore, the mechanism of industrial structure optimization still needs further research. Moreover, the low-carbon city pilot policy itself is still in the process of gradual advancement, and more in-depth research on this policy can be carried out in future.
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In response to the dilemma between economic development and environmental protection, green finance is an effective tool for environmental regulation. Based on the stochastic frontier analysis method to measure the energy efficiency of China’s provinces from 2001 to 2017, the promotion effect of green finance on energy efficiency and the intermediary effect of green technology innovation are tested and analyzed in our study. The results show that green finance can significantly improve energy efficiency. Specifically, green finance makes stronger effect on energy efficiency in provinces with rich resource endowments, high levels of economic development, and high degree of marketization. Green finance can improve energy efficiency through the development of new energy technologies and disruptive green innovation, which provides important supports for formulating policies to optimize energy structure and improve energy efficiency.
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INTRODUCTION
Energy is an important foundation and main driving force for a country’s economic development. However, with the increase in total economic scale and the shortage of fossil energy, the issue of resource security has become the main focus of global attention. In particular, the world is facing the major challenge of climate change. While economic growth depends on energy consumption, it also brings severe environmental pollution (Diakoulaki and Mandaraka, 2007; Sjostron and Ostblom, 2010; Chen et al., 2017). It is necessary to review the long-term economic growth in the context of environmental policy (Burke, 2015), and interest in analyzing the relationship between energy and economic performance has gradually recovered. The development of green finance contributes to the stable economic growth momentum and sustainable economic development (Mohsin et al., 2020; Zhang et al., 2020), which provides a new perspective for our study.
The relationship between energy consumption and economic development has always been the focus of research. A large number of studies have shown that there is a positive correlation between economic growth and energy consumption. The higher the energy consumption is, the greater the output per capita. Whether from the long-term or short-term perspectives, energy consumption has a positive impact on economic growth (Warr and Ayres, 2010; Bildirici et al., 2012; Al-mulali and Sab, 2012; Islam et al., 2013, Saidi and Hammami, 2015), and economic development is closely related to natural resource consumption (Song et al., 2019). At the same time, affected by the unbalanced energy supply-demand relationship, fluctuations in energy prices transfer uncertainty to economic activities, causing economic volatility (Saiti et al., 2018; Bildirici and Badur, 2018; Dagoumas et al., 2020). This effect is even more serious for energy-dependent countries. In addition, with the acceleration of industrialization and urbanization, the demand for energy consumption has also grown rapidly (Qian et al., 2017; Wang and Su, 2019), and the equilibrium state between economic growth and energy consumption has undergone a fundamental change.
Facing the imbalance between energy consumption and economic development, various types of environmental regulations have played active regulatory roles in economic development, such as market reforms (Iimura and Cross, 2018), emission permits and renewable energy penetration (Mahmood and Ayaz, 2018; Arminen and Menegaki, 2019), pollution tax (Sen, 2015), as well as carbon taxes (Du et al., 2020). Some studies have concluded that environmental regulations have a positive impact on energy efficiency (Mandal, 2010; Bi et al., 2014; Zhang et al., 2016a; Zhang et al., 2016b). However, different types of environmental regulations have different effects on energy efficiency (Peng and Zhang, 2019). Dirckinck-Holmfeld (2015) studied the effects of environmental regulations on improving energy efficiency based on Danish enterprise surveys, but found that the Danish government’s environmental permit and ban framework was relatively vague and couldn’t provide the right direction for promoting energy efficiency. Zhang et al. (2021) analyzed the impact of corporate internal governance and external governance factors on the use of renewable energy, and found that companies under the common law system tended to use renewable energy. It can be seen that there are still some controversies about the impact of environmental regulations on energy efficiency.
As traditional environmental regulations and policies have shown more uncertainties in influencing energy efficiency, environmental regulations that promote green finance development have emerged (Wang and Zhi 2016; Zhang et al., 2020; Mohsin et al., 2020; Hafner et al., 2020). Based on the establishment of the green finance framework, the impact of green finance development on energy transition has begun to be studied. On the one hand, in terms of green financial tools, the impact of green bonds and green credits on renewable energy and green energy is analyzed and mixed findings are provided (Taghizadeh-Hesary and Yoshino, 2019; Azhgaliyeva et al., 2020). On the other hand, from the perspective of financial functions, it is confirmed that financial industry plays a role in supporting the development of green economy and the expansion of green finance (Keerthi, 2013; Sachs et al., 2019; Zheng et al., 2020).
As the largest developing country in the world, China has undergone earth-shaking changes after years of rapid social and economic development. The fact that coal resources are abundant and oil and gas resources are relatively scarce has led to an unreasonable energy production and consumption structure. In recent years, China’s renewable energy industry has continued to grow, and its share in the primary energy structure has continued to rise, becoming an important aspect of energy production and consumption. In 2019, China’s total output of renewable energy, nuclear power, and hydropower reached 21.06 EJ, accounting for 14.9% of primary energy consumption. Renewable energy, nuclear power and hydropower accounted for 31.5, 14.8 and 53.7% of total new energy production, respectively.1 At the same time, by the end of 2019, China’s green loan balance reached 10.22 trillion RMB; the scale of international green bond issuance reached 257.7 billion U.S. dollars (approximately 1.8 trillion RMB), which showed an increase of 51.06% over the same period last year; China has issued 31.3 billion United States dollars green bonds that meet the Climate Bond Initiative criterions, ranking second in the global green bond issuance scale.2 Taking China as the research object to study the impact of green finance on energy efficiency is very representative and exemplary.
In our study, the energy efficiency is measured by using the Stochastic Frontier Analysis Method, and the green finance index is calculated by using the Comprehensive Evaluation Method. Then, the panel data models with fixed effects are used to test the impact of green finance on energy efficiency, and we conduct several robustness tests to make sure our results of baseline model reliable. In addition, the heterogeneous impacts of green financial development on energy efficiency are discussed and analyzed, considering differences in resource endowments, differences in economic development levels, and differences in marketization levels. Finally, whether green finance can improve energy efficiency through the development of new energy technologies and disruptive green innovation is tested and discussed. This study contributes to the existing literature in several ways.
First, from the perspective of green finance development, the impact of environmental regulations on energy efficiency is analyzed, supplementing previous studies that focused on control and command environmental regulations (Chen and Zhang, 2012; Dirckinck-Holmfeld, 2015; Hancevic, 2016), but ignored the financial market’s resource allocation function for energy utilization. By testing the impact of green finance on energy efficiency, this paper provides important theoretical value for strengthening the development of green finance as well as coordinating environmental governance and economic sustainability.
Second, considering the differences in resource endowments, economic development, and marketization levels, the heterogeneous impacts of green finance on energy efficiency are analyzed. These results can provide a realistic basis for the formulation of differentiated policies to improve the green financial system and balance the efficiency of regional energy usage. In particular, China is working hard to achieve its carbon peak and carbon-neutral goal. It is of vital importance to discuss regional spatial differences in order to give full play to local advantages and coordinate the development of green finance to improve overall energy utilization efficiency.
Third, the framework for researching the relationship between green finance, technology innovation, and energy efficiency is used to test the innovation effect of green finance, confirming that green finance can significantly improve energy efficiency through promoting green technology innovation. Our study pays more attention to the role of green finance in hedging energy transition risks and transferring green transition risks, supplementing the shortcomings of traditional environmental regulations in controlling transition risks.
The rest of this paper is organized as follows. Literature Review and Hypothesis Formulation reviews relevant literature and proposes hypotheses. Methodology and Data focuses on the model specification and data sources. Main Empirical Results interprets and discusses the empirical results, including the main results and heterogeneous effects with other tests. Impact-channel Tests of Green Technology Innovation presents and discusses the results of impact-channel tests of green technology innovation. Conclusions and policy implications are summarized in Conclusions and Policy Implications.
LITERATURE REVIEW AND HYPOTHESIS FORMULATION
Green Finance Development and Energy Efficiency
In recent years, the research on green finance and energy policy has attracted more and more attention from governments and scholars. The purpose of green finance is to provide financial support for environmental protection related projects to solve the problems caused by climate change and improving energy efficiency. Some scholars have established the research framework of green finance and defined green finance (Wang and Zhi 2016; Taghizadeh-Hesary and Yoshino 2019; Zhang et al., 2020; Mohsin et al., 2020; Hafner et al., 2020). Green finance includes new financial supplies and policies such as green bonds, green banks, carbon market tools, fiscal policies, green central banks, financial technology, and national green development funds. The purpose of green finance is to support projects with environmental benefits, which include supporting for environmental improvement, dealing with climate change, and efficient usage of resources. Lindenberg (2014) also defined climate financing as a part of green finance, focusing on climate change. On August 31, 2016, seven ministries and commissions including the People’s Bank of China jointly issued the Guiding Opinions on Building a Green Financial System, emphasizing the need to support the green transition of the economy by promoting green credit, green bonds, green stock indexes and related products, green development funds, green insurance, carbon finance and other financial tools and related policies. Its purpose is to use green finance to limit financing of polluting companies, promoting energy conservation and emission reduction, and achieving the goal of environmental regulation. It can be seen that the development of green finance helps to coordinate energy transition and sustainable economic development.
The development of green finance is conducive to investment in energy projects and promotes green economic growth. Azhgaliyeva et al. (2020) analyzed the issuance of green bonds and green bond policies of the Association of Southeast Asian Nations (ASEAN), and found that two-thirds of the green bonds issued by the ASEAN were used to fund renewable energy and energy efficiency projects to improve energy efficiency to meet the rapid growth of energy demand. Based on investment theoretical models with projects scale considered, Taghizadeh-Hesary and Yoshino (2019) confirmed that the green credit guarantee schemes could reduce the risks of green finance and increase the returns on green energy projects. Zheng et al. (2020) found that the agglomeration of financial resources could promote the development of green economy, and there were spatial differences in the effects of financial agglomeration. However, some other studies have pointed out that fossil fuels still dominate energy investment, and financial institutions are more interested in fossil fuel projects than green projects, which may threaten the expansion of green energy required to provide energy security and achieving air pollution emission goals. It may be explained that there may exist several risks by adopting new technologies, causing lower returns on investing in these new technologies (Keerthi, 2013; Sachs et al., 2019).
Based on the relationship between green finance and energy efficiency, the hypothesis H1 is expressed as follows.
H1: The development of green finance can improve energy efficiency.
In addition, some studies have found that the development of green finance is affected by resource endowments, economic levels and levels of marketization. There exist heterogeneous impacts of green financial development on energy efficiency (Wang et al., 2020a; Zheng et al., 2020; Chen et al., 2021). Therefore, the hypothesis H1a is proposed.
H1a: There are heterogeneous impacts of green financial development on energy efficiency, across different levels of abundant resources, different levels of economic growth, and different levels of marketization.
The Intermediary Effect of Green Technology Innovation
The promotion effect of green finance on ecological innovation has been extensively confirmed, including on green technology innovation (Chassagnon and Haned, 2015) and green patents (Marin-Vinuesa et al., 2020), the R and D investment (Costa-Campi et al., 2017; Oh et al., 2020), as well as financial performance (Duque-Grisales et al., 2020; Xiang et al., 2020). Jones (2015) pointed out that sustainable finance and green finance encouraged investment in new technologies and innovations, which include renewable energy technologies. D’Orazio and Valente (2019) discussed the role of green finance in promoting green investment and emphasized the importance of green finance to the development of green technology. Wang et al. (2021), Wang et al. (2021b), Wang et al. (2021c) confirmed that green finance has important influence on technology innovation, which is also empirically supported at the micro-enterprise level (Li et al., 2021; Liu et al., 2021).
Additionally, green technology innovation has a direct impact on the improvement of energy efficiency. Cagno et al. (2015) studied the impact of technology innovation on energy efficiency, and they found technology innovation can effectively improve the energy efficiency of enterprises. Based on the Stochastic Frontier Analysis Method, (Miao et al., 2017), analyzed the impact of green technology innovation on the efficiency of natural resource utilization, and found that the level of natural resource utilization efficiency is relatively high when affected by the green technology innovation. Wurlod and Noaill (2018) tested the impact of green innovation on energy intensity in the industrial sectors of 17 OECD countries, and found that green innovation contributed to the decline in energy intensity of most industries. (Pan et al., 2019). studied the dynamic relationship among environmental regulation, technology innovation and energy efficiency, pointing out that technology innovation has played an important role in improving energy efficiency.
Based on the above analysis, we hold the point of view that green technology innovation plays an intermediary effect on the impact of green finance on energy efficiency. In order to distinguish the types of green technology innovation, the two aspects of green technology innovation, which are new energy technology development and disruptive green innovation, would be adopted to conduct impact-channel tests of green technology innovation. Therefore, the following hypotheses H2a and H2b are put forward.
H2a: The development of green finance improves energy efficiency through influencing new energy technology development.
H2b: The development of green finance promotes energy efficiency by improving green innovation capabilities.
METHODOLOGY AND DATA
Model Specification
Based on H1, in order to test the impact of green finance on energy efficiency, a panel data model with fixed effects is constructed:
[image: image]
where subscripts [image: image] and [image: image] represent province and year, respectively. [image: image] represents the energy efficiency of province [image: image] in year [image: image], which is calculated by using the stochastic frontier method. [image: image] represents the level of green finance development of province [image: image] in year [image: image], which is calculated by constructing a green finance index. A set of provincial level control variables ([image: image]) are introduced into Eq. 1, which are Industrialization level ([image: image]), urbanization level ([image: image]), openness degree ([image: image]) and population density ([image: image]), whose calculation can be found in Variable measurement. [image: image] and [image: image] are province fixed effect and year fixed effect, respectively.
Additionally, in order to test H2a and H2b, a two-step estimation method is used to test the impact channel of green technology innovation. First, we need to test whether green finance has a significant impact on green technology innovation, which can be analyzed by estimating Eq. 2. Second, the development of green technology innovation ([image: image]) is introduced in Eq. 3 to test the impact of green finance and green technology innovation on energy efficiency. The specific models are as follows:
[image: image]
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In Eq. 2, there are two aspects that can reflect green technology innovation ([image: image]), namely, new energy technology ([image: image]) and disruptive green innovation ([image: image]). When the coefficient of green technology innovation ([image: image]) is significant, Eq. 3 can be used to analyze the impact of green finance on energy efficiency through the impact channel of green technology innovation. If the coefficient of green technology innovation ([image: image]) is significant, it means that green technology innovation has an intermediary effect on the impact of green finance on energy efficiency, and the value of [image: image] represents the impact level of green finance on energy efficiency through green technology innovation development.
Variable Measurement
Stochastic Frontier Analysis and Energy Efficiency Measurement
According to the stochastic frontier theory, the inefficiency of production technology is the main factor that causes the difference between actual output and frontier production. Based on the stochastic frontier model for panel data proposed by Battese and Coeli (1995), the technical efficiency of input and output in the process of provincial energy consumption is used to characterize provincial energy efficiency. At the same time, based on the practice of Wu et al. (2020), the undesirable output variable is introduced in the stochastic frontier model, and the stochastic frontier production function of provincial energy efficiency is constructed as follows.
[image: image]
where, [image: image] represents the total economic output of province [image: image] in year [image: image], expressed by provincial GDP. [image: image] is the undesirable output, which represents the negative benefits of energy consumption on the ecological environment with other input factors controlled, expressed by the cost of carbon dioxide emissions.3[image: image] represents the level of technology in a broad sense. [image: image] represents the capital investment, which is expressed by capital stock. [image: image] represents labor input, which is expressed by the number of provincial labors. [image: image] represents energy input, which is expressed by the total amount of provincial energy consumption. Table 1 reports specific variables. [image: image], [image: image] and [image: image] represent the output elasticity of capital, that of labor, and that of energy, respectively. [image: image] is the base of the natural logarithm. [image: image] represents the random error and is subject to the normal distribution. [image: image] represents the item of production inefficiency, which is subject to the non-negative one-sided normal distribution.
TABLE 1 | Related variables in input and output of energy economy.
[image: Table 1]In order to reflect the output per unit of energy consumption, that is, the energy efficiency in economic growth, Eq. 4 is divided by [image: image] with constant returns to scale of factor inputs ([image: image]). Eq. 5 can be obtained.
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where, [image: image] represents the energy efficiency of the output; [image: image] represents the energy efficiency of the undesirable output; [image: image] represents the capital-to-energy ratio, which reflects the amount of capital per unit of energy input; [image: image] is the labor-to-energy ratio, which reflects the number of labors per unit of energy input.
To simplify parameter estimation, we take natural logarithms of Eq. 5, and Eq. 6 can be obtained.
[image: image]
Finally, provincial energy efficiency can be expressed by the ratio of the expected value of actual output of regional energy consumption to the expected value of output when the technology is fully effective ([image: image]) in year [image: image].
[image: image]
Compilation of Green Finance Development Index
Environmental pollution and the degradation of natural resources have received increasing attention, and the financial industry has considered these issues, launching various financial products specifically for environmental protection, such as green bonds. At present, green finance is playing an increasingly important role in environmental protection and promoting economic transition (Wang et al., 2020b; Meo and Karim, 2021), and it has also become an important supplement to environmental regulations and energy policies (Falcone et al., 2018; Jin et al., 2021; Wang et al., 2021a, 2021b, 2021c). The Chinese government vigorously regulates environmental degradation and pollution, promising to achieve carbon neutrality by 2060. This requires comprehensive investment in green projects and technologies, promoting the implementation of green finance policies that support green development. Only in this way can green finance develop rapidly (Yu et al., 2021).
For the measurement of the development of green finance, scholars have conducted a lot of studies from the perspective of the fund supply side, the fund demand side and the characteristics of green finance (Liu et al., 2019; Zhou et al., 2020). However, the measurement of green finance by using a single variable cannot comprehensively reflect the overall level of green finance development. Based on Jiang et al. (2020), the index of China’s provincial green finance development is measured from four dimensions, namely, green credit, green investment, green insurance, and government support, and Table 2 reports specific indicators. After standardizing the indicator data, the Entropy Weight Method is used to calculate the weight of each indicator, so as to calculate the provincial annual green development index.
TABLE 2 | Indicators of green finance index.
[image: Table 2]Control Variables
According to the existing studies and data availability, the control variables that affect energy efficiency are selected as follows:
1) Industrialization level ([image: image]) is represented by the proportion of industrial added value in the GDP. Industrialization requires continuous usage of fossil energy to meet energy needs. In the absence of an improvement in the energy structure, the development of industrialization would increase the consumption of fossil energy, which would reduce energy efficiency and cause environmental degradation (Zhang, 2020; Tenaw, 2021).
2) Urbanization level ([image: image]) is represented by the proportion of urban population in the total population. The increase in the level of urbanization has brought about economic growth and improvement of people’s living standards. In the short term, large-scale infrastructure construction has increased the consumption of energy-intensive products, thereby increasing the demand for energy (Lv et al., 2020). At the same time, in the process of urbanization, the industrial structure has been reasonably adjusted, while resource allocation has been further optimized, improving energy efficiency (Markovic et al., 2012).
3) The degree of openness ([image: image]) is represented by the proportion of trade scale in GDP. The impact of trade on energy consumption and environment has received increasing attention (Peters et al., 2011). Opening to the outside world not only directly affects energy consumption through energy trade, but also indirectly affects energy consumption through the energy embodied in products. Zheng et al. (2011) analyzed the driving factors of increased trade on energy intensity, and Yu (2012) found that exports had no significant impact on energy consumption.
4) Population density ([image: image]) is represented by the ratio of the provincial population to the land area. In densely populated areas, the primary and tertiary industries account for a relatively high proportion of the industrial structure. Although the energy demand of these two industries is large, their energy consumption efficiency is higher than that of the secondary industry (Morikawa, 2012).
Data Sources
In this paper, we adopt the provincial data from 2001 to 2017, including 30 provinces/cities in China. The data we use to conduct empirical study are mainly from the following databases. 1) The provincial economic data come from the Statistical Yearbook of China and Statistical Yearbook of Provinces, which are published by the National Bureau of Statistics of China. 2) The provincial energy and environmental data come from China Energy Statistical Yearbook and Environment Statistical Yearbook of China. 3) The provincial financial data come from China Financial Statistical Yearbook and China Insurance Yearbook. 4) The data of Chinese green patents come from the China Patent database, which is published by the National Intellectual Property Administration in China. After merging the above databases, we obtained a panel dataset of maximum 510 province-year observations from 30 provinces/regions from 2001 to 2017.
Variable Description
Descriptive statistics are summarized in Table 3. The mean of energy efficiency ([image: image]) is 0.591, indicating that China’s energy economic efficiency is still at a relatively low level, and there is still much room for improvement in many provinces. This is consistent with the conclusion drawn from the calculation based on the Super-efficiency Model (Cheng et al., 2020). Local energy efficiency values are from 0.294 to 1, which also indicate that there are large differences in energy efficiency across provinces. The mean of the green finance index ([image: image]) is 0.131, showing that China’s green finance development is still in its preliminary stage with relatively low level. At the same time, the maximum of the local green finance index is 0.759 and the minimum is 0.042, indicating that there are significant differences across provinces.
TABLE 3 | Descriptive statistics.
[image: Table 3]In addition, we also provide descriptive statistics for industrialization, urbanization, degree of openness, and population density. To a certain extent, they all show differences in local development. Therefore, the heterogeneous effect of green finance on energy efficiency needs to be tested in the following part.
In order to visualize the regional differences in China’s energy efficiency and green finance development, the geographical distribution of the mean of energy efficiency and the mean of green finance index are shown in Figures 1, 2.
[image: Figure 1]FIGURE 1 | The mean of energy efficiency at the provincial level in China.
[image: Figure 2]FIGURE 2 | The mean of green finance index at the provincial level in China.
During the sample period, regions with high levels of green finance development index also have relatively high levels of energy efficiency. Specifically, the energy efficiency of the eastern region is the highest, followed by that of the central region, and the energy efficiency of the western region is the smallest. In terms of green finance development, similar regional distribution characteristics are also presented, which shows that the development of green finance has become an important environmental regulation, improving regional energy efficiency by means of fund guidance.
Table 4 summarizes the Pearson correlations among variables, avoiding estimation errors caused by multicollinearity between explanatory variables before estimating parameters. It can be seen that the correlation coefficient between energy efficiency and green finance development is significantly positive, that is, the higher the level of green finance development is, the higher the energy efficiency of the region is, which is consistent with the analysis in the hypothesis.
TABLE 4 | Pearson correlation matrix.
[image: Table 4]As shown in Table 4, most of the control variables are significantly correlated with the green finance development index. However, the correlation coefficient between the urbanization level and the explanatory variable is greater than 0.5, indicating that the multicollinearity between the variables is not a significant problem.
MAIN EMPIRICAL RESULTS
Estimation Results of the Baseline Model
The estimation results of the impact of green finance on energy efficiency are reported in Table 5. Under different settings (i.e., without controlling any other factors, column (1); and controlling all variables, column (2)), the coefficients of [image: image] are statistically significant and positive at the 1% level, and they are relatively robust. These results show that the development of green finance helps improve energy efficiency confirming the hypothesis H1. In order to avoid the estimation error that may be caused by the estimation methods, the Bootstrap sampling method is used to estimate Eq. 1. As shown in columns (3) and (4) that the green finance development index exerts significantly positive effect on energy efficiency is robust. By testing the impact of green finance development on energy efficiency, this paper has contributed to previous research and made up for the limitations of previous studies that focused on the direct impact of environmental regulations on energy efficiency and ignored the impact of green financial policies on energy efficiency (Bi et al., 2014; Wu et al., 2020). Meanwhile, the green finance policy is introduced to the energy-economic system, which would help to propose sustainable development countermeasures from the perspective of financial market. By making use of the resource allocation function of green finance, it can make up for the problems of strong restraint and insufficient flexibility of command-and-control environmental regulations.
TABLE 5 | The main results of the impact of green finance on energy efficiency.
[image: Table 5]Additionally, the results show that the coefficients of the control variables are consistent with the expected in Literature Review and Hypothesis Formulation, which are displayed in columns (2) and (4) of Table 5. In order to simplify the analysis, we only discuss the estimated coefficients of the control variables in column (2). The coefficient of the level of industrialization is significantly negative at the 1% level, indicating that the higher the proportion of the secondary industry’s value added in GDP is, the lower the energy efficiency. On the one hand, the secondary industry development heavily relies on the usage of fossil energy. With the technological level or per unit energy consumption fixed, as energy costs increase, industrialization cannot promote the improvement of energy efficiency. Similarly, this can also explain the changes in energy efficiency in the process of urbanization. Over-reliance on the consumption of fossil energy to develop the local economy cannot improve the energy efficiency. On the other hand, with the continuous upgrading of industries, the proportion of the secondary industry’s value added in GDP has shown a downward trend. However, energy efficiency has been continuously improved, resulting in a negative impact on energy efficiency due to industrialization together. Besides, the coefficient of the degree of openness is statistically positive at the 1% level, which shows that regions that are more open to the outside world are conducive to transfer of industries with backward production capacity, reducing energy consumption and improving energy efficiency; it may also be open to the outside world to improve energy efficiency by introducing green innovation technology (Mimouni and Temimi, 2018). The coefficient of population density is significantly positive at the level of 1%, indicating that the higher the population density is, the higher the energy efficiency is. The possible explanation is that the high population density may mean that the service industry is also more developed, resulting in higher energy efficiency (Morikawa, 2012).
Robustness Tests
In order to ensure the robustness of the estimation results of the baseline model, we run several robustness tests, including replacing dependent variable, replacing key independent variable, and dealing with endogeneity.
Replacing Dependent Variable
There are many approaches to measure energy efficiency, and it is necessary to re-estimate the baseline model with dependent variable measured by using other approach, to avoid possible measurement errors and simultaneity bias. Among several measurement approaches, output value per unit of energy consumption ([image: image]), namely, one over the energy intensity, can reflect the relationship between energy input and economic output. This indicator is easy to understand and simple to calculate, and is widely used in many empirical studies (Hajko, 2014; Lin and Zheng, 2017). In addition, we also adopt a stochastic frontier analysis method without the undesirable output to re-measure the energy efficiency of each province as a substitute for dependent variable.
The estimation results are shown in columns (1) and (2) of Table 6, respectively. It can be seen that the impact of the Green Finance Index on one over energy intensity ([image: image]) and the impact of that on energy efficiency without undesirable outputs ([image: image]) are still significantly positive at the 1% level. These results show that the energy efficiency measured by the stochastic frontier analysis method is effective, further confirming the baseline regression result.
TABLE 6 | Estimation results of robustness tests.
[image: Table 6]Replacing Key Independent Variable
The green finance index is a measurement by using comprehensive indicators to reflect the overall level of local green finance development. However, it may also be affected by the Entropy Weight Method’s weighting of indicators, causing estimation biases to the final regression results. In this regard, we adopt two approaches to tackle this problem.
First, the natural logarithm of the total loans of financial institutions ([image: image]) is used as a substitute for the development of green finance. When the total amount of loans in a region is relatively high, it shows that the loan business in this region is relatively active. Regions with higher levels of financial development are more likely to increase investment to promote the development of green finance, supporting local development of renewable energy, and improving energy efficiency.
Second, a dummy variable that indicates the implementation of green credit policy is introduced. In July 2007, the Ministry of Environmental Protection of the People’s Republic of China, the People’s Bank of China, and the China Banking Regulatory Commission jointly issued the Opinions on Implementing Environmental Protection Policies and Regulations to Prevent Credit Risks, marking that green credit as an economic instrument has fully entered the main battlefield of pollution reduction in China. The development of green credit policy is an important supplement to environmental regulation, and we can construct a dummy variable that reflects the development of green finance. Therefore, the dummy variable green_credit, indicating the post-treatment period, is introduced; that is, [image: image] if [image: image], and [image: image] otherwise.
The estimation results are shown in columns (3) and (4) of Table 6, respectively. After the green finance index is replaced by [image: image] or [image: image], the effects of green finance development on energy efficiency are still significantly positive, further confirming the Hypothesis H1.
Dealing With Endogeneity
Potential endogeneity due to reverse causality or simultaneity may question our identification strategy. To deal with this problem, we adopt the instrumental variable method to re-estimate our baseline model (Albouy et al., 2016). We use the number of listed companies as an instrumental variable, because it has a strong correlation with the level of local financial development. On the one hand, listed companies are highly innovative and are important promoters of development of local green finance. On the other hand, listed companies have undertaken more environmental governance responsibilities and are in great need of green financial support. In addition, this variable has little relevance to energy efficiency at the provincial level.
According to firms’ location of registration, the number of list companies is added up, and we take the natural logarithm of the number of list companies as the instrument which is used to estimate the baseline model based on the Two Stage Least Square (2SLS) estimation method. The 2SLS estimation results are shown in columns (5) and (6) of Table 6. The estimation results of the first stage show that the coefficient of the number of listed companies is significantly positive at the 1% level; in the second stage estimation, the coefficient of the fitted green finance index is significantly positive. Therefore, after controlling the potential endogeneity, our main empirical results remain robust, and that the green financial development can promote the energy efficiency is further confirmed.
Heterogeneity Analysis
In the part of descriptive statistics, we find that the difference between energy efficiency and green finance index at the provincial level may be an important source of the heterogeneous impact of green financial development on energy efficiency. In this section, we will analyze and discuss the heterogeneous impact of green financial development on energy efficiency, considering differences in resource endowments, differences in economic development levels, and differences in marketization levels.
Differences in Resource Endowments
Taking that the energy resources endowment of a country directly affecting the energy consumption structure into consideration, there may be differences in energy efficiency across different regions (Wang et al., 2020b). According to the median of the energy resources production, the sub-samples above the median are resource-rich regions, and the sub-samples below the median are resource-poor regions.
The estimation results of each group are shown in columns (1) and (2) of panel A in Table 7. In provinces with rich resource endowments, the coefficient of the green finance index is significantly positive and higher than that of provinces with poor resource endowments. On the one hand, regions with rich resource endowments can speed up the transition of energy consumption structure through the development of green finance. As a result, the decline in traditional energy usage makes the improvement of energy efficiency more obvious. On the other hand, in regions with poor resource endowments, there may be only few effects of green finance participating in environmental regulations, whose scale effect would also be lower than that in regions with rich resource endowments. Meanwhile, the development of green finance in regions with low resource endowments has significantly lower promotion effect on energy efficiency than that in regions with rich resource endowments.
TABLE 7 | Estimation results of heterogeneity tests.
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Taking into account the differences in the level of economic development of various provinces may have different effects on the development of green finance (Zheng et al., 2020), according to the median of the GDP per capita, the sub-samples above the median are the provinces with high levels of economic development, and the sub-samples below the median are the provinces with low levels of economic development.
The estimation results of each group are shown in columns (3) and (4) of Table 7. No matter in provinces with high levels of economic development or low levels of economic development, the green financial development can significantly promote energy efficiency. However, in regions with high levels of economic development, the impact of green finance on energy efficiency is slightly higher than that in regions with low levels of economic development. The level of economic development can be used to measure the economic output of energy consumption. Green financial policies exert positive effects on energy efficiency by increasing the financing costs of high-polluting companies, resulting in reducing energy consumption. At the same time, in areas with high levels of economic development, the willingness of enterprises to reduce fossil energy consumption is stronger, and green financial policies can effectively cooperate with environmental regulations to achieve the goal of improving energy efficiency.
Differences in Marketization Levels
The development of green finance may be affected by the level of market development. In the context of different levels of marketization, the impact of green finance on energy efficiency may be different (Chen et al., 2021). Based on the method measuring levels of marketization proposed by Fan et al. (2012), the marketization index is calculated during the sample period. Based on the annual median of the marketization index, the sub-samples above the median are the provinces with high levels of marketization, and the sub-samples below the median are the provinces with low levels of marketization.
The test results of differences in marketization levels are shown in columns (5) and (6) of Table 7. The results show that green financial development makes significant promotion effect on energy efficiency in both provinces with high levels of marketization and low levels of marketization. However, there are certain regional differences in the degree of impact, and green finance has a higher impact on energy efficiency in regions with high levels of marketization. A reasonable explanation is that the higher the level of marketization is, the more conducive it is to the development of green finance business. There may be differences in influence channels and regulatory intensity between green finance policies and environmental regulations. The green finance policy is mainly to improve the energy structure by alleviating the degree of capital financing constraints. In contrast, strict but flexible environmental regulations can reduce the degree of information asymmetry, and are more conducive to guiding enterprises to use green energy, developing green technologies, and improving energy efficiency.
Considering the heterogeneous impact of green financial development on energy efficiency, when suffering from differences in resource endowments, differences in economic development levels, and differences in marketization levels, the development of green finance cannot be implemented in a homogeneous manner. The local advantages should be taken according to the resource conditions and economic characteristics of each region, and a green finance development mode suitable for the local area should be developed. In addition, it is necessary to comprehensively consider factors such as levels of economic development, geographical location, and industries with local characteristics, to fully explore the feasibility of green finance development policies and financial tools in various regions, promoting green finance practices more widely. The green finance can provide sufficient financing means for the development of regional green industries to support the improvement of the ecological environment and the efficient use of resources, thereby effectively improving regional energy efficiency.
IMPACT-CHANNEL TESTS OF GREEN TECHNOLOGY INNOVATION
As one of the largest coal consumers in the world, China is facing serious energy and environmental problems which can be solved by strengthening the clean and efficient use of coal resources. In promoting the third transition of fossil energy such as petroleum, coal, natural gas, etc. to new energy, major breakthroughs in some key technologies and strengthening of ecological environment protection are required to realize low-carbon and clean utilization of coal. Some coal-burning equipment has been upgraded to solve the problems of high consumption of pollutants and excessive emission caused by long-term use, aging, backward design and manufacturing technology of coal-burning equipment. Specifically, green technology innovation is an important path to achieve ecological protection and improve energy efficiency, and the government’s active adoption of environmental regulations (ER) to promote green technology progress is the key to solve environmental and economic difficulties (Li and Du, 2021). The Porter Hypothesis points out that strict but flexible environmental regulations can trigger innovations, making production processes more efficient, and it has been widely confirmed (Ford et al., 2014; Wang et al., 2019). Some studies have shown that both institutional quality and green innovation have significant positive impacts on the improvement of energy efficiency (Li and Lin, 2018; Liu et al., 2021). Therefore, it is necessary for us to discuss whether the technological innovation path of green finance can promote the improvement of energy efficiency. In this section, considering the two aspects of technological innovation impact channels, namely, new energy technology development and disruptive green innovation, whether green finance has a smooth effect or a severe impact on energy efficiency through innovation channels would be tested and analyzed.
Impact-Channel Tests of New Energy Technology Development
China’s coal-based primary energy consumption structure will not fundamentally change in the short term. In order to protect the environment, it is necessary to reduce the direct combustion of bulk coal. At the same time, with the advancement of technology, the development and utilization cost of new energy continues to drop. Compared with fossil energy, new energy has strong competitiveness. In other words, the development of new energy technologies is a key direction supported by the green finance (Wang and Zhi, 2016), and energy efficiency can be greatly improved by optimizing the energy structure.
Therefore, new energy technology development ([image: image]) is used as a mediator, which represents the natural logarithm of the number of new energy technology invention patents in each province derived from the National Intellectual Property Patent database of China. Based on Eq. 2, Eq. 3, the impact-channel test results of new energy technology development are shown in columns (1) and (2) in Table 8. The results in column (1) show that the impact of green finance on new energy technology is significantly positive at the 1% level, indicating that green investment can increase the proportion of new energy consumption in total energy consumption. Green finance is conducive to promoting new energy technology innovation, and Pavlyk (2020) also has drawn consistent conclusions. The results in column (2) show that the coefficient of new energy technology is significant at the 1% level, indicating that new energy technology has an intermediary effect in promoting energy efficiency. The hypothesis H2a is confirmed, and the intermediary effect accounted for 15.2% of the total effect ([image: image]). It is said that green finance has a strong positive effect on energy efficiency through the impact channel of new energy technology development.
TABLE 8 | Estimation results of impact-channel tests.
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Disruptive green innovation is regarded as a sustainable way to achieve a low-carbon environment (Sun et al., 2019; Jermsittiparsert et al., 2020), and green innovation has a leap-forward impact on energy efficiency. Although some studies have confirmed the impact mechanism of environmental regulations on the efficiency of regional green innovation (Fan et al., 2021), different types of environmental regulations have different effects on green development performance. Market-based environmental regulations have a positive impact on the green development of the industry by encouraging green process innovation instead of green product innovation (Feng and Chen, 2018). There has been a longstanding debate on the effects of environmental regulations on disruptive green innovation.
From the perspective of green finance, we discuss the intermediary effect of green innovation in the process of environmental governance policies affecting energy efficiency. Therefore, disruptive green innovation ([image: image]) is used as a mediator, which represents the natural logarithm of the number of green patent applications in each province derived from the National Intellectual Property Patent database of China. The estimation results are shown in columns (3) and (4) in Table 8. The results show that green finance has a significant impact on green innovation, and the improvement of energy efficiency is strengthened through green innovation, confirming the hypothesis H2b. In addition, the intermediary effect of green innovation accounts for 19% of the total effect ([image: image]). Controlling other conditions fixed, disruptive green innovation has greater benefits in promoting energy efficiency. Compared with traditional environmental regulations, green finance is more conducive to guiding green product innovation.
In summary, the green finance can promote energy efficiency through green technology innovation. First, the financial support effect of green finance can provide financing services for the clean energy industries, which can guide financial institutions to gradually increase investment in technology research and development in the green and low-carbon field. As a result, the proportion of new energy consumption in total energy consumption will be further increased, thereby improving energy utilization efficiency. Second, the incentive effect of green finance can make it easier to support new energy enterprises, and financial products and tools such as credits and bonds are used to vigorously develop green projects, which can reduce the financing costs of green innovation projects, guiding more companies to develop green technologies and use clean energy. Third, the allocation effect of green finance can effectively solve the financing difficulties caused by the long return period of investment in new energy projects and unpredictable risk factors, hedging the risks of energy transition, and promoting the process of low-carbon green development.
CONCLUSIONS AND POLICY IMPLICATIONS
In order to cope with the dilemma between economic development and environmental protection brought about by energy consumption, various countries or regions have adopted environmental regulations to improve energy efficiency. Although there have been a large number of studies discussing the impact of environmental regulations on energy efficiency (Ford et al., 2014; Feng and Chen, 2018; Wang et al., 2019), few studies have been conducted to analyze its impact on energy efficiency from the perspective of green finance development. Especially, the innovative mechanism of the impact of green finance on energy efficiency needs further analysis. Therefore, the annual panel data of 30 provinces or cities in China at the provincial level from 2001 to 2017 are used to test the promotion effect of green finance on energy efficiency and the intermediary effect of green technology innovation, and the following conclusions are drawn.
First, the green finance can significantly improve energy efficiency, especially in provinces with rich resource endowments, high levels of economic development, and high degree of marketization, the promotion effect of green finance is more obvious. These mean that the development of green finance with regional characteristics can optimize energy efficiency and realize the transition of energy consumption structure. While ensuring the sustainable development of the economy, the green finance is conducive to improving the environmental quality of China’s provinces, fully reflecting its active role in promoting the construction of ecological civilization and promoting the development of green economy. Second, the test results of the impact channel of green technology innovation show that green finance can improve energy efficiency through the development of new energy technologies and green innovation paths. The green finance helps to solve the financing difficulties caused by the long return period of investment in new energy projects and unpredictable risk factors, by allocating financial supply that matches the capital demand for green technology innovation. The development of green finance is of vital importance to improve green productivity, green technology innovation and low carbon emissions by guiding the flow of funds to green technology innovation, which can reduce environmental pollution and energy consumption, thereby improving energy efficiency and achieving green economic growth. In addition, we have confirmed the robustness of the conclusions by replacing the dependent variable, replacing key independent variable, and using instrumental variables to deal with endogenous issues.
Our conclusion that green finance promotes energy efficiency is conducive to the formulation of environmental policies. First, the top priority mission is to establish and improve the green financial system. Only in this way can we expand the scale of green finance, giving full play to resource allocation capabilities. A sound institutional environment is conducive to guiding enterprises to fulfill environmental responsibilities, effectively coordinating the relationship between economic development and environmental protection. Second, in accordance with local characteristics, the government should formulate differentiated green finance policies to reduce regional differences in energy efficiency; at the same time, the inter-regional cooperation should be strengthened to jointly promote the overall improvement of energy efficiency. Third, green financial service capabilities should be improved to promote the development and utilization of green technology innovation. Through the improvement of new energy technology, the cost of new energy use can be effectively reduced, and the energy structure can be further optimized.
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FOOTNOTES
1BP Statistical Review of World Energy 2020, https://www.bp.com/content/dam/bp/business-sites/en/global/corporate/pdfs/energy-economics/statistical-review/bp-stats-review-2020-full-report.pdf
2The data is from the China Green Finance Development Report (2019) compiled by the People's Bank of China.
3According to the transaction prices provided by China’s carbon emissions trading market, the average daily settlement price from 2013 to 2017 is 32.2 CNY/ton, which is used as the emission cost per unit carbon dioxide emission.
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In the context of intensifying global geopolitical disputes and trade frictions, the relationship between geopolitics and energy trade has attracted extensive attention from scholars. The complexity of geopolitical risks mainly comes from the diversity of geopolitical events, which directly leads to the different responses of energy trade in the face of geopolitical risks. The purpose of this paper is to analyze the heterogeneity of the impact of geopolitical events on energy trade based on the difference of event types. This paper uses Regression Discontinuity Design (RDD) to simulate a quasi-natural experiment. Based on the monthly data and the Geopolitical Risk index (GPR index) of 17 emerging economies from 2000 to 2020, the empirical analysis can be concluded as follows: Wars and conflicts events lead to the increase of energy trade volume; terrorist attacks have no significant impact on energy trade; international tension can cause the decline in energy trade. Additional analysis shows that the impact of geopolitical events on energy trade in emerging economies is concentrated on the demand side, and the demand is severely inelastic.
Keywords: geopolitical event, heterogeneity, regression discontinuity design, empirical study, energy trade
INTRODUCTION
Motivation
Energy is bound up with geopolitics. In today’s world pattern, the relations between major powers are complicated, with extremely changeable political and economic situation. The situation of traditional oil-producing countries is turbulent, and energy has gradually become an effective domestic policy tool and a powerful foreign policy weapon. The new relationship between energy and geopolitics in recent years needs to be understood from a mutual perspective. On the one hand, the energy transition is transforming global geopolitics: the US shale oil revolution, China’s energy transition and global efforts to combat climate change are increasingly reducing the dependence on oil. This global energy transition has complex and far-reaching geopolitical implications, including triggering new competition among economies and creating winners and losers in a new energy order. On the other hand, the increasingly tense geopolitical relations have led to increasing challenges to energy security for all countries: the situation in the oil-producing region of the Middle East is tense; the United States has imposed sanctions on Iran because of the nuclear issue, which seriously threatens the security of oil and gas supply and channels; the disputes over the control of offshore oil and gas resources and transportation channels continue; the regions with proven oil reserves in Africa remain unstable for a long time; and the breakdown of international cooperation hinders energy trade. Countries and regions around the world are often very passive in the face of different geopolitical events. Therefore, it is necessary to study the heterogeneity of the impact of geopolitical events on energy trade.
The rest of this paper is structured as follows: the first part is the introduction of empirical facts and the summary of existing literature; the second section puts forward the research hypotheses based on the simple analysis of the relationship between geopolitical events and energy trade, and introduces the model and data of the empirical research in this paper; the third section uses RDD to analyze the heterogeneity of the impact of three geopolitical events on the energy trade of emerging economies; in the fourth section, the robustness test is carried out from the perspective of validity, algorithm and Bootstrap; the fifth section gives the basic conclusions and policy implications.
Literature Review and Contribution
The impact of long-term fluctuation of geopolitical risks on energy market has aroused the attention of scholars all over the world. The view that political risk is the primary consideration of energy policy has been widely recognized (Yang et al., 2014; Lee et al., 2017; Duan et al., 2018). Through TVP-VAR model, Assaf et al. Found that the average impact of market uncertainty such as geopolitical risk on energy market is about 53% (Assaf et al., 2021). From the perspective of supply and demand relationship, the rise of national risk will lead to the decline of energy consumption, thus reducing a country’s dependence on global energy trade (Lee et al., 2017). Due to severe geopolitical uncertainty, tensions between nations that produces fuel/oil, and trade sanctions, almost no nation can guarantee a consistent fuel supply and that can affect the progress or development of countries significantly as fuel is the backbone of the energy supply (Anwar, 2021). The positive impact of global real aggregate demand has a significant negative effect on the uncertainty of American economic policy, while the impact on specific oil demand has the opposite effect (Kang and Ratti, 2013). The high risk will lead to the stagnation of national energy production and supply activities and the inability to provide enough energy to meet domestic demand and foreign export (Sun et al., 2014). Energy importing countries are also naturally more willing to import energy, such as natural gas (Zhang et al., 2018) and oil (Gupta, 2008), from regions with stable political situation. Geopolitical risks can also affect energy trade in dimensions other than supply and demand, such as impeding energy transport, weakening energy investment and making energy prices fluctuate significantly (Le Coq and Paltseva, 2009; Lee et al., 2017; Duan et al., 2018; Pena, 2020; Sukharev, 2020; Xie et al., 2020). In addition, there are many studies from the perspective of supply chain, sustainable development and renewable energy (Ilic et al., 2019; Kemfert and Schmalz, 2019; Pant et al., 2020).
Although Frontier countries are generally regarded as the leading players in the energy market (Simonia and Torkunov, 2016; Li T. et al., 2020), in fact, geopolitics has a more significant impact on the energy market of emerging economies. The “Three Seas Initiative” composed of some EU member countries is currently making efforts to reduce their dependence on natural gas from Russia and Ukraine (Kurecic, 2018); Oral and Ozdemir believe that under the current geopolitical background, Turkey should strive to become the center of global energy trade, because 70% of the world’s oil and gas reserves and consumption take place around it (Oral and Ozdemir, 2017). When geopolitical factors drive oil prices beyond realistic levels, Brazil should seize the opportunity to use shale oil as an important strategic resource (dos Santos and Lara dos Santos Matai, 2010); The Korean Peninsula should make strategic use of its own geopolitics to connect the Eurasian continent energy transportation and achieve prosperity through economic cooperation with the United States, China, Japan and Russia (Duk, 2018); China’s energy market is far from mature, and energy risks bring great fluctuations to the price of China’s energy asset market (Li, 2010). The tense geopolitical relationship between the United States and China has brought a huge impact on the world energy and trade markets (Iqbal et al., 2019; Qiu et al., 2019; Liu, 2020). Tunsjo puts forward new perspective on China’s strategy of acquiring energy resources in Sudan and Iran as well as the importance of China’s state-owned oil tanker fleet in China’s energy security policy by drawing lessons from hedging and risk management (Tunsjo, 2010); Oil is the main reason for United States intervention in the Middle East (Checkovich, 2005; Harvey, 2008). In the last 2 decades, the security situation and political stability in the Middle East has significantly worsened, in contrast with its strategic importance as the global economy’s energy engine (Baltar Rodríguez, 2021). Generally speaking, in the past, the energy related research of emerging economies in the geopolitical environment is seriously insufficient. Geopolitics and energy are hot topics in their respective fields, but there is a lack of sufficient interactive research. The empirical analysis of this paper is in the hope to fill the research gap of the impact of geopolitical events on energy trade of emerging economies.
The above studies provided reference experience and new ideas for this research.
The main work and marginal contributions of this paper are as follows: The heterogeneity of the impact of different types of geopolitical events on the energy trade of emerging economies is studied. Based on the monthly data of 17 sample emerging economies from 2000 to 2020, this paper employs the regression discontinuity design (RDD) model to analyze the changes in energy trade of emerging economies before and after 15 geopolitical events. The empirical findings of this paper show: 1) The impact of different types of geopolitical events on energy trade in emerging economies is heterogeneous. First, war and conflict events lead to an increase in energy trade. Second, terrorist attacks have no significant impact on energy trade. Third, international tensions lead to a decline in energy trade. Therefore, economies should respond to different types of geopolitical events in corresponding measures. 2) Through a comprehensive analysis of empirical results and facts, it is found that there is a complex relationship between geopolitical events and energy trade in emerging economies. First, the impact of geopolitical events on emerging economies’ energy trade is concentrated on the demand side, that is, the impact is concentrated in the energy importing countries. Second, energy demand in emerging economies is highly inelastic. This is reflected in the fact that energy trade basically keeps in line with the fluctuation direction of energy prices. Finally, fluctuations in energy trade are not entirely controlled by geopolitical events. Factors such as key technological innovations also influence energy markets. For example, the shale oil revolution in the United States fully covers the impact of the dangerous situation in the Middle East on energy trade.
RESEARCH DESIGN
Research Hypotheses
When geopolitical risks occur, emerging economies will make discretionary choices in energy import and export according to the degree of correlation between energy trade and their own interests. Emerging economies are relatively independent decision-making units. Different emerging economies have different responses to the same type of geopolitical events, and the responses of the same emerging economy to different types of geopolitical events are also different. Therefore, the impact of rising geopolitical risks caused by different geopolitical events on the energy trade of emerging economies must be heterogeneous. Based on this, this paper puts forward the first preliminary hypothesis:
H1: The impacts of geopolitical events on the energy trade of emerging economies are heterogeneous.
Although the causes are complex and the related parties are full of contradictions, geopolitical events can be classified from the surface. For the convenience of analysis, geopolitical events are simply divided into wars and conflicts, terrorist attacks and international tensions. Among them, wars and conflicts are accompanied by violent confrontation, which has a greater impact. Wars and Conflicts is an intense armed conflict between states, governments, societies, or paramilitary groups such as mercenaries, insurgents, and militias. It is generally characterized by extreme violence, aggression, destruction, and mortality, using regular or irregular military forces. In the past 2 decades, wars and conflicts are mainly concentrated in the Middle East region with rich energy reserves, which is bound to hinder energy output and trade. Based on this analysis, this paper puts forward the following hypothesis:
H2: Wars and conflicts have a restraining effect on the energy trade of emerging economies.
Terrorist attacks have caused heavy damage to the victim countries and regions, but they are usually small in scale and the actual international losses are not high. Terrorist attack is a kind of attack made by extremists against but not limited to civilians and civilian facilities, which is not in line with international morality. Since 1990s, terrorist attacks have been spreading rapidly all over the world. Terrorist attacks are hard to define. Even within the United States, the definitions used by the Department of defense, the FBI, and the State Department are different. Outside the United States, the United Nations and different countries define terrorist attacks in their own way. But on the whole, terrorist attacks are less influential than wars and conflicts, and it is difficult to directly affect the energy level of a country. Therefore, this paper proposes the third hypothesis:
H3: Terrorist attacks have no obvious impact on the energy trade of emerging economies.
International tension is a conflict between countries and regions that is not reflected by the war situation, but its adverse impact is not necessarily smaller than the direct war conflict. The current international situation and the level of weapons have caused conflicts between major powers to hardly erupt in the form of war. Therefore, conflicts are often manifested in tense international situations, which can hinder energy trade between countries, and even cause trade barriers, sanctions and vicious tariffs. At the same time, international tensions can also hit a country’s production and weaken energy consumption. Therefore, this paper puts forward the final hypothesis:
H4: International tensions inhibit the energy trade of emerging economies.
Model Construction
This paper uses the RDD model to test the impact of specific political events on the energy import and export volume of emerging economies and analyze the heterogeneity. The RDD is second only to random experiment and can effectively analyze the causal relationship between event occurrence and energy import and export volume by using realistic constraint conditions. When the random experiment is not available, RDD can avoid the endogenous problem of parameter estimation in the analysis of specific political events, so as to truly reflect the causal relationship between the rise of geopolitical risks (GPR) caused by political events and the energy import and export volume of emerging economies, and can use the jump effect of political events to estimate the causal relationship between them. In this paper, the validity of the RDD analysis is illustrated in the robustness test part. It should be noted that the experimental group of RDD is all the samples after the breakpoint (right), and the control group is all the samples before the breakpoint (left). The date of the experiment is the month in which the event happened. According to formula (1), in this paper, the months before the event happened is the control group, and the event after the months is the experimental group. The sample size of all empirical studies in this paper is 4,009, which will not be reported in the table. The accuracy of the RDD results is affected by the model setting, of which the bandwidth is the key. As for the selection of the bandwidth, the IK method (Imbens and Kalyanaraman, 2012) is used to calculate the Optimal Bandwidth (OB). It is worth mentioning that the optimal bandwidth in this section is 5–7 months, which can represent the short term and is represented by OB. The 2 times optimal bandwidth is about 10–14 months, which can represent the medium and long term and is represented by 2*OB. According to the research of Lee and Lemieux (2010), the following model is constructed:
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where i represents individual economy and t is time; Eventit is the processing variable, that is, when the time t is after the event, the value is 1, otherwise it is 0; Yit is the execution variable, that is, the difference between t and the occurrence time of the event; X is a covariate, including GDP, interest rate and exchange rate; πi represents individual fixed effect; εit is the error term; λ1 represents the impact of the event on the volume of energy import and export, which is the main concern of this paper. This model is used in the regression of this section and will not be repeated later.
Data Sources
2.1.1 Descriptive Statistics for Energy Trade Volume and Control Variables
This paper selects 17 emerging economies as the initial research samples. Based on the purpose of this research and the availability of data, this paper includes monthly panel data from January 2000 to December 2020, and makes the analysis from the time dimension of the month. The dependent variable of this paper is the energy trade volume. The data of energy imports and exports (USD) are derived from the 27th category of Harmonized Commodity Description and Coding System (HS) of the International Trade Centre, including coal, coke and coal brick, petroleum, petroleum products and related raw materials, natural gas and man-made gas and electric current, and can represent the overall energy import and export level of the economy (Yang et al., 2021). The GPR Index originally provides the geopolitical risk indexes of 19 emerging economies (Caldara and Iacoviello, 2019), but the monthly data of energy trade of Ukraine and Hong Kong are seriously missing, so this paper only selects 17 emerging economies (see Table 1). The control variables include GDP, exchange rate and interest rate. The monthly GDP of each economy is obtained from its quarterly GDP (million USD, source: World Bank) through frequency conversion, which does not change its variation trend; data of the current exchange rate and interest rate of each economy are from the Wind database. In most studies, the index of trade volume is logarithmic, because the trade volume gap between economies is generally large, and the discrete trend of data is very strong. The purpose of logarithm is to slow down the fluctuation trend of data and alleviate the heteroscedasticity. According to the standard practice, this paper adopts the logarithmic processing for trade volume and GDP data. Table 1 reports the descriptive statistical results of relevant variables.
TABLE 1 | Descriptive Statistics for dependent and control variables.
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The independent variable in this paper is the Geopolitical Risk Index, GPR index, which was proposed by Caldara and Iacoviello. By analyzing newspaper articles in a specific period, it comprehensively quantifies the geopolitical risks of 19 emerging economies and the whole. Monthly data covering the period January 1985 to April 2021 are currently available (Caldara and Iacoviello, 2019). The rise of GPR is often closely related to the occurrence of specific political events. Figure 1 shows the trend of global GPR index since January 2000. It can be found that the GPR index shows great jumps at specific time points such as the 9/11 and the Iraq War. Although the occurrence of different types of events will lead to the rise of GPR, the impact on specific targets such as energy trade is bound to be heterogeneous. The task of this paper is to analyze this heterogeneity (Li Z. et al., 2020; Li and Liao, 2020; Li T. et al., 2021; Li Z. et al., 2021).
[image: Figure 1]FIGURE 1 | GPR Trend line.
As can be seen from Figure 1, there are a certain number of “peaks” in the trend line of GPR. Combined with the historical facts of time, GPR index makers believe that geopolitical risk increases significantly in the following events: ①9/11 Attacks (September 2001) ②Fear of Iraq war (September 2002) ③Iraq Invasion (March 2003) ④Madrid bombings (March 2004) ⑤London bombings (July 2005) ⑥2006 transatlantic aircraft plot (August 2006) ⑦Obama announces surge Afghanistan (December 2009) ⑧Arab Spring: Syrian and Lybian War (March 2011) ⑨Syria war escalation (September 2013) ⑩Russia annexes Crimea (March 2014) ⑪ISIS escalation (September 2014) ⑫Paris Attacks (November 2015) ⑬Syrian tensions (April 2018) ⑭U.S.-Iran tensions (July 2018) ⑮U.S.-Iran tensions escalation (June 2019) ⑯U.S.-China tensions (August 2019) ⑰COVID-19 Outbreak (January 2020). In order to facilitate the consideration of the heterogeneity of the event impact, this paper divides the events into three categories according to their forms, namely Wars and Conflicts, Terrorist Attacks and Tension in International Relations. The above three groups of events will be analyzed in the following paper. Table 2 shows the grouping of different events.
TABLE 2 | Classification of geopolitical events.
[image: Table 2]War and Conflicts is an intense armed conflict between states, governments, societies, or paramilitary groups such as mercenaries, insurgents, and militias. It is generally characterized by extreme violence, aggression, destruction, and mortality, using regular or irregular military forces.
Descriptive Statistics for Energy Price
Previous studies have proved that energy prices play a mediating role in the impact of geopolitics on energy trade (Li F. et al., 2021). Therefore, when analyzing the impact of specific events, this section also considers the energy price factor and the elasticity of supply and demand. Due to the limitation of the RDD model, only words are used to supplement the role of energy price in the impact. In this paper, the monthly FOB price of steam coal spot in Newcastle and Kembla Port of Australia is selected to represent the overall coal price (USD/T), and the monthly FOB price of Brent crude oil spot in Britain is selected to represent the overall crude oil price (USD/barrel). The monthly FOB price of Russian produced natural gas from German port is selected to represent the overall natural gas price (USD/100 million standard British thermal units). The monthly trend is shown in Figure 2. It can be found that the three major energy price trends are basically consistent.
[image: Figure 2]FIGURE 2 | Energy Price Trend line.
The data processing is completed by SPSS24.0 and STATA16. The frequency conversion of GDP is completed by Eviews11, and the graphs are made by Excel.
EMPIRICAL ANALYSIS OF THE HETEROGENEITY OF THE IMPACT OF DIFFERENT EVENTS
Wars and Conflicts
Iraq War
After the September 11 attacks, the Bush administration’s national security team actively discussed the invasion of Iraq. President Bush began laying the public groundwork for invading Iraq in his January 2002 State of the Union address, calling Iraq a member of an axis of evil and saying, “The United States of America will not allow the world’s most dangerous regime to threaten us with the world’s most destructive weapons.” In his speech to the UN Security Council in September 2002, he began to formally put forward the reasons for invading Iraq to the international community; In October 2002, Congress authorized President George W. Bush to decide whether to launch a military strike against Iraq. On March 20th, 2003, the joint forces led by the United States and Britain launched a military operation against Iraq. The United States, on the grounds that Iraq hid weapons of mass destruction and secretly supported terrorists, bypassed the UN Security Council and carried out a unilateral military attack against Iraq. The international community considers the Iraq War as the continuation of the Gulf War, also known as the second Gulf War. It took more than 7 years for the U.S. combat forces to withdraw from Iraq. On December 18th, 2011, all US forces withdrew. The events related to this section are ②Fear of Iraq War (September 2002) ③Iraq Invasion (March 2003) In this paper, a Sharp Regression Discontinuity (SRD) analysis is conducted for the two events to analyze the heterogeneity of the impacts of the events on the whole sample, as well as energy importing countries and energy exporting countries before and after the events (Hongwei et al., 2021). Tables 3A,B report the results of the SRD, and Figures 3A,B report the energy price changes before and after the events.
TABLE 3 | The impact of Wars and Conflicts.
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As can be seen from Table 3A, the impact of the Fear of Iraq War on the energy trade of emerging economies is only reflected in the increase of energy import volume of energy importing countries in the medium and long terms. The Fear of Iraq war is mainly a pre-war campaign, and its impact on world energy trade is limited, and the result of the increase in imports of energy importing countries may be due to a long term of slow increase in energy prices. Iraq was then the world’s largest oil producer with 112.5 billion barrels of proven reserves, ranking second in the world. At the same time, the drilling rate of its oil resources was only 23%, and only 17 of the 80 large oil fields discovered were developed. The oil potential was huge. The Fear of Iraq war raised the price of crude oil to a certain extent, which directly led to the increase of energy trade volume.
It can be seen from Table 3B that the impact of the Iraq Invasion on the energy trade of emerging economies is reflected in the increase of energy export volume in energy exporting countries in the medium and long term. After the Iraq war, it was expected that the world oil market would stabilize with the rapid victory of the United States military in the Iraq war and the control of the situation. However, since the beginning of 2004, the world oil price has been climbing all the way, from $30 a barrel in January to $55 a barrel in October. Take China as an example, in 2004, China spent 40 billion US dollars for importing oil. More than 8-billion-USD additional expenditure is spent due to the price rise alone. Therefore, it can be concluded that the increase of energy export volume is due to the significant rise of energy prices, and the demand elasticity of energy exports is small.
Obama Announces Surge Afghanistan
On the evening of December 1, 2009, UnitesStates President Barack Obama delivered a national television speech at West Point, officially announcing the specific plan of increasing troops in Afghanistan. Under the plan, the United States military would send 30,000 additional troops to Afghanistan in phases, bringing the total to more than 100,000 troops by the first half of 2010. At the same time, the United States also requested other NATO allies to send at least 7,000 to 10,000 more troops to Afghanistan to make up for the gap between the actual number of US troops and the needs of the front line. This paper uses RDD to analyze the heterogeneity of the whole sample, energy importing countries and energy exporting countries before and after the event. Table 3C reports the results, and Figure 3C reports the changes in energy prices before and after the event.
As can be seen from Table 3C, the surge of American troops in Afghanistan has increased the overall energy import and export volume of emerging economies in the short term, and the export volume of energy exporting countries in the medium and long term. The surge of American troops in Afghanistan has brought instability to central Asia to a certain extent, which is reflected in the direct military action in Afghanistan and the radiation effect on neighboring countries (such as Kazakhstan, Kyrgyzstan, etc.). The instability in energy-producing countries usually leads to the shortage of energy and the rise of energy prices. In Figure 3C, it can be observed that the prices of the three major energy sources increase significantly in the short and medium term, which is the direct reason for the significant increase of energy import and export volume in emerging economies. The supply and demand of energy in emerging economies shows a weak elasticity here (Lin and Liu, 2010; Labandeira et al., 2017).
Arab Spring
The Arab Spring is a wave of revolutions in the Arab world, the civil war in Syria and the war in Libya being the main parts. The Syrian civil war usually refers to the conflict between the Syrian government and the Syrian opposition groups and the Islamic State since the beginning of 2011. The anti-government demonstrations in Syria started on January 26, 2011 and escalated on March 15, 2011, evolving into armed conflicts. The Libyan War is an armed conflict that occurred in Libya in 2011, often referred to as the “February 17 Revolution” in Libya. The fighting between the government of Muammar Gaddafi and the forces against Gaddafi. On the energy level, the biggest impact of the Arab Spring revolts is on Libya, whose crude oil production took a year to recover to normal levels: According to OPEC, before January 2011, Libya’s crude oil production was 1,600 thousand barrels per day, but after February, its crude oil production plummeted, reaching 375 thousand barrels per day in March; In July, however, its crude oil production bottomed out at 7,000 barrels per day; until May 2012, its crude oil production returned to 1,441,000 barrels per day. On April 14, 2018, the United States, Britain and France launched air strikes in Syria. The events related to this section are:⑧Arab Spring: Syrian and Libyan War (March 2011) ⑨Syria war escalation (September 2013) ⑬Syrian tensions (April 2018). This paper uses SRD to analyze the heterogeneity of the whole sample, energy importing countries and energy exporting countries before and after the events. Tables 3D–F report the results, and Figure 3D–F- 3(f) report the changes in energy prices before and after the events.
It can be seen from Table 3D that the outbreak of wars in Syria and Libya increased the energy import volume of energy importing countries in the short term, and increased the energy import volume of the whole sample and energy importing countries in the long term. From Figure 3D, we can see that world energy prices have risen sharply throughout the Arab Spring, with crude oil prices not peaking until May and coal prices continuing to climb. The rise of energy price in the short term is the direct cause of the increase of energy import volume of energy importing countries in the short term. In the medium and long term, energy prices continued to rise during the turmoil in the Middle East and remained there for a long time after reaching the peak in May, which directly led to a significant increase in energy import volume in the medium and long term. Energy demand in emerging economies shows weak elasticity.
According to Table 3E, it can be seen that the impact of the escalation of the Syrian war on the energy trade of emerging economies is not significant in the short and medium to long term. The turmoil in the Middle East has lasted for a long time, and the neighboring countries have gradually adapted to the political environment; meanwhile, although Syria is located in the Middle East, it is not an oil producing country, and its turbulence has not affected the energy supply in the Middle East. According to Figure 3E, the fluctuation of energy price tends to be flat at this time.
According to Table 3F, the tensions in Syria in 2018 significantly increased the energy import volume of the whole sample and energy importing countries in the short term as well as in the medium to long term, and also increased the energy exports volume to a certain extent. By observing Figure 3F, we can see that energy prices continue to rise in the medium and long term until the peak in October 2018. The price rise directly leads to the short-term and medium and long-term increase of energy imports. Although the price plummeted after October, it did not change the jumping trend of energy imports before and after the discontinuity. Once again, energy demand in emerging economies shows weak elasticity.
Russia Annexes Crimea
The Russian annexation of Crimea usually refers to the annexation of the Ukrainian Autonomous Republic of Crimea into the Russian Federation in March 2014. Since the annexation on March 18, 2014, Russia has in fact taken over the territory and established the Crimean Federal District, under which there are two federal subjects, namely, the Republic of Crimea and Sevastopol. In this paper, the SRD analysis is performed to analyze the heterogeneity of the impacts on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 3G reports the results and Figure 3G reports the energy price changes before and after the event.
It can be seen from Table 3G that Russia’s annexation of Crimea increased the import volume of energy importing countries in the short term as well as the import volume of the whole sample and energy importing countries in the medium and long term. The long-term and sustained rise in crude oil prices can explain the increase in imports of energy importing countries. Meanwhile, the energy demand brought by the strong development of emerging economies, such as China, can also explain the increase in imports to some extent. The first half of 2014 was marked by a series of geopolitical events that rattled markets: the crisis in Syria, the unrest in Iraq, and strikes in Libya, which continued to drive up energy prices. From this point of view, the upward jump in energy trade imports around March also came from the increase in energy prices, and demand shows weak elasticity.
ISIS Escalation
In 2014, ISIS troops battled Iraqi government forces and quickly seized control of several areas of Iraq. On June 28, the group’s leader, Abu Bakr al-Baghdadi, declared himself the caliphate, renamed the regime the Islamic State, and claimed authority over the entire Muslim world, including areas historically ruled by the Arab empire. In September, the United States formed an international alliance of 54 countries, including Britain and France, as well as regional organizations such as the European Union, NATO and the Arab League, to fight IS. We adopt SRD to analyze the heterogeneity of the impacts on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 3H reports the results and Figure 3H reports the energy price changes before and after the event.
According to Table 3H, energy import volume decreased in the medium and long term before and after ISIS upgrading, and the energy import volume of importing countries also decreased significantly in the short term. Figure 3H shows that crude oil price has plummeted at this point. The main reasons for the collapse include: the rapid growth of production due to the technological revolution of shale oil in the United States; while OPEC refused to reduce production and chose to increase production in an attempt to squeeze out shale oil from the market besides, the United States lifted economic sanctions on Iran, which led to loose global demand and a large accumulation of crude oil dominant inventory. The decline of the import volume is directly related to the decline of energy prices, which proves that the energy demand of emerging economies is lack of elasticity. Meanwhile, in 2014, the global economy slowed down, the global crude oil demand growth fell to the lowest in 5 years, and the annual global oil demand only increased 700,000 barrels per day, which is the lowest level since the 2008 financial crisis, leading to a long-term significant decline in energy imports. In general, ISIS upgrading does not have a significant impact on energy trade at the discontinuity. At this time, the energy market is more affected by the United States shale oil technology revolution, which indicates that energy trade is not completely controlled by geopolitical risks, especially when more important events occur. Meanwhile, emerging economies have not taken the opportunity to increase their efforts to buy energy with lower prices, which is another example of the weak elasticity of energy demand.
September 11 Attacks
The 9/11 Attack is a series of suicide terrorist attacks on the United States on September 11, 2001. Al-Qaeda claimed responsibility for the attacks, which killed at least 2,996 people. The event has a significant impact on the world economy and the US economy. Many large companies located in the World Trade Center lost a lot of property, employees and data. Many stock markets around the world have been affected, and some, such as the London Stock Exchange, had to evacuate. The New York Stock Exchange did not reopen until the first Monday after 9/11. The Dow Jones Industrial Average fell 14.26% on the first day of trading. This paper employs the RDD to analyze the heterogeneity of the whole sample, energy importing countries and energy exporting countries before and after the event. Table 4A reports the results and Figure 4A reports the changes in energy prices before and after the event.
TABLE 4 | The impact of Terrorist Attacks.
[image: Table 4][image: Figure 4]FIGURE 4 | Energy price around terrorist attacks.
As can be seen from Table 4A, the 9/11 terrorist attacks have almost no impact on the energy trade of emerging economies. Figure 4A shows that there is no obvious change in energy prices before and after the event. It can be seen that although the 9/11 terrorist attack caused serious economic losses to the United States and even the world, it did not affect the global energy market. The worst terrorist attack in history did not affect the trade volume of energy, so we can conclude that terrorist attacks will not directly affect the energy market.
London Bombings
The London bombings refer to at least seven bombings in London in the morning rush hour on July 7, 2005. Several London subway stations and buses were exploded, killing 56 people (including four bombers) and injuring more than 100. The British government and Prime Minister Anthony Charles Lynton Blair identified the event as a terrorist attack. The explosion occurred less than a day after London won the bid to host the 2012 Summer Olympic Games, while the G8 summit in Scotland was under way. After the incident, in 2018, all subways were closed, buses in the city center were shut down, and airports were still operating normally. Although the local communication network in London were operating normally, some communication had been restricted due to signal congestion. Two weeks later, i.e., on July 21, there were three more attacks on different subway stations in London, and a bus No. 26 in motion was suspected of being shot. This paper uses SRD to analyze the heterogeneity of the impacts on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 4B reports the results and Figure 4B reports the changes in energy prices before and after the event.
As can be seen from Table 4B, the London bombings have almost no impact on the energy trade of emerging economies. Figure 4B shows that the energy price has a certain insignificant rise before and after the discontinuity, which may be the reason for the positive coefficient in Table 4B, but it has little to do with the terrorist attack. Although the London bombings brought a certain loss and panic to the British society, they did not affect the global energy market, which once again proved that terrorist attacks have no direct impact on the energy market.
2006 Transatlantic Aircraft Plot
The 2006 Transatlantic aircraft terrorist plot refers to a plot in which terrorists were suspected of blowing up flights from Britain to the United States. On August 10, 2006, the London Police Department announced the arrest of the main people involved in the plot, all of whom were Islamists with British nationality. The authority said they immediately disrupted the plot because the plan was “approaching the execution stage”. According to United States intelligence officials, the suspects planned to rehearse the attack within 2 days after the arrest day. This part also uses SRD to analyze the heterogeneity of the impacts on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 4C reports the results and Figure 4C reports the energy price changes before and after the event.
As can be seen from Table 4C, energy imports show a decline in the medium and long term. But in reality, there is no obvious connection between the energy market and the Transatlantic Aircraft Plot at this time. In early 2006, the Iranian nuclear issue gradually escalated, which promoted the continuous rise of energy prices. Crude oil rose from $64 at the beginning of the year to $80 at the peak in July. Due to high inventory and economic slowdown, crude oil prices continued to decline after that. The turning point of energy prices in August coincides with the time point of the Transatlantic Aircraft Plot. Combined with Figure 4C, it can be seen that the decrease in import volume is mainly due to the decrease in energy price, which is not closely related to terrorist attacks. Similarly, energy demand shows a lack of elasticity here.
U.S.-Iran Tensions
The US administration unilaterally withdrew from the Joint Comprehensive Plan of Action (JCPOA) in May 2018, and subsequently restarted and added a series of sanctions against Iran in August and November. Iran’s Revolutionary Guards shoot down an RQ-4 “Global Hawk” drone in the southern Iranian province of Hormuzgan, near the Strait of Hormuz, on June 20, 2019. Iran has significant oil and gas reserves. The events related to this section are: ⑭U.S.-Iran tensions (July 2018) ⑮U.S.-Iran tensions escalation (June 2019). This paper conducts SRD for the two events to analyze the heterogeneity of the impacts of the events on the whole sample, energy importing countries and energy exporting countries before and after the events. Tables 5A,B report the results and Figures 5A,B report the energy price changes before and after the events.
TABLE 5 | The impact of Tension in International Relations.
[image: Table 5][image: Figure 5]FIGURE 5 | Energy price around tension in international relations.
As can be seen from Table 5A, the impact of the tension between the United States and Iran on energy trade is reflected in the short-term reduction of the overall energy import volume and that of the importing countries. It can be found from Figure 5A that energy prices at this time declined significantly. The reason for the sharp drop of crude oil prices is that major oil producing countries have increased production to cope with the supply gap brought about by US sanctions against Iran. Saudi Arabia’s production reached 10.7 million barrels per day at the end of 2018, while US shale oil production rose all the way to 8.13 million barrels per day in October. The EIA report predicts that the US crude oil production in 2019 will exceed 12 million barrels per day, and the commercial inventory of crude oil disclosed in the EIA report in late November has increased for ten consecutive years. However, the pace of US sanctions against Iran is lower than expected, resulting in oversupply and price drop. The short-term collapse of energy prices directly leads to the decline of energy imports in the short term, where energy demand shows a lack of elasticity.
As can be seen from Table 5B, the impact of the upgrading of us Iran relations on energy trade is not significant. In 2018, the tension between the United States and Iran has caused a big blow to the global energy market which continues to be depressed for a while, making the energy trade of emerging economies forms a certain adaptability. So the upgrading of the U.S. - Iran relationship has not brought a big impact. As can be seen from Figure 5B, the prices of major energy sources also tend to be stable.
United States-China Tensions
The U.S.-China trade war has attracted attentions from academics, policy makers, businesses and investors around the world (Iqbal et al., 2019; Qiu et al., 2019; Liu, 2020). On August 1, 2019, due to the Trump administration’s dissatisfaction with the Chinese government’s purchase process of US agricultural products, Trump announced on Twitter that he would impose a 10% tariff on all remaining $300 billion worth of Chinese imports to the US starting from September 1, 2019. On August 5, the Renminbi to the dollar fell below 7. On the same day, the US Treasury announced that China was listed as a currency manipulator. Subsequently, the Chinese government announced a suspension of the purchase of American agricultural products; on August 24, it announced additional tariffs of 10% or 5% on $75 billion worth of US goods and resumed additional tariffs on US cars and parts. The United States responded the next day by imposing a 15% tariff on $300 billion worth of Chinese goods and a 25–30% tariffs on $250 billion worth of Chinese goods, which was later shelved. This paper conducts SRD for this event to analyze the heterogeneity of the impact of the event on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 5C reports the results and Figure 5C reports the energy price changes before and after the event.
As can be seen from Table 5C, the impact of United States-China tensions on energy trade is reflected in the short-term reduction of energy imports in the whole sample as well as in the energy importing countries. The world bank issued a report on October 29, 2019, saying that affected by the decline in demand caused by the weak global economic growth prospects, the prices of energy, metals and other commodities will “fall sharply” in 2019, as evidenced by the significant decline in energy prices in Figure 5C. John Yergin, chairman of Cambridge Energy Research Associates, once said that “at present, China’s demand growth is the fundamental driving force behind the world oil market”. Trade frictions between China and the United States have dampened China’s energy imports to some extent. Overall, the decline in prices and demand is the main reason for the short-term decline in energy imports. Demand for energy in emerging economies has also proved inelastic.
COVID-19 Outbreak
The first case of COVID-19 was detected in Wuhan, China, in December 2019. Since then, the disease has spread all over the world, leading to persistent pandemics and tensions in international trade cooperation, population movements, etc. According to the Annual Energy Outlook 2021 (AEO 2021) issued by the United States Energy Information Administration (EIA) on February 3, 2021, it may take several years for the United States to return to the energy consumption and carbon dioxide emission level in 2019 due to the impact of COVID-19 on the United States economy and the global energy sector. “It will take some time for the energy industry to reach a new normal,” said Stephen Nalley, EIA Acting Administrator. In 2020, the epidemic triggered a historic energy demand shock, leading to reductions in greenhouse gas emissions, reduced energy production and volatile commodity prices. The pace of economic recovery, technological advances, changes in trade flows and energy incentives will determine how the world produces and consumes energy in the future. This part also uses SRD to analyze the heterogeneity of the impact of the event on the whole sample, energy importing countries and energy exporting countries before and after the event. Table 5D reports the results of the regression and Figure 5D reports the energy price changes before and after the event.
As can be seen from Table 5D, the impact of COVID-19 on energy trade is reflected in the short and long term of suppressing the energy import volume of the whole and energy importing countries, while significantly inhibiting the overall energy export in the medium and long term. At the same time, it can be found from Figure 5D that the energy price falls sharply near the discontinuity point, which is the direct reason for the decrease of energy import and export volume in the short term. In addition, due to the obstacles of trade circulation caused by the epidemic and the uncertainty of the future of production activities, energy demand is bound to be lower than before the outbreak. Generally speaking, the sharp drop in price and demand together led to a significant decline in the volume of energy trade.
To sum up, it is found that there is indeed heterogeneity in the impact of geopolitical risks caused by specific political events on energy trade of emerging economies, which is reflected in the heterogeneity of political event types. 1) Wars and conflicts usually lead to an increase in energy trade volume. Wars and conflicts are usually large in scale and will bring about serious regional tension, which to a large extent leads to the shortage of energy supply and the rise of energy prices. 2) The impact of terrorist attacks on energy trade is not significant. Although terrorist attacks have a large negative effect on society, they are usually small in scale and have little impact on the real economy, so it is difficult to directly impact energy trade as well as supply and demand. 3) International tensions usually lead to a decline in energy trade volume. This is because international tensions are usually accompanied by trade frictions, sanctions by major powers and deterioration of the business environment, which has a direct negative impact on energy demand and is often accompanied by a decline in energy prices. Based on the above analysis, hypothesis H1, H3 and H4 are accepted and hypothesis H2 is rejected in this paper.
In addition, there are three other empirical findings in this paper. 1) The impact of geopolitical events on the energy trade of emerging economies is mainly concentrated on the demand side. Before and after the occurrence of geopolitical events, the energy supply is almost not affected, and the supply rigidity is strong. 2) Energy demand is seriously inelastic. By linking empirical results and energy price fluctuations, it can be found that energy trade volume almost completely rises (falls) with the rise (fall) of energy price. 3) The fluctuation of energy trade is not completely controlled by geopolitical events. Taking ISIS escalation as an example, the dangerous situation in the Middle East should affect the energy output and thus lead to the rise of energy prices, but the impact of the US shale oil technology revolution on the market completely covers the regional crisis situation. Technological progress has obviously had a significant impact on energy (Wang et al., 2021). This suggests that the impact of geopolitical risks on energy trade is likely to be fully offset when there is a greater impact of shocks.
ROBUSTNESS TEST
The robustness of RDD is usually tested from the perspectives of validity, bandwidth selection, discontinuity point placebo, adjustment of dependent variables, and algorithm testing. In fact, the empirical study in this paper has already included the tests of bandwidth change, placebo and adjustment of dependent variables. Therefore, this section only carries out validity, algorithm and Bootstrap tests.
Validity Test for RD Result
The validity of the RD estimate depends on two assumptions. First, the driving variables themselves are not manipulated. Since the processing variable in this paper is the month variable and the driving variable is the occurrence of geopolitical events, the month exists objectively and is not affected subjectively, so it meets the premise that the driving variable is not manipulated.
Secondly, the validity of RD estimation also depends on the smoothness assumption, that is, the control variables affecting the energy trade volume should not have obvious jump on both sides of the discontinuity point. Therefore, this paper also tests the continuity of the covariables of the RD model at the discontinuity point. The test results are shown in Table 6.
TABLE 6 | Jumping information for each covariable at the discontinuity point.
[image: Table 6]As can be seen from Table 6, each covariable has no significant jump at each discontinuity point, which meets the premise requirements of the RDD smoothness hypothesis.
Robustness Test of Algorithm
The estimation method of the discontinuity point will affect the RDD result. Previous section uses the default triangular kernel function estimation method of the RDD. In this section, Epanechnikov and Uniform estimation methods are used to infer regression results respectively. Tables 7 and 8 report the RD estimation results under the two algorithms. For the sake of space, only the regression results of the full sample are shown, and no distinction is made between energy exporting countries and importing countries. The short-term bandwidth is about 5 months, and the medium and long-term bandwidth is about 10 months, which is basically consistent with the previous benchmark regression.
TABLE 7 | Robustness test for Epanechnikov.
[image: Table 7]TABLE 8 | Robustness test for Uniform.
[image: Table 8]Robustness Test of Bootstrap
In the benchmark empirical study, the bandwidth is short and the number of samples involved in the regression is small. Based on this, Bootstrap sampling with put back is used to get more progressive and effective estimators. Based on the RDD model, this paper uses 2000 repeated sampling for regression coefficients. For the sake of space, only the regression results of the full sample are presented, and no distinction is made between energy exporting countries and importing countries. The regression results are shown in Table 9.
TABLE 9 | Robustness test for Bootstrap.
[image: Table 9]As can be seen from Table 9, after repeated sampling, the impact of geopolitical events on energy trade is consistent with the benchmark regression, with only minor differences in significance. This indicates that the small sample size does not affect the validity of the empirical results, and the conclusion is still robust. Robustness test passed.
CONCLUSIONS AND IMPLICATIONS
Based on the monthly data of 17 sample emerging economies from 2000 to 2020, this paper uses the GPR index to determine the position of geopolitical risk discontinuity points, and empirically analyzes the heterogeneity of the impact of 15 geopolitical events on energy trade by means of RDD.
In terms of heterogeneity, this paper draws the following conclusions: 1) when the events of wars and conflicts occur, the energy trade volume of emerging economies usually shows a upward jump, which is mainly because wars and conflicts often occur in regions and countries with abundant energy resources, and the complex political situation will seriously affect the output and price of energy (usually price rise), resulting in the rise in energy trade in emerging economies. 2) When terrorist attacks occur, the energy trade volume of emerging economies is usually not affected, which is reflected in the fact that there is no significant jump in the energy trade variable before and after the event, indicating that the impact of the terrorist attack on the global situation will not spread to the energy trade field, and the real economy is not affected much. 3) When the international situation is suddenly tense, the energy trade of emerging economies usually shows a downward jump. This is mainly because the international tension often brings about negative effects such as trade disputes, sanctions and trade barriers, thus weakening the energy demand of emerging economies. At the same time, international tensions do not dampen energy supply, so from a supply and demand perspective, prices will fall, further reducing energy trade.
Through empirical analysis, this paper also draws additional conclusions. 1) The impact of geopolitical events on emerging economies is concentrated on the demand side. On the one hand, it is because emerging economies are usually not energy producing countries, and energy exports do not play a major role in their international trade process, so they are less impacted. On the other hand, emerging economies are usually in the stage of rapid development, and energy demand side is the key factor in their development, so it is also the main target affected. 2) Energy demand in emerging economies is seriously inelastic. Among the 15 events in this paper, 11 have significant jumps in energy trade volume, and the jump direction is consistent with the fluctuation direction of energy price, which shows that emerging economies will not significantly reduce energy imports because of the rise of energy price, nor will they significantly reduce energy imports because of the fall of energy price. This is because the rapid development of emerging economies is inseparable from the import of energy. To ensure energy supply is the primary goal of their international energy trade, while the price factor becomes a secondary consideration. 3) The fluctuation of energy trade is not completely controlled by geopolitical events, and key technological innovation also affects the energy market. From the ISIS upgrade case we can find that the dangerous situation in the Middle East should have affected the energy production and led to the rise of energy prices, but the impact of the shale oil technology revolution in the United States on the market completely covered the regional crisis situation. This shows that the impact of geopolitical risk on energy trade is likely to be fully offset when there is a more significant impact. In other cases of this paper, because the time point is relatively independent, there is no significant external change, so we can observe the event impact more clearly.
The conclusions of this paper have implications for the energy trade strategies of emerging economies. First, emerging economies need to pay more attention to global geopolitical events. It can be predicted that geopolitical events will continue to emerge in an endless stream for a long time in the future, and the regions where geopolitical risks occur are often the places of energy production, so they tend to have a greater impact on the energy market. The empirical study of this paper confirms the significant impact of geopolitical risks on energy trade. Second, emerging economies need to strengthen the pertinence of response measures to geopolitical events. Based on the empirical finding, the impacts of three kinds of geopolitical events on energy trade of emerging economies exist significant heterogeneity, in which wars and conflicts are often associated with rising energy prices and energy trade, while international tensions often lead to a decline in energy prices and demand. Therefore, only when the right measure is applied can normal energy trade be maintained at every geopolitical risk. Third, the emerging economies need to strengthen the control on energy imports. The empirical analysis indicates that energy exports of emerging economies are almost not affected by geopolitical events, since risks concentrate on energy imports; meanwhile, energy import side also lacks of elasticity, thus increasing reserves to soften the rigid demand for energy may be one of the improvement directions of energy strategies in emerging economies.
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Ecological efficiency is an important part of economic sustainable development. As the transitional economy with “weak institution” features, the informal institutions have a vital role in China’s economic development. Using panel data from 2001 to 2016, this paper estimates eco-efficiency of China’s 30 provinces based on Super-SBM DEA with global Malmquist index and investigates the governance role of a typical informal institution, namely social trust, in regional eco-efficiency. Empirical results show the following: 1) From 2001 to 2016, the accumulated changes of regional eco-efficiency are all greater than 1, indicating that all provinces in China are actively changing its development mode to improve eco-efficiency. 2) Social trust plays a significantly positive role in improving regional eco-efficiency. 3) Moreover, this effect is more pronounced in regions with poor legal development. 4) The mechanism tests further show that social trust can improve regional eco-efficiency through promoting regional green innovation and developing regional finance. Our findings shed light on the implications of informal institutions, and in particular on the value of social trust in realizing green economic development in emerging market.
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INTRODUCTION
China has seen rapid growth and remarkable achievements in its economy during the past 40 years. However, the extensive mode of economic development inevitably leads to excessive resource exploitation, environmental pollution and ecological degradation (Xu and Yan, 2019). According to the China Ecological Environment Bulletin in 2018, 64.2% of prefecture-level and above cities in China (which equals 217) have exceeded air quality standards, and a total of 186,000 administrative penalty cases related to environmental problems were handled nationwide, with a fine of up to 15.28 billion yuan. The Chinese central government clearly pointed out that China is now shifting its economic growth model from high-speed to high-quality. Apart from economic growth, governments at all levels should attach equal importance to environment protection and improvement of the eco-efficiency, while meeting the coordinated development of regions, to make local economy more sustainable.
In academic circles, a large number of scholars have conducted extensive researches on regional eco-efficiency and achieved many valuable results. Chen and Golley (2014) argue that the improvement of the eco-efficiency is a key signal to achieve a sustainable development model. The related literature mainly investigates the impact of environmental regulations (Hou et al., 2019a; Shuai and Fan, 2020), technological development (Zhang et al., 2018; Yang et al., 2020), urbanization process (Hou et al., 2019b; Zhou et al., 2020), and foreign direct investment (Lu and Pang, 2017; Wang, 2018) and on regional eco-efficiency. Different from western developed countries, China lacks an independent and efficient judicial system, and thus the existing laws, regulations, and rules are poorly enforced1. Given that the formal system do not work effectively, we may rely more on informal institutions (e.g., social trust, religious belief and local culture) to facilitate economic development (Allen et al., 2005; Yan et al., 2020)2. Formal institutions have the characteristics of compulsory and high constraint, which is often carried out by the government and directly imposed on market entities; while informal institutions shape individual or organizational decision-making preferences and behavior patterns through implicit norms and value orientation in a subtle and indirect way (Williamson, 2000). In order to achieve sustainable growth, besides formal system, it is necessary for us to fully understand what role the informal institutions play in improving regional eco-efficiency. Our paper intends to investigate the influence of social trust, a typical informal institution, on regional eco-efficiency.
According to the situation of 30 provinces in China, we first apply a Super Efficiency Slacks-based Measure (Super-SBM) data envelopment analysis (DEA) with global Malmquist index to analyze the changes in regional eco-efficiency from 2001 to 2016. In addition, we further empirically examine the influence of social trust on regional eco-efficiency. The results show that all regions in Chinese mainland are actively changing its development mode and the regional eco-efficiency has been improved during this period. Specifically, the improvement of eco-efficiency of Beijing and Tianjin is in the forefront of Chinese 30 provinces. Second, we find that social trust is significantly positively associated with regional eco-efficiency, suggesting a positive role of social trust in improving regional eco-efficiency. Moreover, the effect of social trust is more pronounced in regions with poor legal development. In China, legal development (formal institution) and social trust (informal institution) have a substitute governance impact on promoting economic green development. The mechanism tests further show that social trust can improve regional eco-efficiency by facilitating regional green innovation and promoting regional finance development. The results of the empirical regression are robust to alternative measures of social trust and remain valid after using two-stage least squares estimation to control for endogenous issues between social trust and regional eco-efficiency.
The paper makes the following contributions to the literature. First, this study extends the growing literature on the determinants of regional eco-efficiency in the transitional economy. The existing literature on the influencing factors of regional eco-efficiency mainly focus on environmental regulations, technological development, urbanization process and foreign direct investment (Wang, 2018; Zhang et al., 2018; Hou et al., 2019a; Zhou et al., 2020). Combined with the important features of “weak institution” in the transitional economy, this paper reveals the positive governance role of social trust in regional eco-efficiency, which can add to the literature on the determinants of regional eco-efficiency. Second, this paper adds the literature on the economic consequences of social trust and contributes new knowledge to institutional theory. This theory emphasizes the importance of the informal system in promoting economic growth (North, 1990; Williamson, 2000; Allen et al., 2005)3. As a typical informal institution, social trust plays an important role in facilitating productive and cooperative actions, promoting business contracting and improving stock market (Coleman, 1990; Guiso et al., 2004; Ang et al., 2015; Jha, 2017; Li et al., 2017). In this study, we further empirically find that social trust can improve regional eco-efficiency to contribute in the green and sustainable development of the economy. Our findings shed light on the implications of informal institutions, and in particular on the value of social trust in Chinese business world. Third, this paper also presents a dynamic evolution of the regional eco-efficiency during 2001–2016 in China’s 30 provinces by using the Super-SBM DEA approach with global Malmquist (GM) index, which can help the policy makers grasp the features of regional eco-efficiency and know the gains and losses in sustainable economic development in China. These results provide empirical evidence and useful reference for the policy-making of green governance in regional economic development.
This paper is organized as follows. In Literature Review and Theoretical Analysis, we review the relevant literature and develop our hypothesis. Research Methods and Data describes model specification and measures of variables in this study. Empirical Results introduces the estimated results of eco-efficiency in China’s 30 provinces and tests the impact of social trust on regional eco-efficiency. In Conclusions and Policy Implications, we present the main conclusions and policy implications, limitation and future directions.
LITERATURE REVIEW AND THEORETICAL ANALYSIS
Literature Review
A rising of eco-efficiency is usually regarded as the transformation signal of economy towards a “sustainable” growth (Solow, 1957; Chen and Golley, 2014). Considering that Super-SBM DEA model can comprehensively reflect the green development level of DMUs and effectively rank them, therefore, it is widely used to evaluate regional eco-efficiency (Huang et al., 2014; Chen et al., 2019a; Yu et al., 2019). On this basis, to deepen the theoretical understanding of regional eco-efficiency, a growing number of scholars have further investigated the determinants of regional eco-efficiency and achieved considerable valuable achievements. Feng et al. (2017) calculate the green development performance index (GDPI) of 165 countries, and find that GDPI is positively correlated with living altitude, integrated oil price and energy structure, and negatively correlated with ecological carrying capacity. From the perspective of technological development, Yang et al. (2020) evaluate the CO2 emissions efficiency in manufacturing industry and emphasize that the technical progress has a promoting effect on industrial eco-efficiency. Zhang et al. (2018) also verify the positive influence of technological innovations on urban green development efficiency. In the process of urbanization, Hou et al. (2019b) show that the urbanization has an overall negative influence on the eco-efficiency of cultivated land. Zhou et al. (2020) similarly find that the population urbanization lag is also negatively associated with eco-efficiency. Moreover, given the importance of production factors, foreign direct investment can exert a positive impact on regional eco-efficiency (Lu and Pang, 2017; Wang, 2018). Besides, as the important formal institutions, environmental regulations have an obvious impact on the eco-efficiency of regional economy (Feng and Chen, 2018; Hou et al., 2019a; Shuai and Fan, 2020). Shuai and Fan (2020) argue that environmental regulations have an inverted U-shaped influence on the green efficiency of economic development (promoting and then suppressing). Similarly, Hou et al. (2019a) also show that environmental regulation has a “critical mass” effect on the governance of ecological efficiency. Once environmental regulation reaches a critical level, the regional eco-economic efficiency will decrease.
From the above literature analysis, we can get that focusing on ecological efficiency, existing scholars have investigates its determinants from multiple perspectives such as technological development, urbanization process, capital investment, environmental regulations. However, existing literature ignores the role of informal institutions (e.g., social trust) on regional ecological performance, which are essential social governance factors. Our study aims to fill this gap by testing the association between social trust and regional eco-efficiency.
Impacts of Social Trust on Regional Eco-efficiency
Institutional theory emphasizes that formal institutions (e.g., laws, government policies and regulations) and informal institutions (e.g., social trust, regional culture and value norms) are both important driving forces for economic growth (Williamson, 2000). Especially in the transition economy like China, given that its formal system is relative immature, the informal institutions may make greater contributions to social and economic development (Allen et al., 2005; Xu et al., 2019). As a typical informal institution, social trust describes an agent’s subjective evaluation of the possibility of another agent to carry out certain actions, which presents the mutual trust among social members and the tendency of people to cooperate with each other (Coleman, 1990; Putnam et al., 1994). Regional trustiness will exert its influence in the form of value advocacy and implicit norms, which are imprinted on members of local society and reflected in individual behavior and corporate decision-making (Guiso et al., 2004, 2008; Li et al., 2017). In this sense, a growing body of literature has documented the governance role of social trust in curbing regional corruption (La Porta et al., 1997), improving investor protection (Cline and Williamson, 2016), stimulating R&D activities (Ang et al., 2015), improving information disclosure quality and obtaining commercial credit (Garrett et al., 2014; Wu et al., 2014).
In our study, theoretically, social trust can influence regional eco-efficiency in the following ways: First, in such a relationship-centered society as China, the reputation of social members is of great value for their survival and development in regional networks with high trust levels (Kong et al., 2020)4. In order to gain external trust and shape a good reputation, it is a good choice for market entities to actively assume environmental responsibility and contribute to regional sustainable development (Yan and Xu, 2020). Thus, local enterprises will have more incentive to invest their energy and resources to optimize green production methods and improve ecological efficiency, so as to cater to external stakeholders and build their good corporate image. Second, in the process of realizing regional green development, social trust is also helpful to facilitate productive and cooperative actions, which can promote knowledge sharing and technological improvement about energy-saving and emission-reduction (Coleman, 1990; Guiso et al., 2004; Jha, 2017). Moreover, considering social trust can restrain the deprivation of intellectual property rights (Ang et al., 2015), enterprises in regions with high level trustworthiness also face less uncertainty risk of eco-innovation and thus be more enthusiastic about conducting R&D activities to seek for ecological technology breakthroughs. Third, social trust can provide the implicit guarantee for borrowers and lenders, which will boost commercial credit and improve capital flow, thus optimizing the allocation of financial resources (Guiso et al., 2004; Wu et al., 2014). With the assistance of stronger financial support, the goals of green development can also be better implemented in each province, making it easier to improve regional eco-efficiency. Based on the above analysis, we thus propose the following hypothesis:
Hypothesis 1: Social trust will have a positive effect on the improvement of regional eco-efficiency.
RESEARCH METHODS AND DATA
Super-SBM Methodology and Global Malmquist Index
We introduced a Super-SBM approach to avoid the deviation of radial models when evaluating the relative efficiency. Assume that the number of decision-making units (DUMs) is N and DUMs include three categories of variables: inputs, desirable outputs and undesirable outputs. We use three vectors, [image: image], to denote these variables, and among which m, k1,k2 represent the numbers of each variable, respectively. Thus, the matrices are the following: [image: image], [image: image][image: image].[image: image]is the intensity vector. The production possibility set is as follows:
[image: image]
Drawing on Huang et al. (2014), the SBM-efficient of DMUg is defined as follows:
[image: image]
Where[image: image]is the efficiency value of DMUg. [image: image] are inputs slacks vectors, desirable outputs slacks vectors and undesirable outputs slacks vectors, respectively. The term [image: image] is non-Archimedean infinitely small. And production possibility is under the assumption of constant returns to scale (CRS).
To solve the model (2), we need to transform the fractional program into a liner-programming program by introducing the new variable of[image: image]in such a way that [image: image]. Then, we obtain the following liner-programming program expression:
[image: image]
Where [image: image] in model (3), after solving this model, we can further get the optimal values of [image: image]and all slacks.
In addition, to evaluate the changes of eco-efficiency of DMUs between two periods, Färe et al. (1994) firstly proposed Malmquist (M) index. However, given that the linear programming infeasibility problem when using the M index, following previous literature (Pastor and Lovell, 2005; Bing et al., 2010), we introduce a global Malmquist (GM) index in this study, and the global production possibility set is defined as:
[image: image]
Where T represents the sample interval; PT and PG are the contemporaneous production possibility and the global production possibility. Combined with the efficiency-based model (3), a GM index for evaluating the changes in regional eco-efficiency between period t and t+1 can be written as:
[image: image]
Where [image: image]and [image: image]denote the eco-efficiency of DMUs in the years of t+1 and t, respectively. Moreover, to calculate the accumulated changes of eco-efficiency, we set the GM index of the base period as 1, and then use the “cumulative multiplication” method to get the total changes of regional eco-efficiency (Feng et al., 2017; Feng and Wang, 2018).
Regression Model
In order to explore its impact on regional eco-efficiency from the perspective of social trust, we firstly establish a benchmark regression model, as shown in the following Eq. 6.
[image: image]
Regional eco-efficiency is the dependent variable in our study, measured as AGM (accumulated changes of eco-efficiency). Trust is the explanatory variable, which is represents regional social trust. Controls is a set of control variables, including economic development (Gdp), industrial development level (Industry), energy structure (E-structure), regional population density (P-density), environmental regulations (Environment), opening up level (Open), infrastructure construction (Infrastructure), marketization level (Market) and economic policy uncertainty (Epu). In addition, we also add year dummy variables to the model to control year fixed effect. ɛi,t is random error.
Measurements of Variables
Dependent Variable: Regional Eco-Efficiency
To calculate regional eco-efficiency (AGM), following existing literature (Wang et al., 2017; Lin and Xu, 2018), the inputs of this paper contain labor (L), capital (K), energy consumption (E), and the desirable and undesirable outputs are gross domestic product (GDP) and CO2 emissions (C), respectively. Specifically, L is measured as the number of employees in each province; K is the capital stock in each province, which is calculated by perpetual inventory method (Wang and Lin, 2018); E is measured as the standard coal consumption in each province; the desirable economic output is regional GDP; C is the amount of CO2 emissions in each province (Yang et al., 2020). Table 1 reports the statistical description of the inputs and outputs for evaluating regional eco-efficiency.
TABLE 1 | Summary statistics of inputs and outputs.
[image: Table 1]Explanatory Variable: Social Trust
Social trust is the explanatory variable of our study. Following previous literature (Ke and Zhang, 2002; Wu et al., 2014; Ang et al., 2015; Li et al., 2017), we employ regional trust score to define Trust1 to measure provincial-level trustworthiness. The data of trust score comes from a survey conducted by the Chinese Enterprise Survey System. The questionnaires of this survey were sent to over 15,000 entrepreneurs across China’s 31 provinces, and their evaluation scores on the level of regional trustworthiness were investigated. The main question about trust is the following: “According to your experience, which five regions do you consider most trustworthy? List them in order.” The first ranked province gets the highest five points, the second ranked province gets four points, and so on. The trust score of a province is calculated by the weighted average score of the trustworthiness rankings given by all entrepreneurs in the sample (Ke and Zhang, 2002). In addition, we further define another two variables, Trust2 and Trust3, as the alternative measures of social trust to conduct robustness checks (Li et al., 2017). Trust2 is measured by per capita voluntary blood donation in each province. In general, blood donation reflects citizens’ willingness to help others, cooperation, and altruism. The higher the blood donation rate, the more trust citizens have in the social system. Thus, it is a good choice to use provincial blood donation to capture regional trustworthiness (Wu et al., 2014; Ang et al., 2015). The data of voluntary blood donation were collected manually from the announcements issued by National Health Commission of China. Trust3 is measured by the trustworthiness index in each province, which comes from the Annual Report on Urban Competitiveness in China. In this report, the trustworthiness index is calculated based on people’s evaluation scores of the following questions: “What is the level of trustworthiness among citizens in your city?” The larger the index, the higher the regional social trust.
Control Variables
Following previous literature (Baker et al., 2016; Fu et al., 2018; Guo et al., 2020), we also define a set of control variables in the regression model. Economic development (Gdp) is measured as the natural logarithm of provincial GDP. Industrial development level (Industry) is measured as regional industrial output divided by local GDP. Energy structure (E-structure) is measured as coal consumption divided by regional energy consumption. Regional population density (P-density) is measured as the population of per square kilometer. Environmental regulations (Environment) is measured as a comprehensive evaluation index of environmental regulations related to environmental protection status, measures and results (Fu et al., 2018). Opening up intensity (Open) is measured as the amount of regional total import and export divided by local GDP. Infrastructure construction (Infrastructure) is measured as the length of road transport line and railway transport line of per square kilometer. The marketization level (Market) is measured by the marketization index of each province compiled by the National Economic Research Institute. The uncertainty of economic policy (Epu) is measured as the average of all monthly economic policy uncertainty index in each year (Baker et al., 2016). In addition, we also add year dummy variables to the regression model to control year fixed effect. The descriptive statistics of the variables used in the regression model are reported in Table 2.
TABLE 2 | Descriptive statistics.
[image: Table 2]EMPIRICAL RESULTS
The Accumulated Changes of Eco-Efficiency in China
Figure 1; Table 3 present the accumulated changes of regional eco-efficiency in different periods and in the whole sample period, respectively. As shown in Table 3, in the two periods of 2001–2004 and 2004–2008, the values of accumulated changes of eco-efficiency (AGM) in each province is different, implying that the eco-efficiency of some provinces increased while other provinces declined. During the period from 2008 to 2012, the values of AGM in China’s 30 provinces are all greater than 1, indicating that the eco-efficiency of these provinces has improved during this period. During the period of 2012–2016, except for Anhui province (AGM2012,2016 = 0.9304), the AGM values of other provinces are also greater than 1. Moreover, in four different time periods, the AGM values of six provinces (Beijing, Tianjin, Hebei, Heilongjiang, Shanghai, Jiangsu, Guangdong) are greater than 1, suggesting that their eco-efficiency has improved in different sample periods.
[image: Figure 1]FIGURE 1 | The accumulated changes of eco-efficiency in China’s 30 provinces from 2001 to 2016.
TABLE 3 | The dynamic change of eco-efficiency of China’s 30 provinces in different periods.
[image: Table 3]Figure 1 shows that in the whole sample period from 2001 to 2016, all AGM values of 30 provinces in China are greater than 1, indicating the overall improvement of eco-efficiency in China. Among them, the accumulated increase of eco-efficiency of Beijing and Tianjin (AGMs2001,2016 > 2) is in the forefront of Chinese 30 provinces. In addition, the eco-efficiency of Liaoning, Jiangsu, Shanghai, Zhejiang, Chongqing and Sichuan also improved significantly during the period of 2001–2016 (AGMs2001,2016 > 1.5).
The Effect of Social Trust on Regional Eco-Efficiency
In Table 4, we present the main results of the regression on the impact of social trust on regional eco-efficiency. As shown in Column (1)–(3), where control variables and year-fixed effect are gradually included in regression model, we find that all coefficients on Trust1 are positive and statistically significant at 1% level (0.2014 with t = 8.34, 0.1570 with t = 4.51, 0.1495 with t = 4.53), which suggests social trust has a positive impact on improving regional eco-efficiency. In China, regions with high level of social trust are more likely to provide strong financial support and carry out cooperative and productive activities on ecological innovation, thus promoting the improvement of their eco-efficiency.
TABLE 4 | The effect of social trust on regional eco-efficiency.
[image: Table 4]The Moderating Effect of Legal Development
Institutional theory argues that when the formal system is not perfect, the informal institutions play an important substitute governance role in social and economic development (Williamson, 2000; Allen et al., 2005). China is a vast country with the features of unbalanced development in different provinces. In regions with higher level of legal development, a more perfect institutional system can regulate the competitive behaviors of market entities in an orderly manner, effectively curb the non-conforming business behaviors such as environmental pollution and excessive carbon emissions, which will provide institutional guarantee for the improvement of regional ecological efficiency. When the legal system is immature, the substitute role of informal institutions in ecological governance will be further highlighted. In this section, we aim to test the moderating role of legal development in the relationship between social trust and regional eco-efficiency.
We first define a variable, law, to measure legal development in each province. Law is defined by the regional legal civilization index, which is compiled by the report on China Justice Index. Then, we add the legal development (Law) and the interaction item (Trust1×Law) into model (6) to test the moderating effect of legal development. As shown in Table 5, in Column (1)–(3), the coefficients on Trust1 and Law are all significantly positive, indicating the positive effect of social trust and legal development on regional eco-efficiency. More importantly, the coefficients on Trust1×Law are all negative and significant at the 1% level, suggesting that the positive role of social trust in improving eco-efficiency is more pronounced in regions with poor legal development. Our results imply that the legal development (formal institution) and social trust (informal institution) have a substitute governance impact on improving regional eco-efficiency.
TABLE 5 | The moderating effect of legal development.
[image: Table 5]Robustness Checks
Endogeneity Correction
When testing the association between social trust and regional eco-efficiency, the results may be influenced by potential endogenous problems, which are caused by some unobservable characteristics. To enhance the robustness of our evidence, we conduct a two-stage least squares (2SLS) estimation and re-estimate the main results.
A growing number of literature shows that the regional culture has an important effect on individual cognition, social values and ethical behavior (Du, 2015; Baxamusa and Jalal, 2016). In the Chinese context, the Confucianism is the most extensive and far-reaching cultural symbol, and its emphasis on faithfulness plays a prominent role in shaping Chinese social norms (Xu et al., 2019). China’s Confucian culture will contribute to the promotion of regional social trust (Kung and Ma, 2014; Du, 2015). Following previous literature (Du, 2015; Chen et al., 2019b; Xu et al., 2019), we first manually collect the number of Confucian academies established in each province recorded in historical documents. Then, using the natural logarithm of the number of Confucian academies, we define a new variable, Confucian, to measure the influence Confucian culture in each province. Considering that the historical Confucian academies cannot directly influence the current regional eco-efficiency, we thus choose Confucian as instrumental variables to run two-stage least squares estimation.
The results are presented in Table 6. In the first stage, the coefficient on Confucian is significantly positive, suggesting the positive role of Confucian culture in shaping social trust. After using the two-stage least squares estimation to alleviate endogeneity, the coefficient on Trust1 is still positive and statistically significant (0.1582 with t = 3.87), providing strong support for the positive impact of social trust on improving regional eco-efficiency.
TABLE 6 | Robustness checks of two-stage least squares (2SLS).
[image: Table 6]Alternative Measures of Social Trust
In this section, to enhance the robustness of our findings, we employ alternative measures of social trust to conduct robustness checks. Following previous literature (Ang et al., 2015; Li et al., 2017), we choose per capita voluntary blood donation (Trust2) and the provincial-level trustworthiness index (Trust3) to re-estimate the relationship between social trust and regional eco-efficiency. Table 7 reports the regression results. The coefficients on Trust2 and Trust3 are positive and significant at 1% level (0.0736 with t = 5.58, 0.0196 with t = 7.06), implying the positive impact of social trust on improving regional efficiency, which is consistent with the previous findings.
TABLE 7 | Robustness checks using alternative measures of social trust.
[image: Table 7]Mechanism Tests: The Role of Regional Green Innovation and Finance Development
In this section, we further analyze the mechanism of social trust affecting regional eco-efficiency. In the process of sustainable development of regional economy, innovation undoubtedly plays an indispensable role (Zhang et al., 2018; De Jesus et al., 2019; Wang and Yang, 2019). As an important driving force for development, innovation can ameliorate enterprise’s production technology, reduce unnecessary waste of resources and undesirable emissions of pollutants, thus improving regional energy efficiency. A high level of regional social trust can help companies to cooperate in R&D and knowledge sharing, which conduce to green technology breakthrough and innovation (Coleman, 1990; Guiso et al., 2004; Ang et al., 2015; Jha, 2017). Therefore, we choose regional green innovation as the mediating variable to explore the mechanism of social trust for regional eco-efficiency. In addition, the existing literature also shows that the regional financial development will contribute to liberalizing capital and vitalizing business of enterprises (Almeida and Campello, 2007; Hsu et al., 2014; Ang et al., 2015; Cull et al., 2015). In regions with more developed finance, enterprises will be more easily to obtain financial support to implement green development goals and improve their ecological efficiency. As an important informal institution, social trust can function as a type of implicit guarantee between borrowers and lenders, thus improving the flow of capital, which will increase the effective allocation of financial resources and promote the development of local financial development (Guiso et al., 2004). Therefore, we also choose regional finance development as the mediating variable to explore the mechanism of social trust for regional eco-efficiency.
Following the method of Baron and Kenny (1986), we examine the influence channel with a mediation model. In particular, we define two mediating variables of Green_innov and Finance to measured regional green innovation and finance development, respectively. 1) Green_innov is measured as the natural logarithm the amount of provincial green patents, which comes from China National Intellectual Property Administration5. 2) Finance is measured as total loans of regional financial institutions divided by local GDP. We first examine the influence of social trust on regional green innovation and finance development. Then, we add independent variable (Trust1) and mediating variables (Green_innov, Finance) into the same regression model to test their impact on regional eco-efficiency.
The regression results are reported in Table 8. In Column (1) and (2), the coefficients on Trust1 is positive and significant at 1% level (0.6967 with t = 3.87, 0.2943 with t = 9.89), implying that social trust has a positive impact on improving regional green innovation and promoting regional finance development. After we add the independent variable (Trust1) and mediating variables (Green_innov, Finance) into the same model, as shown in Column (3), the coefficients on Green_innov and Finance are both positive and significant at 1% level (0.0231 with t = 2.78, 0.1616 with t = 4.27), indicating that regional green innovation and finance development have a positive influence on improve regional eco-efficiency. In addition, we also find that the coefficient of Trust1 is still significantly positive. Compared with the coefficient in Column (3) of Table 4, the magnitude and significance level of Trust1 have decreased. These results suggest that regional green innovation and finance development play a mediating role between social trust and regional eco-efficiency. That is to say, social trust can improve regional eco-efficiency through promoting regional green innovation and finance development.
TABLE 8 | Mechanism tests: the role of regional green innovation and finance development.
[image: Table 8]CONCLUSION AND POLICY IMPLICATIONS
Conclusion
As an important emerging market, China has experienced remarkable achievements in its economy over the past decades. However, its rapid economic development is inevitably accompanied by air pollution, greenhouse gas emissions and other environmental problems, which arouses concern from all walks of life. The realization of green and sustainable development has become a basic goal of China’s economic transformation. In the Chinese market with the characteristics of “weak institution” (Allen et al., 2005), given that the formal system is relatively immature, understanding whether and how social trust stimulate regional eco-efficiency would add value to both the theory and the practice of economic sustainable development. This paper aims to investigate the effect of social trust on regional eco-efficiency in China.
The empirical results show that: 1) from 2001 to 2016, the accumulated changes of eco-efficiency of China’s 30 provinces are all greater than 1, indicating that all regions in Chinese mainland are actively changing its development mode and the regional eco-efficiency has improved during this period. In addition, we find that the accumulated increase of eco-efficiency of Beijing and Tianjin is in the forefront of Chinese 30 provinces, and their AGM values are all greater than 2. 2) We find that social trust plays a significantly positive role in improving regional eco-efficiency. As an important informal institution, regional trustworthiness is helpful to shape a good business environment for firms to facilitate productive cooperation and eco-innovation, thus contributing to the improvement of regional eco-efficiency. 3) The positive effect of social trust on improving regional eco-efficiency is more pronounced in regions with poor legal development. Empirical results indicate that in China’s institution setting, the formal institution (legal development) and the informal institution (social trust) have a substitute governance impact on promoting economic sustainable development. 4) The mechanism tests further show that social trust can improve regional eco-efficiency through promoting regional green innovation and improving regional finance development. In the process of green development, regional green innovation and financial support undoubtedly play a critical role (Zhang et al., 2018; De Jesus et al., 2019). This paper find that regional trustworthiness has positive influence on promoting regional green innovation and developing regional finance, thus providing assistance for the improvement of region eco-efficiency. Our findings are robust to alternative measures of social trust and remain valid after using two-stage least squares estimation to control for the endogeneity between social trust and regional eco-efficiency.
Policy Implications
Our study also provides several important implications. First, the government needs to lay enough stress on sustainable economic development, and implement relevant policies to promote regional ecological efficiency. In the current stage, China is undergoing a key transition from high-speed to high-quality economic growth. However, the environmental issues arising from the course of high-speed development have become grave constraints. Therefore, the government has incorporated the construction of ecological civilization into the strategic layout of national development. Governments at all levels need to proactively introduce and implement regional green development-related policies, such as tax deductions and government subsidies, so as to comprehensively stimulate regional economic transition, improve regional eco-efficiency, and promote green, circular and low-carbon development.
Second, it is important to give full play to the complementary role of informal system in economical green development. Employing the data of China’s 30 provinces from 2001 to 2016, this paper empirically reveals the important influence of social trust on economic development in emerging markets. In the transition economy with a relatively immature formal system (Allen et al., 2005), social trust can better play the role of alternative mechanism in achieving a sustainable economic development and improving regional ecological efficiency. When governing regional economy and society, governments at all levels can make use of formal systems, such as laws and policies, to supervise and regulate the potential environmental pollution behavior of enterprises within their jurisdiction. Moreover, it is also necessary to make full use of the positive effect of informal institutions on environmental governance. With an organic combination of formal and informal mechanisms, the government can mobilize enterprises within its jurisdiction to protect the environment in a more comprehensive way, thus encourage them contribute more in improving regional ecological efficiency and building a beautiful China. Therefore, the government should attach importance to creating a cultural soil that is conducive to the cultivation of regional social trust, and then let social trust exert positive influence on green development of regional economy.
Third, we need to stimulate regional ecological innovation to promote economic transformation and upgrading. In the transformation of regional economy, the government needs to stimulate the vitality of regional green innovation and promote the deep integration of the real economy with the Internet, big data, artificial intelligence, thus providing impetus and support for the improvement of regional eco-efficiency. In addition, it is important to develop regional finance to ensure financial support for the improvement of regional eco-efficiency. The government should speed up the reform of fiscal and taxation systems and financing mechanisms to further optimize the efficiency of resource allocation. Governments at all levels need to further improve the green credit management system and increase financial support for a green, circular and low-carbon economy to facilitate economic restructuring and industrial upgrading. By vigorously developing green finance, we can promote the financial sector to better serve the real economy, thus improving regional green development performance.
Limitation and Future Directions
There are some limitations in this paper. First, social trust is only a part of the informal institutions. In the future, we can explore the impact of other informal institutions, such as hometown connections, Confucianism and religious belief, on the sustainable development of Chin’s economy. Second, the ecological efficiency we assessed is mainly focused on the provincial level in China, and cannot go deep into the city-level and micro-enterprise level. In the future, we need to continue to dig deeper into relevant data to explore the green development efficiency with more microscopic data.
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FOOTNOTES
1Here are some proofs: 1) The indexes of ‘‘ease of doing business’’, ‘‘Registering Property’’, ‘‘Getting Credit’’, and “Paying taxes”, provided by The World Bank (2020) showed that China ranks 31, 33, 80, 105, respectively, in 190 economies, worse than most other Asian economies such as Singapore, Korea, Malaysia, Thailand, and Japan. 2) In the study of Allen et al. (2005), China has an anti-director rights score of 3, which is lower than 65% of sample countries (La Porta et al., 1998).
2A large number of literature highlights the positive role of informal institutions in explaining China’s rapid economic growth (Allen et al., 2005; Xu et al., 2019). For example, Yan et al. (2020) show that, in the context of imperfect China’s formal system, its local culture plays an important substitute role in protecting intellectual property rights and stimulating corporate R&D activities, which can add impetus to economic development. Wu et al. (2014) find that regional trust has made a great contribution to the prosperity of trade credit and the optimization of capital allocation.
3Drawn of the analytical framework of institutional theory (Williamson, 2000), institutions are divided into four levels to affect economic activities: 1) informal system such as local culture, customs, traditions and social trust; 2) formal system such as laws, regulations, market rules; 3) governance mechanisms; 4) resource allocation and employment.
4The higher social trust means that members of regional network can make more use of their reputation advantages to obtain external support and reduce transaction costs, so as to create stronger corporate competitiveness.
5We identify whether a patent is a green patent according to the “IPC Green Inventory” issued by World Intellectual Property Organization (WIPO) in 2010.
REFERENCES
 Allen, F., Qian, J., and Qian, M. (2005). Law, Finance, and Economic Growth in China. J. Financial Econ. 77 (1), 57–116. doi:10.1016/j.jfineco.2004.06.010
 Almeida, H., and Campello, M. (2007). Financial Constraints, Asset Tangibility, and Corporate Investment. Rev. Financ. Stud. 20 (5), 1429–1460. doi:10.1093/rfs/hhm019
 Ang, J. S., Cheng, Y., and Wu, C. (2015). Trust, Investment, and Business Contracting. J. Financ. Quant. Anal. 50 (3), 569–595. doi:10.1017/S002210901500006X
 Baker, S. R., Bloom, N., and Davis, S. J. (2016). Measuring Economic Policy Uncertainty*. Q. J. Econ. 131 (4), 1593–1636. doi:10.1093/qje/qjw024
 Baron, R. M., and Kenny, D. A. (1986). The Moderator-Mediator Variable Distinction in Social Psychological Research: Conceptual, Strategic, and Statistical Considerations. J. Personal. Soc. Psychol. 51 (6), 1173–1182. doi:10.1037//0022-3514.51.6.1173 |
 Baxamusa, M., and Jalal, A. (2016). CEO's Religious Affiliation and Managerial Conservatism. Financial Manage. 45 (1), 67–104. doi:10.1111/fima.12080
 Bing, W., Yanrui, W., and Pengfei, Y. (2010). Environmental Efficiency and Environmental Total Factor Productivity Growth in China's Regional Economies. Econ. Res. J. 5, 95–109. Available at: http://en.cnki.com.cn/Article_en/CJFDTOTAL-JJYJ201005008.htm
 Chen, F., Zhao, T., and Wang, J. (2019a). The Evaluation of Energy-Environmental Efficiency of China's Industrial Sector: Based on Super-SBM Model. Clean. Techn Environ. Pol. 21 (7), 1397–1414. doi:10.1007/s10098-019-01713-0
 Chen, L., Jin, Z., Ma, Y., and Xu, H. (2019b). Confucianism, Openness to the West, and Corporate Investment Efficiency. Eur. Financial Manage. 25 (3), 554–590. doi:10.1111/eufm.12173
 Chen, S., and Golley, J. (2014). 'Green' Productivity Growth in China's Industrial Economy. Energ. Econ. 44, 89–98. doi:10.1016/j.eneco.2014.04.002
 Cline, B. N., and Williamson, C. R. (2016). Trust and the Regulation of Corporate Self-Dealing. J. Corporate Finance 41, 572–590. doi:10.1016/j.jcorpfin.2016.07.016
 Coleman, J. S. (1990). Foundations of Social Theory. Cambridge, MA: Harvard University Press. doi:10.1093/sf/69.2.625
 Cull, R., Li, W., Sun, B., and Xu, L. C. (2015). Government Connections and Financial Constraints: Evidence from a Large Representative Sample of Chinese Firms. J. Corporate Finance 32, 271–294. doi:10.1596/1813-9450-635210.1016/j.jcorpfin.2014.10.012
 De Jesus, A., Antunes, P., Santos, R., and Mendonça, S. (2019). Eco-innovation Pathways to a Circular Economy: Envisioning Priorities through a Delphi Approach. J. Clean. Prod. 228, 1494–1513. doi:10.1016/j.jclepro.2019.04.049
 Du, X. (2015). Does Confucianism Reduce Minority Shareholder Expropriation? Evidence from China. J. Bus. Ethics 132 (4), 661–716. doi:10.1007/s10551-014-2325-2
 Färe, R., Grosskopf, S., Norris, M., and Zhang, Z. (1994). Productivity Growth, Technical Progress, and Efficiency Change in Industrialized Countries. Am. Econ. Rev. 84 (1), 66–83. doi:10.2307/2117971
 Feng, C., and Wang, M. (2018). Analysis of Energy Efficiency in China's Transportation Sector. Renew. Sustain. Energ. Rev. 94, 565–575. doi:10.1016/j.rser.2018.06.037
 Feng, C., Wang, M., Liu, G.-C., and Huang, J.-B. (2017). Green Development Performance and its Influencing Factors: A Global Perspective. J. Clean. Prod. 144, 323–333. doi:10.1016/j.jclepro.2017.01.005
 Feng, Z., and Chen, W. (2018). Environmental Regulation, green Innovation, and Industrial green Development: An Empirical Analysis Based on the Spatial Durbin Model. Sustainability 10 (1), 223. doi:10.3390/su10010223
 Fu, J., Hu, J., and Cao, X. (2018). Different Sources of FDI, Environmental Regulation and Green Total Factor Productivity. J. Int. Trade 2018, 134–148. doi:10.13510/j.cnki.jit.2018.07.011
 Garrett, J., Hoitash, R., and Prawitt, D. F. (2014). Trust and Financial Reporting Quality. J. Account. Res. 52 (5), 1087–1125. doi:10.2139/ssrn.213795710.1111/1475-679x.12063
 Guiso, L., Sapienza, P., and Zingales, L. (2008). Social Capital as Good Culture. SSRN J. 6 (2-3), 295–320. doi:10.2139/ssrn.1077672
 Guiso, L., Sapienza, P., and Zingales, L. (2004). The Role of Social Capital in Financial Development. Am. Econ. Rev. 94 (3), 526–556. doi:10.2307/359294110.1257/0002828041464498
 Guo, Y., Tong, L., and Mei, L. (2020). The Effect of Industrial Agglomeration on green Development Efficiency in Northeast China since the Revitalization. J. Clean. Prod. 258, 120584. doi:10.1016/j.jclepro.2020.120584
 Hou, J., An, Y., Song, H., and Chen, J. (2019a). The Impact of Haze Pollution on Regional Eco-Economic Treatment Efficiency in China: An Environmental Regulation Perspective. Ijerph 16 (21), 4059. doi:10.3390/ijerph16214059 |
 Hou, X., Liu, J., Zhang, D., Zhao, M., and Xia, C. (2019b). Impact of Urbanization on the Eco-Efficiency of Cultivated Land Utilization: A Case Study on the Yangtze River Economic Belt, China. J. Clean. Prod. 238, 117916. doi:10.1016/j.jclepro.2019.117916
 Hsu, P.-H., Tian, X., and Xu, Y. (2014). Financial Development and Innovation: Cross-Country Evidence. J. Financial Econ. 112 (1), 116–135. doi:10.1016/j.jfineco.2013.12.002
 Huang, J., Yang, X., Cheng, G., and Wang, S. (2014). A Comprehensive Eco-Efficiency Model and Dynamics of Regional Eco-Efficiency in China. J. Clean. Prod. 67, 228–238. doi:10.1016/j.jclepro.2013.12.003
 Jha, A. (2017). Financial Reports and Social Capital. J. Bus. Ethics 155 (2), 567–596. doi:10.1007/s10551-017-3495-5
 Ke, R., and Zhang, W. (2002). Trust in China: A Cross-Regional Analysis. Econ. Res. J. 10 (10), 1–22. doi:10.2139/ssrn.577781
 Kong, D., Pan, Y., Tian, G. G., and Zhang, P. (2020). CEOs' hometown Connections and Access to Trade Credit: Evidence from China. J. Corporate Finance 62, 101574. doi:10.1016/j.jcorpfin.2020.101574
 Kung, J. K.-S., and Ma, C. (2014). Can Cultural Norms Reduce Conflicts? Confucianism and Peasant Rebellions in Qing China. J. Develop. Econ. 111, 132–149. doi:10.1016/j.jdeveco.2014.08.006
 La Porta, R., Lopez‐de‐Silanes, F., Shleifer, A., and Vishny, R. W. (1998). Law and Finance. J. Polit. Economy 106 (6), 1113–1155. doi:10.1086/250042
 Li, X., Wang, S. S., and Wang, X. (2017). Trust and Stock price Crash Risk: Evidence from China. J. Banking Finance 76, 74–91. doi:10.1016/j.jbankfin.2016.12.003
 Lin, B., and Xu, M. (2018). Regional Differences on CO2 Emission Efficiency in Metallurgical Industry of China. Energy Policy 120, 302–311. doi:10.1016/j.enpol.2018.05.050
 Lu, C.-H., and Pang, Y. (2017). An Anatomy of China's Eco-Efficiency Gains: The Role of FDI. SSRN J. 24 (1-2), 106–126. doi:10.2139/ssrn.234861710.1080/16081625.2015.1062244
 North, D. C. (1990). Institutions, Institutional Change and Economic Performance. Cambridge: Cambridge University Press. doi:10.1017/CBO9780511808678
 Pastor, J. T., and Lovell, C. A. K. (2005). A Global Malmquist Productivity index. Econ. Lett. 88 (2), 266–271. doi:10.1016/j.econlet.2005.02.013
 Porta, R. L., Lopez-de-Silane, F., Shleifer, A., and Vishny, R. (1997). Trust in Large Organizations. Am. Econ. Rev. 87 (2), 333. doi:10.3386/w5864
 Putnam, R. D., Leonardi, R., and Nanetti, R. Y. (1994). Making Democracy Work: Civic Traditions in Modern Italy. Princeton: Princeton university press. doi:10.2307/262079310.1515/9781400820740
 Shuai, S., and Fan, Z. (2020). Modeling the Role of Environmental Regulations in Regional green Economy Efficiency of China: Empirical Evidence from Super Efficiency DEA-Tobit Model. J. Environ. Manage. 261, 110227. doi:10.1016/j.jenvman.2020.110227 |
 Solow, R. M. (1957). Technical Change and the Aggregate Production Function. Rev. Econ. Stat. 39 (3), 312–320. doi:10.2307/1926047
 The World Bank (2020). Doing Business 2020: Comparing Business Regulation in 190 Economies. Available at: www.doingbusiness.org/en/doingbusiness. 
 Wang, A., and Lin, B. (2018). Dynamic Change in Energy and CO2 Performance of China's Commercial Sector: A Regional Comparative Study. Energy Policy 119, 113–122. doi:10.1016/j.enpol.2018.04.036
 Wang, H., and Yang, J. (2019). Total-factor Industrial Eco-Efficiency and its Influencing Factors in China: A Spatial Panel Data Approach. J. Clean. Prod. 227, 263–271. doi:10.1016/j.jclepro.2019.04.119
 Wang, Q., Chiu, Y.-H., and Chiu, C.-R. (2017). Non-radial Metafrontier Approach to Identify Carbon Emission Performance and Intensity. Renew. Sustain. Energ. Rev. 69, 664–672. doi:10.1016/j.rser.2016.11.199
 Wang, R. (2018). The Effect of FDI on Ecological Efficiency in China’s Regional Eco-Efficiency under the Third-Country Effects. Ekoloji 27 (106), 383–393. Available at: http://www.ekolojidergisi.com/article/the-effect-of-fdi-on-ecological-efficiency-in-chinas-regional-eco-efficiency-under-the-third-5373
 Williamson, O. E. (2000). The New Institutional Economics: Taking Stock, Looking Ahead. J. Econ. Lit. 38 (3), 595–613. doi:10.1257/jel.38.3.595
 Wu, W., Firth, M., and Rui, O. M. (2014). Trust and the Provision of Trade Credit. J. Banking Finance 39, 146–159. doi:10.1016/j.jbankfin.2013.11.019
 Xu, X., Duan, L., and Yan, Y. (2019). The Influence of Confucianism on Corporate Environmental Investment: Evidence from Chinese Private Firms. Sustainability 11 (21), 5941. doi:10.3390/su11215941
 Xu, X., and Yan, Y. (2019). Effect of Political Connection on Corporate Environmental Investment: Evidence from Chinese Private Firms. Appl. Econ. Lett. 27, 1515–1521. doi:10.1080/13504851.2019.1693692
 Yan, Y., and Xu, X. (2020). Does Entrepreneur Invest More in Environmental Protection when Joining the Communist Party? Evidence from Chinese Private Firms. Emerging Markets Finance and Trade 56, 1–22. doi:10.1080/1540496X.2020.1848814
 Yan, Y., Xu, X., and Lai, J. (2021). Does Confucian Culture Influence Corporate R&D Investment? Evidence from Chinese Private Firms. Finance Res. Lett. 40, 101719. doi:10.1016/j.frl.2020.101719
 Yang, J., Cheng, J., and Huang, S. (2020). CO2 Emissions Performance and Reduction Potential in China's Manufacturing Industry: A Multi-Hierarchy Meta-Frontier Approach. J. Clean. Prod. 255, 120226. doi:10.1016/j.jclepro.2020.120226
 Yu, J., Zhou, K., and Yang, S. (2019). Regional Heterogeneity of China's Energy Efficiency in "new normal": A Meta-Frontier Super-SBM Analysis. Energy Policy 134, 110941. doi:10.1016/j.enpol.2019.110941
 Zhang, J., Chang, Y., Zhang, L., and Li, D. (2018). Do technological Innovations Promote Urban green Development?-A Spatial Econometric Analysis of 105 Cities in China. J. Clean. Prod. 182, 395–403. doi:10.1016/j.jclepro.2018.02.067
 Zhou, Y., Kong, Y., Wang, H., and Luo, F. (2020). The Impact of Population Urbanization Lag on Eco-Efficiency: A Panel Quantile Approach. J. Clean. Prod. 244, 118664. doi:10.1016/j.jclepro.2019.118664
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Yan, Cheng, Wang and Li. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 19 August 2021
doi: 10.3389/fenvs.2021.720278


[image: image2]
Asymmetric Risk Spillover of the International Crude Oil Market in the Perspective of Crude Oil Dual Attributes
Shuaishuai Jia1, Hao Dong2* and Haowen Yang3
1Guangzhou Institute of International Finance, Guangzhou University, Guangzhou, China
2Lingnan (University) College, Sun Yat-Sen University, Guangzhou, China
3School of Business and Economics, The Australian National University, Canberra, NSW, Australia
Edited by:
Elie Bouri, Lebanese American University, Lebanon
Reviewed by:
Anupam Dutta, University of Vaasa, Finland
Muhammad Ali Nasir, University of Huddersfield, United Kingdom
* Correspondence: Hao Dong, donghao@e.gzhu.edu.cn
Specialty section: This article was submitted to Environmental Economics and Management, a section of the journal Frontiers in Environmental Science
Received: 04 June 2021
Accepted: 28 July 2021
Published: 19 August 2021
Citation: Jia S, Dong H and Yang H (2021) Asymmetric Risk Spillover of the International Crude Oil Market in the Perspective of Crude Oil Dual Attributes. Front. Environ. Sci. 9:720278. doi: 10.3389/fenvs.2021.720278

The heterogeneity of investor sentiment plays a key role in causing the asymmetry of information transmission patterns and transmission intensity between markets. This paper analyzes the asymmetric risk spillover between the international crude oil market and other markets, including commodity market and financial market, using monthly data from June 2006 to October 2020. The risk from the international crude oil market is separated into upside and downside risks. The empirical results suggest that, first, from the perspective of static spillover, the risk spillover between the international oil market and commodity market or financial market enhances significantly in response to rising return; second, from the perspective of dynamic spillover, the asymmetric risk spillover of international crude oil market manifests the key roles played by important events happening in the crude oil market and alternating attributes of crude oil. Some policy suggestions are proposed in light of these empirical results.
Keywords: dual attributes of crude oil, upside and downside risks, risk spillover, risk measure, asymmetry
1 INTRODUCTION
The dual attributes of crude oil show significant impacts on the risk spillover of the international crude oil market. As the most financialized energy product, crude oil has not only commodity attributes but also financial attributes. Factors such as global capital flow and investor speculation increase risk spillover between the international crude oil market and other markets like commodity market and financial market (Adekunle et al., 2020; Asai et al., 2020; Chkir et al., 2020; Li and Zhong, 2020; Huynh et al., 2020). Figure 1 shows the dynamics of international crude oil price and commodity index (CRB) and Shanghai Composite Index (SZ). As a major commodity, the price of crude oil shows the same trend as the CRB index, while it shows stage characteristics with the SZ index. The international crude oil price had a clear upward trend from January 2009 to May 2012. Meanwhile, the CRB index also rose rapidly. Capital gradually shifted from financial investment to real investment, driven by the global financial crisis. Demand for crude oil increased, which in turn led to a rise in its price. The negative correlation between the international crude oil market and the financial market continued at the beginning of 2015. The crude oil future market gradually improved since 2015, which suggests that the financial attribute of crude oil was formed. Global capital began to flow into financial markets, leading to a drop in demand for crude oil and ultimately lower international crude oil prices. The global economy gradually recovered after the financial crisis and the European debt crisis since 2015. Crude oil consumption has rebounded significantly. The demand for crude oil has increased in the market. Meanwhile, with the rapid development of the financial market, global capital was gradually finding a balance between real investment and financial investment. This challenges the demand for crude oil, leading to its price volatility (Dutta et al., 2021; 2020a). In conclusion, the risk spillover between the international crude oil market and the other two markets (commodity market and financial market) is dominated by the attributes of crude oil (Ballco and Gracia, 2020; Liang et al., 2020). The commodity attribute of crude oil determines it as a commodity. There is a strong spillover between the international crude oil market and the commodity market. The financial attribute of crude oil determines it as a hedging asset (Dutta et al., 2020b; Jalkh et al., 2020). There is also a strong spillover between the international crude oil market and financial market (Nasir et al., 2018). When the crude oil is dominated by dual attributes simultaneously, the risk connectedness between the international crude oil market and commodity market or financial market is uncertain. This uncertainty originates from the joint effect of the global flow of funds and investor expectation on the risk spillover (Hao et al., 2020).
[image: Figure 1]FIGURE 1 | Crude oil price and CRB index (A) and SZ index (B).
Risk spillover of the international crude oil market shows asymmetric in response to rising and falling returns. The gains and losses in the international crude oil market may be due to various investor decision behaviors caused by their heterogeneous expectations (Ji et al., 2019; Meng et al., 2020). The international crude oil market return is moving in the same direction as the commodity market. On the one hand, the price fluctuation of the international crude oil market will change the demand of crude oil-importing countries and then affect the supply of crude oil-exporting countries. The changing supply and demand relationship in the international crude oil market, in turn, causes the price volatility of the commodity market and further affects economic development. On the other hand, the decline in international crude oil prices provides opportunities for developing countries to reform energy prices and construct energy infrastructure. The declined price of international crude oil reduced the cost constraint on developing countries and provided conditions for energy reserve expansion and energy infrastructure construction (Meng et al., 2020). Influenced by the financial crisis and European debt crisis, the direction of international crude oil market return is roughly the same as that of the financial market from 2009 to 2015. The global economy rebounded after 2015. The investment environment in the financial market was improving. The international crude oil market return shows negative correlation with the financial market return. The negative correlation between prices of international crude oil and financial asset creates a large profit space for investors, especially fund investors (Choi and Hammoudeh, 2010; Zhang et al., 2017; Adekunle et al., 2020). Investors used crude oil as a hedging asset. They earned high profits by grasping the dropping trend of international crude oil prices. In addition, the risk spillover between the international crude oil market and the financial market is affected not only by the supply and demand of crude oil but also by external factors like unexpected events. These factors may change investor expectations and then their investment strategies (Degiannakis et al., 2014; Caporale et al., 2015).
This paper aims to analyze the asymmetric risk spillover of the international crude oil market in response to rising and falling returns. The risk from the international crude oil market can spread rapidly through market information, investor expectation, capital flow, and other channels. The high market correlation allows risk spilling over from the crude oil market to commodity market or financial market, leading to a “domino” effect. Therefore, how to reasonably measure the risk spillover of the crude oil market is of great significance to reduce the risk spillover effect between crude oil markets and commodity (financial) market. Furthermore, due to the heterogeneity of information access existing in investors and speculators, the ability of investors and speculators to respond to market price volatility is different in response to rising and falling returns. By analyzing and comparing risk spillovers of the crude oil market in response to different return trends, it provides a shred of empirical evidence for preventing risk contagion caused by speculators’ behaviors and protecting the legitimate rights and interests of investors. It is conducive to the overall arrangement of policies in different return trends of crude oil and the improvement of the cross-market information-sharing mechanism. It can fundamentally prevent the shock of price volatility of the international crude oil market on the commodity market, financial market, and economic development.
Risk spillover between the international crude oil market and the stock market (or foreign exchange market) is another issue that scholars pay attention to. The existing literature analyzes the spillover effect between the crude oil market and the stock market from both static and dynamic perspectives (Bouri, 2015; Sim and Zhou, 2015; Tsai, 2015; You et al., 2017; Benkraiem et al., 2018). From a static perspective, Degiannakis et al. (2014) found from supply and demand that the financial market was impacted by the total demand for crude oil. Chen et al. (1986) tested whether the price shock of crude oil could be used as an impact factor in the asset pricing model. Other scholars used the same idea to analyze the price shock of international crude oil on the stock price. On the other hand, dynamic spillover has been a hot topic in recent years (Jimenezrodriguez, 2015; Kang et al., 2015; Narayan and Gupta, 2015). Gogineni (2010) proved that the crude oil price has a heterogeneous effect on stock indexes of various industries. Moya-Martinez et al. (2014) proved that crude oil price only has a significant impact on energy, construction, and other industries but has a small impact on other industries. Zhu et al. (2016) found that stock returns of different industries respond differently to the price shock of crude oil, using monthly data from March 1994 to June 2014. Liu et al. (2017) tested the dynamic spillover between WTI and financial markets in the United States and Russia, using the wavelet-based BEKK-GARCH method. Based on wavelet coherence analysis, Boubaker and Raza (2017) discussed the spillover of crude oil price shock on BRICS stock markets in different time periods and time frequencies. Mensi et al. (2017a) calculated VaR, CoVaR, and Delta CoVaR in different holding periods and different cycles of financial markets, based on the VMD method and Copula family functions. They further measured risk spillover of the crude oil market to the financial market.
Some scholars studied spillover between the international crude oil market and foreign exchange market or commodity market (Adams et al., 2020; Asai et al., 2020; Chkir et al., 2020; Huynh et al., 2020; Meng et al., 2020). Chen et al. (2016) studied the effect of crude oil market shock on the exchange rates of 16 OECD countries. The results suggest that the price shock of crude oil on the foreign exchange market is measured between 10 and 20%. Mensi et al. (2017b) studied the short-term, medium-term, and long-term impacts of crude oil prices on the foreign exchange markets of developed countries using methods like VMD decomposition. The results suggest that the price shock of crude oil on the foreign exchange market is asymmetric. Wen et al. (2018) analyzed the nonlinear shock of crude oil price on the US dollar by using HP filtering. The results suggest that the price shock of crude oil on the dollar is unidirectional and nonlinear. Inconsistent with the foreign exchange market, other scholars have shown that the causal relationship between crude oil and gold is time-varying. Besides, there is no nonlinear causal relationship between them. Huynh et al. (2020) analyzed the financialization of the crude oil market and its volatility spillover effect on the commodity market using commodity data from 1979 to 2019. Ji et al. (2019) analyzed the asymmetric risk dependence of the international crude oil market on the foreign exchange markets of China and the United States. The results show that risk dependence between the international crude oil market and China’s foreign exchange market is significantly asymmetric in different return trends of crude oil, while risk dependence between the international crude oil market and the United States foreign exchange market is not significant.
Building on the foundation of extant evidence, this paper provides contributions in several ways. First, this work complements in risk spillovers literature on crude oil markets. To our best knowledge, the prior studies provide empirical evidence on the static and dynamic risk spillover between the crude oil market and commodity (financial) markets. Additionally, prior research explores the heterogeneous spillover effect between crude oil markets and commodity (financial) markets from the perspective of sample heterogeneity, such as before and after the financial crisis, crude oil importing, and exporting countries. But they fail to link the oil attributes and the dynamic risk spillover. Our paper fills this gap by identifying the periods with oil attribute dominant and estimating the risk spillovers between crude oil market and commodity (financial) markets.
Secondly, we analyze the asymmetric risk spillover of the international crude oil market in response to its rising and falling returns. Due to the investor heterogeneity in the international crude oil market, investors’ capital holdings and market expectations are heterogeneous in response to rising and falling returns. In addition, the dual attributes of crude oil also have different effects on the dynamic characteristics of upside and downside risks in the international crude oil market. In the process of financial integration, preventing risk contagion caused by investor heterogeneity and improving market efficiency are the major issues to construct financial security system and develop the stable operation of the macroeconomy.
The rest of the paper is organized as follows. Hypotheses are presented in Section 2. In Section 3, we identify the dual attributes of crude oil and analyze its dynamic characteristics. In Section 4, we measure the upside and downside risks of the international crude oil market. In Section 5, we analyze the asymmetric risk spillover of the international crude oil market. In Section 6, we conclude the paper.
2 HYPOTHESES
The return trends of the crude oil market will affect the risk spillover between itself and the commodity market. Firstly, risk spillover is due to the convergence of price movements among markets caused by factors in macro fundamentals. Secondly, it is due to the fact that risks from factors like investors’ psychological expectations and cross-market capital flows are spilling over (Ballco and Gracia, 2020; Meng et al., 2020). The rising and falling returns of the crude oil market will cause price volatility of the international crude oil market to different degrees, which leads to its instability (Saculsan and Kanamura, 2020). Attention and sentiment of market participants may lead to different investor expectations in response to different return trends. As a result, investment strategies will change, which in turn affects the spillover direction between the international crude oil market and commodity market (Adams et al., 2020; Huynh et al., 2020). On the one hand, the rising return of crude oil attracts investors into the market, resulting in more attention. Large capitalization in the international crude oil market stabilizes investor sentiment. Investors formulate their investment strategies in light of their ability to capture market information. On the other hand, international crude oil price rises with the return rising, as well as the business operating cost. In order to obtain expected profits, business operators will reduce the demand for crude oil and increase the demand for its alternative commodities (Huang et al., 2019; Li et al., 2020a). In addition, with the price of international crude oil rising, the frequency of E&P and production activities related to crude oil extraction increase. The price of relevant production factors will increase with limited economic resources. As a result, the production cost and prices of these commodities increase (Chen et al., 2019; Liao et al., 2019; Liu et al., 2019). Therefore, the transmission direction of information is from the international crude oil market to the commodity market. For rational behavior of investors, the international crude oil market and other commodity markets are affected by the same macrofactors. Changes in public information like supply and demand in the market further affect the market price and investors’ risk expectations (Li et al., 2020b; Dong et al., 2020). In the practical investment process, market participants may not fully understand the information in the international crude oil market. In addition, the ability to acquire information is heterogeneous among participants. As a result, the information of investors is asymmetric. Because of the importance of crude oil in the commodity market, investors change their investment in the commodity market by referring to the international crude oil market. Therefore, the risk from the international crude oil market is transmitted to the commodity market in the rising return trend.
The international crude oil market is the risk recipient from the commodity market in the falling return trend. On the one hand, participants in the crude oil market worry that their investments are too in response to falling returns. Investors are pessimistic. They often avoid their investment risks and obtain expected profits by using an investment portfolio. The commodity market is one of the channels for investors to diversify their investments. As a part of an investment portfolio, the changing return of crude oil has a high correlation with its proportion in the investment portfolio. The proportion of assets in a portfolio is influenced by investors’ access to information and judgment. Investors pay more attention to information from the commodity market in the falling return of crude oil. Judging from information about the commodity market, investors change the proportion of assets in their portfolios, which in turn affects the flow of capital between the commodity market and the international crude oil market (Peng et al., 2020). On the other hand, the drop in crude oil return sends international oil prices lower. Companies will increase the demand for crude oil in order to reduce operating costs. This increase in demand expands the demand for currency in the market. Policymakers have softened the shock between the crude oil market and the commodity market by changing the supplying amount of currency. Different policies for investors release good or bad information. Investors adjust their investment strategies in response to changes in expectations. At this time, the commodity market plays a leading role in the international crude oil market. The information is transmitted from the commodity market to the international crude oil market.
Different attributes of crude oil have a significant effect on the risk of spillover (Adams et al., 2020; Huynh et al., 2020). If the commodity attribute of crude oil dominates, the international crude oil market is the risk recipient from the commodity market. As the most important commodity, the market information of crude oil will be affected by the information of the commodity market in both rising and falling returns of crude oil (Ballco and Gracia, 2020). This is largely due to crude oil’s relationship with other commodities. Specifically, crude oil is in an upstream and downstream relationship with commodities like food. Effects of policies on these commodities will lead to changes in commodity price, which in turn changes the demand for crude oil and ultimately affects the return volatility of the international crude oil market. In addition, commodities like crude oil and natural gas are substituting relationships. Rising demand for natural gas and other commodities will reduce global demand for crude oil and ultimately change the return volatility in the international crude oil market (Bauer et al., 2016; Li et al., 2020b). If the financial attribute of crude oil dominates, the upside risk of the international crude oil market will affect the commodity market risk, while the downside risk of the international crude oil market will be affected by the commodity market risk. This is mainly due to inconsistent investor expectations in different return trends. The financial attribute of crude oil plays a guiding role in the financialization of the commodity market. Investors are optimistic about the international crude oil market in response to rising returns and increase their exposure to crude oil. Investors adjust their investment strategies in the commodity market through the information from the international crude oil market. In the falling return of crude oil, investors’ pessimistic expectations make them pay more attention to the information from the commodity market and then change their investment strategies in the international crude oil market (Huynh et al., 2020).
In light of this, this paper puts forward the theory of risk spillover between the international crude oil market and commodity market in rising and falling return trends.
Hypothesis 1. There is a significant difference in risk spillover between the international crude oil market and commodity market in rising and falling return trends of crude oil. In addition, this difference is relevant to the attribute of crude oil.
The risk spillover between the international crude oil market and financial market in different return trends is mainly due to the transmission of information and investor behaviors in these two markets, determined by differences in investor risk preference (Chen et al., 2020; Chkir et al., 2020; Wong, 2020). On the one hand, the essence of risk spillover between the international crude oil market and the financial market is the process of information transmission between the markets. On the other hand, the risk spillover between the international crude oil market and the financial market is ultimately realized through the trading behaviors of investors (Kang et al., 2015; Adams et al., 2020). Market participants change their assessment of the return and risk from the international crude oil market and financial market by judging the information they own, so that price risk can reflect the information understanding of market participants (Jimenezrodriguez, 2015; Sim and Zhou, 2015). Investors’ trading behaviors move currency between markets. The movement of funds between markets by market participants affects asset prices in the markets. With the price of crude oil fluctuates, investors in pursuit of profit maximization will quickly adjust their capital allocation ratio in the international crude oil market and financial market, which will lead to the cross-market transfer of funds and consequent volatility of asset prices in the financial market; namely, risk spills over between markets (Kang et al., 2015). Investors were optimistic about the crude oil market in response to the rising return of crude oil. Investors pay more attention to information from the international crude oil market. As a safe-haven asset for investors, the rising return of crude oil increases investors’ appetite for crude oil assets. Higher returns reduce the asymmetry in market participants’ access to information about the crude oil market. They optimize their portfolio strategies by using their judgment of market information. Furthermore, the change in strategies diverts money from the financial market to the international crude oil market. Therefore, upside risk from the international crude oil market is transmitted to the financial market (Ji et al., 2019). It is a different story for downside risk. Investors are risk-averse in response to falling returns. The decline of return increases the panic in the international crude oil market. The return volatility of crude oil increases the risk of the international crude oil market, shaking the role of crude oil as a safe-haven asset. Investors began to increase financial asset investment to avoid the investment risk in the crude oil market, causing capital to flow from the international crude oil market to the financial market (Hao et al., 2020). At this time, information in the financial market plays the role in guiding the information in the international crude oil market. Due to the long development of the financial market and high market efficiency, investors adjust their investment strategies and change their investment in crude oil assets through their ability to obtain information and making judgments. Therefore, the international crude oil market is the risk recipient of risk from the financial market in the fall return of crude oil.
The financial attribute of crude oil has a significant effect on the risk spillover. The financial attribute of crude oil is the key attribute as a safe-haven asset. The international crude oil market behaves as the risk recipient from the financial market in both the rising and falling returns of crude oil (Hao et al., 2020). This is mainly due to the positioning of crude oil assets by investors. If the financial attribute of crude oil dominates, it is more difficult to supervise the market (Zhang et al., 2017). The market stability declines. The main purpose of investors is to hedge financial investment risk through crude oil assets. Therefore, the return volatility of crude oil is mainly related to investors’ access to information and judgment on the financial market. The different trends in return reflect different investor expectations on the market. With optimistic expectations on the market, other assets strongly correlative with crude oil can be bought to realize additional profits in response to rising asset prices. With pessimistic expectations on the market, market participants realize asset hedging by purchasing another asset that is negatively uncorrelated with the declining asset. In this way, when the financial attribute of crude oil is dominant, the risk from the financial market is transmitted to the international crude oil market (Wen et al., 2018). In light of this, this paper puts forward the hypothesis on risk spillover between the international crude oil market and the financial market. The risk from the international crude oil market includes upside risk and downside risk.
Hypothesis 2. The role played by the international crude oil market in influencing the financial market risk is different in response to the upside and downside risks of the crude oil market. In addition, the financial attribute of crude oil has a significant effect on the risk spillover.
3 STUDY DESIGN
The asymmetric risk spillover in the international crude oil market in response to rising and falling returns of crude oil is relevant to crude oil attributes. In this section, first, we introduce the measure model for risk spillover. Then we expound on the measurement methods for variables. In order to analyze the relationship between risk spillover and crude oil attributes, the method of identifying the crude oil attributes is described at the end of this section.
3.1 Measure Model for Risk Spillover in International Crude Oil Market
The measuring method of risk spillover can accurately evaluate the propagation pattern between different markets. In the existing literature, it involves static spillover and dynamic spillover, where measures for static spillover are such as Nonlinear Granger Causality Test, spatial autocorrelation, and other econometric models, while measures for dynamic spillover are VAR models, GARCH models, Copula models, and DY spillover indexes. On the one hand, influenced by different attributes of crude oil, the risk of the international crude oil market has stage characteristics. In order to analyze the risk spillover of the international crude oil market, it is necessary to study the dynamic version (Liu et al., 2019; Li et al., 2021a, Li et al., 2021b). Both causality test and econometric models measure the static spillover between markets but cannot describe the time variability of spillover. On the other hand, GARCH models, VAR models, Copula models, and CoVaR measure dynamic spillover (Dong et al., 2019; Li et al., 2020). These models can describe the dynamic characteristics of the relationship between markets. However, it lacks a description of risk spillover directions in the international crude oil market, commodity market, and financial market. The network analysis method can not only describe the time variability of spillover but also quantify the risk spillover direction. However, the requirement on the amount of data may fail to achieve the expected results (Li et al., 2020b; Chen and Dong, 2020).
In this paper, we measure the risk spillover of the international crude oil market by using the DY spillover index, proposed by Diebold and Yilmaz (2012). This method quantifies the risk spillover of the international crude oil market by combining generalized variance decomposition and the VAR model. The generalized variance decomposition method overcomes the differences in the variance decomposition of the variables in the VAR model. It can not only systematically describe the risk spillover between markets but also measure the time variation of spillover intensity and spillover direction between the international crude oil market and commodity market (financial market) (Li et al., 2020b; Chen and Dong, 2020; Dong et al., 2020).
The construction of the DY spillover index is mainly divided into three steps. First, we construct VAR models of risk in the international crude oil market, commodity market, and financial market. Second, we use generalized variance decomposition to measure the intensity to which different markets are exposed to external shocks. Third, we use variance contribution rate to construct static and dynamic spillover indexes.
Thus, the VAR (p) models for risk in the international crude oil market, commodity market, and financial market are given as follows:
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where Riskt is a 3 × 3 risk matrix, including risks of the international crude oil market, commodity market, and financial market. p is the lag order, determined by AIC and SC criteria. ɛt is a three-dimension error vector of independent normal distribution, with mean zero and covariance Σ. The VMA form of Eq. 1 can be written as
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where Ai is a 3 × 3 matrix, satisfying the following condition Eq. 3
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As i = 0, Ai is three order unit matrix; as i < 0, Ai is the zero matrix. Eq. 2 and Eq. 3 are applied to the following generalized variance decomposition. Second, we take the variance decomposition to measure the intensity to which the international crude oil market, commodity market, and financial market are affected by themselves or by other markets. It can be formulated as follows:
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where θij (H) means the variance of market i’s prediction of market j at step H forward, quantifying the impact of risk across markets. As i = j, it describes the risk shock intensity of the market itself. σii is the i’th diagonal element in the matrix Σ. ej is the selecting column vector; i.e., the j’th element is one, while others are zeros.
Using generalized variance decomposition Eq. 4 does not result in the sum of every row in the variance decomposition table being one. Therefore, for calculating the spillover indexes, we take normalization processing for θij (H). The formula of normalization processing can be written as follows:
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By taking the normalization processing, there holds that [image: image] and [image: image]. Finally, we construct the static and dynamic spillover indexes. The dynamic spillover index is built by setting the corresponding window period and then estimating (1)–(4) in order to return the spillover index. With the objective, based on the normalized variance decomposition, this paper constructs the total spillover index to systematically describe the correlation between international crude oil market, commodity market, and financial market. The total spillover index can be defined as follows:
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Furthermore, we construct the net risk spillover indexes of the international crude oil market. The net risk spillover index can be written as follows:
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where Toi (H) and Fromi (H) represent different directions of risk spillover in the international crude oil market. The former refers to the risk spillover from the international crude oil market to commodity market and financial market, while the latter refers to the risk spillover from commodity market and financial market to the international crude oil market. The calculating formulas are as follows:
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In addition, this paper constructs a net pairwise risk spillover index between markets, by the following formula:
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where [image: image] is the risk spillover from market j to market i, while [image: image] is the risk spillover from market i to market j, and i, j (i ≠ j) represent the three markets. The net pairwise spillover index describes the intensity and direction of risk spillover between the international oil market and other markets, i.e., the commodity market and financial market.
3.2 Variable Measure
In this paper, the conditional autoregressive value at risk model (CAViaR) model is used to measure the risks of the international crude oil market, commodity market, and financial market. The existing risk measure methods mainly come into being in light of different returns of the international crude oil market. On the one hand, market risk is measured in response to asset returns. In light of this, existing literature uses static and dynamic VaR based on GARCH models to predict market risk including the stock market, international crude oil market, and virtual currency market (Bernardi and Catania, 2016; Ferraty and Quintela-Del-Rí o, 2016; Gkillas and Katsiampa, 2018; Li et al., 2018). On the other hand, the market risk is measured in response to different asset returns. Most of the existing literature uses extreme value theory (ES) to measure risk. ES is set up in response to extreme events, making up for the drawback of ordinary VAR. The above methods have two common features. One is based on a specific distribution of international oil market return, while the second is based on parameter estimation methods. In the former case, international crude oil market return is limited to certain distribution, like a normal distribution, t distribution, GED distribution, and the others. Based on historical experience, they use parametric models to measure risk from the international crude oil market. Besides, for parametric models, the accuracy of parameter estimation and the degree of model fitting are two aspects that need to be considered. It can be seen from the definition of risk that the measure of international crude oil market risk is predicting quantile. Considering the agglomeration effect of international crude oil market return and the application of quantile regression in risk measure, Engle and Manganelli (2004) proposed a CAViaR. The model needs not to presuppose the distribution of the international crude oil market return and uses the quantile regression to calculate the quantile. At the same time, considering the agglomeration of international crude oil market return, it adds the lag term of the risk. The existing literature predicts the dynamic upside and downside risks by using four forms of the CAViaR model (Meng and Taylor, 2018; Liu et al., 2019; Li et al., 2020b, Li et al., 2021a). Therefore, the CAViaR model is used in this paper to measure the risk of the international crude oil market. The CAViaR model can be written as follows:
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where Riskt is the international crude oil market risk in t month; l (Rt−j) is an exogenous variable, describing the impact of different forms of international crude oil market income on risk, mainly describing the impact of different forms of international crude oil market yield on risk. Lag term Riskt−i (β) describes the agglomeration of risk in the international oil market. Based on different forms of international crude oil market yields, Engle and Manganelli (2004) further proposed four models, absolutely symmetric model, asymmetric model, indirect GARCH model, and adaptive model, as follows:
Absolutely symmetric model
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Asymmetric model
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where [image: image] and [image: image] describe monthly positive and negative yields of the international crude oil market.
Indirect GARCH model
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Adaptive model
[image: image]
where G is a bounded positive constant. We test model fitting by comparing the fitting results of different risk measurement methods for the international crude oil market. This paper uses the values of HIT and DQ statistics.
With the properties of VAR and dynamic quantile test, Engle and Manganelli (2004) proposed HIT and DQ test methods. HIT examines the difference between risk measures and the returns in the international crude oil market. The HIT statistics can be represented as follows:
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where I (⋅) is an indicative function, as Rt < Riskt (β) and Hitt (β) = 1−α; otherwise, it takes value −α. In addition, according to the definition of quantile function, Hitt (β) = 0 if given the data in period t−1. In other words, the value of Hitt (β) has nothing to do with risk and lag term. Therefore, the HIT test may not be sufficient to test the goodness of fitting the model. Furthermore, Engle and Manganelli (2004) proposed the DQ test, whose statistic is as follows:
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where DQIS and DQOS are statistics for fitting samples and testing samples, respectively. [image: image] measures the international crude oil market return by fitting samples. [image: image]. Similarly, suppose that TR is the size of fitting samples and NR is the size of testing samples. [image: image] measures the international crude oil market return by testing samples. [image: image], and
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3.3 Identifying Dual Attributed of Crude Oil
The financial attribute of crude oil determines that the crude oil price is positively affected by monetary policy. The financial attribute of crude oil means that the formation and volatility of international crude oil prices have the essential characteristics of financial assets, such that it will play an important role in the financial market. The crude oil derivative market has experienced significant development. As a result, the price of crude oil is gradually indexing. The price volatility cycle shortens and the volatility range increases (Zhang et al., 2017; Raheem et al., 2020). On the one hand, monetary policy is the key factor that the dollar exchange rate affects and manipulates the international crude oil price. On the other hand, the monetary policy creates opportunities for hedgers and speculators to profit in the international crude oil market. Monetary policy has an impact on the price of the international crude oil market mainly due to speculative demand (Chen et al., 2016; Wen et al., 2018; Mariam et al., 2020). Expansionary monetary policy will increase the demand for crude oil, reduce the uncertainty of the international crude oil market, and release good news for investors. Investors’ grasp of news increases their optimistic expectations, which in turn changes the allocation of investors’ money in real and financial investments. Speculative demand increases accordingly (Tang and Xiong, 2010; Oleg and Ekaterina, 2020). Therefore, good news leads to the rising price of crude oil derivatives, finally impacting the spot price of the international crude oil market. Conversely, the tight monetary policy increases the investment uncertainty in the international oil market. In turn, investor expectations change. Speculative demand falls, leading to lower price of crude oil derivative. Due to the important role of crude oil derivatives in price discovery, hedging, and risk aversion, the spot price of the international crude oil market also changes.
The commodity attribute of crude oil is relevant to the positive impact of crude oil demand on the price of the international crude oil market. As a key input in production activities, crude oil has the characteristics of general commodity as well as scarcity, strategy, and politics. The particularity of crude oil determines its commodity attribute. The commodity attribute of crude oil means that its price is affected by supply and demand in the market. The supply structure of the international crude oil market has evolved from the original OPEC countries as the main body to the present three main bodies including OPEC rich country group, OPEC poor country group, and non-OPEC countries (Ghassan and AlHajhoj, 2016; Liu et al., 2019). The scarcity of crude oil determines the high uncertainty of crude oil reserves in the future. Supply is inelastic in the short term. Meanwhile, OPEC’s regulation of crude oil supply has a lag effect. Therefore, the price of the international crude oil market is affected by short-term demand. The demand for crude oil is usually correlated with the total demand of the national economy. The demand for crude oil increases with the total social demand, as the economy is booming. In the short-term supply constant situation, this will inevitably lead to rising prices in the international crude oil market. On the contrary, if the economy is in a depression, the total social demand is weak, resulting in falling demand for crude oil falling price of crude oil. The long-term supply of crude oil is more elastic. However, because crude oil is a nonrenewable resource, its reserve, resource endowment, production cost, production capacity, and OPEC decision all limit its supply (Loutia et al., 2016; Liu et al., 2019).
Furthermore, there is an endogenous relationship between the price of crude oil and monetary policy as well as demand for crude oil. Both monetary policy and demand for crude oil have positive effects on the price of crude oil. Secondly, the price of international crude oil affects the production cost of enterprises and then their demands for crude oil. The price of international crude oil can also affect a country’s inflation level. As one of the goals of monetary policy, in order to maintain price stability, the country will formulate corresponding monetary policies to adjust the inflation level. So the price of crude oil also affects the monetary policies (Liao et al., 2019). In light of this, the relationship between the price of the international crude oil market and monetary policy as well as the demand for crude oil is endogenous. The traditional linear model cannot describe the endogenous relationship completely. Therefore, this paper constructs a VAR model. In addition, taking into account the immediate impact of international crude oil price, demand for crude oil, and monetary policy, as well as the structural shocks on the correlation, imitating the work of Kilian (2009), this paper attempts to construct an SVAR model to identify the dual attributes of crude oil.
The constructed SVAR (p) model is as follows:
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where [image: image] is a 3 × 3 matrix, opit is international crude oil price at time t, demt is demand for crude oil at time t, and mpot represents the money policy. p is the lag order, tested by SC criterion. B0 describes immediate impact among the international crude oil price, demand for crude oil and money policy, while Bi describes the marginal impact of lag i order. As B0 is invertible, Eq. 19 can be simplified into Eq. 20:
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where [image: image] is the structural vector of shock on crude oil, including price shock, demand shock, and money policy shock. According to the objective of this paper, referring to the existing literature, in the paper, we associate the matrix B0 with short-term zero constraints and construct the SVAR model as follows:
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where the corresponding positions in the matrix represent immediate impacts among variables. More specially, the international crude oil price will respond to the impact of demand for crude oil and monetary policy, so the first element in the first row of the constraint matrix is one, and the other elements are not zero. With the changing price of crude oil, it has a lag effect on the demand for crude oil, due to the business investment plans and crude oil reserves; namely, crude oil price shock will not affect current demand for crude oil, b21 = 0. In addition, the changing price of crude oil and demand does not make any difference to monetary policies, i.e., b31 = b32 = 0. However, money policies cause changes in the current demand for crude oil.
4 ASYMMETRIC RISK SPILLOVER OF INTERNATIONAL CRUDE OIL MARKET IN RESPONSE TO DIFFERENT RETURNS
4.1 Data Selection and Feature Analysis
With the crude oil attribute identification and risk measure of different markets, this paper uses monthly data from June 2006 to October 2020 to analyze the asymmetric risk spillover of the international crude oil market. First, risk measure is the key variable of risk spillover. The main markets include the international crude oil market, the commodity market, and the financial market. We use the spot price of Brent crude oil as the proxy variable of international crude oil market price. Spot prices of Brent and WTI crude oil represent the dynamic price characteristics of the international crude oil market. Since 2011, the international crude oil industry has gradually shifted to Western Europe, driven by the crude oil extraction cost, idle capacity, and other factors. Brent has also overtaken WTI and become the benchmark of the international crude oil market. We use China Commodity Price Index (CCPI) to measure the commodity market price, while the financial market price is measured by Shanghai composite index. In this paper, we construct logarithmic return sequences of different markets and apply the measure methods given in Section 3.2 to quantify the market risk.
Then, we identify the crude oil attributes. We can analyze the risk dynamics and heterogeneity characteristics of the international crude oil market in periods dominated by different crude oil attributes. According to Section 3.3, the variables identifying crude oil attributes include international crude oil market price, demand for crude oil, and monetary policy. We use Brent crude oil spot price as the proxy variable of international crude oil market price, while the growth rate of the Baltic Dry Bulk Index (BDI) is selected to measure the crude oil demand. Two problems should be considered when choosing measures for crude oil demand. First, heterogeneity of industrial structures in countries leads to different dependence of economic development on crude oil. Second, due to the contribution of emerging countries like BRICS to global economic development, crude oil demand becomes the key factor affecting the price of the international crude oil market. Referring to Kilian (2009), who considered the close relationship between Baltic Freight Index and crude oil demand, in this paper, we use BDI as the proxy variable of crude oil demand. In addition, we choose the global money supply to measure the monetary policy. After obtaining the amount of money supply in the United States, Japan, and the European Union, we use the historical bilateral exchange rate data to convert the money supply into dollars and then sum it up, finally obtaining the proxy variable of monetary policy. In this paper, the seasonal effect of variables is considered, where we take seasonal adjustment for the international crude oil price, BDI, and GM2 by using X12. In order to eliminate heteroscedasticity, this paper further takes logarithms for data. All the data originate from the WIND database1.
Finally, we analyze the risk spillover of the international crude oil market. In light of the identification of crude oil attributes and measures of market risk, in this paper, we use the DY spillover index to analyze the asymmetric risk spillover of the international crude oil market in response to rising and falling returns. The risk spillover model was fitted by RStudio. The risk measures were calculated by using Matlab. We use EVIEWS to identify crude oil attributes. In this subsection, we analyze the characteristics of the international crude oil market, commodity market, and financial market in periods dominated by different attributes of crude oil and in response to both return trends of crude oil. Figure 2 shows the risk dynamics in response to different returns, while Table 1 reports the relationship among the three markets.
[image: Figure 2]FIGURE 2 | Risk dynamics of the international crude oil market, commodity market, and financial market. (A) Risk evolutions of the international crude oil market and commodity market. (B) Risk evolutions of the international crude oil market and financial market. BURISK and BDRISK represent the upside risk and downside risk, respectively. CRISK is the commodity market risk. FRISK is the financial market risk. B means that the dual attributes of crude oil are dominant. C means that the commodity attribute of crude oil is dominant. F means that the financial attribute is dominant.
TABLE 1 | Risk connectedness in different return trends of crude oil.
[image: Table 1]The risk evolution of the international crude oil market and commodity market shows stage characteristics. Figure 2A shows the risk evolution of the international crude oil market and commodity market. In the period dominated by financial attributes of crude oil, the upside risk evolution of the international crude oil market is highly similar to the risk evolution of the commodity market. In the period dominated by commodity attributes of crude oil, the downside risk evolution of the international crude oil market is almost consistent with the risk evolution of commodity markets. In the period dominated by dual attributes of crude oil, the downside risk evolution of the international crude oil market behaves similarly to the risk evolution of commodity markets. These are due to heterogeneous investor attention in the periods dominated by different attributes of crude oil (Asai et al., 2020; Huynh et al., 2020). Investors take their expected profits from the international crude oil market in the period dominated by the financial attribute of crude oil. Investors have less uncertainty about their profits in the rising return of crude oil than that in the falling return. Thus, the upside risk evolution of the international crude oil market is highly similar to the risk evolution of the commodity market. The commodity attribute is the essential attribute of crude oil. It shows lower return volatility of the international crude oil market in its rising trend. In the falling return of crude oil, as higher market panic, the market shows stronger volatility, resulting in higher uncertainty on expected profits of investors. At this time, market participants avoid investment risks by diversifying investments. Meanwhile, as a crucial commodity, the instability of the international crude oil market may lower the stability of the commodity market. In light of this, if the commodity attribute is dominant, the downside risk evolution of the international crude oil market and the risk evolution of the commodity market keep almost consistent. There is a strong relationship between the dual attributes of crude oil and major events. The event shocks on the international crude oil market aggravate the panic market. Investment expectations of market participants do not vary much. Investors adjust their investment strategies through the sharing of information in the market, which increases the downside risk of the international crude oil market and then changes the commodity market risk (Liu et al., 2019). Therefore, if the dual attributes of crude oil are dominant, the downside risk evolution of the international crude oil market and the risk of the commodity market keep almost consistent.
The upside risk evolution of the international crude oil market is highly similar to the risk evolution of financial markets. Figure 2B shows the risk evolutions of the international crude oil market and the financial market. In the period dominated by the financial attribute of crude oil, the upside risk of the international crude oil market has almost the same evolution as the financial market risk. If the dual attributes of crude oil are dominant, the upside risk of international crude oil market risk has almost the same evolution as the financial market risk. If the commodity attribute of crude oil is dominant, the correlation between the risk evolutions of the international crude oil market and the financial market depends on the financial market risk level. These results suggest the relationship between the international crude oil market and the financial market (Kang et al., 2015; Adams et al., 2020; Hao et al., 2020). The financialization of crude oil has enabled a large number of speculative groups to enter the international crude oil market, investing in crude oil assets as a kind of safe-haven assets. The purpose of the speculative groups is to earn the expected or excess profits, so it is more in pursuit of rising returns. To hedge investment risk, financial speculative groups enter the international crude oil market in response to its rising return. They make use of their information advantages, timely adjusting their investment strategies. Therefore, if the financial attribute of crude oil is dominant, the upside risk of the international crude oil market is highly similar to the financial market risk. If the commodity attribute of crude oil is dominant, the risk level of the financial market decides its relationship to the international crude oil market. If the measured risk level of the financial market is less than 0.1, it is not significantly correlative to the international crude oil market. Otherwise, the upside risk of the international crude oil market has the same evolution as the financial market risk.
The risk evolutions of the international crude oil market and both the commodity market and financial market have stage characteristics. In this paper, we further explore the risk connectedness in periods dominated by different attributes of crude oil (see Table 1).
It is the correlation coefficients between international crude oil downside risk and commodity (financial) market risk in the brackets. BRISK, CRISK, and FRISK are, respectively, represent the international crude oil market risk, commodity market risk, and financial market risk.
The upside risk of the international crude oil market is highly correlated with commodity market risk. In the subsample, there is a higher correlation between the international crude oil market and commodity market. If the commodity attribute of crude oil is dominant, the correlation coefficient between the upside risk of the international crude oil market and commodity market risk is given as 0.8165, while it is given as 0.9107 between the downside risk of the international crude oil market and commodity market risk. If the dual attributes are dominant, the correlation between the upside risk of the international crude oil market and commodity market risk is measured as 0.7525, which is slightly different from that between downside risk and commodity market risk, measured by 0.9258. If the financial attribute of crude oil is dominant, the correlation between the upside risk of the international crude oil market and commodity market risk is 0.8572, while it is 0.8932 between downside risk and commodity market risk. As a major commodity, there is a stronger correlation between the downside risk of the international crude oil market and the commodity market. This suggests the stage characteristics of risk evolutions of the international crude oil market and commodity market.
The risk of the international crude oil market in the trend of upward yield is one of the origins leading to risk varying of the financial market. When dominated by the commodity attribute of crude oil, the correlations between the international crude oil market and financial market risk are given as 0.8905 in the trend of the upward yield of crude oil and 0.7966 in the trend of the downward yield of crude oil. When dominated by dual attributes, the correlations between the international crude oil market and financial market risk in the trends of upward and downward yields are given as 0.8254 and 0.7278, respectively. When dominated by the financial attribute, the correlation between international crude oil market risk and financial market risk is 0.9020 in the trend of the upward yield of crude oil, while it is 0.8717 in the trend of the downward yield of crude oil. The correlations between the international crude oil market risk and financial market risk in different yield trends of crude oil suggest their relationship.
4.2 Static Risk Spillover of International Crude Oil Market in Response to Different Returns
To analyze the static risk spillover of the international crude oil market, first, we need to test the stationarity of risk sequences in different markets; second, we determine the lag order of the VAR model; finally, we calculate the static risk spillover matrix. Table 2 and Table 3 report the results of the stationarity test and selection of lag order, while Table 4 describes the static risk spillover matrix of the international crude oil market in response to different returns.
TABLE 2 | Stationary test for the international crude oil market in the upward yield.
[image: Table 2]TABLE 3 | Selection of lag order in the VAR model.
[image: Table 3]TABLE 4 | Static risk spillover matrix between the international crude oil market and other markets.
[image: Table 4]The VAR model requires stationarity of the considered sequences, i.e., the upside risk (BURISK) and downside risk [(BDRISK)] of the international crude oil market, commodity market risk (CRISK), and financial market risk (FRISK). In this paper, we use ADF to test the stationarity of BURISK, BDRISK, CRISK, and FRISK. ADF should determine whether the intercept term and trend term exist in the BURISK, BDRISK, CRISK, and FRISK. According to the sequence charts of undifferentiated BURISK, BDRISK, CRISK, and FRISK, we can find that they all have intercept terms. However, the differentiated sequences do not have intercept terms or trend terms.
We can know from Table 2 that the ADF for the upside risk of the international crude oil market is −5.9231, where the p-value is 0.000, less than confidence level 0.05. The ADF for the downside risk of the international crude oil market and commodity market risk are −8.8818 and −6.972, respectively. The ADF for the financial market risk with the first difference is −16.546, where the p-value is 0.000, less than the confidence level of 0.05. Therefore, the international crude oil market risk and commodity market risk are stationary sequences, while the financial market risk is the I (1) sequence.
In this paper, we use the SC criterion to determine the p-value in the VAR model. We can see from Table 3 that SC attains the minimum with lag order one, given as −13.225. Therefore, we set the lag order as one in the VAR model. Similarly, Table 3 suggests lag order one in the VAR model. In light of this, we use the first-order difference sequences of the international crude oil market risk and the commodity market risk and the financial market risk to fit the VAR (1) model.
According to the results testing the stationary and lag order, in this paper, we fit the VAR (1) model by using the international crude oil market risk, commodity market risk, and the financial market risk with the first difference. Furthermore, we use generalized variance decomposition to get the static risk spillover matrixes. Table 4 reports the static risk spillover matrixes between the international crude oil market and other markets.
The international crude oil market receives risk from commodity market and financial market more easily in its falling return. In the rising return of crude oil, the risk receipt of the international crude oil market from commodity market and financial market is measured as 11.78%, where the proportion of transmitting risk is 9.95%. On the contrary, the receiving proportion of the international crude oil market is 14.26% in its falling return, while the risk spilling over to commodity market and financial market is 10.91%. In light of this, the net risk spillover index of the international crude oil market in its rising return is −1.84%, and it is −3.35% on the contrary. In summary, the international crude oil market is the risk receiver. The receiving degree is relevant to the return trend. The changing returns of the commodity market and financial market will lead to an adjustment of investors’ investment strategies and then affect the international crude oil market risk (Asai et al., 2020; Huynh et al., 2020). The investor attention and market sentiment in different return trends result in inconsistent impacts (Li et al., 2018; Dong et al., 2020). Specifically, investors in other markets are bullish on international crude oil markets in their rising return. They are optimistic and less likely to face investment losses. With the ability to acquire the information of the commodity market and the financial market and making judgments, it is easier for investors to formulate investment strategies. It has low uncertainty for investors to obtain the expected benefits. At this time, the international crude oil market risk is impacted weakly by the other market risks. Investors are pessimistic about the falling return of crude oil. It has higher uncertainty of their expected benefits. With the low market sentiment, it is difficult for investors to reformulate their investment strategies. The market liquidity is blocked, which enhances the risk spillover between markets (You et al., 2017). Total spillover cannot reflect the difference of spillover intensities and spillover directions between markets. So in this subsection, we analyze the net spillover between the international crude oil market and the other two markets.
The return trend of crude oil makes difference to the risk spillover between the international crude oil market and other markets. The international crude oil market risk is transmitted into the commodity market, and meanwhile, it is the receiver of financial market risk. The net pairwise spillover between the upside risk of the international crude oil market and commodity market risk is measured as 7.74%, while the net pairwise spillover between the downside risk of the international crude oil market and financial market risk is −13.24%. The net spillover between the downside risk of the international crude oil market and commodity market risk is 19.24%, while the net spillover between the downside risk of the international crude oil market and financial market risk is −29.31%. Downside risk spillover from the international crude oil market to other markets is stronger than the upside risk spillover from the international crude oil market to other markets. On the other hand, we can see from the static spillover matrix that the spillover direction between the international crude oil market and commodity market is different from that between the international crude oil market and financial market. The international crude oil market plays the role of like intermediate; namely, it receives risk from the international crude oil market and then transmits risk to the commodity market.
4.3 Dynamic Risk Spillover of International Crude Oil Market in Different Return Trends
Different attributes of crude oil have a significant effect on the risk spillover of the international crude oil market. Static spillover cannot fully reflect the time-varying characteristics of risk spillover in the international crude oil market. Therefore, in this paper, we construct the net spillover index and net pairwise spillover index to analyze the dynamic characteristics of the international crude oil market by using rolling windows. Figure 3 shows the net spillover indexes of the international crude oil market in different return trends, while the net pairwise indexes are shown in Figure 4.
[image: Figure 3]FIGURE 3 | Dynamics of net risk spillover indexes of the international crude oil market in the upward and downward yields. BURISK and BDRISK represent the upside risk and downside risk, respectively. B means that the dual attributes of crude oil are dominant. C means that the commodity attribute of crude oil is dominant. F means that the financial attribute is dominant.
[image: Figure 4]FIGURE 4 | Risk spillover between the international crude oil market and commodity market or financial market. (A) Risk spillover index of the international crude oil market and commodity market. (B) Risk spillover index of the international crude oil market and financial market. BURISK and BDRISK represent the upside risk and downside risk respectively. CRISK is the commodity market risk. FRISK is the financial market risk. B means that the dual attributes of crude oil are dominant. C means that the commodity attribute of crude oil is dominant. F means that the financial attribute is dominant.
The risk spillover between the international crude oil market and commodity market and financial market shows stage characteristics. Figure 3 shows the dynamics of net spillover indexes of the international crude oil market. If the financial attribute of crude oil is dominant, the risk spillover from the international crude oil market in its falling return to the commodity market and financial market is stronger, except the second half of 2007. If the commodity attribute of crude oil is dominant, the net spillover of the international crude oil market in its rising return shows cyclic characteristics, while that in its falling return shows positive spillover and strong volatility. If the dual attributes are dominant, the return trend of crude oil has slightly different impacts on the risk spillover between the international crude oil market and commodity market and financial market. This is relevant to the attributes of crude oil and investors’ expectations (Asai et al., 2020; Huynh et al., 2020). If the financial attribute of crude oil is dominant, the rising return of crude oil weakens the uncertainty of investors’ expected benefits. In the falling return, the market sentiment is low. Investors become more uncertain about their investments. As crude oil is considered as one of the safe-haven assets, its market risk may impact others. In the second half of 2007, the financial environment improved. Investors’ expected benefits were less uncertain. This was due to the external environment. As more investors entered the financial market, it increased the market uncertainty. The asymmetry of information was gradually prominent in the market. Thus, the upside risk of the international crude oil market showed a more significant spillover effect (Liu et al., 2019). If the commodity attribute is dominant, pessimism dominates the international crude oil market in response to falling returns. The information in the market may transmit to others. The impact direction of major events on the international crude oil market is relevant to the complexity and information asymmetry of market participants (Saeed and Ridoy, 2020). Due to the high complexity of market participants, it enhances the information asymmetry in the international crude oil market. Investors have a heterogeneous judgment in response to return trends of the international crude oil market. Therefore, if the dual attributes of crude oil are dominant, risk spillovers from the international crude oil market to other markets in different return trends of crude oil both show stronger volatility. In addition, positive and negative directions are alternate.
The total spillover index reflects the dynamic characteristics of international crude oil market risk. However, it cannot fully reflect the stage characteristics of risk spillover between the international crude oil market and commodity market or financial market. In light of this, we further construct the net pairwise spillover indexes to analyze the dynamic characteristics of risk spillover between the international crude oil market and the others, including the commodity market and financial market (see Figure 4).
The risk spillover between the international crude oil market and commodity market is significantly relevant to the attribute of crude oil. Figure 4A reflects the net spillover indexes between the international crude oil market and commodity market. If the financial attribute of crude oil is dominant, the spillover directions between these two markets are different in response to rising and falling returns of crude oil. The upside risk of the international crude oil market is transmitted to the commodity market, except the second half of 2007. If the dual attributes of crude oil are dominant, there are the same spillover directions from the international crude oil market to the commodity market in its rising and falling returns. If the commodity attribute of crude oil is dominant, the volatility range of risk spillover between the international crude oil market and commodity market is significantly different in terms of the rising and falling returns of crude oil. In summary, the upside risk of the international crude oil market is transmitted to the commodity market, while in the falling return, it is the risk receiver from the commodity market. On the one hand, the rising return attracts more investors into the international crude oil market, resulting in more attention to the market. The increasing capital in the international crude oil market has stabilized investor sentiment. On the other hand, the rising return of crude oil increases its price, leading to higher business costs for enterprises. The enterprises have to reduce the crude oil demand and increase demand for substitutes, such that they can earn their expected profits (Li et al., 2020a). In addition, the frequency of exploration and production activities relative to crude oil extraction may increase with the price of international crude oil. The associative price of the production factors will rise when economic resources are limited, resulting in increased production cost and price of the commodity. On the contrary, market participants worry about their investment risk in response to the falling return. They usually avoid their investment risk and earn their expected profits by portfolio (Huynh et al., 2020). Meanwhile, the falling return of crude oil sends its price lower. Enterprises increase their demand for crude oil to reduce operation costs, which in turn increase the demand for currency in the market. Policymakers soften the shock between the crude oil market and the commodity market by changing the money supply. However, the change of risk spillover directions has an early warning effect on crude oil attribute alternation. For instance, in the second half of 2007, the investment environment for financial assets was improving. The return of the international crude oil market showed a rising trend. At that time, the downside risk of the international crude oil market was transmitted to the commodity market. Similar cases happened in the periods when the attributes of crude oil were alternant.
The dynamic risk spillover between the international crude oil market and the financial market is almost consistent. Figure 4B reflects the net spillover indexes between the international crude oil market and the financial market. The directions of risk spillover between the international crude oil market and the financial market are different in terms of return trends. The volatility range of risk spillover between the international crude oil market and the financial market in the rising return is stronger compared with that in the falling return.
The upside risk of the international crude oil market is transmitted to the financial market, while it is the risk receiver from the financial market in the falling return. Investors pay more attention to information of the international crude oil market in its rising return. As a safe-haven asset for investors, the rising return of crude oil drives investors to increase their investment in crude oil (Hao et al., 2020). The rising return weakens the asymmetry in market participants’ access to information about the crude oil market. They optimize their portfolio according to their judgment on the market information (Benkraiem et al., 2018). Furthermore, the changing strategies cause the flow of funds from the financial market to the international crude oil market (Mariam et al., 2020). In the falling return, international oil market panic strengthens, causing stronger volatility of the crude oil return and larger market risk. The role of crude oil as a safe-haven asset declines. Investors turn to financial investment, causing the flow of funds from the international crude oil market to the financial market. At this time, information spreads from the financial market to the international crude oil market. Investors adjust their investment strategies through their access to and judgment of financial market information, changing their investment in crude oil. Similarly, the changing spillover direction has an early warning effect on crude oil attribute alternation.
The dynamics of net risk spillover between the international crude oil market and commodity market or financial market suggest their difference in terms of the crude oil attributes. However, it cannot quantify the difference. In light of this, in this paper, we analyze the quantitative characteristics of net pairwise spillover indexes through descriptive statistics. Table 5 reports the quantitative characteristics of net pairwise spillover indexes of the international crude oil market.
TABLE 5 | Net pairwise risk spillover indexes between the international crude oil market and other markets.
[image: Table 5]The crude oil attribute has a significant impact on the risk spillover between the international crude oil market and the commodity market. Table 5 reports the statistics of net pairwise risk spillover indexes between the international crude oil market and commodity market. The risk spillover intensity between the international crude oil market and commodity market in the rising return of crude oil is different from that in the falling return of crude oil. Except dominated by the financial attribute of crude oil, the risk spillover intensity between the international crude oil market and commodity market in the falling return is stronger compared with that in the rising return. Meanwhile, the spillover directions keep the same. If the financial attribute of crude oil is dominant, the upside risk of the international crude oil market causes the change of commodity market risk (6.29%), while the commodity market risk causes the downside risk of the international crude oil market changing (−4.70%). If the commodity attribute of crude oil is dominant, the international crude oil market receives risk from the commodity market. As a major commodity, the information in the international crude oil market may be influenced by the information in the commodity market (Ballco and Gracia, 2020; Meng et al., 2020). This originates from the relationship between crude oil and other commodities. Especially, crude oil has an upstream or downstream relationship with other commodities like food. Changes in demand for commodities like food may cause the demand for crude oil to change. Ultimately, it influences the volatility range of the international crude oil market return. On the other hand, crude oil and some other commodities like natural gas are substituting relationships. Rising demand for commodities like natural gas will reduce demand for crude oil. Ultimately, it also changes the volatility range of the international crude oil market return. If the financial attribute of crude oil is dominant, the upside risk of the international crude oil market will influence the commodity market risk, while it is influenced by the commodity market risk in the falling return. This originates from the inconsistency of investor expectations in different return trends. The financial attribute of crude oil plays a guiding role in the financialization of the commodity market (Bauer et al., 2016; Li et al., 2020b). Investors are optimistic about the international crude oil market in its rising return. Investors will increase their investment in the crude oil market. Investors are pessimistic about the falling return, such that investors pay more attention to information about the commodity market return. Then in turn, they will adjust their investment strategies in the international crude oil market (Huynh et al., 2020). In summary, Hypothesis 1 holds.
The directions and intensities of risk spillover between the international crude oil market and commodity market are significantly different in terms of return trends. For spillover intensity, the spillover from the international crude oil market to the financial market in the falling return of crude oil is significantly stronger than that in the rising return. For spillover direction, the international crude oil market is the risk receiver of the financial market in the falling return. On the contrary, it transmits risk to the financial market in the rising return, but except dominated by the financial attribute of crude oil. In the falling return of crude oil, with a higher panic in the international crude oil market, it has the higher uncertainty of investors’ expected benefits. Therefore, the risk spillover from the international crude oil market to the financial market in the falling return of crude oil is stronger. If the financial attribute of crude oil is dominant, the diversification of financial assets increases the supervision difficulty and decreases the stability of the financial market. The major purpose of investors is to hedge financial investment risk by holding crude oil as an asset. Thus, the international crude oil market return is relevant to investors’ assessment of information and judgment (Kang et al., 2015; Adams et al., 2020). The market expectation depends on market return (Wen et al., 2018). If the market expectation is optimistic, we can earn a profit by buying some other assets with a strong correlation to the asset with rising price. On the contrary, if the market expectation is pessimistic, market participants store their value by buying some other assets that are negatively uncorrelated with the asset with the declined price. In summary, Hypothesis 2 holds.
5 CONCLUSION
Heterogeneity of investor sentiment is a key factor in identifying the pattern and intensity of information transmission between markets. In this paper, we explore the asymmetric risk spillover of the international crude oil market in different return trends and attributes of crude oil, by using monthly data from June 2006 to October 2020. The conclusions are summarized as follows.
There is a stronger risk spillover between the international crude oil market and commodity market and financial market in its falling return. We can see from the static risk spillover of the international crude oil market in both two return trends that the spillover intensities are different, while the spillover directions are not asymmetric. Especially, in the rising return of crude oil, risk spillover from the commodity market and financial market to the international crude oil market is measured as 11.78%, with the transmitting proportion being 9.95%. The net pairwise spillover between the international crude oil market and the commodity market is 7.74%, while it is −13.24% between the international crude oil market and the financial market. In the falling return, risk receiving of the international crude oil market is measured as 14.26%, while risk transmitting to the commodity market and financial market is 10.91%. The net risk spillover between the international crude oil market and commodity market is 19.24%, while it is −29.31% between the international crude oil market and financial market.
The asymmetric risk spillover of the international crude oil market in different return trends highlights the key roles of major events and attribute alternation of crude oil. On the one hand, major events have significant impacts on the asymmetric risk spillover of the international crude oil market. The dual attributes of crude oil are relevant to major events. In the rising return, the risk spillover volatility of the international crude oil market dominated by a single attribute is stronger than that dominated by dual attributes. On the contrary, in the falling return of crude oil, the risk spillover volatility of the international crude oil market dominated by dual attributes is significantly stronger than that dominated by a single attribute. On the other hand, the changing spillover direction of the international crude oil market has an early warning effect on the attribute alternation of crude oil. In the rising return, the international crude oil market spills risk out to the commodity market and the financial market, while in the falling return, the international crude oil market receives risk from the commodity market and financial market. Risk spillover directions exchange with the crude oil attribute alternating.
In light of the conclusions, some policy proposals are proposed. First, we should focus on both the risk impacts of the international crude oil market in its rising and falling returns. It is well known that downside risks of the international crude oil market are the key factor influencing the commodity market and financial market. As the empirical results showed, there are significant spillover effects during crude oil upside risk. Accordingly, it is more possible for investors to earn the expected profits in the rising return. This also causes information transmissions between crude oil market and commodity or financial markets. Second, it is important to construct an early warning mechanism of major events. It is clear to note from the results that risk spillover directions of crude oil markets are heavily related to the alternating attributes of crude oil. In this way, we can protect the investors’ legitimate rights effectively and take precautions against the changes of the risk spillover directions between the international crude oil market and commodity (financial) markets. Third, investors should enhance their ability to catch information. The asymmetric risk spillover of the international crude oil market in different return trends depicts a different pattern of information spillover which requires investors to have a strong ability of information acquisition and judgment. Investors can accurately determine the different attributes of crude oil and its return trends with comprehensive access to market information.
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Being affected by a variety of factors, power-generation structure plays an essential role in a high-quality and sustainable development. The focus of this paper is to evaluate the influence of electricity price on it. First, we provide a microeconomic framework to understand the impact mechanism. We discuss two effects through which price level can affect power generation, and then the power-generation structure. After that, an empirical test is conducted using provincial panel data, and the results of it are robust. We also test the above-mentioned mechanism empirically. There are two main conclusions. First, the electricity price has a positive effect on the share of thermal power in electricity generation. Second, the mechanism test shows that an increase of electricity price can not only improve efficiency of power plants but also propel firms to invest in more renewable energy plants.
Keywords: electricity price, power-generation structure, fixed effect, efficiency effect, entrance effect
INTRODUCTION
Over the past decades, the Chinese economy has been regarded as a miracle that has been growing rapidly. Along with the economic achievement goes higher energy demand. On the one hand, as non-renewable resources, fossil fuels could no longer be the main driver of development. On the other hand, electricity generated by traditional thermal power plants will generate more pollutants and carbon dioxide emissions to the atmosphere, which is inconsistent with what is expected in a sustainable society. Under the pressures of growing energy demand and the carbon emission reduction goal, promoting clean energy power generation, especially renewable energy power generation, proves to be a natural choice.
The clean energy power industry in China has experienced great changes thanks to the government’s support. In recent years, China has adopted laws, regulations, policies, and plans in renewable power sectors, such as Renewable Energy Law, Medium and Long-Term Development Plan for Renewable Energy, and Provisional Administrative Measures on the Renewable Energy Development Fund.1 Given subsidies and good market environment, there appears to be a dramatic rise in clean power capacity. In accordance with that, the share of clean energy in aggregate power generation has increased. Figure 1A shows the newly installed capacity and cumulated installed capacity in power sectors from 2013 to 2017 countrywide. In total, China’s clean power capacity newly installed has ascended from 6047 MW in 2013–8566 MW in 2017. The rise of solar PV appears to be the largest, which has increased from 1243 to 5341 MW. The newly installed capacity of hydropower has decreased. Figure 1B descripts the cumulated capacity, showing that the cumulated installed capacity of each type has also soared over this period. Figure 2 outlines trends of current shares of clean power electricity, increasing from 21 to 29% in 5 years. In total, clean energy made up 29% of gross electricity production in 2018. In comparison, Figure 2 also shows the changes of share for thermal power-generation. It suggests that power-generation structure defined as the proportion of electricity generated by thermal power-generation plant has dropped over the years.
[image: Figure 1]FIGURE 1 | (A) Newly installed capacity (MW) 2013–2017. (B) Cumulated installed capacity (MW) 2013–2017.
[image: Figure 2]FIGURE 2 | Proportion of power generation (%) 2013–2017.
Although clean energy (except for nuclear energy) is renewable and environmentally friendly in most cases, shortcomings exist. First, the introduction of a large-scale clean power plant has a higher cost than thermal ones. What’s more, the cost of power generation from clean energy cannot be reduced significantly in the short term. Financial support from the government is necessary for the penetration of renewable energy.2 The improvement of renewable energy power requires large amounts of money in research and development, with the characteristics of high-risk, high-investment, and uncertain-return, calling for the government’s support. Second, due to the features of clean energy, electricity generated by this mean is intermittent. Energy storage is another important technology barrier to break through. To contrast, technology innovation in thermal power generation provides the possibility of using fossil fuels in a more efficient and cleaner way. The cumulated installed capacity of thermal energy accounts for 71% of all in 2017 as shown in Figure 1B, which is still high, showing a big market share. Above-mentioned features hindered the progress of the clean energy industry, and they also play important roles in how electricity price can influence the power-generation structure.
In this paper, we use provincial data from China to measure the effect of electricity price on the adjustment of power-generation structure. Figures 3A,B provide an overview of trends in average electricity price from 2006 to 2018 and average power-generation structure from 2006 to 2017, respectively.3 As shown in Figure 3, the electricity price shows an upward trend. Comparing Figures 3A,B, it appears that electricity price and power-generation structure on average varied with time in opposite directions. Is there any relationship between electricity price and power-generation structure? To what extent can the rise of electricity price have an effect on power-generation structure? If this relationship holds, how does it work? To investigate these problems, we first provide a microeconomic framework to explore two possible effects of the price level. We may assume a negative relationship between electricity price and power-generation structure from time trends shown in figures, though we could not simply come to this conclusion without tests. Therefore, we then examine this relationship empirically by conducting a fixed effect panel estimation.
[image: Figure 3]FIGURE 3 | (A) Electricity price (¥/MWh) 2006–2018. (B) Power-generation structure (%) 2006–2017.
The rest of this paper is organized as follows. Literature Review reviews the literature pertinent to electricity price, the cause and consequences of renewable energy policies, and the relationship between the electricity price and power-generation structure. Theoretical Analysis presents a theoretical analysis, after which Empirical Tests shows the empirical tests. Conclusion and Discussion concludes.
LITERATURE REVIEW
This paper primarily belongs to the literature on the effect of electricity price and the influencing factors of the development of energy and power industry. Specifically, we review research of the relationship between electricity price and power-generation structure, which is closely related to our research.
The topic of the influence of electricity price has spurred hot discussion among scholars. Generally speaking, related studies focus on the effect of electricity price in two aspects, the production and consumption side, respectively. For the production side, He et al. (2010) showed that an increase in electricity price will decrease the total output, Gross Domestic Product (GDP), and the Consumer Price Index (CPI), using a Computable Generalized Equilibrium (CGE) model. They argue that the government is supposed to deliberate over the electricity price policy, taking all possible factors into account. Looking into the impact of electricity price policies, researchers find similar negative effects. In an attempt to relieve the pressure of power shortages, which results from the rapid growth of electricity demand, price controls are regarded as a useful short-term approach by a variety of countries. However, empirical analyses show that the electricity price has an adverse relationship with electricity demand and the performance of economic sectors (Mirza et al., 2014; Kwon et al., 2016). The cross subsidy policy has also received lots of critiques (Moerenhout et al., 2019; Pu et al., 2020). However, Jia and Lin (2021) show that, under simulated counterfactual scenarios of cross subsidy elimination, CO2 emissions, industrial structure, as well as social welfare get worse, in spite of the improvement of economic performance. Considering the attributes of an export-oriented country like China, removing cross subsidies may not prove to be good. In addition, the conclusions of recent studies have provided evidence for the rationality of differential electricity pricing (DEP), under which policy firms are compelled to accelerate equipment upgrades, and energy-intensive industries are stimulated to make technological improvement (Yang et al., 2021; Zheng et al., 2021). This is consistent with the findings of positive relationship between a raise of electricity price and a boost in industrial competitiveness or total factor productivity (TFP) (Mordue, 2017; Elliott et al., 2019; Ai et al., 2020). Moreover, the electricity price is found to have a long influence on renewable energy (RE) innovation (Lin and Chen, 2019). For the consumption side, BuShehri and Wohlgenant (2012) estimated the welfare effects of a subsidy on electricity and showed that a small increase in the price of electricity can reduce annual consumption and consumers’ welfare, meanwhile providing financial and environmental benefits to the society. Study indicates that increasing-block power tariff is effective in mitigating rebound effect. Price increment results in less subsidy and deadweight loss, but it causes a loss in welfare (Lin and Liu, 2013; Wang and Lin, 2021). Above all, there is still room for improvement for electricity price policies.
Considering the increasingly large population with dramatically increased demand and serious concerns about environmental pollution including carbon emissions, an increasing number of countries have realized the vital role RE plays in the generation of electricity ever since the 20th century. In order to boost the development of RE, a variety of supporting laws, regulations, and plans have been promulgated. Some researchers have provided thorough review of the main policies (Zhao et al., 2011; Hu et al., 2013; Zhao Z.-Y. et al., 2016; Jamil et al., 2016). Focusing on the carbon emissions trading (CET) system, Cong and Wei (2010) investigated its potential effect on China’s power sector. The results show that the introduction of CET will significantly raise the proportion of environmentally friendly technologies, especially for solar energy. Although it is proved that supporting policies are significantly related to the booming of installed capacity, the existing barriers for RE industry should not be ignored, for example, the discrepancy between the growth of RE plants and their contribution to electricity generation, which is partly due to the deficiency in power grid system. Based on detailed analysis on a wide range of policies, suggestions are presented such as conducting a renewable portfolio standard mechanism, updating technological progress of grid system, reforming electricity price mechanism, etc. (Wang, 2010; Wang et al., 2010; Zhao, 2011; Ouyang and Lin, 2014).
In addition to political factors, the development of energy and power industry is also influenced by other factors. According to systematic analysis, Alagappan et al. (2011) and Biresselioglu et al. (2016) showed the importance of political, economic, and environmental factors on RE capacity development. Schmid (2012) and Jenner et al. (2013) applied the fixed effect model to the influence of impact factors. They suggested that a well-performed policy should be designed together with market context and the interaction between them. The subject of the policy effect has attracted much attention, while the price effect has received less. When it comes to the influence of electricity price, recent studies often regard it as one of the economic factors controlled. Studies measure the energy and power industry performance by using either cumulated capacity or the proportion of capacity and power generation. The influence of electricity price is ambiguous if it is solely analyzed in theory. The empirical results differ as a result of different data source or model specification. Carley (2009) shows that the increase of electricity price significantly reduces the ratio of RE in power generation. The results of Shrimali and Kniefel (2011) indicated the opposite. Zhao X. et al. (2016) compared price policies and non-price policies and showed that the former has greater effect on wind power development. Furthermore, price policies have larger influence in areas with poor wind resources, and non-price policies the opposite. To sum up, effective policies and healthy market environment combine to encourage the advance of energy and power industry. The design of related policies is supposed to take incentive as priority and deliberately incorporate environmental considerations.
The energy and power industry around the globe has experienced great changes since the 20th century. Furthermore, the marketization of energy and power industry differs among countries and regions (Kagiannas et al., 2004). As a result of varying degree to which the electricity price is regulated, research methods and goals depend. In some countries, competition has been set in motion by fostering a competitive electricity spot market. By estimating the relationship between daily average electricity price and electricity generation from a variety of sources, some empirical studies have provided the evidence of the merit order effect. Furthermore, their findings indicate that the rise of RE power generation can result in the fall of electricity price, whilst the influence of RE power generation on the volatility is diverse among Germany, Italy, and Australia (Tveten et al., 2013; Cludius et al., 2014; Clò et al., 2015). Ketterer (2014) employs a GARCH model to evaluate how the level and volatility of the electricity price are affected by wind electricity generation, and they show that wind power can reduce the price levels, meanwhile amplifying the price volatility. With respect to China, the electricity price has been regulated for a long period of time, despite that the Chinese government has promulgated a series of laws, regulations, and plans to deregulate the electricity price progressively (Liu et al., 2019).
Although studies show that electricity price could be an instrument to trigger the development of renewable energy power generation, fewer studies consider the impact of electricity price on power-generation structure. In this paper, we will conduct both a theoretical and an empirical analysis to investigate this relationship.
THEORETICAL ANALYSIS
In this section, we provide a microeconomic theoretical model to illustrate the mechanism how the electricity price affects the power-generation structure, which can be described as the ratio of electricity generated by thermal power plants.
The Model
There are two types of power-generation plants, namely thermal power-generation plant and clean power-generation plant. A set of plants is characterized by its fixed cost [image: image] and variable cost function [image: image], where [image: image] is the quantity of power generated. For either type of power-generation plant, we suppose that they only differ in their fixed cost, and the variable cost functions are identical. The variable cost function of thermal power-generation plant is denoted by [image: image], and that of clean power-generation plant is denoted by [image: image]. Moreover, the marginal cost is denoted by [image: image] and [image: image], respectively.
The fixed cost of power plant is distributed in the market, whose density functions are denoted by [image: image] and [image: image], and the cumulated distribution functions are denoted by [image: image] and [image: image]. In general, the fixed cost of clean power-generation plant is higher than that of thermal power-generation plant. For example, on the one hand, in 2009 the unit cost of large-scale thermal power generators does not exceed 5,000 yuan/kW, while the unit cost of wind turbines is about 8,000 yuan/kW, and the unit cost of hydropower exceeds 10,000 yuan/kW. On the other hand, the construction period of thermal power is relatively short. In 2009, the construction period of thermal power stations is generally 2–3 years, while that of hydropower stations is as long as 5 years. In contrast, the variable cost of generation from clean energy, especially for renewable energy, is much smaller than most of the fossil fuels.
For each set of plant, the firm solves the optimization problem,
[image: image]
where [image: image] is the electricity price and [image: image] is defined as [image: image]. Moreover, the fixed cost [image: image] is [image: image] if the firm possesses the plant, and [image: image] follows the distribution [image: image] if the firm does not possess the plant for [image: image]. Clearly, a firm chooses to buy a set of plant if and only if
[image: image]
Comparative Statics
First, we consider the influence of an increase in the electricity price. It triggers two effects on the equilibrium quantity. The electricity price can affect the generation of both thermal power and clean power sector, thus influencing the generation mix. In our analysis, they are defined as the efficiency effect and the entrance effect.
On the one hand, if the firm possesses the plant, it will never choose to exit since the fixed cost of the plant it already has is zero. Moreover, the equilibrium quantity satisfies the first-order condition, [image: image], which implies that there will be an increase in [image: image] because of the monotonicity of the marginal cost. This can be viewed as an efficiency effect, which can be reflected by an increase in the average utilization hours. On the other hand, if the firm does not possess any plant, an increase in electricity price can drive the firm switch to buy the plant and produce a positive quantity of power. This can be viewed as an entrance effect, which is reflected by an increase in the number of generation plants to be introduced. Figure 4 shows the second effect mentioned above.
[image: Figure 4]FIGURE 4 | (A) Efficiency effect (B) Entrance effect.
The power sector can be divided into two groups. One is the thermal power sector, which generates electricity using fossil fuels, during which process considerable pollutants and emissions are exhausted. The other is the clean power sector, the generation process of which is thought to be environmentally friendly and is much cleaner. Broadly speaking, these two sectors constitute the entire power sector.
For the efficiency effect, there are two main concerns. On the one hand, the rise of price can stimulate power sectors to produce more electricity. Although the variable cost of clean energy is smaller or even close to 0, the production of electricity heavily depends on an appropriate climatic condition. Hence, it is hard to infer the changes of the power-generation mix. On the other, due to historical reasons, the market share of thermal power is greater than that of clean power. This situation that thermal-generation technology is maturer compared to clean power implies that the efficiency effect of thermal power dominates that of clean power, i.e., a rise in electricity price leads to larger change on the average utilization hours of the thermal power sector than clean power. The aggregate efficiency effect is unclear. Note that, for both the thermal power and the clean power sector, an increase in electricity price has a positive effect on the average utilization hours with the decline of marginal cost.
We then discuss the entrance effect, which provides incentives to buy a new plant. It is known that the fixed cost of a hydropower generation plant is much higher than a thermal power plant in the early stages of development. On the decision margin, the revenue of plant equals to [image: image], which requires that [image: image] and [image: image]. The fact that [image: image] implies that [image: image], as a result, the rise of [image: image] on the decision margin caused by an increase in [image: image], which is denoted by [image: image], is much higher than that of [image: image], which is denoted by [image: image]. The increase in the generation power can be characterized as [image: image] for [image: image]. On the other hand, it is natural to assume that the density function is thinner when the fixed cost [image: image] is higher. The fact that [image: image], as well as the assumption, implies that the thermal power-generation has a higher density on the decision margin, i.e., [image: image]. The relative consequences of the rise of the fixed cost and the density function are opposite, which results in an unclear comparison between the entrance effect of clean power and that of thermal power. That means, compared to the thermal power sector, the strength of the effect on the introduction of generation plant in the clean power sector caused by an increase in electricity price can be either stronger or weaker by the theoretical analysis, which is determined by the parameter setting in the actual production.
Combining these two effects, which differ in thermal and clean power sector, we propose that taking both the efficiency effect and the entrance effect into consideration, an increase in electricity price may have an influence on the power supply structure. In the next section, we will empirically explore the impact of electricity price on power-generation structure using provincial data from China.
EMPIRICAL TESTS
In Model Specification, we specify the estimation framework and clarify the meaning of variables. In Data Sources and Descriptive Statistics, we show the data sources and descriptive statistics. In Basic Results and Robustness, basic results are presented, and we then discuss the results of robustness. In Mechanism Tests, two effects are estimated.
Model Specification
According to the theoretical analysis in Theoretical Analysis, we propose that there are two channels of electricity price may influence thermal power and clean power sector, which are viewed as efficiency effect and entrance effect. However, the aggregate effect of electricity price is ambiguous. In order to investigate the aggregate impact on power-generation structure empirically, we adopt the econometric framework illustrated below.
[image: image]
where [image: image] is the power-generation structure variable for province [image: image] in year [image: image], and [image: image] is the core independent variable we focus on, that is, the electricity price. [image: image] are a set of controls varying with province and time, for which we choose economic scale, industrial structure, and degree of population agglomeration. [image: image] are provincial fixed effects, [image: image] are year fixed effects to control for year-level shocks which may affect all provinces, and [image: image] is an error term.
For the core independent variable, we use the annual average electricity sales price in each province as a proxy variable. To illustrate, as the annual average sales price incorporates the information of on-grid prices of various energy sources, it is more appropriate for us to adopt it as the proxy variable for the price analyzed in the theoretical model. Later in the mechanism test, we then adopt the on-grid price of wind power to further investigate the entrance effect. On account of the fact that the deregulation process of electricity prices in China is still in process, and most of the prices are still determined by the government based on various factors, not determined by supply and demand daily in a price market, we regard the electricity price as an exogenous variable in our analysis.
Except for electricity price, some other economic factors are also considered as potential variables to explain power-generation structure, based on the following assumptions. First, real GDP could be regarded as a measure of regional economic scale. The higher costs of renewable energy relative to fossil fuels can be overcome by regions with higher economic scales. Second, the proportion of secondary industry as in output value could reflect regional industrial structure. The type of downstream industry will also affect the generation mix. Third, we use urban population density to indicate degree of population agglomeration. It is expected that regions with higher population density tend to have less space for the promotion of renewable energy plants such as giant wind turbines and large hydroelectric power stations. Accordingly, we also include these variables in our estimation as control variables.
Data Sources and Descriptive Statistics
In our estimation, power-generation structure is defined as the proportion of electricity generated by thermal power-generation plant. For the core independent variable, we focus on the electricity sales price, which is set by the government. Price policies are unified in each province and determined according to the factors that can constitute the electricity price. In addition, we use the on-grid price of wind power for the mechanism test. Due to the lack of data in Tibet Province, we could not include it in our estimation. In addition, Hong Kong, Macao, and Taiwan are not included since price policies are different in these regions. Missing variables in prices are filled in by interpolation. In our mechanism test, we use average utilization hours as a measure of efficiency. For the control variables, real GDPs are calculated at constant prices in 2005.
We get the data of prices and average utilization hours from WIND Economic Database, electricity capacity, and generation data from the China Electric Power Yearbook, and the data of controls from Chinese Research Data Services (CNRDS) Platform. To construct our samples, we use variables from 2006 to 2018. In our basic estimation and mechanism test, data span from 2006 to 2017 and from 2007 to 2018, respectively. Table 1 shows some basic characteristics of our data.
TABLE 1 | Summary statistics.
[image: Table 1]Basic Results
In order to figure out the influence of electricity price on power-generation structure, we estimate it by using Eq. 3. Table 2 reports the basic results of our regression. The first column shows the result without control variables. Column 2 includes economic scale, and Column 3 adds all three control variables. According to basic results, the coefficient on price level is significantly larger than zero. It shows that the increase of electricity price significantly lifts up the thermal power ratio. This conclusion holds when we add other potential influencing factors. As is shown in Column 3, a 1 percentage point increase in electricity price is associated with a 0.17 absolute increase in power structure. The empirical results indicate that the efficiency effect exceeds the entrance effect. In other words, the electricity generated from thermal power sector due to larger efficiency improvement surpasses the electricity from newly installed renewable energy plants attributed to the entrance effect. The influences of the efficiency effect and the entrance effect require further exploration, which we will discuss later in Mechanism Tests.
TABLE 2 | Fixed-effect estimation.
[image: Table 2]Furthermore, the economic scale is negatively related to power-generation structure. Column 3 illustrated that a 1 percentage increase in GDP per capita can reduce the proportion of thermal power generation as share of total generation by a 0.17 absolute value. This provides empirical evidence for our assumptions that the economic scale plays a role in the development of non-fossil fuel power industry. The industrial structure and population agglomeration appear to be insignificant.
Robustness
Additional Control Variables
Except for economic factors, the power-generation structure can be influenced by its resource reserves. The introduction of a power-generation plant is partly related to resource endowment, for example, provinces with large water resources reserves provide a good environment for the development of hydroelectric power stations. For instance, if a region is abundant in surface water reserves, it has greater potential to introduce hydroelectric power stations and to develop clean energy. Considering the influence of omitted variables on the regression result, water resources reserves and coal resources reserves are added in our regression. As in the first three columns in Table 3, the coefficient on electricity price is still significantly positive, and smaller than that in the basic result. The basic results are robust with the addition of other variables.
TABLE 3 | Robustness tests.
[image: Table 3]Change Time Span
The transmission and distributional price is the prominent difference between the electricity sales price and on-grid prices. In order to promote the reform of electricity power market, one of the key tasks is to separately approve the transmission and distribution price for electricity, according to Several Opinions on Further Deepening the Reform of the Electricity Power System No. 9 Document and Implementation Opinions on Promoting Transmission and Distribution Price Reform. As is stated in these policies, the total permitted revenue and transmission and distribution price of the power grid companies should be in accordance with the principle of “permitted costs plus reasonable benefits.” Under this circumstance, the electricity sales price will be in line with the on-grid prices, and the former can be a better proxy in our estimation.
Since 2015, the government has gradually expanded the scope of pilot regions. In 2006, most of the provinces in China have successively carried out this reform. We figured out the pilot regions each year and formulated a new data set, where all provinces have conducted the above-mentioned electricity price reform. The fourth and fifth columns in Table 3 show the results. During this short period, the time fixed effect is supposed to be insignificant. Thus, we only include the province fixed effect in this estimation.4 The effect of electricity price is still positive with a smaller coefficient as compared to the corresponding basic estimation, indicating the robustness of conclusion in our basic results.
Mechanism Tests
As is discussed in Theoretical Analysis, the direction of impact on the power-generation is ambiguous. Electricity price may affect power-generation structure via two channels. For the efficiency effect, either thermal or clean power-generation plant tends to improve its working hours as price level rises. Due to historical reasons, thermal plant occupies a huge market share and has more mature technology than clean ones.5 Although the variable cost of clean energy is lower than that of thermal power, the power generation generated by clean energy (except for nuclear power energy) is highly dependent on weather conditions. Thus, the specific direction of the efficiency effect requires testing. In terms of the entrance effect, we propose that any type of plant has incentives to enter the market as a result of the price increase. However, the aggregate entrance effect considering the thermal power and clean power sector is ambiguous. Above all, the aggregate effect is uncertain. In this section, we estimate two effects in turn.
Efficiency Effect
The baseline results show that the price level and power-generation structure move in the same direction. Based on Eq. 3, we re-estimate by replacing the dependent variable by average utilization hours in thermal power-generation plant and in all power-generation plant. Results are shown in the first two columns of Table 4. Column 1 indicates that the rise of electricity price has a positive effect on average utilization hours. This result stands not only for thermal plant but also for all power-generation plant. The coefficient in Column 1 is larger than in Column 2, showing a large impact of electricity price on thermal power-generation plant. These results point out that a rise in price level can lift up the average utilization hours of thermal power plants. Meanwhile, the impact on total average utilization hours is also positive. There are two implications here. One is the great advance of power generation technology for fossil fuels. The other is that the potentials in clean energy are still large, including the innovation of generation technology, for example, with which renewable energy power generation could overcome the barrier of climatic conditions. Overall, according to the efficiency effect, electricity price will increase the power-generation structure.
TABLE 4 | Mechanism tests.
[image: Table 4]Entrance Effect
With respect to the entrance effect, we focus on whether electricity companies will be propelled by the raise of electricity price. The dependent variables are replaced by the ratio of clean energy cumulated capacity in total capacity or in total capacity whose power is over 6000 kW. The independent variable is replaced by wind power on-grid price. Columns 3 to 6 of Table 4 display the results. The coefficients of price are significantly positive in each regression, which indicate the positive relationship between price and the introduction of new plants. This outcome provides evidence for the entrance effect analysed in Theoretical Analysis.
CONCLUSION AND DISCUSSION
Based on microeconomic theories, a price incentive can have an influence on the decision of market participants. This paper assumes that electricity price may affect the power-generation structure and plays its role through two channels, namely the efficiency effect and the entrance effect. The specific direction of influence cannot be acquired solely in qualitative analysis. Although our model cannot predict the direction of influence, the empirical results show that, with the rise of electricity price, the power-generation structure tends to grow, which seems to be inconsistent with the concept of sustainable development. The robustness of this result is also examined. Some other issues are illustrated in the mechanism test, that an increase in price level can significantly improve the average utilization hours of power-generation plant, especially for thermal power-generation ones, which partly reflect the technology improvement in power sectors. The price is proved to be an incentive to clean power plant investors, which is described as the entrance effect.
The carbon peak and carbon neutral goals were put forward for the first time in December 2020 in the annual Central Economic Work Conference. Boosting the enormous development in new energy, accelerating the dynamic adjustment of the energy structure, and promoting the peak of fossil fuel consumption combine to formulate an essential way to obtain these goals. The large amounts of emissions from thermal power generation cannot be ignored. Therefore, it is worthwhile to investigate the causes and consequences of the power-generation structure in China. This paper aims to study the role of electricity price concerning power-generation structure. The results show that an increase of price causes the proportion of thermal power generation to rise significantly. In addition, the electricity price can not only stimulate existing power plants to increase their utilization but also encourage firms to invest in renewable energy plants.
Based on the whole study, there are two recommendations we would like to suggest. First, it is the power-generation structure, not the power-capacity structure, that deserves more attention. Although the ratio of installed capacity for renewable energy has soared these years, the growth of the ratio of electricity from renewable energy is relatively slow. However, power generation mix directly influences the emissions of pollutants and GHG. Thus, the government is supposed to upgrade the power grid system, enhance the productivity and utilization of power machines, and strengthen the supervision on the introduction of idle power plants. Second, innovation plays a significant part in achieving sustainable goals. Technology breakthrough may not only improve the efficiency of plants and reduce the line loss rate, but it also has the potential to contribute to a sharp decrease of carbon emissions.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusion of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
FOOTNOTES
1Zhao et al. (2016a) has identified and summarized incentive approaches in China for renewable energy following chronological order
2Ouyang and Lin (2014) suggests that financial subsidy is an essential method in dealing with the high-cost problem
3Due to the availability of reliable data, the time interval of the average power-generation structure data is from 2006 to 2017, which is the latest data we could access until now
4The small amount of the data we could get is another important consideration
5Note that the clean energy technology has been advancing dramatically recently
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Our work examines the relationship between socially responsible funds and the traditional energy market over daily returns data ranging from December 2015 to April 2019. We apply quantile cross-spectral analysis to measure returns correlation under different market conditions in the short, medium, and long run to measure the connectedness between both markets. Our results highlight that correlation based on different quantile distributions yields different investment opportunities. In the short run, investors can benefit from diversifying assets under extreme market conditions. No significant diversification opportunities are available in the medium- and long-run periods. Our findings provide implications for individual investors making investments under different horizons and dynamic market conditions.
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INTRODUCTION
During the last couple of decades, the international investment community has seen a steady shift in investment patterns around the globe. This shift reflects the inclusion of more recently financialized commodities such as precious metals and energy (Rehman and Apergis, 2019). Investors have Rehman et al. (2018) focused more on socially responsible investments and the environment (Reboredo, 2018). Consequently, investors shift towards an optimal portfolio mix consisting of a wide variety of stocks (Uddin et al., 2018; Shahzad et al., 2019). Though research on energy investment structuring from the global perspective has gained more popularity, existing literature has also documented specific energy sources that focus on both global and local energy situations, e.g., in terms of energy supply (Balat and Balat, 2009) and energy production (Armaroli and Balzani, 2007), energy consumption (Guo and Fu, 2010), energy security (Yergin, 2006), energy use (Neto et al., 2014), energy market (Kleit, 2001), and energy trade (Wälde and Gunst, 2002).
The importance of energy has been on the rise in terms of not only its real-world applications but also the financial and investment perspectives, considering its recent escalated financialization and acceptance by the international investment community. Though energy finance has received considerable attention in recent literature, the avenue for further research regarding its financial aspect stands still. Due to its commercial importance and financial attributes, the demand for energy has increased tremendously, representing its potential for long-run strategic investment. Recent literature has witnessed the notable contribution of energy stocks as financial commodities (see Ghorbel and Trabelsi, 2014; Pan et al., 2014) and their combination with traditional asset class in a portfolio (Rehman 2019; Shahzad et al., 2019). Such energy commodities are traded not only in spot markets that are capable of providing leverage (Chng, 2009) but also in the form of different futures contracts like Exchange Traded Commodities (ETC). Therefore, in the case of high capital market integration, the energy-equity combination presents itself as an optimal choice for hedging risk resulting from any asset class (Khalfaoui et al., 2015; Basher and Sadorsky, 2016). The emergence of energy stocks as a new asset class and their increased financialization have opened several new avenues for investment and research. However, investment in energy stocks also entails risk and needs a combination of suitable heterogeneous stocks to hedge risk or provide safe haven properties.
Few studies have demonstrated the relationship between different energy stocks. For example, Kumar et al. (2012) have reported that fuel prices affect clean energy stock returns. Similarly, Broadstock et al. (2012) have employed a time-varying correlation to report the effect of fossil fuel prices on Chinese energy equities following the subprime crisis of 2007–2008. Though the energy sector presents potential investment opportunities, careful selection of different assets is inevitable given the volatile nature of energy commodities and the inclusion of new asset classes with less profit and more social concerns.
In the last decade, we have witnessed the escalation of an investment trend in socially responsible firms based on the financial and non-financial attributes of firms. The non-financial aspect of socially responsible investing has attracted the investors’ attention over time because the market capitalization of such stocks has notably increased. We have also witnessed enormous growth in socially responsible mutual funds due to their social initiatives not being completely isolated from financial motives. Socially responsible stocks have emerged as comparatively new asset classes for the investment community. These socially responsible funds are like mutual funds comprising many other stocks; however, the selection of those stocks is based on the socially responsible behavior of the company. These socially responsible behaviors mainly include concern for environmental degradation, social justice, women empowerment, gender equality, and awareness about carbon emission. The stocks comprising these funds are not totally devoid of the financial aspect; rather, these companies either invest or act in socially responsible initiatives and ways or at least show concern about the social issues. Details about the companies that are included in our sampled socially responsible funds are provided in Table 1. Hence, these socially responsible funds are profit-oriented, yet the selection of companies within these SRI funds is based on socially responsible initiatives.
TABLE 1 | Sample funds statistics.
[image: Table 1]Bialkowski and Starks (2016) have reported that in recent literature, differences between traditional stocks and socially responsible investment stocks have gradually diminished, based on low returns and high volatility. Similarly, Bauer et al. (2005) have found that the risk-adjusted returns on SRI stocks in Germany, UK, and the US are not different from conventional stock returns. However, despite the acceptability of socially responsible stocks by the investment community, comparing returns between SRI and traditional stocks hovers around the argument about ethical penalties. According to Renneboog et al. (2008), investment in SRI funds of North-American, European, and Asia-Pacific countries underperforms compared to traditional stocks investments, suggesting an additional cost for investors for their investments in socially responsible stocks. Nevertheless, Reidl and Smeets (2017) have highlighted that social reference tends to be a major factor despite expecting low returns. This is because investing in socially responsible stocks implies a long-term effect on equity pricing. Similarly, Hong and Kacperczyk (2009) have suggested that many policymakers and academics may contradict the trade-off between bad and good returns though some believe that significant implications may result from the return attributes of socially responsible investments. Nilsson (2009) has believed that a specific class of investors believes that such socially responsible investments provide average if not above-average returns besides altruistic motives. However, despite such heterogeneous findings of superior or average returns of socially responsible stocks, there still exists an investors’ class willing to bear this extra risk.
Existing literature on socially responsible investments has documented that the performance of SRI stocks is either greater or at least equal to the overall market performance (Guerard, 1997; Goldreyer and Diltz, 1999; Bauer et al., 2005; Brzeszczynski et al., 2009). According to Kempf and Osthoff (2007), SRI stocks have the potential to give abnormal returns even after considering their trading costs. On a different note, the increasing financialization of the energy market has attracted the interest of the investment community as a new investment option (see Tang and Xiong, 2012). The energy futures provide optimal returns not only as a standalone investment but in a portfolio together with conventional assets. However, given the turbulent economic and financial environment, it is always better to make safe investments in portfolios. Our work is the first of its type, which examines the comovement between SRI and energy stocks. The SRI stocks can not only outperform markets despite their ethical and social concerns but also can hedge returns of the turbulent energy futures. With the increasing financialization of energy commodities, the relationship between energy and non-energy commodities has increased significantly. Therefore, low returns comovement between energy and SRI stocks can provide optimal diversification benefits based on their less integration with each other (Rehman et al., 2019).
Therefore, based on the above discussion, our work investigates integration between energy markets and socially responsible funds to highlight portfolio diversification opportunities between these two asset classes. Though integration among different asset markets can be measured using linear estimation techniques, existing literature has also highlighted the presence of a non-linear relationship between different asset classes (see Shahzad et al., 2019). Furthermore, linear regression is not capable of measuring integration under varying market conditions. Therefore, for this purpose, we employ a quantile cross-spectral approach that provides separate correlation results under different return distributions rather than taking an average across all quantiles. The resulting hypotheses are that socially responsible investments (SRI) exhibit significant coherence with the energy stocks under extreme (both bearish and bullish) and normal market conditions in the short-, medium-, and long-run investment periods. This helps investors in identifying correlation patterns between two assets under varying market conditions, i.e., either bearish or bullish. Furthermore, it is possible to identify correlation under the condition that each market experiences different market conditions, i.e., one market in the bearish and the other in bullish state. Therefore, results provided by the quantile cross-spectral approach help estimate integration under heterogeneous market behaviors.
The advantage of the quantile cross-spectral approach is that it has the capability of detecting any common type of dependence structure. Furthermore, the resultant output of this approach is far more colorful than that of the traditional measures of dependence, clearly identifying heterogeneous correlation patterns across different quantiles. The results are quite indicative of the fact that returns correlation between any two assets is not based on average values but rather is presented on a quantile basis. Further elaborations in this quantile cross-connectedness approach include the quantile coherence matrices for three separate quantile ranges, i.e., 0.05., 0.50, and 0.95, together with all the combinations. By allowing such asymmetries between the returns of two assets, clear information is available about the dependence between extreme positive and extreme negative returns. Another feature of this approach is the separate presentation of returns connectedness for the short- (2 days), medium- (22 days), and long-run (250 days) investment periods.
Based on the above-highlighted discussion, our contributions in this work are as follows. First, our study identifies diversification opportunities within the energy asset class comprising socially responsible funds and the energy market. Second, we apply the quantile cross-spectral approach, which is capable of identifying returns’ opportunities for investors under different market conditions, i.e., extreme negative (bearish), neutral, and extreme positive (bullish). Finally, our results carry implications for investors under different investment horizons, i.e., short-run, medium-run, and long-run periods. Particularly, our results highlight diversification opportunities for investors in the short run under extreme market conditions; however, such opportunities do not exist in either the medium and long run.
The rest of the paper has the following structure. Data and Methodology discusses details about data and methodology. Analysis and Discussion presents analysis with a discussion of the results. Finally, Conclusion provides a conclusion including implications for international investors.
DATA AND METHODOLOGY
Data
We use a sample of six socially responsible funds covering the daily frequency of data spanning from March 2016 to April 2019. These indices comprise SRI funds, including Low Carbon Exchange Traded Funds (Low Carbon), USA ESG, Fossil Fuel Reserve Free ETF Index, Social Choice Equity Funds (Social ETF), Social Exchange Traded Funds (Social Choice Equity), and Gender Diversity Index. Low Carbon Exchange Traded Funds (ETFs) consist of more than 1,200 stocks within and outside the US, comprising companies with less carbon exposure compared with the rest of the markets. Among the largest shareholders are Apple, Microsoft, and Amazon, making up almost 6 percent of the entire portfolio. USA ESG funds consist of companies emphasizing ethical and moral aspects and do not include companies, for example, with tobacco holdings. Within this fund, low-profile stocks usually make up to the top 25 percent with prospects in long-run investments. The Fossil Fuel Reserve Fund presents itself as a new addition to the ETF industry with the goal of replicating returns of S&P 500; however, it does not include companies holding fossil fuel reserves. This fund provides an annual average return of 14 percent. Social Exchange Traded Funds include companies with positive social, environmental, and governance characteristics. There are almost 400 stocks holdings with more than 30 percent portfolios in the technology sector. Gender Diversity Index follows the performance of companies with the aim of women's career advancement at the top management positions. There are almost 170 well-diversified positions, mainly including Johnson & Johnson, Coca-Cola, Home Depot, and PepsiCo. Finally, the Social Choice Equity Fund replicates Russell 3000 performance following high social, environmental, and governance standards. There are almost $3.8 billion holdings with a minimum investment of $2500. This fund differentiates itself from conventional funds by excluding companies with ethically and morally irresponsible businesses like tobacco, alcohol, and weapons. Data for all the variables are extracted from Data Stream. Table 1 presents details about the complete description of each index, its weight, and respective notional value.
Methodology
Quantile Unit Root Test
To apply the unit root test under varying quantile distributions, we follow the work of Galvao (2009) based on the quantile autoregression framework, which adds stationary covariates. This is an extension of an earlier work by Xiao and Koenker (2009). The speed of adjustment for any variable within a quantile framework depends on both the sign and size of a shock. Therefore, this process allows us to test a time series for unit root across different quantiles. Therefore, the quantile covariates unit root process is superior to the traditional unit root tests, which takes an average value rather than considering the coefficients at each quantile distribution. We test the null hypothesis of unit root a1 = 1 against the alternative hypothesis a1 < 1.
The expression for the resultant model is as follows:
[image: image]
In the above equation, [image: image] represents a demeaned series, which has covariates with the m vector of another stationary series [image: image] with zero mean. y = [image: image], where [image: image] and m denote the series and the associated long-run level, i.e., unconditional mean; however, [image: image] represents uncorrelated error term having zero mean value. According to Galvao (2009), the tth conditional quantile of yt that is conditional on t-1 information set It-1 can be represented as a linear function of its lagged values of [image: image], lagged value yt-1, and the leads q1 and lag q2 of covariates in xt.
Quantile Cross-Spectral Test
To investigate the relationship between socially responsible funds and traditional energy markets under different returns distribution, we make use of the quantile cross-spectral approach proposed earlier by Barunik and Kley (2015) to highlight dynamic dependence between the series (Xt,j1) and (Xt,j2) as follows:
[image: image]
In the above equation, [image: image] and [image: image]; however, [image: image], [image: image], and [image: image] highlight the quantile cross-spectral. For the purpose of extracting quantile spectral densities, we make use of the Fourier transformation of the matrix under quantile-covariance kernels as follows:
[image: image]
with
[image: image]
In Equation 4, [image: image], [image: image], [image: image][image: image] [0,1], and I{A} denotes an indicator function of event A. In the case of continuous cases, the indicator function corresponds with an independent copula and the difference between copulas, i.e., [image: image]. However, we can get information about both the serial dependence by altering the value of k (see Barunik and Kley, 2015) and cross-sectional dependence by selecting [image: image]. For frequency domain, we can also refer to this as the matrix of quantile cross-spectral density kernels, as follows:
[image: image]
where
[image: image]
To estimate quantile coherency, we apply smoothed quantile cross-periodograms, as proposed by Barunik and Kley (2015). In our work, we use three separate quantiles at 0.05, 0.50, and 0.95 (i.e., at 5th, 50th, and 95th quantile), respectively, to extract the quantile coherency matrix.
ANALYSIS AND DISCUSSION
We start our analysis by presenting details on socially responsible funds, which are used as a sample in our study. Table 1 presents the complete composition of each sampled index with companies’ weightage and the notional US dollar value.
Table 2 presents descriptive statistics of socially responsible funds and energy indices. Among socially responsible indices, USA ESG and Fossil Fuel have the highest daily returns values; however, among energy markets, crude oil provides the maximum daily returns. Social Choice Equity exhibits the maximum variance along with Natural Gas over the period under study. Returns for all socially responsible funds are negatively skewed, such as World Alternate Energy markets; however, Crude Oil and Natural Gas exhibit positively skewed returns. Social Choice and Gender Diversity indices demonstrate high kurtosis values, thereby indicating a fat-tailed distribution. Among all series, Natural Gas highlights the maximum variance in returns since maximum and minimum values are the highest among the rest, i.e., 16% and 18%, respectively. Figure 1 highlights the pricing trend of each socially responsible and energy market index over the sample period. For all socially responsible funds, we report steady daily pricing patterns over the last five years; however, energy indices exhibit a volatile pattern. These dynamics suggest that socially responsible indices can provide optimal diversification opportunities along with the energy market, which exhibit more sensitivity in prices.
TABLE 2 | Descriptive statistics.
[image: Table 2][image: Figure 1]FIGURE 1 | Pricing trends.
Figure 2 presents the results of an unconditional correlation based on color indicators varying with the magnitude of correlation (dark red = −1 to dark blue = +1). We witness no traces of negative correlation neither within the socially responsible or energy markets (within group) nor between these two markets (across groups). These results based on unconditional correlation suggest potential cointegration between socially responsible indices and energy markets and therefore require further analysis based on different quantile distributions.
[image: Figure 2]FIGURE 2 | Unconditional returns correlation.
Our results for quantile unit root tests are reported in Tables 3, 4. Traditional unit root tests are based on the conditional mean of the data and therefore are capable of detecting the presence of a unit root in linear time series. The application of quantile unit root tests considers quantile distribution for presenting unit root results not only for mean but also for extreme tail distribution. A graphical depiction of each sampled index is presented in Appendix A1.
TABLE 3 | Quantile unit root tests, socially responsible funds.
[image: Table 3]TABLE 4 | Quantile unit root tests, Energy Funds.
[image: Table 4]We present quantile covariate results in the form of coefficients α(τ), t(τ), and C, representing persistence parameter, t statistics, and the critical value for distribution ranging from 5th to 95th quantile. We can see a clear variation in unit root coefficients for all series under different quantile distributions. The persistence parameter α(τ) highlights values greater than unity at lower quantiles; however, these values tend to keep increasing across higher quantiles suggesting the presence of asymmetry in series. Though all series highlight value of the persistence parameter greater than 1 across lower quantiles, the persistence parameter for Natural Gas remains less than 1 across all quantiles. To confirm the rejection of the null hypothesis of a unit root in a series, we use a formal test statistic t(τ) across different quantiles. For all series, the value t(τ) is greater than the critical value across lower quantiles suggesting that the null hypothesis of unit root cannot be rejected. However, at higher quantiles, this null hypothesis is rejected, suggesting the presence of unit root at higher-order quantiles. Therefore, these results highlight the mean reverting behavior for all the sampled series; therefore, any shocks are likely to persist for a longer period. Such a situation makes it difficult to predict future values and tests based on a wide quantile distribution are more likely to yield robust results.
Figures 3A–C depict the quantile cross-spectral approach for the short, medium, and long run to highlight the presence of returns cointegration between socially responsible stocks and the energy market across a wide distribution of quantiles. The quadrants in the quantile cross-spectral diagram highlight the returns correlation under different quantile distributions. These distributions are divided into 0.05, 0.50, and 0.95 quantiles corresponding to bearish, normal, and bullish market conditions. The first upper left quadrant presents correlation results when both markets experience bearish conditions, whereas the lower extreme right quadrant presents correlation results when both markets experience bullish conditions. The color indicator on the right side of the diagram highlights correlation magnitude ranging from −1 (high negative correlation) to +1 (high positive correlation). Figure 3A underlines results for the short-run investment horizon, which are quite different from the unconditional correlation results presented earlier in Figure 2. In the first quadrant under bearish conditions for both markets, i.e., 0.05|0.05 quantile arrangement, we witness very few traces of positive correlation (for example, LC with WAE, ESG with Social and FFRF, and Social with FRFF), whereas, for most of the cases, diversification opportunities seem to exist. Hence, under extreme negative returns, we witness significant diversification opportunities. Under extreme positive returns for both markets, i.e., 0.95|0.95 quantile arrangement, we witness only a single case of high correlation between the Social-ESG market pair. Besides this pair, low or negative correlation between all markets indicates potential for diversification. Therefore, under extreme market conditions (both positive and negative), our results support earlier findings by Balcilar et al. (2017) that the performance of a portfolio comprising socially responsible stocks and conventional stocks can be improved. For all other quantile combinations, low correlation values again signify the potential for diversification between socially responsible stocks and the energy market.
[image: Figure 3]FIGURE 3 | (A) Quantile cross-spectral correlations (short run). (B) Quantile cross-spectral correlations (medium run). (C) Quantile cross-spectral correlations (long run).
Figure 3B reflects the correlation pattern under different quantile distributions for the medium-run investment horizon. We observe that for all quantile arrangements, high correlation coefficients dominate for all assets. Though these high correlation values are evident for most of the market combinations, bearish and bullish market conditions, i.e., 0.05|0.05 and 0.95|0.95, respectively, highlight high positive correlation. Such high values between both asset classes suggest an increasing return integration under extreme market conditions. Therefore, diversification benefits are hard to achieve under different market conditions in the medium-run investment perspective. Figure 3C presents results for the quantile cross-spectral approach for the long-run investment horizon, which are quite similar to the previous results in Figure 3B. For bearish, normal, and bullish conditions in both markets, i.e., 0.05|0.05, 0.50|0.50, and 0.95|0.95, respectively, the correlation appears quite high, suggesting no opportunities for optimal returns by formulating a diversified portfolio between socially responsible funds and energy market. However, returns’ correlation under quantile arrangements of 0.05|0.95 appears feasible in terms of correlation coefficients when either of the markets faces bearish (bullish) conditions with the other being in the bullish (bearish) state.
CONCLUSION
Our study examines returns integration between samples of socially responsible funds and energy markets. Recently, both these asset classes are have received attention from international investors and researchers. Among other parameters, our selection of SRI funds is based on a recent United Nations climate change conference held in Paris, 2015, which focused on investing in the stocks of the clean energy sector in order to develop and face the increasing challenges of climate change. Though private investments in the renewable energy sector have gained popularity among the investment community over time, the interest of investors with long-run investment goals in renewable energy stocks calls for careful evaluation of the financial risk and profitability of these companies.
The energy market has witnessed a sharp increase in its financialization process, which, as a result, offers investors an additional asset class backed by rising global energy needs and demands. However, price volatility of energy stocks is considered an important determinant of low financial performance of the energy projects (Kumar et al., 2012; Reboredo, 2018), thereby suggesting their holdings together with hedging instruments in a portfolio. Interestingly, increasing financialization of commodities and stocks in recent years has increased the level of returns correlation between energy and non-energy commodities, making the portfolio allocation decision more challenging (Rehman 2019).
Our results highlight the presence of fewer diversification benefits in light of traditional unconditional correlation; however, the result of quantile cross-spectral analysis presents different findings. By investigating the returns correlation under different quantile arrangements, we witness different results under varying market conditions. For the short-run investment horizon, diversification benefits between both asset classes exist reflected by low correlation values when both asset classes face bearish market conditions. These low values are also witnessed within these asset classes in most of the cases. These results are similar to the findings for bullish market conditions, suggesting that in the short-run investment perspective, both markets tend to provide optimal returns by offering a low underlying correlation pattern under extreme market conditions. Along with extreme market conditions, this low correlation pattern is evident for all market combinations between these socially responsible funds and the energy market. However, for the medium- and long-run investment horizons, we see no diversification benefits under any market condition, suggesting that these assets are not capable of offering returns in medium- and long-run investments without significant risk attributable to high correlation values.
Our results carry implications for investors in the following aspects. Short-run investment opportunities exist between socially responsible funds and the energy market but under extreme market conditions. These statistics suggest an opportunity for investment in these two asset classes since energy markets are documented to exhibit volatile behavior. Therefore, the presence of low returns’ integration between socially responsible funds and the energy market provides hedging for energy markets’ volatile behavior by adding socially responsible funds in a portfolio.
Our results for the short-run investment period carry implications for investors as returns correlation across extreme quantiles highlight potential for diversification. However, we also see high correlation values between few assets, i.e., between WAE and LC, FFRF and ESG, Social and ESG, and FFRF and Social. Therefore, investing in these asset pairs can result in spillover; therefore, investors should consider investing in assets with low correlation values. Likewise, a high correlation value is evident between Social and ESG stocks during bullish market conditions; however, we witness asymmetry in results. This is because the correlation between Social and ESG is 0.68 during bearish market conditions, whereas increases up to 0.91 under bullish market conditions. This is good for investors as downside risk is less than the upside risk in case of extreme returns. However, investing only in these two stocks within a single portfolio can result in a returns spillover. In the medium and long run, results are quite different from those in the short run because of the high correlation values across the majority of the quantiles. Results appear quite interesting since correlation values within similar asset classes remain quite high, thus suggesting minimal diversification benefits. These results carry important implications as the sampled SRI indices comprise heterogeneous stocks but with socially responsible behavior. Nevertheless, all these indices exhibit high correlation values in the medium-run investment horizon. Therefore, these SRI stocks should be combined with other energy stocks as returns comovement between these two asset classes is quite low. This situation gets more intensified in the long run, suggesting that all the socially responsible funds converge in the long run and, therefore, should not be combined in a single portfolio under extreme market conditions.
Our study also includes implications for investors with different investment horizon preferences. In the short run, diversification opportunities can be exploited by investors; however, medium- and long-run investors hardly find diversification benefits. Therefore, short-run investors under all market conditions, i.e., bearish, normal, and bullish, can reap diversification benefits; however, more benefits are witnessed under extreme returns distribution.
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We examine market integration across and clean and green investments, crude oil, and conventional stock indices covering technology stocks, and United States and European stocks. Using daily data covering the period December 1, 2008—October 8, 2020, we first apply the dynamic equicorrelation (DECO) model and make inferences regarding the time-varying level of market integration. Then, we use several regression models and uncover the driving factors of market integration under lower and upper quantiles of the distribution of the equicorrelation. The results show that return equicorrelation varies with time and is shaped by the COVID19 outbreak. Various uncertainty measures are the main drivers of market integration, especially at high levels of market integration. During the COVID-19 outbreak period, the United States Dollar index, the term spread, and the Chinese stock market index have significantly increased market integration.
Keywords: green bonds, clean energy stocks, crude oil, equity indices, DECO equicorrelation, drivers of integration, COVID19 JEL classification: C22, G10
1 INTRODUCTION
It is often argued that an increase/decrease in the correlation across markets can be considered as evidence of an increased/decreased market integration, which matters to asset pricing, asset allocation, and risk management. The related academic literature on market integration has been grown over the past decades covering various markets and asset classes such as stocks, bonds, and commodities (e.g., Bekaert and Harvey, 1995; Pukthuanthong and Roll, 2009; Aladesanmi et al., 2019; Batten et al., 2019; Saji, 2021). However, market integration is an evolving phenomenon that can be shaped by various macroeconomic events and financial crises, and the COVID-19 can be relevant in this regard given the unprecedented uncertainty and damage that it has induced on the economic and financial scenes.
In early 2020, the COVID-19 pandemic abruptly emerged as a global health crisis of a magnitude not seen before affecting the human life, before transforming into a crisis affecting global economic conditions and shaping the financial markets worldwide. The COVID-19 outbreak led to severe health problems and social massive disruption, which imposed intense and unparalleled challenges for individuals, societies, economies, financial markets, and policymakers. By the second quarter of 2021, the number of infected people reached more than 200 million and the number of deaths exceeded 5 million. On the economic front, many countries plunged into a deep recession and the level of unemployment spiked to high levels, in spite of the efforts of governments to neutralize the economic downturn with fiscal and monetary policy support. On the financial scene, global financial markets reacted negatively to the pandemic, especially around its early period of February-April 2020. Notably, oil demand collapsed and there was a crash in oil prices and global stock markets indices. Interestingly, the universe of clean and green investments showed some resilience to the COVID-19 outbreak, especially if one considers their price performance relative to that of dirty energy investments (e.g., crude oil), and conventional stock investments in the United States and Europe. A lower level of resilience was shown for investments in the stock of technology companies that are key to the developments of new technological innovations for clean energy products and services (See the figures in the Supplementary Figure S1).
The above discussion motives us to consider the universe of clean and dirty energy investments, and conventional stock indices as well as technology stocks. A look into the academic literature reveals that previous studies have focused on the effect of the COVID-19 outbreak on economic activities (König and Winkler, 2020; Ozili and Arun, 2020), equity markets in the United States and Europe (Abuzayed et al., 2021; Bouri et al., 2021), and the price dynamics of crude oil and clean energy stock indices (Saeed et al., 2020a; Saeed et al., 2020b; Dutta et al., 2021). Although green bonds and clean energy investments have attracted a lot of attention from economic actors over the past 10–15 years, few studies have considered the effects of the pandemic on these investments. Notably, there is a lack of studies on market integration in the universe of green, clean, dirty energy investments, technology stocks, and conventional stock indices, and it is not clear which economic and financial variables can determine market integration and what is the effect of the COVID-19 outbreak.
Against this background, the aim of this study is to examine the integration in the markets of clean and green investments, crude oil, technology stocks, and United States and European stocks. Using daily data covering the period December 1, 2008—October 8, 2020, we apply the dynamic equicorrelation (DECO) model of Engle and Kelly (2012) and make inferences regarding the time-varying level of market integration. Then, we use several regression models and uncover the driving factors of market integration under lower, middle, and upper quantiles of the distribution of the equicorrelation. The advantage of the DECO model resides in its ability and power to process a large number of return series while overcoming estimation and numerical problems. In that sense, the DECO is superior and more convenient than other multivariate GARCH models such as the DCC or the BEKK models and their variants. This related to the fact that the DECO model treats the correlation among indices under study to be contemporaneously equal but uneven over time, which is suitable to the context of our study seeking to uncover the time evolution of market integration.
Our current paper contributes to the existing literature on several fronts. Firstly, it focuses on the market integration among various types of investments covering green bonds, clean energy stocks, crude oil, technology stocks and aggregate stock indices from the United States and Europe. This extends previous studies on market integration, which limit their analysis to the universe of equities (Aladesanmi et al., 2019; Saji, 2021) or energy commodities (e.g., Batten et al., 2019). Secondly, it uncovers the time-variation in the level of market integration via the application of the DECO equicorrelation that allows for taking into account the stylized facts of the return of variables such as volatility clustering, heteroscedasticity, and fat tails. Third, it uncovers the drivers of market integration using both standard and quantile repressions and considering a large set of economic and financial variables as well as the COVID-19 outbreak.
Our current study is related to a growing literature focusing the information transmission across clean and dirty energy investments (Ferrer et al., 2018; Ferreira et al., 2021), crude oil and stock market indices (Dawar et al., 2021; Geng et al., 2021), and the factors affecting each of these assets (Batten et al., 2019; Saeed et al., 2020a). However, our current study is different in its focus on market integration among the above-mentioned and the determinants factors under various quantiles as well as the use of the DECO model that processes a large number of time series without encountering the problem of dimensionality.
Our empirical analysis indicates that integration in the markets under study is evolves over time and is affected by the COVID-19 outbreak. This result is relevant to trading strategies, and portfolio allocation and risk management that involve an investment combining green bonds, clean stocks, crude oil, technology stocks and stock indices. Results from regressions analysis show that main drivers of market integration are various global uncertainty measures, especially at high levels of market integration. Further analysis indicates that the United States Dollar index and term spread have significantly increased the equicorrelation during the COVID-19 outbreak period.
The rest of the paper is structured in three sections as follows. The employed data and models are described in Section 2. The empirical results of the time evolution of equicorrelation and its drivers are presented in Section 3. Some policy implications and concluding remarks are provided in Section 4.
2 DATA AND MODELS
2.1 The Dataset
Our dataset is at the daily frequency, covering the indices of green bonds, clean energy stocks, Arca technology 100, S&P 500, Brent crude oil prices, S&P 500 composite index, and Eurostoxx 50. Price data are extracted from the DataStream of Refinitiv. The sample period is December 1, 2008—October 8, 2020, as depicted by data availability. All series are transformed to log-returns multiplied by 100, yielding 3,084 daily return observations for each index. The Appendix Figure 1 plots the time evolution of levels and log returns of the six indices.
[image: Figure 1]FIGURE 1 | The return equicorrelation. Notes: This figure shows the time evolution of the DECO return equicorrelation among the indices under study (estimated based on the model described in Section 2.2.) for the period December 1, 2008—October 8, 2020.
The summary statistics of daily returns are shown in Table 1. Arca technology 100 index offers the highest average return, followed by the S&P 500. Crude oil returns exhibit a negative average return and the highest standard deviation. Conversely, green bonds have the lowest standard deviation. The returns of all indices are negatively skewed, except green bonds. There is evidence of excess kurtosis in all indices. The Jarque-Bera statistics show a departure from the Gaussian distribution for all return series. Evidence from the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1979) points toward the stationarity of all return series. Conditional heteroscedasticity is significant as indicated by the results of the ARCH-LM test. Pairwise correlations across the returns of the six indices (Table 2) are all positive, ranging between 0.1888 (green bonds and crude oil), and 0.9458 (Arca technology 100 and S&P 500). Notably, the correlations between green bonds and the other indices are the weakest.
TABLE 1 | Summary statistics of daily returns.
[image: Table 1]TABLE 2 | Unconditional correlation of daily returns.
[image: Table 2]2.2 The DECO Model
The dynamic equicorrelation (DECO) model is used to study market integration among the various indices under study. This model proposed by Engle and Kelly (2012) is known for its efficiency in estimating covariance matrices without the numerical problems often encountered in other multivariate GARCH models (e.g., DCC and BEKK models).
Assume that [image: image] is a 6 × 1 vector of asset returns such as:
[image: image]
The conditional covariance matrix [image: image] is decomposed in line with Engle (2002) as:
[image: image]
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where the diagonal matrix ([image: image]) contains the conditional standard deviations from the univariate GARCH model (See Eq. 5), [image: image] denotes the time-varying conditional correlation matrix, [image: image] is a n × 1 vector of residuals conditional on the information set at time t-1, [image: image] represents a n × 1 i.i.d. vector of standardized residuals, and [image: image] is the conditional correlation matrix of standardized residuals. We derive the elements of [image: image] from the univariate GARCH (1,1) model:
[image: image]
where [image: image] is the conditional variance of the return series, [image: image] is a constant term, [image: image] and [image: image] measure the ARCH effect and the persistence of the volatility process, respectively. To make sure of the positivity and stability of the process of conditional variances, we set the following constraints: [image: image] and [image: image].
After estimating the univariate GARCH process in Eq. 5, we use the standardized residuals [image: image] to estimate the conditional correlation parameters. We express the dynamics of [image: image] in the DCC process as:
[image: image]
where [image: image], [image: image] and [image: image] are parameter matrices, [image: image] represents an indicator function that takes the value of 1 if the argument is true and 0 otherwise, and [image: image] denotes the Hadamard product. [image: image] and [image: image] are the unconditional correlation matrices of [image: image] and [image: image], respectively. We express the time-varying correlation matrix as:
[image: image]
where [image: image] denotes a diagonal matrix with a square root of the [image: image] diagonal of [image: image] in its [image: image] diagonal position.
To estimate the DCC process of Engle (2002), first we fit univariate GARCH models for each return series. Then, we compute conditional correlation dynamics. However, as the number of series under study increases, it becomes difficult to estimate Eq. 6. Therefore, Engle and Kelly (2012) suggest the DECO model that assumes that the correlation across all return series is the same at any given time but varies over time. In fact, the DECO model simplifies the estimation process by reducing it to two equicorrelation parameters, α and β. It follows that the unconditional correlation matrix is:
[image: image]
[image: image] is given by:
[image: image]
where [image: image] denotes the n-dimensional identity matrices, [image: image] denotes the n × n matrices of ones, and [image: image] denotes the equicorrelation given by:
[image: image]
We define the scalar DECO model as1:
[image: image]
2.3 Drivers of Return Equicorrelation
In this section, we examine the potential drivers of the DECO return equicorrelation. Once the return equicorrelation series is extracted from the DECO model as shown in Section 2.2, its driving factors are uncovered using OLS and quantile regressions to make inferences regarding the determinants of market integration among the six indices under study. The base (OLS) regression model is specified as:
[image: image]
where VIX, OVX, EPU, DXY, FSI, TERM, and EMV denote CBOE United States implied volatility index, CBOE oil implied volatility, United States economic policy uncertainty (Baker et al., 2016), United States dollar index, OFR financial stress index, term spread (difference spread between 10-Year and 3-months Treasury Constant Maturities, a proxy for recession probabilities), and infectious EMV index (Baker et al., 2019), respectively. All are extracted from the DataStream of Refnitiv, except for data on FSI and EMV which are downloaded from https://www.policyuncertainty.com/infectious_EMV.html and https://www.financialresearch.gov/financial-stress-index/, respectively.
The choice of the explanatory variables is motivated by previous findings (e.g., Batten et al., 2019; Saeed et al., 2020a; Gupta et al., 2021) and the following rationales. Firstly, we use the United States VIX because it is a proxy for the United States stock market uncertainty. High levels of the VIX are often associated with low levels in the S&P 500 index. Secondly, the OVX is used as a barometer of uncertainty in the crude oil market. For example, during the COVID-19 outbreak, the OVX reached unpreceded levels not seen before, exceeding those reported during the oil price crash of 2014–2016. Saeed et al. (2020a) has shown that the connectedness between clean and dirty energy investments is affected by the OVX. Thirdly, the United States EPU is used because it represents the only uncertainty metric available at the daily frequency by Baker et al. (2016). This is suitable as the United States economy is considered as the locomotive for the world economy. By using EPU, we add to the scare evidence on the role of EPU for market integration in general and the correlation dynamics of clean, dirty energy investments and stock market indices. Our motivation to use uncertainty measures (e.g. VIX and EPU) on correlations arises from the growing literature showing the uncertainty surrounding the decision and policies of economists during crisis periods such as the 2008 global financial crisis and the COVID-19 outbreak. Fourthly, the United States dollar index is used as a potential explanatory variable for market integration given its effect not only on crude oil prices and stock market indices, but also on the relationship between United States and European stock indices. Fifthly, EMV is a newspaper-based Infectious disease Equity Market Volatility Tracker, constructed by Baker et al. (2019). It has the particularity of accounting for infectious diseases including the recent COVID-19. Several studies have shown the power of this index in driving financial markets (e.g., Gupta et al., 2021). Sixthly, FSI is the OFR financial stress index that measures the degree of financial stress in financial markets. Seventhly, the term spread is the difference spread between 10-Year and 3-months Treasury Constant Maturities, a proxy for recession probabilities.
To save space, we do not provide the summary statistics and unit root tests of the explanatory variables in Eq. 11. Instead, we indicate here that the results of Augmented Dicky Fuller and Phillips-Perron tests indicate that VIX, OVX, EPU, and FSI are stationary at levels, therefore we use the level of these variables in the regression models. In contrast, DXY, term spread, and EMV are non-stationary and therefore we use the first-difference of these variables.
Besides applying an OLS model to Eq. 11, we consider a quantile regression that allows to uncover the drivers of the various states (high and low) of the return equicorrelation. The benefits of using a quantile regression are well recognized in academia, which includes its ability to move beyond the mean function into low and high quantile functions of the conditional distribution of the dependent variable (Koenker and Bassett, 1978; Koenker, 2005). The quantile regression has been recently applied in various papers covering the fields of finance, economics, and energy (e.g., Bouri et al., 2019; Dawar et al., 2021).
The quantile version of Eq. 11 involving the [image: image] conditional quantile of the ΔDECO distribution has the following general form:
[image: image]
where [image: image] represents the time-varying equicorrelation extracted from the DECO model; [image: image] denotes the [image: image] conditional quantile, Xt represents a (k+1) × 1 vector of regressors discussed at the beginning of this section, as well as the constant 1 for the intercept. In Eq. 12, the parameters are estimated for every quantile τ by minimizing the weighted absolute deviation:
[image: image]
where [image: image] and [image: image] denotes the indication function. To address the minimization problem in Eq. 13, we follow Koenker and d’Orey (1987). To obtain the standards errors, we use the pair bootstrap method of Buchinsky (1995).
Besides applying the baseline regression model in Eq. 11, we examine the COVID-19 effect on the drivers of equicorrelation. To this end, we add the COVID-19 interaction terms, by multiplying the COVID-19 dummy variable with each regressor. Therefore, we estimate the following augmented model:
[image: image]
where DCOVID is a dummy variable representing the COVID-19 outbreak. It takes the value of 1 from February 2020 till the end of the sample period (October 8, 2020) and 0 otherwise.
3 EMPIRICAL RESULTS
3.1 Results of the DECO Model
Our first results involve the DECO model (Table 3). The parameter β (0.9825) is high and significant, suggesting a persistence in the association among the six indices under study. The parameter α (0.0134) is significant. Notably, α + β is near unity, suggesting integrated equicorrelation. Regarding the ARCH and GARCH parameters estimated in the first stage, they are both significant at the 1% level for all return series2. Notably, the GARCH term ranges between 0.8147 for the S&P 500 to 0.9268 for the Green Bond Index.
TABLE 3 | DECO estimates for cryptocurrencies return.
[image: Table 3]Moving to the plot of equicorrelation (Figure 1), it shows clear evidence of variation in its time evolution. Notably, it varies between 0.25 and 0.66, with an average value of 0.42 shown by the solid line. The equicorrelation peaked at 0.64 in August 2010 and December 2011, which corresponds to temporary peaks in the levels of many indices such as green bonds, clean energy stocks, and crude oil prices. Conversely, a trough is noticed in late September 2017 and February 2020 just before the erupt of the COVID19 after which the level of the equicorrelation increased to 0.44, suggesting an increase in the level of market integration around the pandemic. During that period of increased uncertainty in financial markets, crude oil prices crashed, and equity indices declined sharply. Therefore, the indices under study appear to be more subject to contagious effects if one index such as crude oil experiences a price collapse. However, we notice various price behaviours in the relationship between the six indices under study and the average equicorrelation. In fact, from 2015 till late 2019, broad equity indices, the technology index, and to some extent, the crude oil market, experienced a long uptrend, whereas the rest of indices entered into a congestion (side-way) area. Accordingly, the equicorrelation reached its bottoms around Q3-2017. While all the indices experienced a major decline during the COVID-19 outbreak period, we notice a major long spike in the clean energy stock index which led this index to move to new all-time levels. During that time, the level of integration increased to 0.44, which generally concords with previous studies showing that the level of correlation among financial markets increases during times of stress (Longin and Solnik, 2001).
3.2 Drivers of Return Equicorrelation
In this section, we consider the significance of the potential drivers of equicorrelation, as specified in Eqs. 11–13.
The estimated results based on the OLS regression specified in Eq. 11 are reported in Table 4. They show that VIX, EPU, FSI, and ΔEMV are significant drivers of the mean return equicorrelation. Specifically, the coefficients of VIX, EPU, and ΔEMV are positive and significant at the 1, 5, and 10% levels, respectively, whereas the coefficient of FSI is negative and significant at the 5% level. In terms of magnitude, the strongest effect is for VIX and FSI, followed by EMV and EPU, which indicates the closer relationship in mean between global market uncertainty measures and market integration among green, clean, dirty energy investments, technology stocks, and conventional stock indices.
TABLE 4 | Drivers of return equicorrelation– OLS and quantile regressions.
[image: Table 4]Next, we move to the drivers of return equicorrelation across lower and upper quantiles based on a quantile regression (Eq. 12). The estimated results from Table 4 show some differences between the determinants of the return equicorrelation at lower and upper quantiles, which further motivates our decision to employ the quantile regression. In fact, at low levels of the equicorrelation (i.e., quantiles 0.10 and 0.20), only OVX is a significant driver of market integration, with a positive coefficient that is significant at the 1% level. However, at high levels of the equicorrelation (i.e., quantiles 0.80), more variables are significant drivers of market integration, which is highlighted in the increase of the Pseudo R2 and the probability value of the Quasi-LR stat. Notably, VIX, OVX, EPU, and FSI are significant drivers of market integration, with the coefficient of the VIX being positive while the coefficient of the rest is negative. At quantile 0.90, the coefficient of ΔEMV becomes significant, and the VIX coefficient intensifies in magnitude while remaining in positive territories. Therefore, at higher quantiles (80 and 90%), the positive VIX coefficients confirm, bolster and support the increase in the level of correlation among financial markets during times of stress as showed in previous studies (Longin and Solnik, 2001). This finding is reinforced by the well-acknowledged negative correlation between the market fear index and the S&P500.
Considering the results of the interactions terms, Table 5 shows that only the coefficients of interaction ΔDXY*DCOVID and ΔTERM*DCOVID are statistically significant. Both are positive, which implies that during the COVID-19 outbreak period the United States Dollar index and Term spread have significantly increased the equicorrelation of green, clean, dirty energy investments. The other interaction terms do not have any statistical significance, suggesting that other variables do not drive market integration during the pandemic.
TABLE 5 | Drivers of return equicorrelation—OLS regression and COVID-19 interaction terms.
[image: Table 5]Given that China has been playing an important role in clean and green investments, crude oil, and conventional stock indices covering technology stocks as the second largest economy, we consider the effect of its stock market index returns on market integration. To this end, we re-run Eq. 14 while adding the returns of the MSCI China stock index3 as an additional explanatory variable. Furthermore, we also add an interaction term (China*DCOVID) given that China has went through pandemic4. The results are reported under the Model 2 in Table 5. They show that not only the Chinese stock market returns have a significant effect on the equicorrelation of green, clean, dirty energy investments but its interaction term with the COVID-19 dummy variable is also significant, with a positive value, suggesting it has significantly increased the market integration among the indices under study.
Overall5, the above-mentioned results improve our understanding of the factors affecting market integration in the universe of green, clean, dirty energy investments, technology stocks, and conventional stock indices. This adds to the existing literature such as Dutta et al. (2021) and Saeed et al. (2020b), which tends to study return spillovers without considering the time evolution of integration and the financial and economic factors that can affect it.
4 CONCLUDING REMARKS
To enrich the academic literature on market integration, we provide in this paper first empirical evidence on the time evolution of the return equicorrelation in the universe of green, clean, dirty energy investments, technology stocks, and conventional stock indices as well as evidence on the drivers of market integration and the effect of the COVID-19 outbreak. Our main findings are as follows: First, market integration as measured by the DECO return equicorrelation is a dynamic phenomenon that evolves with time, and it is slightly affected by the COVID-19 outbreak. Second, the factors driving market integration differs between lower and upper quantiles of the distribution of return equicorrelation. Thirdly, VIX, OVX, EPU, FSI, and EMV are the main drivers of market integration at high levels of market integration, whereas VIX, EPU, and FSI play a significant role when mean-based estimators are used. Fourthly, the results from the interaction terms in Table 5 show that the United States Dollar index, Term spread, and the Chinse stock market index have significantly increased the equicorrelations during the COVID-19 outbreak period.
The above findings matter to investors and portfolio managers keen to understand the dynamics of conditional correlations among clean, dirty energy investments and stock market indices, which can affect diversification strategies and concern asset pricing. This is especially relevant during crisis periods such as the COVID-19 outbreak which seems to influence market integration and the identity of its drivers. They also matter to investors mixing green and non-green investments in their portfolio and to the policy makers who often ask for more greener and environmentally friendly investments. In that sense, future research can consider return equicorrelation and the activities of speculators and investors to make more refined inferences on how the identity of market participant can affect market integration among green, clean, dirty energy investments, technology stocks, and conventional stock indices.
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FOOTNOTES
1The reader can see the log-likelihood function in Engle and Kelly (2012).
2These results are available from the authors upon request.
3The MSCI China Index reflects the stock price performance of large and mid cap Chinese companies covering 740 constituents that represent 85% of the China equity universe. Its data are collected from the DataStream of Refinitiv and its returns are computed as log-returns multiplied by 100.
4We thank an anonymous reviewer for making this important suggestion.
5The results remain qualitatively unchanged when the asymmetric term is incorporated into the univariate GARCH model.
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This paper investigates and quantifies the extent of the Transmission and Distribution Price Reform (TDPR) on economic growth. Provincial-level data from 2010 to 2019 was used to estimate the impacts of the TDPR on economic growth using a progressive difference in differences method (DID). Findings showed that the reform had a positive impact on regional GDP and regional GDP per capita. Furthermore, to explore its mechanism of influence, the impacts of the TDPR on electricity prices, including the average sale prices and sale prices for industrial users, were analyzed, and the evidence suggests that the TDPR has significantly reduced the sale price. Additionally, the regression result suggests that the TDPR mainly affects electricity prices to reduce the energy cost of enterprises, and then promotes the innovation of industrial enterprises above designated size (IEADS) and fixed asset investment, which act on total factor productivity and promote regional economic growth. The regression results showed good robustness under various robustness tests.
Keywords: Transmission and distribution electricity price reform, Economic growth, Difference in differences, Innovation, Fixed asset investment
INTRODUCTION
In March 2015, the “Opinions of the Central Committee of the Communist Party of China and the State Council on Further Strengthening the Reform on the Electric Power System” was issued, signifying the start of a new era of electrical power system reform in China. The focus of this reform is to promote the marketization process and straighten the price formation mechanism of electricity. Among numerous considerations, the TDPR is a very important part of this reform, with the main goal of promoting the reform of the electricity market. The main contents include the fundamental goal of promoting the development of the electricity market, adopting a pricing method that allows cost plus reasonable benefits, formulating the simplest transmission and distribution (T&D) price that meets the needs of the electricity market, and combining the guidance of national policy with the pilot formulations at the provincial level. Since the launch of a pilot project for the reform of transmission and distribution prices at the end of 2014, Shenzhen, China, has launched three batches of pilot projects for the TDPR in a total of 19 provinces or regions.
After the state approved the transmission and distribution prices in Shenzhen and West Inner Mongolia power grids, the state included the Anhui, Hubei, Ningxia, Yunnan, and Guizhou power grids into the scope of the pilot reform in 2015. In 2016, the National Development and Reform Commission (NDRC) clearly stated in the “Notice on Matters Concerning the Expansion of the Pilot Scope of TDPR” that it is necessary to continue to promote the pilot TDPR in other 12 provinces (cities or districts) including Beijing. Within the context of the relatively delayed reform of the electricity and market, the reform of transmission and distribution prices has advanced steadily, which has led to the achievement of some results. Presently, the state has approved the transmission and distribution prices for 32 provincial-level power grids, five regional power grids, and 31 inter-provincial and cross-regional special power transmission projects. During the first round of power transmission and distribution cost supervision and review, a total of about 128.4 billion yuan was reduced in related expenses, with an average reduction rate of 15.1%, which has yielded reform dividends to the market players. In 2019, China’s electricity market-oriented transaction electricity volume was approximately 2.3 trillion kWh, accounting for nearly 32% of the total electricity consumption in the whole society, with a significant increment in the degree of marketization. Generally, China’s TDPR is still at the pilot stage; however, the public and the government are now formulating the relevant conclusions in this regard.
The impact of energy sector reforms on generation efficiency differs among countries due to the varying levels of economic development and regional characteristics (Nela and Vedran, 2015). Different electric industry reform policies/measures have different impacts on geographically and economically diverse countries (Nagayama, 2010). When a country’s electricity market-oriented reforms are not appropriate for its level of development and regional characteristics, it could hamper economic growth (Nela and Vedran, 2015). Therefore, it is pertinent to carefully analyze the main economic benefits of the current TDPR. Moreover, it is propitious to make some inherent ambiguities clear, and to summarize the experiences gleaned from the pilot projects to enhance the TDPR.
Many studies have been conducted on the effectiveness of power sector reform in a certain country or region. Inglesi-Lotz and Ajmi (2021) used South Africa’s economic and social data from 1985 to 2018 to study how electricity supply and electricity prices can attract foreign direct investment. They found that electricity supply has a positive effect on the introduction of FDI and excessive electricity prices will hinder FDI. Aldubyan and Anwar (2021) analyzed the impacts of electricity price reform on the economy and environment in Saudi Arabia. Hartley et al. (2019) used a database from Texas to examine the impacts of electricity reform on retail prices. Their findings supported the hypothesis that market-oriented reforms can promote electricity prices to better reflect marginal costs. Akiko and Jeffrey-S (2018) used a set of panel data to explore the effectiveness of OECD countries’ electricity market reforms and posited that electricity market reforms are linked with lower household electricity prices. Furthermore, Nela and Vedran (2015) explored the impact of energy sector reforms on the efficiency of electricity generation in the EU-12 and selected Southeast European countries. Meher and Sahu (2013) studied the impacts of Odisha India power sector reform on electricity price. Nagayama (2010) examines the impacts of power sector reform measures on investments and transmission/distribution loss in 4 regions from 1985 to 2006 based on original panel data. He asserted that reform policy support should result in increased generation per capita and the reduction in the loss of T&D. Silva et al. (2007) studied the impact of Montenegro’s electricity price reform and found that the increment in electricity price not only exacerbates poverty but also has a negative impact on the environment. Hosoe (2006) analyzed the impacts of Japan’s electricity industry on production consumption, welfare, and the environment using a computable general equilibrium model (CGE).
In recent years, the Chinese government has accelerated the reformation of the electricity market. Song and Cui (2016) believed that the key to successful reform is the establishment of a market-oriented electricity pricing system that accurately reflects the relationship between the market supply and the demand, resource scarcity, the environment, and cost. In addition, numerous studies in China have focused on the effectiveness of China’s electricity price reform. Liu et al. (2019) and Wang et al. (2021) analyzed the effects of China’s TDPR on the investment behavior and the rational return of power grid enterprises. Zheng et al. (2021) investigated the impacts of electricity reform of China on retail price, technical efficiency, and electricity supply interruptions by adopting a fixed effect model. Pollitt (2021), Xie and Pollitt (2020) measured and assessed the impacts of electricity market reform within the context of the Chinese economy and found that power sector reform has a significant effect on industrial electricity prices in Guangdong and Zhejiang. Wang and Li (2019) pointed out that the new round of electricity market reforms has had a positive impact on the generation of renewable energy. Liu et al. (2020) found that electricity marketization can promote accommodation of renewable energy in Guangdong Province. Chen and He (2013) analyzed the impacts of China’s electricity market reform on efficiency of electricity production, employment, and household welfare by using a CGE model, and consequently enhance market-oriented electricity reform. Zhao et al. (2012) analyzed the effects of China’s previous power market reforms on electricity price and investment incentives using panel regression models and discovered the electricity price reforms in 1996 and 2003 have different effects on power generation corporations.
At the national policy level, the content of the TDPR is the price, and the target is the market. The impact of TDPR on electricity prices is pertinent to analyzing the impact of TDPR on economic growth. The re-approval of the transmission and distribution price will help to form an electricity price level that depends on market regulation. In addition, the market-oriented electricity prices can give full play to the resource allocation function of electricity prices, allow electricity prices to reflect the true power production costs, and promote industrial restructuring and transformation of economic development methods. Many studies have discussed the impact of electricity prices on the economy. Lin and Chen (2019) investigated the impacts of electricity prices on innovation of the renewable energy technologies based on FMOLS, DOLS, and PMG models at the provincial level from 2006 to 2016. They found that in the long run, the price of electricity can improve the efficiency of renewable energy innovation. Alexander et al. (2018) assessed the relationships between electricity prices and regulatory quality and corruption in the context of the European electricity market. Zhao and Hu (2020) showed that market-based electricity prices have a significant positive impact on energy efficiency and show heterogeneity in different regions. Meher and Sahu (2013) discussed the impact of the Odisha’s electricity price policy on financial systems, and they found that electricity prices can flexibly guide the investment, production, and consumption behavior of market entities. Many existing studies focused on the relationships between electricity price and economic growth using the Engle-Granger methodology to estimate a Vector-Error Correction Model. According to Payne (2010), the relationships between energy price and economic growth were summarized into four theoretical hypotheses. Ciarreta and Zarraga (2008), Yoo (2005), Appiah (2018) found that their conclusions have concurred in the growth hypothesis. Additionally, Dagoumas et al. (2020) revisited the relationship between economic growth and energy price and found that their results concur with the conservation hypothesis. Homoplastically, Narayan and Smyth (2009), Shahbaz and Lean (2012), Raza et al. (2015), Arawomo and Osigwe (2016)found that their conclusions were consistent with the feedback hypothesis. However, Bah and Azam (2017) and Bretschger (2009) believed that the relationship between economic growth and energy prices presents the characteristics of the neutrality hypothesis.
However, at present, few scholars are concerned about the economic impact of TDPR on a country. Particularly, only a few studies have evaluated the economic impact of the 2015 reform. In addition, the existing papers mainly focused on the impacts of power sector reforms or electricity price reform on the price of electricity, and a small part of the literature analyzed the impact of the reform on some social and economic variables, such as innovation and energy efficiency. Granted, numerous papers have assessed the relationship between electricity prices and economic growth; however, the majority adopted the causality testing methods, which are relatively lacking in the impact mechanism. Hence, this paper attempts to fill this existing gap in the field. Definitely, it is very difficult to evaluate the effects of the policy reform due to a policy mixed with many measures, especially, China’s TDPR aimed at marketization, which involves multiple changes. This simultaneity of the reforms enhances the difficulty level of specifically assessing the impact of the “reform” (Pollitt, 2021). Therefore, we adopted the DID method to evaluate the effect of the TDPR on regional GDP and regional GDP per capita. We also evaluate the impacts of TDPR on the average sale prices and industrial sale prices. To investigate the potential impact mechanisms, we estimate the impact of TDPR on the effective patent application counts and investments in fixed assets of industries above the designated size.
Our results showed that the TDPR has promoted regional economic growth by about 4% and has resulted in the reduction of the average sales price. Furthermore, the reform has significantly promoted technical innovations measured by the number of effective patent applications and has increased investment in the fixed assets of industrial enterprises above the designated size. Additionally, we found that the policy effects are heterogeneous across the various Chinese regions.
The innovativeness of this paper is depicted in the following: (1) Only a few studies have examined the relationship between electricity price reform and economic growth, and the relevant literature is mostly focused on the causality test of energy prices or energy consumption and economic growth, without providing the exact mechanism of impact. By analyzing the impact of the TDPR on the prices of electricity, this paper posited and tested two possible mechanisms of impact. (2) The literature on the effect of the new round of power market in China is rather limited, and the majority are focused on the potential reform effect or possible reforms rather than on the measurement of the actual reform impact. Given the gradual implementation of the current TDPR in batches, this paper regards the implementation of the TDPR as a quasi-natural experiment, using China’s provincial panel data from 2010 to 2019, and employing a progressive DID method to systematically evaluate the magnitude of the driving effect of the TDPR on regional economic growth. (3) These findings provide pertinent insight for the Chinese policy maker to further promote the reform of the electricity market and strengthen the reform on the transmission and distribution of electricity prices. Additionally, it has reference significance for other developing countries facing similar situations.
The rest of this paper is organized as follows: Data and Research Methodology describes the data and research methodology, and the baseline empirical results are presented in Empirical Result and Discussion. Robustness Checks and Heterogeneity Analysis analyzes the heterogeneity of the TDPR in different regions and the robustness test. Possible Mechanisms is an empirical demonstration of the ways in which the research objects of this paper play a role. The relevant conclusions and some actionable policy insights are put forward in Concluding Remarks and Policy Implications.
DATA AND RESEARCH METHODOLOGY
Data Description
The 2011–2020 China Statistical Yearbook is the main source of data for this paper. The average sale prices and the sale price for industrial users from 2014 to 2018 are from the China State Grid Corporation. The economic performance variable is measured by GDP. Ln_GDP is the annual natural log of the GDP. Ln_PGDP is the annual natural log of GDP per capita. Investment in fixed assets of IEADS is measured by the natural log of the fixed asset investment in the manufacturing sector (Ln_MFI). Innovation is measured by the natural log of the number of effective patent applications of IEADS (Ln_patent). Although not all inventions are patented, there are few major inventions that have not been patented (Johnstone et al., 2010), which also shows that the number of patents can better reflect the performance of technological innovation (Lin and Chen, 2019). The other control variables data in this study was also from China Statistical Yearbook. Table 1 displays the summary statistics for the selected variables. FDI is the annual net flows of foreign direct investment, which is measured as the percentage of FDI in the GDP in a given province. Edu is the number of students in regular colleges and universities divided by the total population of the region. Save is total savings for urban and rural residents divided by the GDP. Invest is regional fixed asset investment divided by GDP. Consume is total sales of whole society goods divided by GDP. Exp is the ratio of total exports to total imports. Sec is the output value of the secondary industry divided by GDP. The key policy variable electric is represented using a dummy variable, denoted as whether to carry out TDPR for a given province. Given the time lag of the policy, electricity price reform will generally have an effect in the subsequent year after the reform. If province i implemented the TDPR in year t-1, then in province i in year t and subsequent years, electric = 1, otherwise = 0. Table 1 presents descriptive statistics for this baseline sample. Variable definitions are in the Supplementary Appendix A.
TABLE 1 | Descriptive statistics.
[image: Table 1]Specification of the Econometric Model
The following equation is estimated by using a two-way fixed-effect model:
[image: image]
where i and t denote the province and year, respectively. We define [image: image] as the dependent variable and used to measure the level of regional economic development.
Electric indicates whether to carry out TDPR for province i on year t, which is the dummy variable. The coefficient of interest is β, which is an estimate of the contemporaneous relation between regional economic development and TDPR. The vector [image: image] stacks a list of control variables that could affect regional economic development according to Cao (2020), Zhang et al. (2019), and Liu and Zhao (2015), including the level of consumption, the level of investment, the level of net export, the level of foreign direct investment, the level of regional education, total savings rate, and the level of secondary industry development. α denotes the coefficients for the variables.
This paper considers the TDPR to be a quasi-natural experiment. It is implemented in batches; Anhui, Hubei, Hainan, Guizhou, Yunnan provinces were approved to pioneer the TDPR in 2015, and by the end of 2016, all provinces except the Tibet Autonomous Region have completed the TDPR. Consequently, the TDPR in various regions varies in time and region. There are many factors affecting the economic growth of the region, and other policies introduced at the same time will also affect regional economic growth, leading to an incorrect identification strategy. Next, we use a DID design to evaluate the effectiveness of TDPR.
EMPIRICAL RESULT AND DISCUSSION
We begin our analysis by examining the TDPR impact on regional economic development.
The Baseline Regression Result
Table 2 presents the result testing the effect of TDPR on regional economic development using Eq. 1. Columns 1 and Columns 2 are the regression results with the absence of the control variables, and Columns 3–4 contain the regression model with the inclusion of the control variables. The results showed that the coefficient on electricity is significantly positive throughout, suggesting that the reform of the electricity system with electricity price reform as its core can significantly promote regional economic growth. The effect is also economically significant. Furthermore, the coefficient of consumption, investment, and net export are significantly positive, with the consumption coefficient being the largest, indicating that the current consumption is still the most significant factor in the regional economic development. Although the level of secondary industry development also significantly promotes regional economy, the coefficient is only 0.009; hence, paramount attention should be given to the optimization of China’s industrial structure based on its significant impact on the level of economic development.
TABLE 2 | Baseline regression of the TDPR on regional economic development.
[image: Table 2]ROBUSTNESS CHECKS AND HETEROGENEITY ANALYSIS
Placebo Test
To test whether other random factors influence our conclusions, we tested the conclusions of this paper using a placebo test based on the results from previous studies (Ferrara et al., 2012; Li et al., 2016). The test idea is to randomize the implementation of the TDPR time. If province i implemented the TDPR in year t, then we randomly select 1 year from the sample period as the implementation time in province i. Similarly, the above process was replicated 500 times, and the results of the placebo test were reported in Figure 1.
[image: Figure 1]FIGURE 1 | Placebo Test. The abscissa axis represents the estimated coefficient, and the ordinate axis represents the p-value. The red dashed line is the position of the actual estimated coefficient. The orange dots represent the distribution of the randomly estimated coefficients.
Figure 1 reports the probability density distribution of the estimated coefficients. It can be found that the estimated values of the dependent variable coefficients after randomization are concentrated around 0, and the baseline estimation result is 0.023. Therefore, the implementation time of random reforms will lead to a significant decline in the effect of reforms on regional economic development, which proves that there are no other random factors affecting the basic conclusion. In other words, this shows that the random transmission and distribution price reform time does not have “reform dividend,” and the reverse introduction of the transmission and distribution price reform does have a significant role in promoting regional economic development. To sum up, the positive and significant effect of the implementation of the transmission and distribution price reform on regional economic development has not been disturbed by the missing variables.
Is the Implementation of the TDPR Affected by the Economic Development of the Region?
To test the premise of the applicability of the difference in differences method (DID), this model is adapted from Beck et al. (2010) and Cao (2020), and the risk regression model is given as:
[image: image]
In Eq. 2, [image: image] is the survival time of province i in year t, Ln_GDP is the logarithm of the GDP of province i in year t, and X is a vector composed of other control variables that affect whether a province can implement TDPR. Furthermore, we controlled for Ln_PGDP. Assuming that the survival time obeys the Weibull distribution, we use the accelerated failure time model to estimate the model above. The results are presented in Table 3. The coefficient of the Ln_GDP is not significant, indicating that the economic development of a certain area will not affect the implementation of the TDPR, and this implies that there is no adverse effect between the TDPR and the regional economic growth.
TABLE 3 | The risk regression model results. Z-statistics are reported in parentheses beneath the coefficients.
[image: Table 3]Counterfactual Check
To further test the robustness of the results, a counterfactual test which is commonly used in prior literature (Chen, 2012; Fan and Tian, 2013; Liu and Zhao, 2015) was performed by changing the policy implementation time. Counterfactual testing aims to exclude other policies or random factors that have affected the economic development of the regions before the implementation of the TDPR, so the differences in the regions may not necessarily be due to the research objects under investigation, and then the conclusions drawn may not be reliable. Therefore, we projected the implementation time of the TDPR by 1–4 years respectively (because this paper assumes that the TDPR policy takes effect later than the implementation time if the previous year is actually the year when the power reform is implemented). We define variable L1_electric to indicate that the reform was implemented 1 year in advance, and so on. If the coefficient of the core explanatory variables is significantly positive, it means that before the implementation of the TDPR, other factors have affected the regional economic growth. The specific regression results are reported in Table 4.
TABLE 4 | The counterfactual check regression results.
[image: Table 4]Table 4 shows that if the implementation time of the TDPR is pushed forward by 1–4 years, the coefficients of the variables are not significant. This shows that the reason for the difference in regional economic development is not due to other factors, but due to the implementation of the TDPR.
Heterogeneity Analysis
This section aims to distinguish the heterogeneous impact of electricity price changes on regional economic growth and clarify the transmission mechanism of the impact of electricity prices on regional economic development. On the basis of the classification standard of the economic regions of each province (cities, districts) that was first proposed in the National Seventh Five-Year Plan in 1987 and still used today, we divided the samples into the eastern region, the central region, and the western region.1 We constructed the following regression equation:
[image: image]
where location is a dummy variable that the province belongs to the above three categories and is assigned a value of one, otherwise it is assigned a value of zero. Other variables are the same as Eq. 1. The coefficient of interest is [image: image] before the interaction term, which captures the difference in the effect of the TDPR in various regions. Table 5 reports the regression results.
TABLE 5 | Heterogeneity analysis.
[image: Table 5]Table 5 displays the results of the heterogeneity effect of TDPR on regional economic development using Eq. 3. Columns 1–2 report the regression result of the Eastern region. Columns 3–6 repeats the analysis in Columns 1–2 after replacing an interaction term between electric and west, central. The results showed given the impact on regional GDP, the coefficient of the interaction term electric×east is negative 0.040 at the 5% significance level. The coefficient of the interaction term electric×west is positive 0.041 at the 10% significance level. Although this is not significant in the per capita GDP, it does not affect the differences between the regions in our analysis. The regression results in Table 5 show that when electricity transactions are implemented across provinces and regions, electricity prices in the eastern region will decrease and increase in the western region. In this way, electricity prices are positively correlated with regional economic growth, and the decline in electricity prices will inhibit economic growth; rising electricity prices will boost the economy. At the level of regional GDP, the effect of the western region will be greater than that of the eastern region. This is similar to the conclusion reached by Shi et al. (2017). In a sense, the TDPR can help reduce the economic development gap between the eastern and western regions.
POSSIBLE MECHANISMS
This paper is not only satisfied with analyzing the role of TDPR in promoting economic development. In this section, we will analyze the impact path of TDPR and propose and test two possible potential mechanisms.
Impacts of the Reforms on Electricity Sale Prices
Before analyzing the possible mechanism of the impact of TDPR on economic growth, it is critical to assess the impact of TDPR on electricity prices. The price of electricity is a salient factor in the coordinated development of the power sector and the economy. The reform of the power sector first affects electricity prices, and second, the adjustment of electricity prices will have an impact on various industries and sectors, especially high-energy-consuming industries that are more sensitive to electricity prices, such as non-metallic mineral products, metal smelting, rolling processing industries, and the chemicals industry, etc., which would invariably have an impact on the economy.
To test the impact of the TDPR on the average sale prices and the sale prices for the industrial user, we estimate the following regression equation:
[image: image]
where i and t indicate province and year, respectively. Price includes average sale prices and sale prices for the industrial user. Other variables are defined in the same way as Eq. 1. The estimation results of the regression equation are reported in Table 6.
TABLE 6 | Impacts of the TDPR on electricity prices.
[image: Table 6]Columns 1 and 2 report the impact of the TDPR on average sales price and sales price for the industrial user, respectively. According to our regression results, the TDPR has reduced the average sales price by over 27% and the sales prices for the industrial user by over 32%, and both are significant at the 1% level. We already know that the TDPR can significantly reduce the electricity price, especially the price of the industrial users. Next, we discuss the potential impact mechanism by analyzing the relevant variables of industrial enterprises above the designated size.
Impact Through Innovation of IEADS
TDPR’s first mechanism for impacting economic growth is to promote industrial innovation above designated size as measured by the natural log of the number of effective patent applications. Technological innovation first promotes technology and technology, and then manifests itself as an increase in total factor productivity (TFP) (Tang et al., 2014). From the perspective of international comparison, the cost advantage of Chinese manufacturing relative to the United States, Japan, South Korea, Taiwan, and other countries and regions is gradually reducing, especially in terms of energy costs, due to the fierce competition from Vietnam, Thailand, Malaysia, and other countries with lower prices. The gradual increment in industrial operating costs increased the losses in some industries, reduced competitiveness, and accelerated external transfers have led to continued downward pressure on the economy. The contribution rate of the total output value of China’s industrial industry remains above 60%. Therefore, there is evidence to believe that TDRS can reduce the electricity cost of industrial enterprises above a designated size through its impact on electricity prices, thereby promoting the innovation of IEADS and driving the rapid development of the Chinese economy. We establish the following two-stage least squares (2SLS) regression equations to test the credibility of this mechanism. Equation 5 and Equation 6 represent respectively the first and second stage regression, and the estimate results are reported in Table 7.
[image: image]
[image: image]
TABLE 7 | Impacts through the innovation of promoting innovation of IEADS.
[image: Table 7]The difference between the regressions in Columns 1 and 2 is the addition of the control variables. The first stage regression results showed that the TDPR has increased the number of effective patent applications of industrial enterprises above a designated size by over 15%. The regression results in the second stage suggest that a 1% change in the number of effective patent applications of industrial enterprises leads to a 0.05–0.12% change in regional GDP. Generally, the TDPR has significantly promoted the innovation of industrial enterprises and the coefficients of Ln_patent on Ln_GDP are positive and significant at the 5 and 10% significant levels, respectively. With the Ln_patent as an instrument in the 2SLS, we can verify the impacts of the TDPR on economic growth through the promotion of technological innovation of industrial enterprises above the designated size. The analysis of the underlying mechanism showed that reducing industrial electricity prices decreased the energy cost of industrial enterprises, and could motivate the enterprises to carry out technological innovation, improve technical efficiency, and ultimately improve TFP.
Impact Through Increasing Investment in Fixed Assets of IEADS
The second mechanism through which the reform could impact regional economic growth is by increasing investment in the fixed assets of IEADS as measured by manufacturing fixed asset investment. The manufacturing industry is very sensitive to adjustments in the price of electricity. The decline in electricity price levels can significantly reduce the energy costs of industrial manufacturing enterprises, thereby promoting fixed asset investment in the manufacturing industry, increasing total industrial output, and promoting regional economic growth. Sanguk et al. (2016) analyzed the effects of electricity price policy on manufacturing output in South Korea and found that rapid increases in electricity prices may trigger a slowdown in manufacturing output.
We establish the following two-stage least squares (2SLS) regression equations to test the impact mechanism of the TDPR through increment in the fixed assets of IEADS. Eqs 5, 6 represent respectively the first and second stage regression, and the estimate results are reported in Table 8.
[image: image]
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TABLE 8 | Impacts through increasing investment in fixed assets of IEADS.
[image: Table 8]The first stage regression shows that the TDPR has substantially increased the investment in fixed assets of IEADS. The second stage estimation results show that the investment in the fixed assets of IEADS measured by manufacturing fixed asset investment has positively affected the regional economic growth.
CONCLUDING REMARKS AND POLICY IMPLICATIONS
On the basis of the panel data of 30 provinces in China from 2010 to 2019, this study empirically examined the regional economic impact of China’s TDPR in 2015. Not only does the price of electricity have the function of compensating cost, but it also guides the efficient allocation of resources, ensuring the power supply and regulating the social distribution (Ye et al., 2014; Sharif and Raza, 2016). Therefore, the accurate evaluation of the impact of TDPR on regional economic growth is of great significance.
Findings from the study give evidence to infer that the TDPR has significantly promoted regional economic growth. This result is still robust after a variety of robustness tests. Furthermore, the analysis of heterogeneity shows that TDPR have different impacts on China’s eastern and western regions. Also, we showed that the reform first affects electricity prices, especially industrial sales prices. Our regression results showed that the reforms have significantly reduced the average sales electricity prices and the industrial sales electricity prices. By influencing the price of electricity, reducing the energy cost of IEADS, motivating enterprises to carry out technological innovation, increasing enterprise investment in fixed assets, and releasing market vitality, this promotes regional economic growth.
On the basis of the conclusions of this study, the Chinese relevant policy makers should continue to promote the reform of the electricity market and promote the coordinated advancement of the TDPR and the reform of the electricity market. Therefore, the following actionable policy recommendations are suggested: Firstly, the Chinese government should further strengthen the deregulation of electricity and promote the market development of electricity prices; it is recommended that the cross-subsidy of electricity prices should be properly handled so that the commodity properties of electricity are eventually restored. Secondly, it is urgent to continuously complete the cross-provincial and cross-regional trading platform of electricity, and perform the function of the market pricing mechanism, using the adjustment of the electricity price level to guide the rational allocation of regional resources and the industrial structure to optimize, and gradually eliminate the existence of China’s “low electricity price trap” phenomenon. Thirdly, it is necessary to intensify the development of the national power market transaction information system, and establish a visual transaction environment. Lastly, it is indispensable to formulate policies that are compatible with the TDPR, which is a complex system project, and it is necessary to establish an accounting system, examination and approval system, and an evaluation system in line with state-owned enterprises to serve the TDPR.
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FOOTNOTES
1The eastern region includes 12 provinces and municipalities in Liaoning, Beijing, Hebei, Tianjin, Shandong, Jiangsu, Shanghai, Fujian, Zhejiang, Guangdong, Guangxi, and Hainan; the central region includes Inner Mongolia, Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, and Hubei 9 provinces and municipalities in Hunan and Hunan; the western region includes 9 provinces and municipalities in Sichuan, Guizhou, Yunnan, Shanxi, Gansu, Qinghai, Ningxia, Xinjiang, and Chongqing; due to the lack of data in the Tibet Autonomous Region, the data selected in this paper do not include the Tibet Autonomous Region.
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Most of the existing carbon emission studies based on the IPAT framework considered the size effect rather than structure effect of population. However, it is proved with the micro-data household evidence that the demographic structure explains the unexpected trends better. To complete the framework, this study integrated the structure effects with the STIRPAT model base on the household life-cycle consumption theory as different age groups differ in carbon consumption behaviors. For further analysis with the frequent extreme weather events caused by global warming and their catastrophic effect on human activities, this study also harmonized Köppen criteria with the theories model by Syukuro Manabe and Klaus Hasselmann and considers climate factors precipitation (PRE), annual degree-day (DD), and temperature anomaly (TA) with the extended model to investigate whether population aging trend provides room for or creates barriers to carbon reduction. NASA night-time light (NTL) data DMSP/OLS and VIIRS/DNB is adopted as the proxy for population density to weight the relevant climate data from over 30,000 weather stations worldwide. The combined dataset is from 150 countries, and the period is during 1970–2013. The Panel Seemingly Unrelated Regression (SUR) method is used to solve the problems of cross-sectional correlation, non-stationarity, and endogeneity since sample countries are closely linked in the global meteorological system which make each cross-sectional disturbance term likely to be contemporaneously correlated, and endogeneity of carbon emission under the same global agreement constraint. The empirical results show that the age structure had significant and different impacts on carbon emissions. The general influence of age growth is an inverted U shape as the younger group consumes less than the older group, and offspring leave the family when the householder turns 50. The EKC theory is also checked with the threshold model of per capita income on carbon emissions to determine how many countries reached carbon peak. This study proved that the aggregated carbon consumption pattern is aligned with the microlevel evidence on household energy consumption. Another distinguished finding is that population aging may generally lead to an increase in heat and electricity carbon emissions, contrary to what some household energy consumption models would predict. We explain the uplifted tail as the “effect caused by the narrowed adaptation temperature range” when people are getting older and vulnerable. It should be noted that as the aging trend becomes severe worldwide and extreme weather events happen with higher frequency, the potential energy spending and thus carbon emission on air conditioning will undoubtfully overgrow. One important method is to improve the building energy efficiency by retrofitting old buildings’ insulations. Implementing new green building standards in carbon reduction must not be ignored. Evidence shows that if the insulation of pre-1990s houses is reconstructed with modern materials, carbon emissions caused by residential cooling and heating can be reduced by about 20% every year. Overall, promoting an efficient building style provides reduction capacity for the industrial sector, and it is a way to achieve sustainable growth.
Keywords: carbon emission, Age structure, Extended STIRPAT, Degree-days, Insulation and Energy efficient buildings, Climate risk
1 INTRODUCTION
1.1 The General Situation of GHG Emission and Climate Risks
The issue of carbon emissions and global weather cooperation is undoubtedly the most critical and widespread topic in 2020, in addition to COVID-19, as the global climate system suddenly seems to reach a tipping point during 2020–2021, with more and more extreme weather events happening everywhere and climate-related disasters. In February 2021, the state of Texas suffered a major power crisis, which came about as a result of three severe winter storms sweeping across the United States. The rare low temperature caught millions of residents unprepared, a power crisis caused great inconvenience to residents’ lives, and the health condition of the elderly was threatened. They did not come singly but in pairs, more weather extremes all around the world took place, an unprecedented surge including devastating floods in South America and Southeast Asia, record-high heatwaves and wildfires happened in Australia and the western United States, an extraordinary Atlantic hurricane season came, and devastating cyclones formed in Africa, South Asia, and the Western Pacific.
In 2020, more than 11,000 scientists from 153 countries signed on to publish World Scientists’ Warning of a Climate Emergency 2021, in which researchers charted Earth’s planetary vital signs based on real-world data and found that 18 out of 31 indicators were at historic lows and highs, showing an alarming trend. It is reasonable to assume that the planet has entered a period of climate emergency, with 1990 jurisdictions in 34 countries have now officially declared or recognized the climate emergencies. Furthermore, humans have yet to make progress in addressing climate change (Ripple et al., 2021). Of all the causes of climate emergencies, greenhouse gas emissions and anomalous increases in surface temperatures are much likely the trouble makers.
Despite a recorded 7% drop in world carbon emissions in 2020, amidst the impact of global COVID-19 outbreaks, the global average surface temperature is still 1.25°C higher than the pre-industrial average during 1850 and 1900. Our heavy reliance on fossil energy and the destruction of forests causes the rise; as the total emissions yearly goes up with the economic activities, the ability of nature to absorb carbon dioxide is damaged and declined (Crippa et al., 2019). In 2020 and 2021, three significant types of greenhouse gases, carbon dioxide, methane, and nitrous oxide, all reached record-high for atmospheric concentrations thus far, while 2020 also became the second hottest year ever. Governments have gradually begun to realize the seriousness of the problem. Only the efforts of the Kyoto Protocol agreement period are not enough to reverse the trend, which makes the Paris agreement increasingly crucial. In December 2015, nearly 200 parties to the United Nations Framework Convention on Climate Change reached an agreement at the Paris Climate Change Conference. It will set the post-2020 arrangements for global cooperation on climate change and determine the global climate governance structure.
The long-term goal of the Paris Agreement is to limit the increase in global average temperature to less than 2°C compared to the pre-industrial period and to strive to limit the temperature increase to less than 1.5°C. Only by achieving global peak carbon and carbon neutrality as soon as possible can we reduce the ecological risks posed by climate change to the planet and the existential crisis it poses to humanity. However, according to the International Renewable Energy Agency’s calculations, the current established policies of countries related to energy transition (including the autonomous contribution plan submitted by the Paris Agreement) are too conservative. They can only stabilize the situation rather than solve the problem, and the planned renewable energy replacement power is 60% lower than the actual need in 2030.
In terms of sectors that generate the GHG emission, according to the International Energy Agency (IEA1) calculation, industry, transportation, and buildings are the main energy-using sectors, each accounting for close to 30%. Residential dwellings take up 70% of a building’s sector energy consumption, while commercial and public buildings are more energy-efficient than households. The top source of global carbon emissions is thermal power generation, accounting for 42% of total carbon emissions, followed by the transportation sector with 25% and industry with 23%. In Figure 1, national comparisons of carbon emissions in different sectors are shown.
[image: Figure 1]FIGURE 1 | Carbon emissions in different sectors.
In summary, to control energy consumption and carbon emission, the prior sectors to pay attention to are residential electricity and transportation, both of which are closely related to residents’ daily lives. In classical consumption theory, the life cycle phase of the family is critical, so our study takes the age structure as the entry point for analysis.
1.2 Impacts of Carbon Emissions on Climate: Frequent Extreme Weather Events and Difficulty in Adapting to Environmental Temperatures for the Elderly Population
According to the world economic forum, extreme weather events are becoming increasingly frequent and more severe due to climate change (Gleason et al., 2008; Stott, 2016). They are already a harsh reality for communities worldwide. Between 1998 and 2017, an estimated 526,000 people lost their lives due to extreme weather, while economic losses amounted to $3.47 trillion (in PPP), according to the climate risk report by Germanwatch. In relative terms, poorer developing countries suffer a much more significant impact from these natural disasters, and the report has highlighted their vulnerability to the planet’s changing climate.
Another paper from The Lancet by Zhao et al. (2021) has even more striking findings. Their results indicate that abnormally high and low temperatures are occurring more frequently as climate change accelerates, and these temperature anomalies will cause an additional 5 million deaths per year globally. The cross-nation study analyzed mortality and temperature data from 750 sites in 43 countries between 2000 and 2019, with global temperatures rising by 0.26°C per decade during the survey cycle. It is estimated that globally, 9.4% of deaths per year are caused by extreme cold and hot temperatures, equaling 74 excess deaths per 100,000 people. Heat-related deaths increased by 0.21%, as deaths associated with colder temperatures decreased by 0.51% over the 20 years as the planet warms.
Moreover, over 50% of the excess deaths occurred in Asia, particularly in low-lying and crowded coastal cities in East and South Asia. This result underscores how daunting it is for Asian countries to reduce the adverse effects of temperature on local population health and the enormous challenges to their health care systems. New results strongly suggest that non-optimal temperatures are one leading cause of disease burden for population health.
At the same time, there is a new trend in global demographics as the underlying driver of the economic phenomenon of energy consumption and carbon emissions - namely, population aging. The proportion of the world’s population over 60 almost doubled from 2015 to 2050, from 12 to 22%. By 2050, there will be 120 million older people in China alone and 434 million older people worldwide. By 2050, 80% of older people will be living in low- and middle-income countries, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | The world population aging trend with estimation from WPP 2019. Here, red line stands for the year 2050.
As United Nation’s < world population ageing highlight 2019> indicates, the aging trend developed faster in Eastern and South-Eastern Asia, Latin America, and the Caribbean. This geographic distribution coincides with the geographic distribution of excess mortality due to heat and cold, raising the more demanding challenge that regions with low-temperature comfort levels have the highest proportion of temperature intolerant populations, and that this problem can only be solved by regulating ambient temperatures, leaving these countries with less leeway to reduce carbon emissions.
Considering what potential impacts the increase in elderly proportion may impose on total carbon emissions, one intuition is that energy consumption will become lower if the elderly is less involved in economic activity. Thus, carbon emissions will decrease, and population aging also implicitly decelerates economic growth, especially in terms of innovation or labor supply; consider the lackluster society where most citizens are elderly and in need of care as the extreme case, the intuition is easy. At the same time, we should realize that the increase in extreme weather events and their challenge to the environmental resilience of the elderly population will take this prognosis of impact in an uncertain direction. We cannot say whether the reduction in carbon emissions due to the rate of increase in the share of the elderly population relative to young adults will have a more substantial impact or the increase in carbon emissions due to the increased energy demand of the elderly population due to unusual weather. Our study answers this question by verifying that carbon emissions from cooling and heating needs from the elderly population also need to be taken into account.
While increasing the supply of electricity and more scientific deployment of electricity resources is certainly one approach, one aspect that has been neglected in past studies and policies is how to achieve energy savings while maintaining the proper ambient temperature effectively. In previous studies, the discussion of carbon emissions from buildings has focused more on the carbon emissions associated with the production of the various raw materials used in buildings. However, our study considers the carbon emissions from the intersection of building use and residential life. The potential of energy-efficient buildings to reduce emissions is not negligible and can be an essential reduction channel. With findings by Balaras et al. (2005), comparison with the heating energy consumption of 193 European residential buildings from five countries shows that 38% of the audited buildings had annual heating energy consumption higher than the European average (174.3 kWh/m2). In developed countries, where residential energy consumption accounts for about 1/3 of total energy consumption, households are significant contributors to GHG emissions and global warming. Over the past decades, there have been significant improvements in building energy efficiency by introducing new building codes and the construction of low-energy buildings.
1.3 Literature Reviews
There are two main theoretical explanations for the discussion on population and carbon emissions, one is a modified version of the PAT model, the STIRPAT model, and the other is the EKC curve. The main difference between the two theories is whether the relationship between income and carbon emissions is linear or quadratic and whether the population coefficient is different from unity.
As for the determinants, the scientific community has conducted many analyses on carbon emissions, and it is generally accepted that CO2 emissions are determined by the level of technology, affluence, energy structure, economic structure, and population structure. Early studies considered energy consumption as the primary source of carbon emissions and did not consider the influence of population and technology (Shi, 2003). Other studies consider both population, technology, and the economy as essential factors influencing carbon emissions (Englman, 1994; Cole et al., 1997; Meyerson, 1998; Schmalensee et al., 1998), and further argue that the impact of these factors is heterogeneous among countries (Shi, 2003). Ever since the STIRPAT model, a large number of studies have started to use multi-country samples. Dietz and Rosa (1997), York et al. (2003a) conclude that the elasticity between carbon emissions and population growth is about 1, Shi (2003) calculates elasticities between 1.41 and 1.65, Fan et al. (2006) shows that the effect of economic growth is the largest for all countries, while the effect of the population share between the ages of 15 and 64 is the smallest. Li et al. (2011) used a combination of PATH analysis and STIRPAT model to study the China sample and found the elasticity coefficients of the urbanization rate is positive (Ji and Chen, 2017).
Liddle has studied the environmental impacts of population age structure on carbon emissions in Liddle and Lung (2010), Liddle (2014). In Liddle (2015), residents are divided into different age groups. The conclusions are consistent that the U-shaped effect of the age structure on carbon emission exists, as though the relationship may change with the different indicators for carbon emission. Other similar studies have examined the heterogeneity effects of factors with regional data such as Pakistan (Shahbaz et al., 2017), Guangdong (Wang et al., 2013), Taiwan (Yeh et al., 2016), the Middle East (Tarazkar et al., 2020), Fujian (Su et al., 2020), and South Korea (Kim et al., 2020), and OECD (Shafiei and Salim, 2014), respectively.
The most recent literature, on the other hand, makes the extension of the STIRPAT model based on climate and socioeconomic factors, energy intensity (Poumanyvong and Kaneko, 2010; Kais and Sami, 2016; Hao et al., 2016; Vélez-Henao et al., 2019), trade openness (Kais and Sami, 2016; Wang and Zhang, 2021), industrialization (Wang et al., 2020), urbanization (Ghazali and Ali, 2019; Salim et al., 2019; Ahmed et al., 2020), and energy mix (Sheng and Guo, 2016). Considering the mobility of greenhouse gases, spatial models such as Spatial Durbin might be more suitable (Lv, Chen, and Cheng, 2019).
It can be concluded from above that previous studies mainly focus on the impact of socioeconomic development on carbon emissions. However, the factors affecting carbon emissions can be complex, climate changes are involved though seldom tested. As York et al. (2003b) point out, the climate type of the country impacts the magnitude of different determinates’ carbon elasticity, climate factors such as precipitation and mean temperature should be included in the analysis. However, little attention has been paid to the impact of environmental factors, including climate change. Therefore, this paper coordinates climate variables, and economic and age structure factors into the STIRPAT model to reveal the driving mechanism of carbon emissions under the combined effect of climate factors and socioeconomic factors.
In this paper, the STIRPAT model is modified to examine demographics and climate impact. Based on the theory of the household consumption life cycle, we divided the population into four age groups and verified the heterogeneous impact of age on carbon emissions in the macro-level. From the perspective of the earth science model, this study discussed the climate heterogeneity in the relationship of population-carbon emission. Three long-term and short-term climate indicators, Temperature Anomaly, Precipitation, and Degree-Days, are used to verify their impact on carbon emission, and the discussion based on Köppen grouping is also added. It is confirmed that the increase of heat and electricity carbon emission is due to the elderly population having declined physical adaptability, resulting in more air conditioning energy demand. With the population aging becoming a global issue, the role of energy-saving buildings and green buildings concept in carbon emission reduction should be paid attention to.
The rest of the paper is arranged as follows: Section 2 reviews literature with micro-level evidence to provide explanations why age structure and climate factors should be considered in carbon STIRPAT models and deduction of the corresponding seemingly unrelated equation sets; Section 3 introduces the climate indicators used and various sources of meteorological data; Section 4 presents the empirical results of the model, results interpretation, and heterogenous analysis of emission patterns with various robustness checks; Section 5 concludes the main findings and suggests that national differences in economic development stages should be considered in international climate cooperation to make the plan more fair. A new standard for energy efficient buildings should be set with insulation upgrade projects funded by governments to reach a possible reduction from the energy sector.
2 THE CLIMATE-EXTENDED STIRPAT MODEL
2.1 Classic STIRPAT Model
Ehrlich and Holdren (1971) first proposed the IPAT model (I=PAT) to measure the impact of human activities on the environment, which specifies that environment quality (I) is influenced by three factors: the population (P), affluence (A), and technology (T). The IPAT model is restricted in use as it relies on solid presumptions (Shi, 2003). Dietz and Rosa (1997) proposed the stochastic version of IPAT as STIRPAT, then York et al. (2003a) refine the STIRPAT model. Indicators such as modernization (urbanization and industrialization) are also considered, and climate is found to have a multiplier or diminutive effect on factor influences.
[image: image]
Here [image: image] denotes environmental impact, [image: image] denotes population, [image: image] denotes wealth or per capita consumption, and [image: image] denotes the impact of technology, usually employs carbon intensity as an indicator. Notice that the input factors of the IPAT model are limited to the same exponent, which creates difficulties for practice, so the STIRPAT model improves the applicability of the IPAT model by considering a stochastic form as:
[image: image]
The subscript [image: image] represents the cross-sectional unit (i.e., country or distinct), [image: image] is a constant, b c d are the parameters to be estimated, and [image: image] is the error term. Rewrite the above equation in log-linear form, the estimated parameters can be considered as the corresponding elasticities.
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In practical application, [image: image] is generally taken as CO2 or GHG emissions, and researchers continue to isolate various control variables from [image: image]. Our study also followed this idea, and reasons for separating age structure and climatic factors are described below.
2.2 Why Age Structure Also Matters in Determining Carbon Emission
How does population influence energy consumption and thus total carbon emissions? We divide it into two channels: Aggregate effects and structural effects. In addition to the aggregate population effect, the main channel through which the population affects carbon emissions is the household energy consumption behavior (if we do not limit the number of household members), which directly consumes energy and generates carbon emissions, mainly through electricity and transportation. Much literature has examined the impact of population age structure factors on energy consumption, while minor literature directly discusses the relationship between overall population age structure and carbon emissions. Studies on micro-level survey data sufficiently demonstrate that different household characteristics (e.g., age of head of household, number of household members) result in different economic activity patterns.
An earlier study by Fritzsche (1981) on American household energy consumption patterns mainly considered that income, age structure, number of family members, and consumption habits fluctuated with household life stages. The study found that household energy consumption rises and then falls with the birth of a child, declines after the child leaves home as an adult but remains higher than in the younger years until there is only one spouse and energy consumption rapidly falls below the single stage. The total energy consumption pattern is an inverted U-shaped distribution, with the right side of the U higher than the left side. It is also noted that people who suffer as summer temperatures rise are also those who suffer most when winter temperatures fall. There is a negative correlation between the width of people’s thermal preference range and their residential energy consumption.
Leading us to wonder whether energy consumption would be greater if the proportion of the population having a relatively narrow (ambient temperature) thermal preference range raises as older people tend to be less able to function physically.
Follow-up scholars have also studied the effect of population age structure on energy consumption based on data from more countries. However, a unified conclusion has not been reached about the energy consumption of different age groups and whether aging reduces energy consumption and carbon emissions. For example, York (2007) argues that populations with a higher proportion of older people (older cohorts) consume more energy than populations dominated by younger people, which differs from the findings of Fritzsche (1981). We believe that environmental temperature suitability may be a vital source to explain the differences in research findings. York’s study also used the STIRPAT model and data from 14 EU base countries for 1960–2000 to estimate the impact of demographic and economic factors on energy consumption. His result indicates that countries with a higher proportion of older people consume more energy than other countries. However, the demographic variable in the study refers to the percentage of the population over 65 years old, not the age structure of the entire population by age group. At the same time, the results cannot completely exclude the effect of low fertility, which we know can change the distribution of family structure (size) in society. To explain the differences, we need data support at a more micro level, in two sectors, looking for supporting literature evidence according to two components: home activities and transportation, where households consume energy, respectively. According to the IPCC’s classification of emission sources, this study selected three sectors to examine the environmental impact of the population structure from three channels: total carbon dioxide emissions, transportation carbon emissions, electricity, and heat consumption carbon emissions.
The demographic structure can be an important factor affecting a country’s carbon emissions. Detailed discussion is provided in the subsequent sections, but we can start by giving a presumption based on the effect of household size composition on total carbon emissions. People in different age groups have different incomes and consumption behaviors. This study divides residents into four age groups: 20–34 years old, 35–49 years old, 50–64 years old, and over 65 years old. Such grouping considers the economic activities in different life cycle stages are different, and the number of family members is also different (Liddle and Lung 2010). The age group led structural difference is explained in Table 1; this classification of age groups is aligned with the reality of most developed and developing countries.
TABLE 1 | Household life cycle and different age groups
[image: Table 1]Usually, the 35- to 49-year-old population has the largest average family size and should show lower energy intensity. People over 65 stay at home more, have lower transportation needs, and are sensitive to ambient temperature. They may consume more electricity for heating and cooling. Young and middle-aged people (20–34 years old) are energetic, and their wealth is in the accumulation stage, but their household expenses are lower, consumption higher, travel more, and they may have the highest per capita carbon emissions, so in general the hypothesis is proposed as follows:
H1.a: Arranged age groups in order from young to old, 20–34 years old, 35–49 years old, 50–64 years old, and over 65 years old, there is an inverted U-shaped relationship between the share of each population age group and total carbon emission, the higher the share of middle-aged people, the higher the total carbon emission, while the carbon emission elasticity of the share of young and old people is lower.
2.2.1 Micro-Evidence of Household Transport Energy Consumption Pattern
Age is essential for travel distance because older people and children do not travel for work (Sovacool et al., 2018). In addition, travel is also influenced by gender, as women work more often than men in or near downtown areas with good access to public transportation, while men often work in manufacturing plants far from downtown areas (Vilhelmsson, 1988). Carlsson-Kanyama and Lindén (1999) investigated the travel patterns of different socioeconomic groups in Sweden. The results show that older people, low-income people, and women do not generally travel extensively. Middle-aged people, high-income earners, and men travel much farther. Energy consumption varies considerably by mode of travel, with automobiles being the dominant mode of transportation for all demographic groups, airplanes being used primarily by high-income earners and men, and public transportation is used primarily by young people and women. Men between the ages of 35 and 54 travel the farthest distance, while older women travel less than 1/3 of that distance. Even young children between the ages of 6 and 14 travel farther than older women, and children are the most frequent travelers in various vehicles for commuting to and from school and leisure activities.
Here we determine that there may be an inverted U-shaped relationship between age structure and transportation energy consumption, with travel and trips increasing incrementally with income at younger ages, peaking at middle-age and older ages, and decreasing to a minimum at older ages.
H1.b: From young to old, there is an inverted U-shaped relationship between the share of each population age group and transport carbon emission, middle aged travels more and elderly less.
2.2.2 Micro-Evidence of Residential Energy Consumption Pattern
Yun and Steemers (2011) used the 2001 US Residential Energy Consumption Survey (RECS) to analyze how human behavioral, physical, and socioeconomic factors affect household cooling energy consumption. They found that the influence of human behavioral factors is more significant than that of climatic factors, and they argue that there is a relationship between these variables, as shown in Figure 3. As we can see, the age and income of the householder affect all these variables and directly affect cooling energy consumption. However, their empirical part uses the linear form function to verify the impact of age, and this setting may be problematic considering that the total energy consumption of a household may present a curve process that rises and then falls as householder’s age changes. So, the significant negative correlation between age and energy consumption in their findings deserves further verification.
[image: Figure 3]FIGURE 3 | Household features and air conditioning energy demands.
More detailed summary of the influencing factors is presented in Bhattacharjee et al. (2012). The study reviews approximately 50 literatures on the factors influencing energy consumption in the residential sector. Pachauri (2004) used micro-level household survey data from 1993–1994 in India and showed that the age of the householder and energy consumption were positively correlated, with per capita energy demand being about 7% higher when the householder was between 25 and 29 years old than when the householder was younger than 25, and increases to 13% when the age of the householder is over 50.
Much of the energy used by older adults is related to their health and comfort, and some of the reasons for the increase in per capita energy consumption with age are the lack of information and knowledge about energy conservation, the inertia to make changes, and the importance of subjective well-being. The energy consumption required to achieve environmental well-being is undoubtedly an essential factor influencing energy consumption and carbon emissions in old age. Long et al. (2019) investigated the relationship between household consumption and energy demand at the urban level using an urban-scale input-output model and an urban residential consumption inventory in Tokyo, Japan. Furthermore, the age grouping of the study is very detailed, with a 5-year interval grouping between 30 and 69 years old, and an apparent change in life-cycle energy consumption habits can be observed, and their findings show that (1) household emissions vary significantly across age groups; per capita emissions are generally higher in older households; (2) temperature decline is the main reason for the increase in emissions in older households, while this is not a significant factor; and (3) high per capita emissions in older households indicate inefficient energy use by senior citizens, which strongly suggests that aging societies will face long-term emission increases if appropriate measures are not taken.
H2: The coefficient of the cross-term between the aging dummy and DD is positive, considering the existence of the greater need to regulate the ambient temperature of the elderly.
The literature evidence suggests that culture is also an important consideration. As with all other analyses of consumption habits, differences brought about by culture and social convention also encompass energy consumption habits. For example, the Confucian cultural circles, known for their frugality, may present different patterns from Westerners (Yang and Wang, 2020). Chen et al. (2013) used data from a survey of residents in Hangzhou, China, to investigate the causes of increased building energy efficiency but not decreased energy consumption and found that the occupants’ age had a more significant impact on energy consumption than income. Unlike previous results in the literature, the study found that older residents showed more frugal behavior patterns than younger people. This opposite result, we believe, may be related to China’s particular economic development history and culture; the country is still in the materially scarce stage during the early years of older residents. The process of changing consumption habits is gradual, so it cannot be as rapid as the change in economic data, for which numerous literatures can provide relevant evidence on cautious consumption habits of the Chinese.
Still, most studies support the inverted U-shaped relationship between the age of the householder and household energy consumption. Leahy and Lyons (2010) proved 45- to 65-year-old householders use more electricity than those aged 35–44. In addition, electricity consumption decreases when the householder gets older than 64. Belaïd (2016) explores the determinants of household energy consumption using data from the French National Housing Survey of 43,000 households in 2006. Energy consumption increased by 1% for every 10-year increase in the age of the householder. Energy consumption increases rapidly in the early years of one’s life, and it becomes more gradual as the householder gets old.
H1.c: From young to old, there is an inverted U-shaped relationship and uplifted tail between the share of each population age group and heat and electricity carbon emission.
Therefore, most studies showed this inverted U-shaped trend of the age-carbon emission relationship, while a few reached different conclusions, making us realize that the analysis of this issue must be seen in the context of the specific development history and the particular cultural factors of a given country, so a relevant heterogeneity analysis is also set up in the empirical section to analyze how these shared characteristics and features arise.
2.3 The Climate Types and Influences on Carbon Emission
The previous section’s micro data on household energy consumption pathways and influencing factors also show that climate (especially temperature) is undoubtedly an essential factor in energy consumption. However, there is little literature on this issue from a macro perspective - what role does climate play in carbon emissions? On the one hand, we believe the problem may come from the difficulty to obtain data, as the processing of climate data is complex and there is no uniform method to choose an accurate metric, for example, how to weigh a comprehensive climate indicator in a large country; on the other hand, there is a lack of theoretical basis for the detailed influence mechanism. The process might be non-linear, and the mechanism is more complex than simply add-up. We can only assume its functional form than judging it directly. Nevertheless, it is worthwhile to address the relation between carbon emissions, climate, and demographics, as comparative studies at the national level are too scarce compared to behavioral studies at the micro-level.
2.3.1 The Köppen Climate Types
If we consider the spatial mobility of GHG and the heterogeneity of energy demand, the climate is an important aspect that cannot be ignored. Although studies such as York et al. (2003b), Liddle and Lung (2010) pointed out its importance, their analysis was limited to group comparisons, such as tropical vs. non-tropical areas. Until recently, studies such as Yang et al. (2018) used actual climate indicators such as precipitation, temperature anomaly, and cooling/heat degree days. To address the issue of climate influence on the heterogeneity of demography-carbon emission relationship in previous literatures, it is necessary to define what is climate and consider which classification standard can be used to distinguish it. This required the chosen method to be publicly acknowledged, containing crucial and simple climate variables to which carbon emissions are closely related.
Based on the above criteria, this study selects the Köppen climate type classification. It provides an efficient way to describe climatic conditions with parameters such as temperature and precipitation and their seasonality with a single metric. It also has the widest acceptance in various studies and standards worldwide as the climatic conditions identified are ecologically relevant, giving us a solid basis for studying human activities and associated carbon emissions in the ecological context.
The Köppen classifies the global climate according to its latitudinal position, from the equator to the poles, into five major climate regions: A. Tropical (tropical climate), B. Arid (dry climate), C. Temperate (subtropical climate), D. Continental (temperate and subtropical climate), and E. Polar (polar climate). Each major category can be subdivided into a number of subcategories, and the global climate is divided into 31 subcategories, each of which is graded in detail using two to three letters of the alphabet. The detailed global classification is shown in Figure 4.
[image: Figure 4]FIGURE 4 | The Köppen climate types map with (1901–2000) grid datasets.
Average precipitation and temperature are strictly essential to Köppen classification. So, along this line of thinking, we choose three key climate indicators affecting carbon emissions, namely: annual mean precipitation (PRE), annual degree-day (DD), and temperature anomaly (TA). Detailed in Section 3, the calculation of PRE and DD is derived from the accumulation of short-term terms that distinguish between climate types and the actual weather for that year in a certain country. The annual precipitation indicator is direct to classify the climate type of country and DD not only captures and represents the daily temperature variation at a given location more effectively than the annual mean temperature, but also straightforwardly represents the building energy demand. Meanwhile the TA, a sign of long-term climate change by definition, reflects the degree of change in a country’s climate relative to the pre-industrial era, is a good implication for how bad the global warming situation becomes, and it is also set as IPCC’s goal for comparison with the Global Carbon Reduction Cooperation. The mechanisms by which the three channels affect carbon emissions is described in the next section.
With the theories model by 2021 Nobel Prize winners in Physics, Syukuro Manabe and Klaus Hasselmann, the relations can be generalized below, and specific forms of each equation with the mechanism hidden behind in the following, and briefly framed as shown in Figure 5. Hasselmann (1976) considered the ecosystem of earth consisted of two parts: rapidly varying “weather” system (essentially the atmosphere) and a slowly responding “climate” system (the ocean, cryosphere, land vegetation, etc.). Here we used TA as the proxy for slowly changing climate, and the annual sum of DD and PRE is used as the proxy for rapidly changing weather systems.
[image: image]
[image: Figure 5]FIGURE 5 | The interactive mechanisms between carbon emission and the stability of the meteorological system, in accordance with the box diagram of the basic structure of the mathematical model of global climate in Syukuro and Stouffer (1980).
2.3.2 The Climate Mechanism on Carbon Emission
According to the National Oceanic and Atmospheric Administration (NOAA), TA refers to temperature deviation from the reference value or long-term average value. For the studies related to global warming issues, the reference value is often set at the pre-industrial level, and the latest benchmark is the land and ocean surface average temperature from 1901 to 2000. A positive TA value indicates the observed temperature in certain place is higher than the reference value. In Figure 6, the value of temperature rises in major cities around the world since the 21st century is shown. It can be observed that the surface temperature rise in higher latitudes is more pronounced than in lower latitudes. This is one of the serious consequences of global warming.
[image: Figure 6]FIGURE 6 | Temperature appreciation in major cities in the 21st century (largest cities local temperature change use 1900 as the base line) with original data from Berkeley Earth Lab.
TA (long-term climate change term) is the main indicator of climate change in global meteorological cooperation, as it is the most direct representation of the long-term impact of carbon emissions from human activities on climate. TA affects the possible lag effect between the implementation of policies that specifically produce effects; at the same time, the larger the TA value, the greater the probability of countries experiencing extreme weather events, and the stronger the willingness of governments to carry out carbon emission reduction after considering economic and human losses. The hypothesis is proposed as follows:
H3: As TA increases, the total carbon emissions should decrease, this channel may have a lagged effect and a threshold effect related to the degree of economic development.
In meteorology, precipitation is defined as any product of the condensation of atmospheric water vapor that falls under gravitational pull from clouds. The main forms of precipitation include drizzling, rain, sleet, snow, ice pellets, graupel, and hail. As for the channel of precipitation on carbon emission, there are two paths, climate ecosystem and human activities: for climate ecosystem, precipitation itself circulates in the global climate system, and the deposition of dissolved organic carbon and carbonate will complete the role of terrestrial and marine carbon sink (Fang et al., 2017). Second, precipitation affects plant physiological processes in the ecosystem. The growth of natural vegetation is closely related to the increase of precipitation and humidity, thus affecting plant carbon sink (Nemani et al., 2002; Gemechu Legesse et al., 2021).
Another chain is about the impact of precipitation on carbon emissions of human activities, such as traffic carbon emissions. On the one hand, due to inconvenient travel, accidents, delay rates, and other reasons (Zhan et al., 2020), rainy or snowy days have a negative impact on highway traffic volume and public transport passenger volume, and the decline on weekends is more significant than that on weekdays (Changnon, 1996) The report issued by US Department of Transportation shows that the rain, snow, and precipitation process affects the free-flow speed and capacity of traffic, and these parameters will change with the change of precipitation intensity (Hranac et al., 2006 and United States. Federal Highway Administration. Road Weather Management Program. 2016), When the traffic flow pattern changes suddenly or the number of vehicles increases, especially during peak hours and special events, the emissions from roadsides and intersections will be affected. Vehicles queuing at traffic intersections spend a long time in idle driving mode and produce more pollutant emissions per unit time (Gokhale and Pandian, 2007).
So, in general, PRE (short-time weather term accumulated in year) is the representative indicator of annual precipitation intensity and quantity, when its value becomes larger, the carbon contents in the air would reduce due to the carbon sink effect of water and plants in the earth’s ecosystem; on the other hand, rain and snow days affect people’s traffic trips, while the traffic volume goes down, the traffic conditions deteriorate and this may lead to traffic congestion and increase carbon emission per unit time due to changing traffic flow patterns. The overall influence is ambiguous. The research hypothesis is proposed as follows:
H4: As the PRE value increases, the total carbon emission decreases (because of the enhanced carbon sink effect of water and plants); however, the direction of the impact of PRE on transportation carbon emission is uncertain; total traffic volume will decrease, but carbon emission may increase due to congestion.
Defined by the US Environmental Protection Agency, and being one of the key set of indicators related to the causes and effects of climate change, DDs measure the difference between outdoor temperatures and what people typically consider comfortable indoor temperatures. It is calculated as the absolute value of the difference between the average daily temperature and the equilibrium point temperature (15.6°) of which the definition of comfortable temperature varies from agency to agency, with NOAA still using the standard of 65°F, and Energy CAP’s survey for modern buildings determining a comfortable temperature of 60°F. The degree-day level indicates how much energy people may need to use to heat and cool their homes and workplaces. It is first introduced by Thom (1952), was widely employed as a measurement of climate change (Pardo et al., 2002; Mirasgedis et al., 2006; Pilli-Sihvola et al., 2010), providing an understanding of how climate change affects people’s daily lives and financial situations.
DD (short-time weather term accumulated in year) measures the degree of ambient temperature suitability for people, which will directly affect the frequency and intensity of use of ambient temperature regulation equipment such as air conditioners. In addition, with analysis in Section 2.2.2, this consumption habit varies with the age of residents, so it will also vary with the proportion of the population of each age group, but overall, the positive impact is predictable. So, the research hypotheses for DD is proposed as follows:
H5: The larger the DD, the more the total carbon emission, the more the heat and power sector carbon emission, and there may be an interaction effect between the effect of DD and the percentage of age grouping.
2.4 How the Climate and Age Structure Can Be Incorporated in a STIRPAT Model
With the above analysis on the impact mechanism of demographic structure - carbon consumption habits and carbon in global meteorological systems, the original STIRPAT model formula of Section 2.1 can be rewritten as:
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Assuming that 1-x is small enough, here we have [image: image] according to the principle of equivalent infinitesimal substitution, and the original equation becomes:
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The effects of climatic factors (precipitation, temperature anomalies, degree-days) on total carbon emissions are included in the original error term part considered their linear relationship with carbon emissions, noted here the coefficients before age ratio stands for the deviation degree of different age group’s carbon emission elasticity from the average carbon emission elasticity of the whole population, the corresponding estimating equation is:
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2.4.1 The SURE Setting for Extended STIRPAT Model
Considering that there are 247 countries and regions in the world, each country has its own carbon consumption equation. As for our sample, there should be 150 equations to describe the actual pattern. The influencing factors of carbon emission in each country may be different, that is, some variables do not exist in all models, and different influencing factors (explanatory variables) may be included in the equations of different countries, although the carbon emission patterns among countries with close geographical location or similar development may have the same characteristics. Obviously, the carbon emission equations of various countries seem independent, but they exist in the same earth ecosystem, and there is some connection between them. This relationship can be explored by testing the joint distribution of disturbance terms. It is considered that the simultaneous correlation of error terms is reasonable, that is, these equations seem independent and uncorrelated, but they are only seemingly unrelated (Biørn, 2004). A.
A typical SUR model is constructed as follows, consisting of M multiple regression equations.
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Here [image: image] is T-dimension vector with elements [image: image], [image: image] is [image: image] matrix represents explanatory variable’s T-th observation in the i-th equation; and [image: image] is ki vector, [image: image] is T disturbance vector with the expanded form like:
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Moreover, for estimation it requires that the variance of all [image: image] is constant, the contemporaneous covariance between [image: image] and [image: image] is constant for all time, and intertemporal covariance of [image: image] is zero. The estimation should be implemented with multistep maximum likelihood method (Minh Nguyen and Hoa Nguyen, 2010). Here we have carbon emission from different sectors, if we write the equations in pairs, then:
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The subscript it represents the ith country and the tth period, CO2 is the total carbon emissions, and POPU, [image: image], A, and T are the total population, proportion of different age groups, GDP per capita, and energy intensity (energy consumption per unit of output value). The constant term α is other characteristic factors of the country, [image: image] is the error term, TO represents the degree of openness to trade (measured as the proportion of GDP in total import and export value), UR is the urbanization rate (the proportion of urban population to the total population), and PRE is annual precipitation, TA is the annual average temperature abnormal value (based on the pre-industrial era of 8.5°C as the standard, NOAA), DD is the number of degree days, the sum of HDD and CDD, and refers to a period of time (year or season) where the daily average temperature is higher accumulated degrees below 60 or 65°F (18.3°C) represent residents’ demand for cooling and heating. The equation for analyzing traffic and electricity carbon emissions is similar but with minor modification according to the mechanism and assumptions. The same symbol meanings hold as above, EC denotes residential electricity carbon emissions, [image: image] is a dummy variable for aging society according to the UN classification criteria, noting that the proportion of a country’s population aged 65 years and older exceeds 7% as 1, and 0 for the rest.
2.4.2 Threshold Model for Determining Carbon Emission Peaking by Country
Considering that the carbon emission stage of various countries may have differentiated with economic development and industrial structure changes, namely, some developed countries may have reached the peak of carbon emission, while some developing countries are still in the rising stage before the peak. If the judgment standard is set as the growth rate of carbon emissions becomes lower than the growth rate of GDP, most developed countries may have already reached the carbon emissions peak from the 1970s–1980s and transferred the high input and high pollution enterprises outward by participating in the global value chain. From previous literatures, there are four main determining methods for carbon emissions peak: LMDI driving factor judgment, various sector carbon emission trends, carbon decoupling index, and Environmental Kuznets Curve (EKC). Considering that other methods have high requirements for the analysis of a country’s own characteristics, in order to be comparable, this study uses the EKC method to judge whether a country’s carbon emissions peak or inflection point has been reached.
Besides, taken the environmental Kuznets hypothesis into consideration, for countries at different income levels, the relationship between demographic structure and carbon emissions may also change. To verify the fact, this study adopts the panel income threshold model of Hansen (1999). The threshold effect refers to the change in the direction or quantity of another economic parameter after a certain economic parameter reaches a certain value. The specific value of the economic parameter that triggers the change is the threshold value.
For the estimation process, first the total carbon emission is used as the dependent variable, then divide the data sample into different groups with the threshold value of per capita income, finally use the fixed effects and random effects models to regress with sub-sample for testing and comparison. After grouping according to the threshold value, the carbon emission is again used as the dependent variable, and the age structures become the core explanatory variables, while the per capita income as the threshold variable to examine the non-linear impact of per capita income on carbon emissions at different stages of economic development. According to Hansen (1999) the general form of the panel threshold model is set as follows:
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where [image: image] represents CO2 emissions, i is the individual country, t is the year, and X is the control variables vector, including indicators such as carbon technology level, age structure, trade openness, urbanization level, precipitation, temperature anomalies, and degree-days.
3 DATA AND CLARIFICATION
3.1 Carbon Emission and Carbon Tech Indicators
Carbon emissions and sub-sectoral carbon emissions data was obtained from EDGAR [Emissions Database for Global Atmospheric Research (EDGAR) v5.0 (1970–2015), (European Commission, 2021), Joint Research Centre (EC-JRC)/Netherlands Environmental Assessment Agency (PBL)]. The EDGAR database uses international annual statistics, from 1970 to the current year, the previous year’s carbon dioxide data, and other greenhouse gases (respectively, air pollutant and particles) data are delayed by 2 or even 4 years. The data uses technology-based emission factor methods to calculate emissions, and the sample includes all countries in the world. The national and regional divisions of the Global Carbon Emission Database use a spatial grid unit of 0.1° × 0.1° (spherical latitude and longitude coordinate system) to allocate the source of carbon emissions. The geographic database established using the spatial proxy data set includes energy and manufacturing facilities, road networks, shipping routes, human and animal population density, and the time-varying location of agricultural land. Since EDGAR data is satellite grid synthesized, it provides a better view for the research on regional carbon emissions than the data calculated from the energy consumption balance sheet. The latest IPCC 2006 code division standard is used for the main regression Olivier and Janssens-Maenhout (2015).
As for the indicator for carbon technology, main regression used carbon intensity, electricity production ratio by fossil source is added as the technical index for robustness test2. The original data collected from BP energy report (activity data are mainly based IEA (2019) world energy balances) only provides electricity in TWH from different sources, considered that the carbon production efficiency of different fossil fuels is different. We need to eliminate the influence of burning coefficient according to the 2006 IPCC Guidelines for National Greenhouse Gas Inventories. First we determined that the power generation belongs to the energy industry sector (sub sector in electric energy and thermal energy). The comparison of emission factors among different sources in the energy industry sector is shown in Supplementary Table S1. Based on this, the weighted proportion of BP data is calculated:
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3.2 The Climate Change and Weather Indicators
3.2.1 Temperature Anomaly
According to the NOAA definition, temperature anomaly refers to temperature deviation from a reference value or long-term average value. A positive value indicates the observed temperature is higher than the reference value (Table 3). The temperature anomaly data we use was obtained from the Berkeley Earth: Land Only Monthly Average Temperature Time Series Data (1750 – Recent). The metadata used by them comes from the three most authoritative institutions for recording surface temperature—Hadley/CRU, the Climate Research Office of the British Meteorological Agency, and NASA (Aeronautics and Space Administration) GISS in the United States with the National Climate Data Center NCDC of NOAA (Ocean and Atmospheric Administration), the original data is daily image data from satellite.
The baseline value of the pre-industrial era is shown in Supplementary Table S2, at the reference value of the land and ocean surface the average temperature from 1901 to 2000 provided by NOAA, from which we use the revised global surface temperature of the Berkeley Earth Lab to subtract the NOAA average temperature reference value to get the annual temperature abnormal value of each country from 1970 to 2020. Another point that needs to be emphasized about temperature is the separation of weather and climate. Weather is considered a short-term concept and climate is a long-term concept. See the Supplementary Appendix or methodology provided in Muller et al. (2013), Rohde et al. (2013b), Wickham et al. (2013) for the process of separating these two indicators from real-time temperature measurement observed.
3.2.2 Annual Precipitation
In meteorology, precipitation is any product of the condensation of atmospheric water vapor that falls under gravitational pull from clouds. The main forms of precipitation include drizzling, rain, sleet, snow, ice pellets, graupel, and hail. Standard rain gauge is generally regarded as the standard for measuring precipitation. A summed global annual precipitation distribution is shown in Supplementary Figure S1, with shades of blue representing intensity and blanks representing missing observations although it is not feasible to use it in many areas (vast oceans and remote land areas). The strength of this is that the source is from a higher density of meteorological sampling stations, and the limitation is that the instrumentation in tropical Africa and Antarctica is not sufficiently advanced and the quality of analysis varies with the density of the measurement network. There may be discontinuities in the analysis field across national boundaries due to different definitions of the end time of daily accumulation in each country. Also, there are some annual data missing or interrupted, which may be caused by hinders from dissemination of meter observation data due to social, technical, or administrative problems.
3.2.3 Degree Days (Heating/Cooling Degree Days)
In Section 2.3.2, we introduce the definition of DD and know that its calculation mainly depends on two parts, ambient temperature and the selected appropriate temperature standard. The number of completed DDs is shown in Supplementary Figure S2, and it can be seen that the magnitude of this indicator differs for countries with different climate types. Although the temperature changes greatly in a day, considering the large gap between the daily variation range and the order of magnitude of annual aggregation, in order to simplify the calculation, land only monthly average temperature time series data (1750 – recent) provided by Berkeley Earth is selected. This data set deals with five main problems raised by global warming skeptics: data selection, data adjustment, poor site quality, potential deviation of urban heat island effect, and IPCC’s over-reliance on large and complex global climate models.
3.2.4 Nighttime Light Data
For climate-related data, most data are from tens of thousands of weather stations sampled across a country, compared to other macro data, either regional summation within a country or daily to annual time summation or averaging are issues that should calculated with proper reasons, the goal is to ensure the representativeness of the climate data for a country. An effective indicator for human distribution on spatial is the NASA night-time light (NTL). NTL data can characterize the intensity of human activities and urbanization, and the most widely used NTL data are the visible infrared imaging linear scanning operational system (OLS) data carried by the U.S. Defense Meteorological Satellite (DMSP) and the visible near-infrared imaging radiation (VIIRS) sensor data carried by the U.S. New Generation National Polar Satellite (Suomi-NPP). Both data sets have their own advantages and disadvantages, the better choice is the integrated long-term lighting data. The harmonized global nighttime light dataset from 1992 to 2018 is provided by Li et al. (2020).
The data processing process concludes as: Overlay a certain climate index (INDC) satellite map with NTL data (DN/RD map), for each longitude and latitude grid (with a resolution of 1° × 1°), take [image: image] with Raster Calculator, mask the obtained third map (layer3), and crop the layer3 data using the vector administrative boundary of TM WORLD BORDERS for an individual country. Then, the regional analysis of spatial analysis tools is used to display the zonal statistics of INDC values of various countries in tables. The precipitation and temperature data are taken as the average value within the national region. The calculation is simplified as follows:
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The time range of NTL data is from 1992 to 2018, while other indicators are as far as 1970, so for the convenience of calculation and the comparability between weighted data, we uniformly set the global NTL weight value as 2000, which is feasible considering that the development process of the city is granular, and the population will not be relocated suddenly on a large scale.
3.3 Variable Description
Since some climate data are derived from grid data, countries and regions with too small areas such as the Faroe Islands are not able to obtain value. The combined data sets are from 1970 to 2014, climate data from 1979 to 2014, power generation data from 2000 to 2014, and complete data sets are from 150 countries from 1970 to 2014. Variables and sources of the panel data are shown in Table 2. By changing the unit, we control the magnitude of most data at the same level except for percentages indicator variables. In order to reduce the influence of heteroscedasticity, the absolute numerical variable is taken in natural logarithmic form ln (x + 1) before regression.
TABLE 2 | Variable data sources and descriptive statistics.
[image: Table 2]4 EMPIRICAL RESULTS
Considering the possible heterogeneity slope and cross-sectional correlation in panel data with long T and large N, we applied the wild cluster method and SURE model for the main regression, the threshold effect model to test for carbon peaking in each country under the EKC hypothesis; the robustness test is completed with changing indicators, adopting the panel mean group method and heterogeneity analysis with country classified by geographical region and climate types.
4.1 Baseline Regression Results
Based on the model described in Section 2, the empirical tests are conducted with panel data in 150 countries and regions from 1979 to 2013 (time restricted by climate data). At the same time, we will make group comparisons based on transportation and electricity carbon emissions. The Hausman test results support fixed-effects models. Table 3 presents the results after eliminating heteroscedasticity using weighted robust standard errors. In addition, the wild cluster bootstrap standard errors method (Yan and Lin, 2020) proposed in Cameron, Cameron et al. (2008) was used for later estimations. It can be observed that the coefficients of different age groups followed an inverted U-shape for total and heat and electricity carbon emissions, while transport carbon emissions are more likely to decrease by age.
TABLE 3 | Basic results of age structure and carbon emission
[image: Table 3]The carbon intensity indicator adopted here denotes how many standard units of carbon dioxide emissions are generated by one standard unit of energy consumption, which corresponds to the weighting average of the country’s energy mix (oil, coal, natural gas, clean energy, etc.) and energy efficiency or technology (some countries have higher oil utilization technology than others) in general. Suppose one country uses more clean energy than fossil, its carbon intensity (carbon emissions corresponding to energy consumption) will be smaller. At the same energy consumption level, countries that produce more carbon use more non-clean energy and inefficiently, so their technology level is considered to be lower (at least for energy use and carbon emissions) while the indicator gets larger. The positive coefficient of technology implies the relation that if a country adopts more renewable energy or improves energy efficiency, its carbon emission will decrease.
4.2 The Empirical Results of Age Structure and Climate Impacts on Carbon Emission
Columns (1)–(4) of Table 4 are the empirical result of the basic STIRPAT model. The results show that population, economic scale, and technology level are undoubtfully the main factors affecting carbon emissions. Generally, total population has the biggest impact on the total carbon emission. Technology level is very important for heat and electricity carbon emission, and the per capita income level is more important for transportation carbon emission. In column (4), the effect of population on carbon emission is separated into size effect and age structure effect. Population size effect is significantly positive with the elasticity coefficient is 1.078, very close to unity that carbon growth is in the same pace with population growth.
TABLE 4 | Results of climate-extended STIRPAT with wild cluster bootstrap and SURE method
[image: Table 4]As for technology, carbon intensity also has a significantly positive effect, with a coefficient of 0.805, that is, for every 1% reduction in carbon intensity due to advances in energy utilization technology, total carbon emissions will decrease by 0.806%, so upgrading and promoting green technology is still an efficient and feasible means to achieve carbon emission reduction especially for the heat and electricity sector with coefficient 2.024. There is also significant positive correlation between economic level and total carbon emissions, with a coefficient of elasticity of 0.507, so overall the growth speed of carbon emission is slower than economic, which implies the promising future of carbon emission reduction and carbon neutrality. This can be explained by the fact that countries with higher levels of economic development pay more attention to environmental protection with the more advanced the technology of energy saving and emission reduction, but the total amount of energy consumption is still huge, so generally the efforts can only slow down the inevitable, the increase in per capita GDP still leads to total carbon emission increase. Our result is aligned with various previous studies (Poumanyvong and Kaneko, 2010; Zhukov et al., 2014; Shahbaz et al., 2017, Xu and Lin, 2015b, Liu and Bae, 2018).
4.2.1 Age Structure Impact on Carbon Emission
For total carbon emissions, the results of wild cluster bootstrap in column (4) shows that the age carbon emission coefficient of the population conforms to the inverted U-shape with uplift tail, notice each coefficient here stands for age-group specified deviation from the average impact of the total amount, for example, the carbon elasticity of the population aged 20–34 is 2.351% higher than the average carbon emission elasticity of the whole population, so every percentage change in 20–34 population ratio would lead to 2.351% change in total carbon emissions accordingly. Generally, column (4)–(6) of Table 4 shows that for the total carbon emission, the influence pattern of age structure conforms to the hypothesis H1. The consumption elasticity increases the start from the age of 20 (+2.351), reaches its peak value of carbon consumption at the age of 35–49 (+3.190), and decreases to lower than the average (−2.026) at the age of 50–64. After the age of 65, the carbon consumption starts to increase (+0.792) compared with the previous stage, and the inverted U-shaped curve begins to form an uplift tail. In terms of overall patterns, SURE and wild cluster bootstrap are basically showing the same results, increasing at first and then decreasing, and at last rising at the tail. The difference lies in the age of the peak carbon consumption, which may need further investigation into sub samples and more age groups. It can also be seen from variation of the coefficient in the transport sector that the pattern may exist though not at high significance level, the assumption H1 might still hold (see Section 4.4), the carbon emission decreases more (−4.011) after middle age, while the results of SUR show that the age peak on traffic carbon emission may be earlier than expected, closer to 35, decrease afterward, and then rise again after middle-age.
Both SURE and wild cluster bootstrap results indicate that the age peak of heat and electricity carbon emission is between 35 and 49. The difference lies in the increase and decrease range of the previous and latter age groups, sharper or milder in curve, which also confirms the H1 assumption. It is worth noting that the deviation of carbon consumption from people over 65 exceeds the previous peak value of young adults in both results, namely the tail is higher than the hump. For this strong uplifting tail phenomena, we have tests for Hypothesis 2 and found the explanation: the temperature regulation demand caused by the decline of physical adaptability along with age.
4.2.2 Cross-Effects of Population Aging and Degree-Days
From the above results, we find that aging does not slow down carbon emissions as expected, and the results of sub-sectors also suggest the existence of heterogeneity, from the real-life circumstance it can be observed that older people have more cooling and heating energy demand due to their body’s reduced environmental adaptability, which explains to some extent the rise in carbon emissions in the older age group. To verify the existence of this mechanism, the World Bank’s Ageing society criteria is used to set the country-specific dummy variable [image: image] , and put its interaction term with degree-days into the equation. Results are presented in Table 5. From it we can see that the coefficient of the cross term [image: image] is significantly positive, corroborating our Hypothesis 2 above. So, it proved that the uplifted tail of the inverted U-shaped carbon consumption pattern in the heat and electricity sector is indeed caused by the environmental temperature regulation demand of the elderly population for their declined physical adaptability. Despite the reduction of activities, the elderly need to keep their body comfortable, so as to consume more energy thus produces more carbon emissions.
TABLE 5 | The interaction effects of degree-days and population aging on electricity carbon emission
[image: Table 5]4.2.3 Climate Impact on Carbon Emission
As for the climate indicators, columns (4) and (7) of Table 4 show temperature anomalies have significant negative impacts on the total carbon emission, for every 1° rise in abnormal temperature, the global climate cooperation will be promoted and thus reduce the total carbon emission (in mt) by 1.8–3.1%. Note that the carbon emission decline and TA change here are the average values of long-term changes, the actual impact may be greater, which is in line with Assumption H3.
Columns (4) and (5) of Table 4 present that average annual precipitation (measured in mm) also has significant negative influence on total carbon emission (−0.003 to −0.016) and columns (7) and (8) show positive effect on transport sector (0.005–0.009), consistent with Assumption H4. For every 1% increase in precipitation annual mean (unit mm), the total carbon emission (in mt) will be down by 0.003–0.016% due to the overall effect by carbon sink of water and plants after canceled out by traffic jam effects; and the transport carbon emission (in mt) will be increased by 0.005–0.009% as the traffic congestion caused by bad weather conditions.
DD has the greatest impact among others, when annual DD increases by 1%, the change of total carbon emissions will be – 0.276–0.104% as in column (4) and (6), Assumption H5 is proved. This impact of DD is relatively large, especially in the heat and electricity sector from column (7) and (9), that for every 1% change in DD, the carbon emission will be increased by about 0.34–0.52%, that is stronger influence than the impact of per capita income growth on carbon, which reminds us that the improvement of building insulation technology is very necessary for carbon reduction.
4.3 Test of the Income and Technology Threshold on Carbon Emission
Table 5 reports the test results with carbon emission intensity and per capita income as the threshold. It can be seen that when per capita GDP and carbon emission intensity are used as the threshold variables, the corresponding F value passed the one-threshold and two-threshold models, and both were within 1% (error) Level passed the significance test. The significance level of the single threshold for per capita GDP is higher than the double threshold and the triple threshold. Therefore, we choose the single threshold for income, similar for carbon emission intensity. Under the single threshold hypothesis test, the logarithmic per capita GDP threshold value is 8.1, which is approximately $3,581.7257 USD per year, and according to the World Bank income category the transition value is near the low middle income dividing line, it also fits the heterogeneous results in Table 6. The carbon emission intensity threshold is 0.6026, which is 1.8269 kg/kg oil equivalent.
TABLE 6 | Threshold tests and confidence intervals for GDP per capita and carbon intensity
[image: Table 6]These results confirm our previous results on the impact of demographic structure, but reveal that countries in different income status did have different pace in their carbon reduction along aging, thus calling for international cooperation in technology innovation on carbon reduction. Judging by the income thresholds, 97 out of 150 sample countries reached their peak carbon emissions before 2013 (Table 7).
TABLE 7 | Sample group divided by World Bank income level standard
[image: Table 7]To support this inverted U-shaped relationship regarding carbon emissions-income, we grouped the sample of countries according to the World Bank classification criteria (June 2019), noting that the criteria changed throughout the sample period, as each year the World Bank revises the classification of world economies based on the previous year’s GNI per capita, the standard value for the classification criteria are also increasing due to inflation. For the current 2020 fiscal year, using the World Bank Atlas method, low-income economies are defined as those with the GNI per capita of $1,025 or less in 2018; lower middle-income economies are those with the GNI per capita between $1,026 and $3,995; upper middle-income economies are those with the GNI per capita between $3,996 and $12,375; high-income economies are those with the GNI per capita of $12,376 or more.
The results of the income threshold test show that the turning point is between lower middle-income to upper middle-income, so it would be expected that the low-income and high-income groups would show different results, and Table 7 presents the results. Here we can notice that the high-income and low-income subgroups do behave differently in terms of carbon emissions. The results are also consistent with previous expectations too, with carbon emission coefficients for age fits the inverted U-shaped trend in high-income and lower-middle-income countries, while carbon emissions in upper-middle-income countries in transition presenting the pattern of fall and then rise with age, with significant upward tail in low-income countries, this phenomenon we consider related to the fact that life expectancy does not even reach 65 years in most low-income countries, due to factors such as lacking proper health care and war. Their carbon consumption habits might be more related to emergencies rather than the full-scale life cycle pattern.
4.4 Robustness Check
4.4.1 Changing the Demographic and Technology Indicator
If the percentage of the population in each age group is replaced with the absolute number, the conditions for the transformation of the logarithmic term into an additive relationship may not be met, but it is still possible to observe the trend through the sign of the grouping coefficients, as shown in Supplementary Table S3, where the coefficients show a strong inverted U-shaped trend, the hump pattern of carbon consumption along the age growing is very clear in all three carbon emission sectors.
What’s more, the sharp increase in carbon consumption in the population over 65 is interesting phenomenon, especially compared with the effect of people between 51 and 64 that turns negative, i.e., people in this age group show less carbon consumption compared to the whole life cycle average. This may be the result of that the older population, due to reduced physical adaptability, generate more need for cooling and heating and may also be less able to undertake the energy-efficient modes of travel such as walking and cycling. The impact of other climate factors is consistent with the previous assumptions and results.
If we use the weighted electricity production ratio by fossil source (with the IPCC carbon emission factors) as the indicator for carbon technology level to check for robustness, the regression results with the new technology indicators are shown in Supplementary Table S4. We can see the inverted U-shape of age carbon consumption pattern still exists, in total carbon emissions, the age-carbon emission elasticity reaches its maximum at the ages between 35–49, and in heat and electricity carbon emissions, the pattern is the same, the carbon emission elasticity of age above 65 is greater than that cohort between 50 and 64, while this tail-up change does not occur in transport carbon emissions, and as we mentioned in the previous analysis, this tail-up patterning in heat production and electricity carbon emissions is caused by the reduced environmental resilience of the elderly population.
Whereas the effect of this technology indicator on transport carbon emissions is not significant, as carbon technology for electricity is indeed not directly correlated with carbon technology for transport, in contrast to the total energy carbon intensity indicator shown in the main regression, which may be more representative of the level of carbon technology at the national economic level.
As for climate indicators, TA’s negative effects on total carbon emission is in accordance with our assumption and previous results as well as DD and PRE, and for DD in heat and electricity carbon sector there may exist the multicollinearity problem that leads to the insignificance, though sign of coefficients are fitted with assumption. The negative effect of precipitation on carbon emissions from traffic also confirms the assumption that congestion leads to an increase in carbon emissions per unit time.
4.4.2 Sub-sample by Continents and Climate Types
In line with the directions for further improvement mentioned in previous studies, it may be more reasonable to use climate type groupings to proxy the effects of climate heterogeneity than to examine patterns by grouping country samples by continent to which they belong. Though considering that the carbon emissions data used in the study were derived from EDGAR analysis of satellite imagery and the spatial spillover effects of greenhouse gases are normal, we have included regression results by regional grouping in this part for comparison. The following tables are arranged in the order of total carbon emissions, transport carbon emissions, and heat and electricity carbon emissions, all regressions are fixed effects based on the Hausman test.
Comparing the results in Supplementary Table S5 of the six continents, we find that there are two different patterns of carbon consumption by age. For the European and North American countries, as the population becomes more environmentally conscious with age, the average carbon consumption of the age group is lower compared to that of younger people, which is reflected in the decreasing carbon emission coefficient to the right side of the inverted U-shaped curve. In contrast, Asian, African, and South American countries still conform to the inverted U-shaped curve, except for the age range of carbon emissions peak. This confirms our results from the threshold effect test of the EKC hypothesis, which suggests that Europe and the US have already crossed the carbon peak and are moving toward a more sustainable consumption pattern.
Most of the results for climate factors are consistent with the hypothesis of the previous analysis, none of the PRE’s effects are significant, for the mechanisms of precipitation effects on carbon emissions are too complex. As we can see from Supplementary Table S6 results that in North America, Oceania, and South America, the effect of traffic congestion carbon emissions caused by precipitation is greater than the carbon sink effect, so the total carbon emissions effect of precipitation is still positive.
The effect of DD on carbon emissions is significantly positive in Africa, Asia, Europe, and North America, with the largest effect from Asian countries, which is also consistent with the results shown in Supplementary Table S7. The reason is that Asian countries are more severe in aging and elderly have a higher demand for heat and electricity; and the impact of TA is significantly negative in the Asian and African subgroups, indicating these countries have undertaken the strongest implementation of policies to reduce carbon emissions, and thus far, working effectively in the global climate cooperation.
For transport carbon emissions, similar findings of differential carbon emissions by age group hold, with the difference being the age cohort at which peak consumption is reached, which reflects the different household structures and travel habits caused by dominant cultural differences across continents. The positive effects by precipitation are significant in North America, Oceania, and South America, and reflect the fact that traffic fluidity in these regions is more likely to be affected by precipitation due to the combination of road design, vehicle composition, and guidance ability of transportation system factors. Moreover, for heat and electricity carbon emissions, similar findings of differential carbon emissions by age group hold, with the difference being the age cohort at which peak consumption is reached.
To examine the impact of climate heterogeneity, in addition to directly using climate indicators such as TA DD PRE in the regression, it can also be verified by comparing the regression results of Köppen group to explore whether there are differences in the impact of carbon emission determinations between different climate groups. As shown in Table 8, there are four climate groups (polar climate is ignored due to few samples), here ARD stands for arid, CONT stands for continental, TPR stands for temperate, and TROP stands for tropical. Detailed descriptions of the various climate types are in the Supplementary Appendix. It can be seen that differences in coefficients between climate types do exist.
TABLE 8 | Sample group divided by climate types with carbon emission
[image: Table 8]Taking the changes in total carbon emission as an example, in arid countries age-carbon elasticity began to rise from 20, decreased in the age of 35–49, and began to rise again in the age of 50–64. The carbon emission of the population aged 35–64 in the continental countries is lower than the average impact of population. Similar to the conclusion of the SUR results in Section 4.2, the age for peak carbon emission in tropical and temperate regions is close to 35 years old, and the lowest carbon emission is in age between 50 and 64, then increases after people turn 65 years old. Compared with the change dynamic in heat and electricity sector, it can be judged that this uplift tail is caused by the demand for temperature regulation, which verifies our hypothesis H5 for degree-days.
4.4.3 Results With the Mean Group Estimators
With Blackburne and Frank (2007) and Eberhardt (2012) as reference, considered the cross-nation datasets used in this study are large enough in time periods T and N that it is possible to estimate each nation separately to avoid the heterogeneous slopes in terms of big N (Pesaran and Smith, 1995; Shi, 2003; Pesaran et al., 1997; Pesaran et al., 1999; Phillips and Moon, 2000) and time series nonstationary problem raised by long T (Pesaran et al., 1997; Pesaran et al., 1999).
One solution is to use the mean-group estimator (Pesaran and Smith, 1995) or pooled mean-group estimator (Pesaran et al., 1997; Pesaran et al., 1999), the basic idea of mean-group is deal with everyone’s time series separately and to get the arithmetic average of coefficients as the results. With the MG estimator, intercepts slope and error variances are all allowed to differ. This study followed the recent work by Pesaran et al. (1997), Pesaran et al. (1999) and used the PMG estimator which allows intercepts, short-run slopes, and error variances to differ while the long-run coefficients are the same across groups, basically utilizing the advantage of both pooling and averaging. The results are shown in Supplementary Table S8.
The inverted U-shaped pattern of age coefficient still holds for total carbon emission, transport carbon emission, and heat and electricity carbon emission. In addition, for climate factors, the negative impact of temperature anomaly, the negative impact of precipitation, and the positive impact of degree-days on total carbon emission are consistent with our previous analysis and results, and degree days also has great impact on heat and electricity carbon emission, which should be paid attention to.
5 CONCLUSION AND POLICY IMPLICATIONS
5.1 Conclusion
This study confirms the different effects of age group proportion on carbon emission, that is, the inverted U-shaped relation indicates young people consume and generate carbon along with their age growth to the periods when they have family and offspring, as children grow up, the emission reached the peak. Then emission decreases as offspring become older enough to leave home. The consumption goes down as people retire and spouses pass away. The right side of the curve is not lower than the left side as older people also generate more carbon due to the narrowed preferable thermal range as their body gets weak, which fits the existing findings with micro-level data on household energy consumption pattern. So, the phenomenon demonstrated that aggregate data also indicate the same trend the household consumption pattern validated.
Specifically, the more people between 20 and 34 and above 50 were, the less carbon emission there will be, people in their prime of life carry the peak influence effect for carbon emission. The percentage of the population aged 35–49 has the most significant positive influence on total carbon emissions, followed by age group 20–34, and after the age of 50 the influence begins to turn with a negative trend, the percentage of the population aged 50–64 has little influence on total carbon emissions (maybe the effects of differences within the group cancel each other out). In contrast, the percentage of older people (above 65 years old) has a significantly negative influence on transport carbon emissions. This result is acceptable considering that the population aged 20–50 has more abundant wealth, the largest consumption expenditure in all categories, and the largest number of family members and is consistent with the inverted U-shaped relation findings mentioned in the theoretical parts.
For climate variables, the impact of degree-days on electricity and total carbon emissions is significantly positive, and the coefficient is relatively large. In the cross-examination with the aging degree, we found that the coefficient is also positive, suggesting that the aging population’s weaker environmental tolerance makes them demand more by cooling and heating, thus accelerating the growth of electricity carbon emissions.
5.2 Policy Implications
5.2.1 Global Cooperation Still Needed to Reduce Carbon Emissions
The role of global climate cooperation is still important, countries at different stages of development should plan a reasonable path to reach the carbon peak and reduce carbon emissions according to both international requirements and its capability, while pursuing a relatively fair distribution of carbon emission reduction responsibilities. The realities of developing countries should be taken into account when negotiating. For those countries that are far away from the carbon transition, the priority should still be promoting the economic development, then they were able to adopt energy-saving technologies and grasp the overall pace of carbon reduction; while those developed countries should act as the carbon reduction role models, providing institutions, policies, development models, and technologies for latecomers to learn from.
Developed countries should also continue to invest in low carbon technology innovations, raise the overall international level of carbon technology, lower the threshold for learning low carbon technology, and pull up the level of other developing countries by technology spillover; developing countries should strive to learn to catch up with the level of advanced technology, and develop and implement low carbon technology by upgrading routes according to the strengths and weaknesses of their industries.
As we can see the transportation sector and heat and electric sector are major carbon-emitting industries, there still is some room to improve the efficiency, it is a good start to replace fuel vehicles with more electric vehicles, another attempt should be using more renewable sources in power generation, countries with different energy resource endowment should start cooperating with neighboring countries to control and replace the proportion of thermal and coal power; and it should also be noted that the stability of the power system cannot be ignore as the need to regulate the ambient temperature increased dramatically under extreme weather. As the integration of multiple energy sources being the common trend, new scientific methods are also needed to identify systematic solutions for organizing clusters of energy hubs according to demands (Chen et al., 2018).
5.2.2 Insulation Projects and More Energy Efficient Buildings
As we can see from the empirical results, among all influential factors, HDD/CDD explains a lot for the carbon emission, which is intuitive and fits our observations in life. So, the question becomes “how to make our buildings green” in a sense that not only requires the materials for a building process be environmentally friendly, but also the whole life cycle emits less dangerous chemicals.
The concept is similar to [energy efficient buildings] code, essential is how to make our buildings more livable and maintain a particular temperature moderation function under the natural solar energy system so that the energy demand for the air conditioner will naturally decrease, and thus our carbon emission. While being less discussed by economic studies, the [insulation] or its relationship with GHG emission has been thoroughly discussed in engineering fields. As for the protocol of energy-efficient buildings, the Trias Energetica concept is proposed with aspects: bioclimatic buildings - shape and orientation of buildings, solar protection, and passive solar systems. Among all the other factors, insulation of the envelope is undoubtfully the first step to improve energy efficiency. Taking the renovation work of old buildings as an example, we could hardly adjust the building orientation and structure once the construction finished; insulation material upgrade seems to be the only amendment. Also, it has been well discussed and proved that thermal insulation should be ranked at the top of the most effective investments for energy saving. A relatively small carbon footprint’ investment’ in thermal insulation materials yields significant savings in the operational time of a building because it saves energy in each heating season (Alam et al.,2011; Monahan and Powell, 2011; Singh and Limbachiya, 2011; Mazor et al., 2011; Jeanjean et al., 2013; Takano et al., 2014a; Stazi et al.,2015; Kunič, 2017).
In addition, different regions have different climates types–long winter or long summer, residents have different cooling and heating needs, so governments should take into account their own climatic features in updating the building standards, requiring the cradle-to-site assessment of the building using the Life Cycle Assessment (LCA) framework as an option (Takano et al., 2014b; Stazi et al., 2018; Strza\lkowski and Garbalińska, 2018; Pajek et al., 2017; Rodrigues et al., 2019). In addition to the improved design standards, retrofitting older houses is equally essential for reducing emissions as Li and Densley Tingley (2021) present, the cumulative carbon reduction potential from 2021 to 2050 is predicted to be 268 MtCO2, with all Victorian houses in Britain retrofitted. It is feasible for the government to initiate some infrastructure projects or housing renovation schemes to provide some financial subsidies for insulation upgrades, which is the cost-effective option in terms of the green economics. With the global outlook on carbon reduction, the revolution is coming for building contractors, building material manufacturers, and distributors. Coping with that, engineers need to change the design philosophy toward energy-efficient, and material suppliers should abandon polluting and inefficient materials and turn to green materials; for residents, it is important to understand the knowledge and choose ambient temperature devices with higher carbon efficiency.
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interest expenditure
Investment in environmental pollution control/GDP

Agricultural insurance income/gross agricultural output value
Expenditures for environmental protection/general budgetary expenditures

Symbol
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Variable Unit Mean Std. Dev Min Max

GDP One hundred million yuan 12,831 14,220 238.39 89,879.23
Energy consumption Ten thousand tons of standard coal 10,708 7,789 431 38,899
Labor capital Ten thousand 2,500 1,667 2723 6,767
Capital stock One hundred million yuan 11,436 12,333 270.2 65,576
Carbon emissions Ten thousand tons 2511 230.1 0.81 1,562

Notes: The Perpetual Inventory Methodis used to calculate the capital stock (K), which can be simply expressed as Ky = (1 - 8)K; (-1 + /Py, where | and P represent the totalfixed assets
investment and fixed asset investment price index, respectively. 8 is the annual capital depreciation rate, which is set to be 10.96% based on Shan (2008).
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Variable
Greenfin
New_energy
Green_innovation
indus1
urbant
opent
Density
Constant
Observations
R-squared

Province FE
Year FE

Notes: (1) Standard errors are in parentheses: (2) ***p < 0.01, *p < 0.05, *p < 0.1.

()
New_energy

3.6060***
(0.3384)

0.1124
(0.2690)
05910
(0.4672)
00795
(0.0306)
-00098
(0.0153)
-0.9046"*
(0.2259)
510
0.7251
Yes
Yes

@
Energy tfp

0.0848"*
(0.0056)
0.0042***
(0.0007)

-0.0202"*
(0.0040)
00164
(0.0069)
0.0016"*
(0.0005)
00043
(0.0002)
06015
(0.0034)
510
0.9998
Yes
Yes

®
Green_Innovation

6.3088"*
(0.4901)

-0.9130"
(0.3896)
5.2501"
(0.6767)
03644
(0.0443)
-00283
(0.0222)
-3.2974"
(0.3272)
510
0.9596
Yes
Yes

@
Energy tfp

00810
(0.0058)

0.0030"**
(0.0005)
-0.0170"*
(0.0040)
-0.0208"**
(0.0073)
0.0008"
(0.0005)
00043
(0.0002)
06077
(0.0037)
510
09998
Yes
Yes
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Variable Resource-rich Resource-poor Economic-low Market-high Market-low
Greentin 0.187" 0071 0079 0062 0070 0064
(0.008) (0.005) (0.008) 0010) (0.008) (0.009)
indius1 -0019™ -0.009™ 0051 0005* 0044 0001
(0.006) (0.003) (0.009) (0.003) (0.009) (0.002)
Urbant 0024 -0.035™ -0010 0055 -0016 -0049"
0010 (0.006) ©0011) (0.006) 0013) (0.005)
opent -0.002"* 0002 0001 0002 -0.002 0,002
(0.001) (0.000) (0.001) (0.000) (0.001) (0.000)
Density 0004 0004 0003 0008 0.003* 0010
(0.000) (0.000) (0.000) (0.001) (0.000) 0.002)
Constant 0651 0558 o721 0507 0741 0505
(0.006) (0.003) (0.009) (0.003) (0.009) (0.003)
Observations 272 238 238 272 238 272
R-squared 1.000 1.000 1000 1.000 1.000 1.000
Province FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes

Notes: (1) Standard errors are in parentheses: (2) **'p < 0.01, *p < 0.05, *p < 0.1.
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Variable

Greenfin
Lndebt
green_credit
(year=2007)
indus

Urban

Open
Density

Firm
Constant
Observations
R-squared

Province FE
Year FE

™) @ ® @ ®) ®)
1/El eff_energy_no eff_energy eff_energy 1st stage 2nd stage
DV: eff_energy
5201 0007 - - - 0152
(0.181) (0.005) - - - (0.008)
- - 0005 - - -
- - (0.002) - - -
- - - 0076 - -
- - - (0.004) - -
1.082" -0.020"* -0.030"* -0018™ 0.084" -0.020"*
(0.144) (0.004) (0.006) (0.005) (0.028) (0.004)
-0.964** -0.013* -0.025" 0004 -0.220" -0.007
(0.250) (0.007) ©0.011) (0.008) (0.048) (0.008)
0106 0002 0002 0002 -0.011* 0002
(©.016) (0.000) (0.001) (0.001) (0.003) (0.000)
0024 0004 0007 0005 0018 0003
(0.008) (0.000) (0.000) (0.000) (0.001) (0.000)
- - - b [+ 8 -
- - - - (0.006) -
0418 0602 0588 0621 ~0571 0849
(©.121) (0.003) 0.013) (0.004) (0.066) 0.010)
510 510 570 570 510 510
0974 1.000 0.999 1.000 0.950 1.000
Yes Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes Yes

Notes: (1) Standard errors are in parentheses; (2) ***p < 0.01, **p < 0.05, *p < 0.1; (3) 1/El represents output value per unit of energy consumption; eff_energy_no represents energy
efficiency without undesirable outouts.
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Variable eff_energy (OLS)
Greenfin 0.162
(0.008)
indus -
Urban .
Open -
Density -
Constant 0603
(0.001)
Observations 510
R-squared 0999
Province FE Yes
Year FE Yes

Notes: (1) Standard errors are in parentheses: (2) ***p < 0.01, *'p < 0.05, *p < 0.

eff_energy (OLS)

0.100"*
(0.005)
-0.020™
(0.004)
-0.014*
(0.007)
0.002*
(0.000)
0.004
(0.000)
0598
(0.003)
510
1.000
Yes
Yes

eff_energy (bootstrap)

0.162™
(0.020)

0.603**
(0.007)
510
0.999
Yes
Yes

(3) Bootstrap method repeated sampling 200 times.

eff_energy (bootstrap)

0.100"
(0.014)
-0.020"
(0.004)
-0.014
(0.009)
0.002
(0.000)
0.004
(0.000)
0.598"
(0.007)
510
1.000
Yes
Yes
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Mean Min Max HE

MSWRLD 0.3063 -4.5299 1.9485 -0.1713
BOND 0.3905 0.1558 1.7558 0.1938
USDXY -0.9537 -1.6479 0.0676 0.4777
oL 0.1419 -56.1308 3.3517 -0.0244
GOLD 1.5887 0.4174 29313 0.2955
BTC 0.5258 -0.1464 27899 0.0011

Note: Fixed window roling analysis was used to calculate the hedge ratios in order to
estimate the one step ahead forecast. Muttvariate normal distribution was used for
estimating the ADCC-GARCH estimates. For allspecifcations, a constant andan AR (1)
term was included in the mean equation.
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S&P Green bond Index
MSCI World Index

Bond Index

United States Dollar Index
Crude oil WTI

Gold

Bitcoin

ABB

SPGRBND
MSWRLD
BOND
USDXY
olL

GOLD
BTC

Mean
(%)

-0.004
0.025
0.004
0.007

-0.043
0.015
0.156

Max

2.007
8.406
6.818
20382
41.202
5.432
36.140

Min

—2.438
-10.441
-5.083
-2.399
-64.370
-5.773
-46.569

SD

0317
0.909
0.421
0.418
3212
0.894
4.468

Skew

-0.697
-1.691
-0.444
-0.012
-3.210
-0.023
-0.506

Kurt

10134
30.131
75.684
5.156
112930
7.384
16.936

J-B

4200.628%
59,326.570*
420,063.700"
369.754*
964,002.200"
1,627.771°
13,384.580°

ADF

-27.668°
-13.195°
~17.695°
-43.545°

-6.763"
-44.191°
-43.704°

Note: This table provides descriptive statistics for the electriity utilty sectors of the sample countries under study. ABB, Max, Min, SD, Skew, Kurt, JB, and ADF indiicates Abbrevations,
Maximum, Minimum, Standard Deviation, Skewness, Kurtosis, Jarque-Bera test of nomalty, and Augmented Dickey-Fullr test of stationarity, respectively.

Uindicates significance at 1%.
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Author

Broadstock and
Cheng (2019)

Zerbib (2019)

Hammoudeh et al.
(2020)

Nguyen et al.
(2020)

Reboredo and
Ugolini (2020)

Tang and Zhang
(2020)

Le et al. (2021)

Period

11/28/2008 to 7/
31/2018 (daily)

July 2013 to
December 2017

July 30, 2014 to
February 10,
2020

2008-2019

October
2014 to
December 2018

20072017

November 2018
to June 2020

Market

Bond markets
(black and
green)

Green bonds
market

Green bonds
market

Green bonds
market

Green bonds
market

Green bonds
market

Green bonds
market

Analysis

Time-varying

Matching method

Novel time-varying
granger causality test

Time-frequency
comovement

Time-frequency
domain using the VAR
approach

Diff-in-diff analysis

Muttivariate time-
series analysis model

Methodology

Two-stage sequential
Dynamic conditional correlations (DCC)
Dynamic model averaging (DMA)

Model-free approach/direct approach

Three time-varying causaity algorithms.

Rolling window wavelet correlation
approach

Muttivariate vector autoregressive model

Mutti-factor models

Vector autoregression (VAR) the model
that is computing the forecast error
variance decomposition (FEVD)

Results

Bond markets (black and green) were
affected significantly through the financial
market's volatiity, economic uncertainty,
daly economic activity, and oi prices
The yield of green bonds was found to be
lower than the conventional bond. The
results also indicate that investors’
preferences considering the pro-
environment are low

A significant causality is running from the
US 10-years Treasury bond index to green
bonds. In addtion, CO2 emission
allowances price affected green bonds
significantly. Moreover, the time-varying
causalty showed a low effect from the
clean energy index to green bonds in 2019
There is strong evidence that most
associations attained a peak over the
global financial crisis (GFC that happened
from 2007 to 2009)

Comovement between stocks,
commodities, and clean energy is found to
be high

The green bond market is associated with
currency and fixed-income markets. In
contrast, the green bond market has a
weak link with energy, stock, and high-
yield corporate bond markets

When green bond issuance appears
(announces), the stock market indices
respond positively

There is a strong link between technology
assets and common stock. Additionaly,
Bitcoin, MSCIW, MSCI US, and KFTX
caused strong volatiity shocks, whereas
the USD index, gold, o, and green bonds
were found to be good hedgers
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Energy

Innovation

Balance

Green

Open

Energy Intensity

Equity Ratio

Financing Structure

R&D Profitability

Invention Patent Production Rate
Technical Market Turnover Rate
Industrial Structure

Energy Structure

Economic Coordination
Environmental Governance
Green Investment

Green Area

The Foreign Investment

Import and Export Trade
Marketization Degree

New energy vehicles

0.5723
0.6167
0.7241
0.5890
0.7421
0.6399
0.7619
0.6345
0.5809
0.5278
0.6235
0.5384
0.6908
0.7033
0.6005

Wind energy

0.9284
0.5539
0.6796
0.5215
0.6053
0.6316
0.7790
0.6119
0.7491
0.5906
0.7540
0.5901
0.7062
0.7207
0.6414

Hydropower

0.8225
0.6514
0.7342
0.9124
0.7396
0.6808
0.6670
0.6397
0.6546
0.7360
0.8037
0.5363
0.7194
0.7213
0.6051

Solar energy

0.6613
0.6639
0.7937
0.5153
0.5843
0.6402
0.9116
0.5946
0.5839
0.8589
0.5954
0.5858
0.7606
0.7848
0.6876

The comprehensive correlation of the influencing factors of the four major energy industries, and the influencing factors are specific to secondary indicators.
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Category Energy Vehicle Wind Energy

effch techch pech sech tfp effch techch pech sech tfp
2011-2012 1.528 0.906 1.347 1173 1.381 1.794 0.869 1.213 1.493 1.526
2012-2013 0.934 0.994 1.006 0.925 1.381 1.107 0.954 1.120 0.990 1.050
2013-2014 1.287 0.507 1.178 1.054 0.653 1.169 0.465 1.209 0.963 0.555
2014-2015 0.948 1.553 1.080 0.861 1.5623 0.953 1.544 1.073 0.835 1.440
2015-2016 1.200 1.024 1.056 1.133 1.230 1.437 1.060 1.106 1.300 1.506
2016-2017 1.250 0.952 1.005 1.191 1.186 1.208 0.926 1.145 1.0563 1.115
2017-2018 0.951 1.001 0.966 0.982 0.950 1.062 1.032 1.009 1.039 1.102
Mean 1.157 0.991 1.091 1.046 1.186 1.247 0.979 1.125 1.096 1.185
Category Hydropower Solar Energy

effch techch pech sech tfp effch techch pech sech tfp
2011-2012 2.090 0.816 1.827 1.887 1.598 1.437 0.831 1.226 1.221 1.234
2012-2013 1.178 0.876 1.212 1.012 1.008 1.275 0.954 1.160 1.130 1.229
2013-2014 1.698 0.497 1.292 1.222 0.847 1.164 0.474 1.122 1.037 0.541
2014-2015 0.793 1.567 0.978 0.823 1.258 0.804 1.357 1.078 0.755 1.073
2015-2016 1.278 1.029 1.143 1.187 1.290 1.446 1.023 1.128 1.294 1.488
2016-2017 1.226 0.940 1.113 1.088 1.145 1.110 0.970 1.092 1.013 1.075
2017-2018 1.025 1.014 0.986 1.036 1.044 1.081 1.045 0.980 1.101 1.132
Mean 1.327 0.963 1.179 1.093 1.170 1.188 0.951 1.112 1.078 1.110

High Quality Energy Finance

effch techch pech sech tfp
2011-2012 1572 0.828 1.268 1.240 1.302
2012-2013 1.116 0.926 1.100 1.015 1.033
2013-2014 1.199 0.467 1.155 1.038 0.56
2014-2015 0.783 1.483 1.003 0.781 1.162
2015-2016 1.300 1.024 1.087 1.196 1.831
2016-2017 1.147 0.936 1.092 1.051 1.074
2017-2018 1.006 1.025 0.981 1.026 1.031
Mean 1.138 0.911 1.094 1.040 1.037

effch stands for technical efficiency change index; techch is technical progress index; pech represents pure technical efficiency change index; sech stands for scale
efficiency change index; tfp represents total factor productivity index.
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Energy intensity

Equity ratio

Financing Structure

R&D profit margin

Invention patent output rate
Technology market turnover rate
Industrial structure

Energy structure

Economic coordination
Environmental governance
Green investment

Green area

Open input

Open output

Degree of marketization
Energy

Innovation

Balance

Green

Open

New energy vehicles

0.0071
0.0056
0.0102
0.0050
0.0219
0.0459
0.0153
0.0167
0.0442
0.0227
0.0145
0.0102
0.0351
0.0487
0.0139
0.0229
0.0728
0.0762
0.0474
0.0977

Wind energy

0.0062
0.0057
0.0099
0.0063
0.0198
0.0284
0.0138
0.0176
0.0406
0.0218
0.0140
0.0080
0.0383
0.0432
0.0131
0.0218
0.0545
0.0720
0.0438
0.0946

Hydropower

0.0064
0.0057
0.0109
0.0147
0.0203
0.0315
0.0107
0.0654
0.0201
0.0203
0.0239
0.0086
0.0185
0.0264
0.0104
0.0230
0.0664
0.0962
0.0528
0.0554

Solar energy

0.0067
0.0059
0.0101
0.0144
0.0261
0.0324
0.0131
0.0293
0.0312
0.0237
0.0178
0.0090
0.0254
0.0348
0.0127
0.0227
0.0730
0.0736
0.0504
0.0729

Table 3 is a composite index of different impact factors under the four major energy industries. Innovation, Balance, Green, Open, and Energy are five dimensions.
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Dimension

Innovation

Balance

Green

Open

Energy

Indicators

R&D profit margin

Invention patent output rate
Technology market turnover rate
Industrial structure

Energy structure

Economic coordination
Environmental governance
Green investment

Green area

Open input

Open output

Degree of marketization
Energy intensity

Equity ratio

Financing Structure

Proxy variable

Corporate profits / R&D expenditure

Patent authorization/R&D full-time equivalent

Technology market turnover / R&D expenditure

Theil index

Renewable energy power generation/total power generation
GDP per capita

Environmental pollution control investment/GDP

(Total environmental protection investment + water conservancy construction investment + forestry investment)/GDP
Green coverage

Foreign direct investment/GDP

Import and export trade volume/GDP

Marketization index

Energy consumption per unit of GDP

Total corporate liabilities/total corporate owners’ equity
Corporate stock bond balance/total corporate financial assets

The factors affecting the HQDEF are divided into five dimensions, namely, innovation, coordination, green, open, and energy. There are different secondary indicators
under each dimension.
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Types Financial support method Indicator name Indicator description

Input Equity financing (direct financial support) Percentage of outstanding shares Number of outstanding shares/total share capital
Debt financing (indirect financial support) Assets and liabilities Total liabilities/total assets
Credit financing Financial loan ratio Loan/total assets
Types Financial output measure Indicator name Indicator description
Output Profitability Total operating income Main business income ++ other business income
Profitability Gross profit margin Gross profit/sales revenue
Growth capability Earnings per share Current net profit of ordinary shares/weighted average number

of ordinary shares issued in the current period
Equity investment utilization efficiency capability Roe Net profit/average shareholders’ equity

The financial support method (Input) includes equity financing, debt financing and credit financing. Financial output measure (Output) includes profitability, growth ability,
and equity investment utilization efficiency.





OPS/images/fenvs-09-710931/inline_27.gif





OPS/images/fenvs-09-720278/math_3.gif
A=A+ QA+ +Q A, (3)





OPS/images/fenvs-09-710931/inline_26.gif





OPS/images/fenvs-09-720278/math_22.gif
1 5 D[ oph
mx,:[o 1 b;‘][demy] 22

00 1 Jlmpo,





OPS/images/fenvs-09-710931/inline_25.gif





OPS/images/fenvs-09-720278/math_21.gif
Ll
Xi= Y B BX, v B, @





OPS/images/fenvs-09-720278/math_20.gif
> )
BoX, = Y BXpi+e.





OPS/images/fenvs-09-720278/math_2.gif





OPS/images/fenvs-09-657533/fenvs-09-657533-g004.gif





OPS/images/fenvs-09-657533/fenvs-09-657533-g003.gif





OPS/images/fenvs-09-657533/fenvs-09-657533-g002.gif





OPS/images/fenvs-09-710931/inline_33.gif





OPS/images/fenvs-09-657533/fenvs-09-657533-g001.gif
A FUll sampie:






OPS/images/fenvs-09-710931/inline_32.gif





OPS/images/fenvs-09-636270/fenvs-09-636270-g006.gif
@ _

@

@





OPS/images/fenvs-09-657533/inline_3.gif





OPS/images/fenvs-09-636270/fenvs-09-636270-g005.gif





OPS/images/fenvs-09-657533/inline_29.gif





OPS/images/fenvs-09-710931/math_6.gif





OPS/images/fenvs-09-636270/fenvs-09-636270-g004.gif





OPS/images/fenvs-09-657533/inline_28.gif
2= );W)i»? [





OPS/images/fenvs-09-710931/math_5.gif
D M= ) iy 20,

)





OPS/images/fenvs-09-636270/fenvs-09-636270-g003.gif





OPS/images/fenvs-09-657533/inline_27.gif
p:(f) = MHXA )/ (D);;






OPS/images/fenvs-09-710931/math_4.gif
Max) Yo





OPS/images/fenvs-09-636270/fenvs-09-636270-g002.gif





OPS/images/fenvs-09-657533/inline_26.gif
&Py =8 (@OD) (7O )

i





OPS/images/fenvs-09-710931/math_3.gif





OPS/images/fenvs-09-636270/fenvs-09-636270-g001.gif





OPS/images/fenvs-09-657533/inline_25.gif
(d) = 21 (f)
f





OPS/images/fenvs-09-710931/math_2.gif





OPS/images/fenvs-09-636270/crossmark.jpg
©

2

i

|





OPS/images/fenvs-09-657533/inline_24.gif





OPS/images/fenvs-09-710931/math_12.gif
0,4 C'GTI, + bINS, + ¥, B CONTRy, +¢5,  (12)





OPS/images/fenvs-09-657533/inline_23.gif
(T - x)





OPS/images/fenvs-09-710931/math_11.gif
INS, = 6, + aGTI, + ¥ ,_ B, CONTRy, + &, [(5





OPS/images/fenvs-09-657533/inline_22.gif
f € {aG/2nm, ..., 0G/2n}





OPS/images/fenvs-09-710931/math_10.gif
0, +GTI, + Y B, CONTRy, +¢,, (10)





OPS/images/fenvs-09-710931/math_1.gif
#; + B.GTII(EDL, <) + B,GTI, I (EDI: >y)
ool i )





OPS/images/fenvs-09-710931/inline_9.gif
LR, (y)> -2In(1 -1 -a)





OPS/images/fenvs-09-636270/fenvs-09-636270-t002.jpg
Demand shock

ADF test -44.583"
PP test —44.597*
Zivot-Andrews test -28.325"*
Break point 2016/1/21

Supply shock

-53.408"*
-53.328"
-63.577*
2016/1/21

Risk shock

-46.834"
-48.665""
-19.107*

2011/11/28

CNNE

-45.151"*
-45.224"
-46.319"*
2015/6/10

denote significance at the 10%, 5% or 1% levels, respactively. The lag parameters are selscied based an the SIC.

ERIX

—-46.394"*
-46.405"
-28.229"*
2012/11/19

ECO

44,829
-44.791"
-22.198"
2012/11/19





OPS/images/fenvs-09-636270/fenvs-09-636270-t001.jpg
Mean
Median
Maximum
Minimum
Std. Dev
Skewness
Kurtosis
Jarque-Bera
Probabilty

Demand shock

-0.042
-0.043
4.097
-5.169
0.955
0.053
4563
233202
0.000

Supply shock

0.0068
0.012
8.910
-8.148
1.607
0.104
5.641
666.626
0.000

Risk shock

-0.196
-0.793
78.495
-32.094
7.535
1.352
1721
7916.544
0.000

CNNE

0.006
0.120
7.089
-8.998
1.740
-0.835
6.915
1719.871
0.000

ERIX

-0.039
0.003
10.634
-16.423
2.246
-0.464
7.024
1619.354
0.000

ECO

-0.038
0.019
13.083
-10.210
1724
-0.106
6.608
1240.634
0.000





OPS/images/fenvs-09-636270/fenvs-09-636270-g007.gif





OPS/images/fenvs-09-657533/inline_30.gif
Ky





OPS/images/fenvs-09-657533/inline_2.gif





OPS/images/fenvs-09-710931/inline_8.gif





OPS/images/fenvs-09-657533/inline_19.gif





OPS/images/fenvs-09-710931/inline_7.gif





OPS/images/fenvs-09-657533/inline_18.gif





OPS/images/fenvs-09-710931/inline_6.gif
S0 25 (y)





OPS/images/fenvs-09-657533/inline_17.gif





OPS/images/fenvs-09-710931/inline_5.gif
Cit





OPS/images/fenvs-09-657533/inline_16.gif





OPS/images/fenvs-09-710931/inline_48.gif





OPS/images/fenvs-09-657533/inline_15.gif
{0





OPS/images/fenvs-09-710931/inline_47.gif





OPS/images/fenvs-09-657533/inline_14.gif
(e7%8) Ze ",





OPS/images/fenvs-09-710931/inline_46.gif





OPS/images/fenvs-09-657533/inline_13.gif





OPS/images/fenvs-09-710931/inline_45.gif





OPS/images/fenvs-09-710931/inline_44.gif





OPS/images/fenvs-09-710931/inline_43.gif





OPS/images/fenvs-09-657533/inline_21.gif
a,b):a,be (—-¢,¢)a<b





OPS/images/fenvs-09-657533/inline_20.gif
E(AB,AB, g,

T Sy (D df





OPS/images/fenvs-09-636270/inline_9.gif
Apy 11 1 [ SupplyShock,
R | =0 ap ay || DemandShock,

Cvoee 0 0 as )| RiskShock,





OPS/images/fenvs-09-636270/inline_8.gif





OPS/images/fenvs-09-657533/math_14.gif
(14)





OPS/images/fenvs-09-636270/inline_7.gif
D,





OPS/images/fenvs-09-657533/math_13.gif
var(Ros|li1) a3






OPS/images/fenvs-09-636270/inline_6.gif





OPS/images/fenvs-09-657533/math_12.gif





OPS/images/fenvs-09-636270/inline_5.gif





OPS/images/fenvs-09-657533/math_11.gif





OPS/images/fenvs-09-636270/inline_4.gif





OPS/images/fenvs-09-657533/math_10.gif
(10)






OPS/images/fenvs-09-636270/inline_3.gif





OPS/images/fenvs-09-657533/math_1.gif
[0





OPS/images/fenvs-09-636270/inline_2.gif





OPS/images/fenvs-09-657533/inline_9.gif





OPS/images/fenvs-09-636270/inline_16.gif





OPS/images/fenvs-09-657533/inline_8.gif





OPS/images/fenvs-09-657533/inline_7.gif





OPS/images/fenvs-09-657533/inline_6.gif
oy





OPS/images/fenvs-09-636270/math_1.gif
VNG,

ERIX,

ECO,
RiskShock;
DemandShock,
SupplyShock,

CNNEs
ERIX, ;

ECOL«
RiskShock,
DemandShock, «
SupplyShock.

+e

[©





OPS/images/fenvs-09-636270/inline_13.gif





OPS/images/fenvs-09-657533/inline_5.gif
Wi
1T Y

=Y 1Wi-

Wi

T T Y Wisp





OPS/images/fenvs-09-636270/inline_12.gif
Cvix.e





OPS/images/fenvs-09-657533/inline_4.gif





OPS/images/fenvs-09-636270/inline_11.gif
.





OPS/images/fenvs-09-657533/inline_38.gif
Vdlhedged





OPS/images/fenvs-09-717737/fenvs-09-717737-t003.jpg
Eff Inpgrp  Second  Tertiary Population  Infd
Eff 1

Inpgrp 0,053 1

Second  -0.087"* 0.280"* 1

Tertiary 0028 0175 -0666™ 1

Popuation ~ -0.019  0.109™* 0.111**  0.170* 1

infdi 0026 0424 0042" 0412  0.430" 1
Note: *, **, and *** indicate that they have passed the 10, 5, and 1% significance level

tests, respectively.
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Variable
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Tertiary
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infdi

Obs

2,187
2,187
2,286
2,178
2,187
2,186
2,187
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Mean Std. Dev

13257 79.86
2011.36 2.96
-4.56 2.09
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37.58 9.31
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27
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Variables Measurement index Data sources

Energy intensity Energy consumption per ten thousand yuan gross regional product Statistical yearbook of provinces and cities

Economic development  per capita GRP Statistical yearbook of provinces and dities

Industrial structure The proportion of second and tertiary industries in GRP China urban statistical yearbook

Popuiation density The number of permanent residents per unit area China urban statistical yearbook

FOI The actually utiized foreign capital which is converted into RMB according to the average  China urban statistical yearbook and China

exchange rate in the year Statistical yearbook

Technology innovation The numbers of invention patents The official website of state intellectual property
office

Green technology The numbers of green invention patents The official website of state intellectual property

innovation office

Notes: Wa mainly use the definition of WIPO o daline the green invention patent, which can be seen in Hong st al.{ 2021).
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GPT

GPA
GEPUcoe
GEPUppp
EPUchis
EPUus
EPUuk
EPUcarada
EPUpssia
EPU,iapan
IDEMV
IDEMVS
RV

MFSE

MASE

Tmax

1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0377
1.000

TR

0.980
0.132
0.816
1.000
0.461
0.236
0.308
0.355
1.000
0.002
0.003
0.995
0.904
1.000
0.533

Tmax

1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.952
1.000
1.000
0.500
1.000
0.234
0.000
1.000

Note: We use bold number stands for p-values of the model that larger than 0.25,
indicating that the corresponding model passes the MCS test under the MAFE loss
function and the MSFE loss function, with the Tmax and TR statistic. The p-value of 1.000
indicates that a model has the best performance among all the testing modefs. MSFE
refers to the mean squared forecast error and MAFE refers to mean absolute forecast
error. The lags of the RV are set to 66.





OPS/images/fenvs-09-687468/fenvs-09-687468-g004.gif





OPS/images/fenvs-09-636903/fenvs-09-636903-t006.jpg
GPR
GPRS
GPT
GPA
GEPUe
GEPUrer
EPUchne
EPUus
EPUux
EPUcareca
EPUnssa
EPUjspan
IDEMV
IDEMVS
RV

MFSE

MASE

Tmax

1.000
1.000
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1.000
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1.000
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0.000
1.000
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1.000
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0.283
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Note: We use bold number stands for p-values of the model that larger than 0.25,
indicating that the corresponding model passes the MCS test under the MAFE loss

function and the MSFE loss function, with the Tmaxand TR statistic. The p-value of 1.000
indicates that a model has the best performance among al the testing models. MSFE
refers to the mean squared forecast error and MAFE refers to mean absolute forecast
error. The lags of the RV are set to 44.
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1.000 1.000 1.000 1.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.802 0.574 0.983 0.347

Note: We use bold number stands for p-values of the model that larger than 0.25,
indicating that the corresponding model passes the MCS test under the MAFE loss

function and the MSFE loss function, with the Tmaxand TR statistic. The p-value of 1.000
indicates that a model has the best performance among al the testing models. MSFE
refers {0 the mean squared forecast error and MAFE refers to mean absolute forecast
error. The lags of the RV are set to 22.





OPS/images/fenvs-09-636903/fenvs-09-636903-t004.jpg
6
w
0,
w
Log_Lik

BIC
VR

EPUcanada

-0.006
0.104)
0.058
(0.041)
0071
0.158)
0.462"
0.193)
-1.834
(1211
0737
(0.146)
12411
6216)
0.006*
(0.004)
1.000""
0.320)
-687.234
1426.411
60.226

EPURussia

-0.010
(0.107)
0051
(0.041)
0010
(0.283)
0.448"
0210
-0684
(0.536)
0.709"*
(0.139)
14.925
(9.437)
0.003*
(0.002)
1.769"
(0.389)
-687.329
1426.600
64.166

EPUapan

0.001
(0.104)
0.050
(0.045)
0.139
(0.097)
0487
0.192)
-0.693
(0537)
0690
(0.140)
13.800*
(7.147)
0008
(0.004)
94997
(10.808)
-686.953
1425.849
57.336

IDEMV

-0.004
(0.102)
0.053
(0.050)
0.136
0.117)
0440
(0.184)
0.441
(0.493)
0.500
(0.314)
24.675
(61.107)
0.025*
(0.013)
97.278"™"
22,283
-685.161
1422.265
62.470

IDEMVS

0.044
(©.101)
0.007*
(0.056)
0.428"
(0.245)
0.451*
(0.224)
2.941
(0.687)
-1.071*
(0.454)
1.000"
(0.356)
0.090"
(0.039)
10.550
©.778)
-689.812
1431.568
39.220

Notes: The numbers in parentheses are the standard errors of the estimated parameters.
The Asterisks indicate statistical signiicance at the 1% (%), 5% (") or 10% () level.
Log_Lik is the logarithm maximum likelihood function value. BIC is the Bayesian
information criterion. The variance ratio VR (X) = var (log (r)/var (log (o)) is calculated
on monthly aggregates.
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GEPUcop

0011
(0.103)
0059
(0.048)
0.105
0.130)
0.460"
(0.187)
-1.143
(1.604)
0.808"*
(0.161)
10.261*
(6.504)
0005
(0.007)
1.467
(0523)
-688.874
1429.602
57.885

GEPUppp

0015
(0.104)
0.066
(0.049)
0.096
0.133)
0.460"
0.190)
-0.882
(1.530)
0.826""
(0.166)
9.812*
(5.456)
0.004
(0.006)
1,062
0.299)
-689.022
1429.988
57.941

EPUghina

0.004
(0.105)
0091
(0.047)
0072
0.193)
0399
(0.200)
2532
(1.406)
0735
(0.153)
11.728*
(6.089)
-0007*
(0.004)
2.647*
(0.587)
-687.035
1426.012
62.698

EPUys

-0.008
(0.102)
0.035
(0.044)
0.108
(0.126)
0462
(0.182)
-0299
(0:372)
0642
(0.142)
16.776
(10.188)
0004
(0.002)
95.937**
(11.764)
-686.138
1424.220
61.862

EPUuk

-0.002
(0.104)
0.048
(0.040)
0.056
(0.385)
0.434"
(©.181)
-5.611*
(2.666)
0.756""
(0.133)
11.435
(7.758)
0,029
0.013)
2,187
(0.269)
-685.695
1423334
65.336

Notes: The numbers in parentheses are the standard errors of the estimated parameters.
The Asterisks indicate statistical signiicance at the 1% (%), 5% (") or 10% () level.
Log_Lik is the logarithm maximum likelihood function value. BIC is the Bayesian
information criterion. The variance ratio VR (X) = var (log (r)/var (log (o)) is calculated
on monthly aggregates.
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0.200
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0.100°
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0840
(0.061)

0.120
(0.085)
-1.099
(1.401)
-0475
(0.564)

1.000
(2.864)

-673.560
1387.024

9.558

GPR

0.006
(0.101)
0065
(0.044)
0.137
(0.084)
0.538"
0213
0923
(0.659)
0.796"
(0.155)
111124
(4.803)
-0.005
(0.003)
11.808"
(5.449)

-687.146
1426.235

54.425

GPRS

0.000
(0.099)
0.065
(0.040)
0113
(0.084)
0544
(0219)
0.150°
(0:338)
0841
(0.149)
10874
(4.504)
-0.008"
(0.005)
4.470™
(1.620)

-686.308
1424.559

56.421

GPT

-0.001
(0.099)
0.066"
(0.040)
0.108
(0.085)
0546
(0.224)
1.621"
0916)
0819
(0.149)
11.287"
(4.641)
-0.008"
(0.004)
4277
(1.505)

-685.867
1423.677

56.788

GPA

0004
©.110)
0.086™
(0.052)

0.000
(0.474)
0.321*
(0.184)
-1.280
(0.800)

0590
(0.164)
15.469
(13.085)

0034
(©.018)
1.349"
(0.364)

-685.869

1423.680
71612

Notes: The numbers in parentheses are the standard errors of the estimated parameters.
The Asterisks indicate statistical signiicance at the 1% (%), 5% (") or 10% () level.
Log_Lik is the logarithm maximum likelihood function value. BIC is the Bayesian
information criterion. The variance ratio VR (X) = var (log (r)/var (log (o)) is calculated
on monthly aggregates.
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Mean Max Min Std Skewness  Kurtosis

PR 434528 597.300 210600 76524  -1116 3830
RETURN -0.058 9.732 -11.203 2254 -0.201 6.397
RV 1608  7.415 0477 0792 2119 9.920
GPR 133230 285756 63554 41849 1196 6.082
GPRS 15400 152517 0 20088 3201 14.833
GPA 52112  264.458 15.627 41.621 3.891 20.106
GPT 188565 408964 72725 €9.771 0759 4016
GEPUse 244083 411959 150.749 60022 0806 3.429
GEPUprp  259.433 423313 157.958 61.142 0544 3.105
EPUcics  358.443 678817 250537 101.208  1.494 4801

EPUcia  331.636 649073 195706 101.162 1007 4.420
EPUuen 123666 204.657 76567 32064 1012 3.418
EPUnssa  323.784 793635 60041 187.206  1.281 3788
EPUs 188181 300.972 102287 54663 0378 2.410
EPUys ~ 156.143 350460 98737 60664 1672 5.170
IDEMV. 6025 50215 0112 13253 2207 6.940
DEMVS 4515  44.191 0 11384 2457 7.788

Notes: PRis the daily price of the INE crude oil futures. RETURN is the daily returns of the
INE crude oil futures. RV is the realized variance. GPRs the geopolitical risk index. GPRS
is @ serious geopolitical risk index calculated by Eq. 10. GPT s the geopolitical threat risk
index. GPA is the geopoltical act index. GEPUgpe is the global economic policy
uncertainty weighted as current-price GDP. The GEPUpee is the global economic policy
uncertainty weighted and that with purchasing power parity (PPP) adjusted GOP
weights. EPUcanada, EPUchna, EPUzpan, EPUpssia: EPUuk, and EPUus are the economic:
uncertainty polcy index in Canada, China, Japan, Russia, United Kingdom.,

United States. IDEMV is the Infectious Disease Equity Market Volatilty Tracker index.
IDEMVS depicts the serious infectious disease pandemic calculated by Eq. 11. For the
sake of numerical stabiity, we multiply the log returns and the realized volatiity by 100,
and all these macroeconomic uncertainty factors are normalized.
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Parameters  Description

Re Traditional energy enterprises’ revenue from compliance

Ge Traditional energy enterprises’ revenue from non-compliance

E Traditional energy enterprises’ additional revenue from good
reputation

P Financial penalties for illegal pollution

Fg Penalties for regulatory agency negligence

B Rewards for regulatory agency for identifying illegal pollution

By Rewards for regulatory agency’s strict enforcement

Cqg Cost of strict enforcement

Ry Regulatory agency payoff when loose law enforcement is chosen
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Demand of traditional retail channels
Demand of online sales channels
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Market share of traditional retail channels
Product price of traditional retail channels
Product price of online sales channels
Cross price elasticity factor

Consumer environmental awareness level
Emission reduction

Wholesale prices

Original product carbon emissions
Carbon quota

Carbon trading price

Cost

Rate

Financing costs
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Variables

Ln_GDP

Ln_PGDP

average sales price
sales price for the industrial user
Ln_patent

Ln_MFI

Electric

FDI

Edu

Save

invest

Consume

Exp

Sec

Obs

300
300
150
150
300
240
300
300
300
300
300
300
300
300

Mean

9.7494
10.7624
633.6325
639.2977
8.7356
7.7769
0.3200
13147
192.7824
76.4067
0.7833
0.3806
15924
445773

Max.

12.0090
12.0090
845.2700
913.12
12.8360
9.9026
1.0000
0.0083
345.3047
145.0600
0.2100
0.6030
8.5922
59.0454

Min.

9.4818
9.4828
364.26
34747
4.0604
3.2846
0.0000
49767
799183
37.7654
1.4796
0.2249
04711
16.1573

Std. Er

0.8650
0.4591
113.6921
131.7752
1.5970
1.2389
0.4672
0.9010
50.2376
18.9767
0.2506
0.0675
12212
8.6239
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Variables 25Ls
U] @

First stage: electric Ln_MFI 0.1468"

0.1109

(1.33) (2.68)
Second stage: Ln_MFI Ln_GDP

0.0860" 0.0323"

(2.09) @.46)
Year fixed effect Yes Yes
Province fixed effect Yes Yes
Control variables No Yes
Observations 300 300
R-squared 0.9507 0.9739

Note: **, *, and " indicate significant at the statisticallevel of 1, 5, and 10%, respectively.
Robust t-statistic are reported in parentheses and are based on standard errors
clustered by province and year. See the supplementary materials for details of the
complete regression results.
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Dependent variable Average sales prices Sales prices for
the industrial user

) @
Electric 27,9293 32,9881
(-4.13) (-3.10)
Constant 693.4530" 887.9523"*
7.59) ©.14)
Year fixed effect Yes Yes
Province fixed effect Yes Yes
Control variables Yes Yes
Observations 150 150
R-squared 08677 08388

Note: **, *, and " indicate significant at the statisticallevel of 1, 5, and 10%, respectively.
Robust t-statistic are reported in parentheses and are based on standard errors
clustered by province and year. See the supplementary materials for details of the
complele regression results.
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Variables 25LS 25LS
) @
First stage: electric Ln_patent 0.1518"*
0.1610"
(3.66) (2.90)
Second stage: Ln_patent Ln_GDP
01211 0.0500*
(2.39) (1.96)
Year fixed effect Yes Yes
Province fixed effect Yes Yes
Control variables No Yes
Observations 300 300
R-squared 09507 09739
Note: ***, **, and *indlicate significant at the statistical level of 1, 5, and 10%, respectively.

Robust t-statistic are reported in parentheses and are based on standard errors
clustered by province and year. See the supplementary materials for details of the
complete regression results. See the supplementary materials for detais of the complete

regression results.
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Dependent variable Ln_GDP Ln_PGDP

m @
L4_electric -0019 -0013
(-1.19) (-0.71)
L3_electric -0011 -0.007
(-0.75) (-0.46)
L2_electric -0.007 -0.003
(-0.63) (-0.29)
L1_electric 0009 0014
(0.65) (0.86)
Control variables Yes Yes
Province fixed effect Yes Yes
Year fixed effect Yes Yes
Observations 300 300
Number of id 30 30
R-squared 0978 0970

Note: T-statistics are reported in parentheses beneath the coefficients. We report
t-statistics controling for province-clustered standard errors. **, *, and * indicate
significant at the statistical level of 1, 5, and 10%, respectively.





OPS/images/fenvs-09-755319/fenvs-09-755319-t005.jpg
Variables Ln_GDP Ln_PGDP Ln_GDP Ln_PGDP Ln_GDP Ln_PGDP
(U] @ ® @ ©®) ©)
electricxeast -0.040" -0.044 0.041* 0.028 0.010 0.026
electricxwest (-2.10) (=2.11) (1.92) (1.08)
electricxcentral 0.37) 0.95)
Year fixed effect Yes Yes Yes Yes Yes Yes
Province fixed effect Yes Yes Yes Yes Yes Yes
Control variables Yes Yes Yes Yes Yes Yes
Constant 8.937" 9.865™* 8.946" 9.854" 8.803"* 9.815**
(68.85) (69.72) 67.77) (67.24) (66.37) (68.23)
Observations 300 300 300 300 300 300
Number of id 30 30 30 30 30 30
R-squared 0.979 0.971 0979 0.970 0.978 0.970

Note: **, *, and * indicate significant at the statistical level of 1, 5, and 10%, respectively. Robust t-statistic are reported in parentheses and are based on standerd errors clustered by
province and year. See the supplementary materials for detais of the complete regrassion resulls.
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Dependent variable Ln_GDP Ln_PGDP Ln_GDP Ln_PGDP

0] @ @ @
Electric 0.039" 0.040% 0.023* 0.023*
(1.87) (1.89) (2.03) (1.89)
Constant 9279 10326™  9.399"*  10.328™
(524.19) (658.56) (89.85) (86.15)
Year fixed effect Yes Yes Yes Yes
Province fixed effect Yes Yes Yes Yes
Control variables No No Yes Yes
Observations 300 300 300 300
R-squared 0.881 0869 0978 0.969

Note: **, *, and " indicate significant at the statisticallevel of 1, 5, andl 10%, respectively.
Robust t-statistic are reported in parentheses and are based on standard erors
clustered by province and year. See the supplementary materials for details of the
complele regression results.
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Variables

Ln_GDP
Ln_PGDP
Invest
Consume
Exp

Save

FDI

Edu
Constant

Observations

Coefficient

00295
0.53)
0.0370
©0.97)
00233
©0.90)
0.0408
0.63)
-0.0002
(-0.05)
0.0004
©0.91)
-0.0067
(-0.72)
-3.7400
(-0.06)
1.6813%
@.07)
235
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Dependent variables = GRI; Coef. Std. err. z P> |z 95% Conf. Interval

BTM; 0.372 0.047 7.85 0.000 0.279 0.465
ROA: 0.168 0.058 2.87 0.004 0.053 0.282
LEV; 0.169 0.060 2.82 0.005 0.052 0.286
LOSS; —0.058 0.217 —0.27 0.791 —0.484 0.368
GROWTH; —0.020 0.039 —0.53 0.596 —0.096 0.055
BOARD; 0.254 0.045 6.23 0.000 0.174 0.333
RET: 0.162 0.045 3.64 0.000 0.075 0.250
Constant —1.6527 0.048 —31.67 0.000 —1.621 —1.433

This table displays the muiltivariate regressions using Logit model over the period of 2011-2017. The main independent variable is the firm environmental corporate social
responsibility.
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Dependent variables RISK; ; 1
Models GLS GLS FE 2SLS
(1) 2) ) 4)
ECSR; —0.047* —0.033* —0.076** —0.097*
(—2.565) (—1.922) (—2.127) (—1.986)
SIZE¢ —0.091*  —0.102"** 0.038 —0.065"*
(—3.908) (—4.441) (0.552) (—2.183)
BTM; —0.069"*  —0.058"* 0.086** —0.078"*
(—2.905) (—2.447) (2.441) (—3.099)
ROA¢ —0.063**  —0.064"*  —0.029 —0.061***
(—3.059) (—3.060) (—1.103) (—2.925)
LEV; 0.002 0.001 —0.018 0.007
(0.071) (0.041) (—0.491) (0.295)
LOSS; 0.169** 0.145* 0.133 0.169**
(2.191) (1.889) (1.588) (2.368)
GROWTH; 0.018 0.034** —0.011 0.020
(1.138) (2.107) (—0.680) (1.307)
BOARD; —0.037** —0.042* 0.034 —0.032
(—1.994) (—-2.272) (0.945) (—1.619)
RET; —0.047* 0.144** 0.162*** 0.164***
(—2.565) (8.854) (8.808) (9.077)
Constant 0.035 —0.024 —0i237** —0.004
(0.179) (—0.123) (—5.535) (—0.025)
Year effects Yes Yes Yes Yes
Industry effects Yes Yes No Yes
Firm effects No No Yes No
F-first stage - - - 682.593
Observations 3,104 3,104 3,104 3,104
Adjusted R? 0.339 0.330 0.347 0.338

This table shows the robustness test results. Model (1) shows the results with
another alternative measure of RKS’s ECSR. Model (2) shows the results with the
scores rating by “HEXUN” website for environmental corporate social responsibility.
Model (3) shows the results using individual (firm) fixed-effects model. Model (4)
shows the results under 1V approach (the index from El Ghoul et al., 2071).
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Dependent variables

Models

ECSR:
SIZE;

BTM;

ROA:

LEV;
LOSS;
GROWTH;
BOARD;
RET:
Constant
Year effects
Industry effects

Observations
Adjusted R?

RISK;. 1

oLs GLS
(1) (2) () (4)
—-0.102”*  —0.061**  —0.093*** —0.051***
(—6.003) (—3.429) (—-4.612) (—2.585)
—0.107*** —0.084***
(—5.920) (—3.482)
—0.074*** —0.070"**
(—3.601) (—=2.977)
—0.072"** —0.062***
(—3.559) (—3.051)
0.011 0.003
(0.493) (0.104)
0.1 79* 0.170*
(2.239) (2.204)
0.020 0.019
(1.135) (1.159)
—0.049"** —0.036"*
(—3.104) (—1.964)
0.309*** 0.164**
(16.687) (9.660)
—0.010 —0.015 —0.074 0.034
(—0.542) (—0.890) (—0.354) (0.173)
Yes Yes Yes Yes
Yes Yes No Yes
3,104 3,104 3,104 3,104
0.011 0.139 0.326 0.339

This table reports random-effects panel regression estimates for the relation
between ECSR and idiosyncratic risk. Models (1) and (3) of Table show the
regression results without control variables, whereas models (2) and (4) show the
regression results with all control variables. All the coefficients reported have been
standardized to remove the units of variables and facilitate the comparison of coeffi-
cients, and all continuous variables are winsorized at 1 and 99%. The tables below

are the same.
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Low ECSR(1) (Obs. = 1,528) High ECSR(2) (Obs. = 1,576) Difference (1) — (2) t-test (1) — (2)

RISK 41 0.069 0.066 0.003 3.696"*
SIZE; 22.820 23.580 —0.762 —15.5686"*
BTM; 1.306 1.450 —0.145 —-3.012"
ROA; 0.045 0.051 —0.006 —3.406"*
LEV; 0.451 0.484 —0.033 —4.468"*
LOSSt 0.069 0.047 0.022 2,674
GROWTH; 0.143 0.134 0.008 0.813

BOARD 9.008 9.482 —0.474 —6.731™
RET: 0.061 0.114 —0.053 —3.589"*

This table reports mean difference tests of the regression variables across the low-ECSR (below median environmental corporate social responsibility) and high-
ECSR (above median environmental corporate social responsibility) subsamples. The sample is merged across three databases, RKS, CSMAR, and RESSET over
the period 2011-2017.
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RISK; 1

ECSR; —0.108"*
SIZE: —0.167**
BTM; —0.156"*
ROA: —0.032"
LEV; —0.033"
LOSSt 0.055"*
GROWTH; 0.028
BOARD: —0.079"
RET: 0.306"**

ECSR;

0.406"
0.113™
0.043"
R Pk

-0.087*

~0.003
0.143"
0.070"

SIZE;

0.472***
—0.038"
0.270*
—0.040™
—0.010
00651
0.036™

BTM;

—0.282"*
0.5658*
0.068*

—0.015
0.087

—0.155"

ROA,

—0.442%

—0.444"
0.170"*

-0.034*
0.117+

LEV;

0.122**
0.019
0.099*
0.007

LOSS; GROWTH:;
—0.185"*

0.009 0.003
—0.067 0.082*

BOARD;

—0.039*

This table reports the Pearson correlation between the regression variables. The superscript asterisks ***, **, and * denote two-tailed statistical significance at the 1, 5,
and 10% levels, respectively. The following tables are the same.
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Variable Obs Mean Std. dev. Min Max P25 Median P75

RISK} 41 3,104 0.068 0.021 0.027 0.123 0.052 0.066 0.081
ECSR; 3,104 17.420 5.576 7.031 34.100 13.535 16.523 20.391
SIZE; 3,104 23.210 1.414 20.410 27.080 22.138 23.118 24.095
BTM; 3,104 1.379 1.339 0.033 11.200 0.514 0.906 1.780
ROAt 3,104 0.048 0.052 —0.118 0.228 0.016 0.037 0.072
LEV; 3,104 0.468 0.205 0.031 0.865 0.317 0.482 0.625
LOSS; 3,104 0.058 0.234 0 1 0 0 1

GROWTH; 3,104 0.138 0.281 —0.435 1.474 —0.016 0.101 0.237
BOARD: 3,104 9.248 1.974 5 15 8 9 11

RET; 3,104 0.088 0.415 —0.527 1.544 —0.209 —0.005 0.310

This table displays descriptive statistics for the variables. Mean, standard deviation, Q1, median, Q3, minimum, and maximum of each variable are reported. Our
dependent variable (RISKt+1) is calculated by Fama-French three-factor model (Ang et al., 2006; Tzouvanas et al., 2020). Following the Luo et al. (2019) approach,
we use the content score (C-value) released by RKS from 2011 to 2017 as an alternative variable to the level of environmental corporate social responsibility (ECSRy).
Definitions of all control variables are presented in Other Control Variables.
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Threshold variable

LN INCOME

LN TECH

N

F-statistic
(p-value)

1687.68"** (0.0000)

1881.27 (1.0000)

1201.29 (1.0000)

4604.43" (0.0000)

577.38 (1.0000)

9664.44** (0.0000)

Confidence level

10%

606.6979
2.4e+03

5.9e+03

233.9918

981.9296

284.4964

5%

618.7519
2.4e+03

5.9e+03

238.4751

994.9628

287.7450

1%

641.6046
2.4e+03

6.0e+03

251.2299

1.0e+03

291.0163

Threshold value

8.1836
8.1836
8.1642
8.1836
8.1642
8.1387
0.6026
0.6026
0.6386
0.6026
0.6386
0.6393

95% confidence
interval

(81831, 8.1881]
8.1831, 8.1881]
8.1636, 8.1804]

8.1831, 8.1881]; [8.1636, 8.1804)] [8.1387, 8.1273]

0.6026, 0.6056)
0.6026, 0.6056]
06383, 0.6393]
0.6026, 0.6056]
0.6383, 0.6393]
0.6386, 0.6396]
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VAR.

Carbon emission from different sectors

TOTAL TRANSPORT HEAT&ELECTRICITY
Q)] @ ® @ 5) © U] ®) © (10) (11) 12
HIGH Low v um HIGH Low v um HIGH Low M um
AG2034 2070" 0651  -0719  1.808"* 2807  -1550 0662 5034 2087 0476 0695  -0927
(1072)  (-1.46)  (-1.57) (388  (7.16) (125 (102  (891) (325 017 (053  (-071)
AG3549 3.619™ 0.719 1.075" 0.524 2.168™* -2.431 0515 4200 3.329"*  20.842** -1.275 -4.636™
(9.69) (1.28) @31) (099 (B9 (156 (079 (543 (385 672 (-095)  (-265)
AG5064 1.880™ 6.754" arire -1.656" -1.765* 16.920"* 0.380 kv 2247 -10.516 2.289 -0.661
@.93) 6.75) @35 (256 (259 (539 044)  (224) (208 (141 (126)  (-039
AGE5UP 0675" 0802  -2502* 0553 0500 0898  4.186™  1.872 1908 1402 2382 3632
(2.46) ©05 (256 (049 (125 (0.20) @04 (133 (299 013 (089 (114
LPRE -0008™  -0000  -0008  -0001  0.001 0004 0002  -0.001
(259 (005  (-131) (079 (055 (086) 054  (-0.42)
LDDY 0.160"* 0.569** 0.169* 0.228" 0.319™ 1.418" 0.315 0.682"
(369 @78 (190 (309 (3.09) @13y (122 (@365
TEMPA 0004  -0016" -0005  -0.003
(1.54) (-3.85) (-1.18) (-1.05)
CONTROLVARS ~ YES YES YES YES YES YES YES YES YES YES YES YES
OBSERVATIONS 804 504 808 548 803 579 789 535 828 578 799 582
R-SQUARED 0.784 0891 0804 0752 0727 0685 0742 0731 0524 0189 0571 0412
NUMBER OF ID 42 40 65 52 a1 35 59 48 42 35 60 53
COUNTRY FE YES YES YES YES YES YES YES YES YES YES YES YES

Note: Robust t-statistics in parentheses, **p < 0.01, *'p < 0.05, *p < O.1.
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VARIABLES

P

LINC
LTECH
AG2034
AG3549
AG5064
AGB5UP
TEMPA
LDDY
LPRE
CONTROL
CON FE
YEAR FE

OBSERVATIONS
R-SQUARED

z-statistics in parentheses, **'p < 0.01, *'p < 0.05, "p < 0.1.

Wild cluster SD Seeming unrelated model
) @ ©® @) ®) ©) (Y] ® ©
TOTAL TRANSP ELEC TOTAL TRANSP ELEC TOTAL TRANSP ELEC
1.080"* 1.089" 1,195 1,078 1.074° 1223 0968 1.057" 1,000
(36.42) (28.00) (1.39) (39.36) (26.65) (20.15) (828.35) (343.70) (166.21)
0.509"* 0729 0348 0507 0747 0331 0491 0853 0327+
(7.04) (10.65) (2.84) (6.90) 9.76) 71) (70.53) (117.69) (22.98)
0742 0537 1.860"" 0805 0516 2024 0907 0511 2230
(11.89) (8.30) (12.11) (14.70) (6.61) (12.83) (125.80) (68.80) (151.39)
2771 0958 3.069" 2351 0889 3.382" 2908 12,907 -0.866"
3.37) (0.85) (1.81) 277) (0.74) (1.87) (16.09) (74.97) (-2.38)
3.665™ -0.235 8292 3.190™ 0113 5899 1.935"" —t121 1.526™
@01 (-0.18) (4.69) @75) (0.08) 3393) (10.66) (-5.97) (4.08)
-1.954 —a271 -1.974 -2.026 —4011 -2.188 2368 0.494* 0234
(-1.10) (-1.96) 0.71) (-1.14) (-1.84) (-0.76) 852 (1.73) (0.41)
2.639" 2.469 3.447 0792 1.722 5.125" ~1.528"" 4797 7.81
(1.82) (1.40) (1.19) (056) (.01 (178 (-6.33) (18.84) (15.78)
-0.018™" -0.031""
(-2.75) (-72.01)
0.104 0521 -0.276"" 0342
©078) 42 (-46.67) (26.56)
-0.016™" 0009 -0,003" 0005
(-3.04) (1.52) (-3.49) (4.09)
YES YES YES YES YES YES Yes Yes Yes
YES YES YES YES YES YES N N N
YES YES YES YES YES YES N N N
3545 3481 3449 3276 3,238 3319 2685 2685 2,685
0940 0924 0.867 0948 0922 0875
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AG2034 1.476""
(3.10)
AG3549 2688
5.10)
AG5064 —1.854"
(-251)
LN DD 0577+
(5.05)
DD'OLD 0016
(2.59)
CONTROL VARS. YES
COUNTRY FE YES
OBSERVATIONS 3319
R-SQUARED
NUMBER OF ID 14

Note: z-statistics in parentheses, **'p < 0.07,

2]
FE

0982
(1.99)
2167
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0015
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*n < 0.05, *p < 0.1.
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0015"
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Variables

co
EC

TC

TPOPU
TECH
TECHE
INCOM
TO

UR
PREM
PRET
TEMPA
DD
AG2034
AG3549
AG5064
AGBSUP
AG20T
AG35T
AGS0T
AGEST
AG101T

Description

Total carbon emission (equaling) in Mt
CO2 emissions from electricity and heat production in kiloton (multiple by
% of total fuel combustion)

CO2 emissions from transport in kiloton (multiple by % of total fuel
combustion)

Total population in milions

Garbon intensity (kg/kg of oil equivalent energy use)

Weighted electricity production ratio with fossil (% of twh)

GDP per capita (constant 2010 US thousand doliars)

Export and import of goods and services % of GDP

Urban population (% of total)

Average annual precipitation in mm

Total annual precipitation in mm

Temperature anomaly in ‘C

Cooling and heating days in °C

Age 20-34 ratio %

Age 35-49 ratio %

Age 50-64 ratio %

Age above 65 ratio %

Number of people age 00-19, in thousands

Number of people age 20-34, in thousands

Number of people age 35-49, in thousands

Number of people age 50-64, in thousands

Number of people age above 65, in thousands

Sources

EDGAR 6.0
WDI 2020

BP energy report
WDI 2020

NOAA CPC
Berkeley Earth and

NOAA CPC
WPP 2021

Mean

145.7023
66798.76

27732.333

35.71687
2.228
0.789

11.84876

77.098
53.319
698.354
173,057.07
11.055

3323.777
0.235
0.164
0.105
0.069

15,620.886
9419.122
6785.406

4232.35
2451.236

SD. Min

626.5873  0.022002
272780.3 0

56067.781 66.854

134.9441  0.065114

3.254 0.084
0.431 0
171752 0.1641919
48.559 0.021
24.023 4178
659.085 0
552,718.08 0
8.651 -28.358
1269.241  1147.47
0.03 0.165
0.043 0.095
0.045 0.039
0.049 0.007

56,598.097 283
36,921.796 13.654
27973759 7.551
16,886.744 6.094
8832.718 3.478

Max

10258.01
5452794

860249.56

1391.883
109.238
1.667
116.2327
437.327
100
3406.565
5,721,872.5
21.627
12,908.79
0.458
0.328
0.224
0.246
50,0545.78
363,877.09
352,987.22
245,894.34
120,801.01
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LTECH

LINC

AG2034

AG3549

AG5064

AGE5UP

OBSERVATIONS

R-SQUARED
NO. OF ID

COUNTRY FE

YEAR FE

0
TOTAL
co2

1,236
(15.88)
0627
994
0474
(737

3545
0.800
128
YES

™)
TOTAL
co2

1.545™
(11.08)
0598
©.74)
0697
(6:87)

3545
0.812
128
YES
YES

@
CO2 FROM
ELECTRICITY and
HEAT

1.460
@.91)
0.889""
(5.01)
0592
@.14)

3449
0.406
14
YES
YES

()
CO2 EMISSIONS
FROM TRANSPORT

1,028
(4.80)
0762
9.34)
0,806
(576)

3481
0.738
14
YES
YES

Robust t-statistics in parentheses, *** implies p < 0.01, ** for p < 0.05 and * for p < 0.1.

@)
TOTAL
co2

1,504
(42.69)
0606
(51.19)
0586
(27.53)
2272
(14.60)
2972
(16.85)
1.922
(7.06)
2879
8.53)
3545
0.838
128
YES
YES

]
CO2 FROM
ELECTRICITY and
HEAT

1212
(9.98)
0918™"
(22.20)
0.367"
(5.02)
3.589""
©.74)
6.338""
(10.45)
3.350""
(3.59)
1.962*
(1.69)
3449
0.431
14
YES
YES

©)
CO2 EMISSIONS
FROM TRANSPORT

0753
(13.02)
0742
(38.35)
0.881"
(25.34)
2617
(1031)
0306
(1.06)
—1.972'
(-4.45)
-0.551
(-1.00)
3481
0.751
14
YES
YES
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VARIABLES Total Transport HEAT AND ELEC
[U) @ @ @ ©®) ©) [yl ® © (10) (] (12)
KOPPEN ARD  CONT TPR TROP  ARD  CONT  TPR TROP ARD CONT TPR TROP
AG2034 1283 0348 1.444™  3720™ 2067 0939 3386 3567 0005 16572 -1653" 13922
@58  (-046) (556 (1379  (630) (-037) (1112 (675  (-001)  (-521)  (-277)  (10.59)
AG3549 0755 -8.165™  1.075™ 2902  1250° 4624 5229" -1.479" -2287" -28370"" -1803"  11.497"
(144) (805 (3832 (1148  (1.74) (<135 (1379  (-236) (225  (-537)  (-244) (929
AG5064 1.855°  -3954" 1760 2444  2820" 0858 2003 -3900" 1363 16151 -7.07** 0207
(181) (362  (-446)  (-537)  (202) (023 (453  (-440)  (-070)  (-326)  (-7.83)  (-009)
AGBEUP 2678  -1467  -0556 1750  -3120 4391 1.726" 0161  -2183 12004 0120  5.185"
(138 (-150)  (-162) (408  (-1.18) (-1.33) (429 (019  (-060  (-293)  (-045 (259
CONTROL VARS.  YES YES YES YES YES  YES  YES YES YES YES YES YES
OBSERVATIONS 590 223 1277 1455 500 223 1273 1395 589 217 1263 1380
R-SQUARED 0831 0835 0.750 0908 0770 0698 0797 0789 0691 0398 0535 0.490
NUMBER OF ID 21 10 42 55 21 10 41 42 21 10 41 42

t-statistics in parentheses, ***p < 0.01, *'p < 0.05, "p < O.1.
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Variable

Financialization
CFO

Lnsize

Lnage

Fixed

Loandep
Industr
LnperGDP
Constant

Time effects
Industry effects

Observations
R-squared

Note: the robust standard errors of corresponding parameters are in the brackets;

By region

Eastern
4]

-0.3499"*
0.0932)
0.0565
(0.1415)
0.1261"*
(0.0098)
-0.1728""
(0.0333)
-0.6089"""
00719)
05943
0.1068)
0.8646™*
0.1920)
00759
0.0438)
-3.2208""
(0.6000)
YES
YES
6613
0.1200

Central
@

06419
(0.1863)
05140
(0.2606)
02618
(0.0174)
-0.3621"""
(0.0775)
~0.9724""
(0.1346)
~0.6575"
(0.3287)
0.3711
(0.3409)
-0.0054
(0.1230)
-3.8130""
(1.2462)
YES
YES
1,879
02200

By financing constraint

Western
®

-0.2379
(0.2406)
0.0072
(0:3103)
01189
0.0187)
-0.4572"
(0.1041)
-0.3068"
(0.1337)
-0.4412"
(0.1975)
-1.1737*
(0.6454)
0.2831"
©.1111)
-3.1227"
(0.9279)
YES
YES
1,220
0.1548

"5 < 0.05, "0 < 0.1

High
@

0.0408
(0.1066)
00469
(0.1456)
00572
(00174)
-0.1062""
(0.0841)
-06414™"
(0.0750)
-0.5389""
(0.0968)
06808
(0.1407)
00762
(0.0222)
~1.4849""
(0.4435)
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YES
4,485
0.0868

Low

®

-0.6470™
(0.1125)
-0.1945
0.1775)
0.1852**
(0.0146)
-0.3495"*
(0.0469)
-0.6235""*
(0.0824)
-0.5512""
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0.0856**
(0.0268)
-4.3004"*
(0.4755)
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5,236
0.1430
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Variable By industry attributes

Heavy Non-heavy
Pollution Pollution
Industry Industry
U] @
Financialization -0.3948" -0.3287"
0.1319) (0.0918)
CFO 02352 -0.1565
(0.1829) (0.1462)
Lnsize 01155 0.1708"*
0.0121) (0.0101)
Lnage -0.1310" -0.2585""
(0.0408) (0.0361)
Fixed -00708 06020
(0.0828) (0.0840)
Loandep -0.5322" -0.5297+*
(0.1147) (0.1006)
Indlustr -00828 1.0188"
(0.2108) (0.1487)
LnperGDP 00005 00761
(0.0256) (0.0245)
Constant -1.7002" -4.1817*
(0.3728) (0.3650)
Time effects YES YES
Industry effects YES YES
Observations 3015 6,706
R-squared 01163 01454

Note: the robust standard errors of corresponding parameters are in the brackets;

By ownership attributes

State-owned Private Other
®) @ (5)
-0.3001*" 04011 -0.0989
(0.1263) (0.1053) (0.3175)
00106 0.1056 15758
(0.1782) (0.1616) (0.4764)
0.1679"* 01004 0.2263"*
(0.0109) (0.0125) (0.0304)
-0.2753" -0.1268"* -0.8200""
(0.0479) (0.0377) (0.1367)
05213 06400 -0.9451™
(0.0804) (0.0901) (0.2879)
-0.3931** 06699 00021
(0.1199) (0.1004) (0.3533)
1.0743" 07580 -05928
(0.1612) (0.1865) (0.6679)
00915 00816 -0.0635
(0.0248) (0.0202) (0.1050)
-4.4163"* -2.5170"* -1.7454
(0.3795) (0.4088) (1.5300)
YES YES YES
YES YES YES
3,691 5349 681
0.1946 01013 02952

" < 0.05, *p < O.1.
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Variable

Financialization
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Roa

CFO

Lnsize

Lnage

Fixed

Loandep
Indlustr
LnperGDP
Constant

Time effects
Indlustry effects

Observations
R-squared

Lev LnGreen Roa LnGreen
o) @ @ @
-03381  -0.2798" 00046 -0.3606
(0.0157) (0.0790) (0.0076) (0.0776)

02473
(0.0482)
-0.1312
(0.1857)
-0.4701" 0.0004 03843 -0.0505
(0.0261) (0.1199) (0.0143) (0.1255)
00859 0.1270"  -0.0010° 01480
(0.0014) (0.0090) (0.0005) (0.0078)
00401 -02510™  -00108™*  -0.2867""
(0.0085) (0.0296) (0.0021) (0.0293)
0.1477"* 06690 01061 -06440""
(0.0124) (0.0598) (0.0046) (0.0598)
-0.0021 05575 0.0066 05518
(0.0166) (0.0783) (0.0071) (0.0774)
0.0799"" 07641 0.0254" 0.7902""
(0.0264) (0.1202) (0.0094) (0.1185)
-0.0084" 00853 0.0062" 0.0808""
(0.0043) (0.0180) (0.0016) 0.0178)
~1.5150"  -3.2416™" 00509 -3.5874™
(0.0617) (0.2872) (0.0226) (0.2742)
YES YES YES YES
YES YES YES YES
9,564 9,564 9721 9,721
0.4267 0.1340 0.1872 01318

Note: model (1), (2), (3) and (4) are the estimated results of Eqs 2-5, respectively; the
robust standard errors of correspondling parameters are in brackets; **'p < 0.01, *'p <

0.05, "0 < 0.1
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Variable

Financialization
Financialization2
CFO

Lnsize

Lnage

Fixed

Loandep
Industr
LnperGDP
Constant

Time effects
Industry effects

Observations
R-squared

LnGreen LnGreen LnGreen
1) @ ©®
-0.3612" ~1.2252"
(0.0776) (0.5706)
01261
(0.0470)

-0.1009 -0.1915 -0.0480
(0.1154) (0.1342) (0.1456)
0.1481*** 0.1416* 0.1311*+
(0.0078) (0.0092) (0.0072)
-0.2353" -0.2143" -0.2507*
(0.0292) (0.0336) (0.0336)
-0.6301** -0.5559" 06491
(0.0575) (0.0851) (0.0933)
-0.5527" -0.5430" -0.5769"
(0.0774) (0.0907) (0.0863)
0.7868""* 08043 09135
(0.1185) (0.1379) (0.1367)
00800 00843 00951
0.0178) (0.0207) (0.0263)
35041 35776 28466
(0.2741) (0:3198) (0.3506)
YES YES YES
YES YES YES
9,721 7.301 8,376
0.1317 0.1311 .

Note: model (1) is the parameter estimation of corporate financialization behavior; model
(2)is the parameter estimation obtained after replacing the original enterprise
financialization behavior with financialization benefits; model (3)is the parameter
estimation using the GMM method. The robust standard errors of corresponding
parameters are in the brackets: ***p < 0.01, *p < 0.05, *p < 0.1.
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Variable

LnGreen
Financialion
Financialion2
CFO
Lnsize
Lnage
Fixed
Loandep
Industr
LnperGDP
Lev

Roa
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7,629
7612
7,629
7,509
7,527
7,629
7,572
7,629
7,629
7,629
7,516
7,629

Mean

0.5026
0.0663
0.1198
0.0473
22,0447
27305
0.2234
0.7118
0.4467
10.9124
0.4145
0.05617

Std.Dev.

0.7832
0.0929
0.1968
0.0850
12128
0.3438
0.1548
0.1172
0.0895
0.5267
0.1940
0.0596

0.0000
0.0000
0.0000
-0.1793
19.5571
0.0000
0.0026
0.4487
0.1863
89718
0.0492
-1.6290

Max

6.1903
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25.9490
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0.7188
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0.5905
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Net cash flow
Of operation
The company's size

The company's
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The company's age

The loan to
Deposit ratio

The industrial
Structure

The economic
Development level

Variable

Lev
Roa
cFO
Lnsize
Fixed
Lnage

Loandep

Industr

LnperGDP

Measurement

Ratio of total fabilties to total assets

At the end of the period

Ratio of net profit to total assets

At the end of the period

Ratio of net cash flow from operating activiies
To total assets at the end of the period
Natural logarithm of total assets

At the end of the period

Ratio of fixed assets to total assets

At the end of the period

Natural logarithm of present year minus
The year of incorporation plus 1

Ratio of balance of deposits and loans in
Domestic and foreign currencies of financial
Institutions at the end of the year

The ratio of added value of secondary
Industry to regional GDP

Natural logarithm of regional

Per capita GDP
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Dependent variables RISK; 4+ 1

Low audit quality High audit quality Low social responsibility quality High social responsibility quality
ECSRy —0.057" —0.063 —0.051*" —0.104
(~2.629) (~1.308) (-2.404) (-0.795)
SizE; —0.093" 0014 —0.083" —0.184"
(-3.643) (0.240) (~3.020) (~2.836)
BTM; —0.062"* ~0.067* —0.072 0083
(~2.303) (~1875) (-2.973) (0.588)
ROA —0.088"* —0.074 —0.061° —0.102
(~2.660) (~1575) (~2.924) (-0.859)
LEV; —0.002 0.039 0.002 0.114
(~0.092) (0.734) (0.065) (0.607)
LOSSt 0.163" 0.270 0.163" 0,840
(2.046) (0.759) (2.096) (2.429)
GROWTH; 0018 -0015 0.021 ~0.058
(1.094) (<0.277) (1.267) (~0.359)
BOARD; —0.030 —0.043 —0.087* -0.017
(~1.507) (~1.258) (~1.938) (<0.471)
RET: 0.155" 0.259" 0.158" 0.266™
®.778) (4.192) (9.294) (1.968)
Constant 0.024 —1.147 0.038 —0.039
(0.120) (~7.406) (0.193) (-0.061)
Year effects Yes Yes Yes Yes
Industry effects Yes Yes Yes Yes
Observations 2805 299 3016 8
Adjusted A2 0.329 0.440 0.334 0.560

We divide the full sample into the following subgroups: low audlit quality firms/high auditt quality firms, low social responsibilty quality firns/high social responsibilty quality
firms. We then rerun Eq. (4) using the subsamples with the period from 2011 to 2017, respectively.
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Dependent variables RISK¢ . 1
Low market value High market value Low leverage High leverage Non-state -owned State-owned
ECSR; —0.072** —0.016 —0.073** —0.010 0.030 —0.084***
(—2.138) (—0.653) (—2.559) (—0.401) (0.733) (=3.776)
SIZE; 0.079 —0.097*** —0.105*** —0.090*** —0.050 —0.084***
(0.841) (—3.697) (—2.845) (=3.177) (—0.473) (—3.529)
BTM; —0.150*** —0.009 —0.355*** —0.050** —0.120 —0.074***
(—4.403) (—0.249) (—3.689) (—1.980) (—1.467) (—3.088)
ROA: —0.008 —0.048x —0.115*** —0.007 —0.046 —0.087***
(—0.243) (—1.696) (—4.741) (—0.199) (—1.433) (—3.343)
LEV; 0.018 0.025 0.031 0.041 —0.010 0.011
(0.517) (0.702) (0.710) (0.953) (—0.207) (0.370)
LOSS; 0.199** 0.248x% 0.133 0.202** 0.182 0.140
(2.143) (1.934) (1.021) (2.165) (1.222) (1.567)
GROWTH; 0.035x% 0.001 0.051** —0.013 0.017 0.023
(1.732) (0.051) (2.031) (—0.589) (0.650) (1.122)
BOARD; —0.018 —0.027 —0.077*** —0.008 —0.062x —0.032
(—0.590) (—1.134) (—2.868) (—0.361) (—1.740) (—1.447)
RET; 0.141** 0.167*** 0.105** 0.232** 0.166"** 0.175"*
(5.535) (6.683) (4.571) (8.196) (5.995) (8.033)
Constant 0.045 —0.105 —0.081 —0.049 0.323 —1.180***
(0.158) (—0.466) (—0.353) (—0.135) (1.588) (—15.252)
Year effects Yes Yes Yes Yes Yes Yes
Industry effects Yes Yes Yes Yes Yes Yes
Observations 1548 1556 1553 1551 1136 1968
Adjusted R? 0.332 0.357 0.332 0.366 0.316 0.375

We divide the full sample into the following subgroups: low market value firms/high market value firms, low leverage firms/high leverage firms, and state-owned firms/non-
state-owned firms. We then rerun Eq. (4) using the subsamples with the period from 2011 to 2017, respectively.
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Dependent variables

AbsDA; RISK; 4 1 —KV; RISK; 4+ 1
(1) 2 ) 4)
ECSR: —0.054* AbsDA¢ 0.029** ECSR; 0.076*** -KV; —0.043*
(—2.070) (2.256) (3.907) (—1.933)
SIZE; —0.028 SIZE¢ —0.103*** SIZE¢ —0.109*** SIZE¢ —0.098"**
(—1.073) (—4.472) (—4.305) (—4.205)
BTM; —0.051* BTM; —0.067*** BTM; 0.124** BTM; —0.071**
(—1.655) (—2.814) (5.032) (—2.970)
LEV; —0.014 ROA¢ —0.067*** LEV; 0.141** ROAt —0.064**
(—0.265) (—3.248) (6.161) (—3.108)
Aget 0.084* LEV} —0.002 Aget 0.062*** LEV; 0.004
(1.876) (—0.063) (4.051) (0.168)
ROA; 0.019 LOSS 0.171* ROA; 0.152*** LOSS; 0.171**
(0.688) (2.221) (3.330) (2.216)
INST_OWN¢ —0.131 GROWTH; 0.018 INST_OWN; 0.076*** GROWTH; 0.018
(—1.321) (1.129) (3.907) (1.132)
BOARD; —0.041* BOARD; —0.041**
(—2.236) (—2.207)
RET; 0.164*** RET; 0.168***
(9.677) (9.882)
Constant 0.127 Constant 0.072 0.417* Constant 0.090
(1.121) (0.374) (5.775) (0.463)
Year effects Yes Year effects Yes Year effects Yes Year effects Yes
Industry effects Yes Industry effects Yes Industry effects Yes Industry effects Yes
Observations 3,104 Observations 3,104 Observations 3,104 Observations 3,104
Adjusted R? 0.041 Adjusted R? 0.337 Adjusted R? 0.284 Adjusted R? 0.340

This table shows the mediating effect results. Models (1) and (2) show the results with AbsDA as proxy variable (referring to Cohen and Zarowin, 2010). Models (3) and
(4) show the results with (—K&V) as proxy variable (referring to Kim and Verrecchia, 2001). INST_OWN is a dummy variable. If the nature of the enterprise’s equity is
state-owned, it is assigned as 1; otherwise, it is 0. Age represents the listing period of the enterprise.
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Dependent variables RISK¢41

VAR ADV R&D Fdisp Ferror
(1) 2 () 4
ECSR; —0.051** —0.051** —0.052*** —0.051***
(—2.560) (—2.551) (—2.597) (—2.582)
SIZE¢ —0.082*** —0.083*** —0.084*** —0.084***
(—=3.412) (—3.437) (—3.486) (—3.473)
BTM; —0.071*** —0.071** —0.072*** —0.071**
(—3.021) (—3.010) (—3.029) (—2.991)
ROA¢ —0.059*** —0.061*** —0.060*** —0.061*
(—2.893) (—3.002) (—2.923) (—2.990)
LEV; 0.003 0.003 0.002 0.003
(0.136) (0.111) (0.103) (0.103)
LOSS; 0.173* 0.173* 0.173* Oz
(2.251) (2.242) @24 (2.215)
GROWTH; 0.018 0.019 0.020 0.019
(1.111) (1.160) (1.229) (1.198)
BOARD; —0.037** —0.037** —0.036" —0.036"
(—=2.011) (—1.994) (—1.937) (—1.953)
RET; 0.163*** 0.164*** 0.165*** 0.165***
(9.580) (9.651) (9.676) (9.658)
VAR —0.032* —0.018 0.017 0.007
(—1.825) (—1.180) (1.223) (0.539)
Constant 0.021 0.031 0.021 0.028
(0.107) (0.876) (0.108) (0.142)
Year effects Yes ¥es Yes Yes
Industry effects Yes ¥es Yes. Yes
Observations 3,104 3,104 3,104 3,104
Adjusted R? 0.339 0.339 0.338 0.338

This table reports the slope coefficients from the regressions of environmental corporate social responsibility with additional control variables, including advertising
expenses (ADV), R&D intensity (R&D), the standard deviation of analyst forecast divided by analyst consistent forecast (Fdisp), the absolute value of the difference
between the actual earnings share, and the consensus forecast of the analysts divided by the consensus forecast of the analysts (Ferror).
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Dependent variables Sample Treated group Control group ATT Std. err. T stat

RISK 11 Unmatched —0.178 0.022 —0.200 0.042 —4.75
Matched Kernel matching —0.178 —0.005 —-0.173 0.045 —3.81

k-nearest Neighbor matchin (k = 4) —0.178 0.003 —0.181 0.050 —3.63

Radius matching (r = 0.01) —-0.177 —-0.018 —0.159 0.046 —-3.44

We divide the total samples into 2 subgroups according to whether the environmental responsibility report of the firm is disclosed by GRI standard and then build the
matching sample. It is divided into the high-quality environmental corporate social responsibility group (treated group); otherwise, it will be the low-quality environmental
corporate social responsibility group (control group).
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Notes: *,
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A. The impact of U.S.-Iran tensions

Sample Lnimport
oB 2'0B

Whole samples -0082%  -0023

Energy-importing countries  ~0.102* -0.009

Energy-exporting countries - -

Individual control Yes

Control variable Yes

B. The impact of U.S.-Iran escalation

Sample Lnimport
oB 2'0B

Whole samples 0,043 0021

Energy-importing countries  0.004 0048

Energy-exporting countries - -

Individual control Yes

Control variable Yes

C. The impact of U.S.-China tensions

Sample Lnimport
oB 2'0B

Whole samples -0.003" -0021

Energy-importing countries ~ -0.131** 0047

Energy-exporting countries - -

Individual control Yes

Control variable Yes

D. The impact of COVID-19

Sample Lnimport
oB 2'0B
Whole samples -0.169"  -0.222

Energy-importing countries ~ -0.241**  -0.272*"

LnExport
oB 2'0B

0.078 0.091

-0.051 -0.056
Yes
Yes

LnExport
oB 2'0B

0.027 0.021
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Yes

LnExport
oB 2'0B

0.039 0.040

0.006 -0.062
Yes
Yes

LnExport
oB 2'08

-0.051 -0.148™

0.148 0.069

Energy-exporting countries - -
Individual control Yes Yes
Control variable Yes Yes
Note: stand for significant levels of 10, 5 and 1% respectively.
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Iraq invasion

London bombings

2006 transatlantic aircraft plot
Obama announces surge Afghanistan
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Syria war escalation
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ISIS escalation

Syrian tensions

US.-Iran tensions

US.-Iran tensions escalation
U:S.-China tensions

COVID-19 outbreak

Notes: *,
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0.004
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0.048
0.084
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* stand for significant levels of 10, 5 and 1% respectively.
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A. The impact of U.S.-Iran tensions

Sample Lnimport LnExport

oB 2*0B oB 2'0B
Whole samples 0.004 0,002 -0001  -0.000
Energy-importing countries 0,005 0.001 - -
Energy-exporting countries - 0.002 0.009
Individual control Yes Yes
Control variable Yes Yes

B. The impact of London bombings

Sample Lnimport LnExport

oB 2*0B oB 2*0B
Whole samples 0.084 0.008 0.049 0058
Energy-importing countries 0,092 0045 - -
Energy-exporting countries - - 0.067 0077
Individual control Yes Yes
Control variable Yes Yes

C. The impact of 2006 transatlantic aircraft plot

Sample Lnimport LnExport

oB 208 oB 2'08B
Whole samples 0088 -0149"  -0039  -0.046
Energy-importing countries 0.001 -0.056 - -
Energy-exporting countries - - 0019 -0.030
Individual control Yes Yes
Control variable Yes Yes
Notes: stand for significant levels of 10, 5 and 1% respectively.






OPS/images/fenvs-09-722910/fenvs-09-722910-t003.jpg
A. The impact of U.S.-Iran tensions

Sample Lnimport LnExport

oB 2'0B oB 2'0B
Whole samples 0020 0007 0006 0012
Energy-importing countries ~ 0.010 0.024* - -
Energy-exporting countries - P 0015 -0002
Individual control Yes Yes
Control variable Yes Yes
B. The impact of Iraq invasion
Sample Lnimport LnExport

oB 2'0B oB 2'0B
Whole samples 0048 0032 -0039  -0018
Energy-importing countries  ~0.009 -0.020 - -
Energy-exporting countries - p 0064 0071
Individual control Yes Yes
Control variable Yes Yes
C. The impact of surge Afghanistan
Sample Lnimport LnExport

oB 2'0B oB 208
Whole samples 0062 -0031 0090" 0041
Energy-importing countries ~ 0.017 - -
Energy-exporting countries E 2 0029 0083
Individual control Yes Yes
Control variable Yes Yes
D. The impact of Arab spring: Syrian and Libyan War
Sample Lnimport LnExport

oB 2'0B oB 208
Whole samples 0010 0119 0048 0024
Energy-importing countries  0.130° 0.160"* - -
Energy-exporting countries - - -0002 0021
Individual control Yes Yes
Control variable Yes Yes
E. The impact of Syria war escalation
Sample Lnimport LnExport

oB 2'0B oB 2'0B
Whole samples 0026 -0.006 -0.036 0019
Energy-importing countries  0.013 -0.055 : ;
Energy-exporting countries - . 0.009 0.033
Individual control Yes Yes
Control variable Yes Yes
F. The impact of syrian tensions
Sample Lnimport LnExport

os 2°0B oB 2'0B
Whole samples o115% 0108 0059 0.025
Energy-importing countries 0.134* 0.112% : -
Energy-exporting countries E < 0010 0051
Individual control Yes Yes
Control variable Yes Yes
G. The impact of Russia annexes Crimea
Sample Lnimport LnExport

os 2'0B oB 2'0B
Whole samples 0086 0173 -0044  -0016
Energy-importing countries  0.176  0.172 - -
Energy-exporting countries 2 e 0029 0.007
Individual control Yes Yes
Control variable Yes Yes
H. The impact of ISIS escalation
Sample Lnimport LnExport

os 2'0B oB 2'0B
Whole samples -0038  -0176" 0032  -0.060
Energy-importing countries ~ -0.084"  -0.202** - -
Energy-exporting countries - - 0119 0.008
Individual control Yes Yes
Control variable Yes Yes
Notes: * stand for significant levels of 10, 5 and 1% respectively.
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Beiing 1.0451 1.3977 1.4973 1.2866 Henan 0.9216 0.9295 1.1258 1.2013
Tianjin 1.1255 1.1853 1.4685 21512 Hubei 08655 1.0205 1.1199 1.2682
Hebei 0.9786 1.0694 1.1432 10717 Hunan 0.8874 0.8427 1.1889 1.1765
Shanxi 09514 09439 1.2563 1.0527 Guangdong 1.0314 1.0780 1.0781 1.1365
Inner Mongolia 1.0360 0.9846 13113 1.1720 Guangxi 0.8375 0.9813 1.0002 1.2192
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Jiangxi 0.9044 1.0209 1.2857 1.0567 Ningxia 0.9914 0.8764 1.0910 1.0765
Shandong 09007 10877 1.2206 1.2854 Xinjiang 09698 1.0539 1.0083 1.0024
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(a) Net risk spillover between the international crude oil market and commodity market

Mean value Range Maximum value Minimum value Standard deviation
1.3864 (-1.7712) 63.671 (59.378) 31.732 (31.917) -31.939 (-27.461) 11.139 (10.629)
-2.9513 (-4.0862) 53.414 (43.318) 21.475 (15.857) -31.939 (-27.461) 11.132 (10.205)
6.2953 (~4.7005) 37.574 (35.126) 24.196 (17.724) -13.378 (-17.402) 9.770 (8.5145)
27397 (3.1128) 46.248 (54.137) 31.732 (31.917) -14.516 (-22.220) 10.372 (10.971)

(b) Net risk spillover between the international crude oil market and financial market

0.4698 (-3.0979) 52.476 (37.185) 24.272 (15.820) -28.204 (-21.365) 9.0263 (7.3347)
0.4799 (-3.4834) 52.476 (34.651) 24.272 (13.286) -28.204 (-21.365) 10.772 (7.3542)
-0.2320 (-4.6413) 33.381 (34.782) 18.216 (15.820) ~15.165 (~18.962) 7.4487 (6.2375)
09845 (-1.4928) 34.360 (34.291) 21.984 (15.472) -12.385 (-18.819) 7.9337 (7.8679)

It is the net pairwise spillover between interational crude oil downside risk and commodity (financial) market risk in the brackets.
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16.16 (24.93)
10.41 (19.69)

FROM

11.78 (14.26)
10.52 (18.60)
575 (5.24)

28.05 (38.10)

ltis the static risk spillover between international crude oil downside risk and commodity
(financial) market risk in the brackets. BRISK, CRISK, and FRISK represent, respectively,
the international crude oil market risk, commodity market risk, and financial market risk.
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Panel a: international crude oil market risk in the upward yield

Lag LogL LR FPE AIC sc HQ
[ 10556.26 NA 7.84e-10 -12.453 -12.397 -12.430
1 114826  18161° 2090e-10° -13447° -13225° -13.357°
2 115403 11042 3.02-10 -13409 -13019  -13.251
3 1159.52 10330  3.14e-10 -13.367 -12.811 -13.141

Panel b: international crude oil market risk in the downward yield

1025.38 NA 1.12e-09 -12.099 -12.043 -12.077
107697 10072  6.75e-10* -12.608* -12.381*° -12.513°
108301  11.582  6.99e-10 -12568 -12179  -12.410
1093.79 20288  6.84e-10 -12.589 -12.033 -12.364

w0

wggested iy orders through each criterion.
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ADF-1% level ADF-5% level ADF-10% level ADF-statistics Prob

BURISK -3.4687 -2.8731 -2.6757 -5.9231 0.000
BDRISK -3.4687 -2.8731 -2.6757 -8.8818 0.000
CRISK -3.4687 -2.8731 -2.6757 -6.9720 0.000

DFRISK -2.5786 -19427 -1.6155 -16.546 0.000
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(a) Full sample

- BRISK
BRISK 1
CRISK 0.5082 (0.8225)
FRISK 0.2162 (0.1518)

(c) Dominated by financial attribute

BRISK 1
CRISK 0.8572 (0.8932)
FRISK 0.9020 (0.8717)

CRISK

B
0.2542 (0.2542)

B
08299 (0.8299)

FRISK

(b) Dominated by commodity attribute

BRISK CRISK FRISK
1 0.8165 (0.9107) 0.8905 (0.7966)
s 1 0.7240 (0.7240)

= - 1
(d) Dominated by dual attributes
1 07525 (0.9258) 08254 (0.7278)

3 1 06490 (0.6490)
- - 1





OPS/images/fenvs-09-720278/fenvs-09-720278-g004.gif
(A I I I I |






OPS/images/fenvs-09-720278/fenvs-09-720278-g003.gif





OPS/images/fenvs-08-610732/fenvs-08-610732-i034.jpg
—pD)VBey
VB, = pg VBro + (1= p;





OPS/images/fenvs-08-610732/fenvs-08-610732-i035.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i036.jpg
Py <P

ZA0024:x0024;





OPS/images/fenvs-08-610732/fenvs-08-610732-i037.jpg
VB, = pgTVBm +(- pgT)VBFTSW





OPS/images/fenvs-08-610732/fenvs-08-610732-i030.jpg
VBY, > VByw





OPS/images/fenvs-08-610732/fenvs-08-610732-i031.jpg
VBYY, < VByw < VBl





OPS/images/fenvs-08-610732/fenvs-08-610732-i032.jpg
=20024; _ VBy—VBsg
P VB,—VB;






OPS/images/fenvs-08-610732/fenvs-08-610732-i033.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i028.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i029.jpg
VBLg > VByw





OPS/images/fenvs-09-710931/fenvs-09-710931-t006.jpg
GTI

FDI

PRI

INS

_Cons

Model 10 Model 11 Model 2
EE INS EE
0.192" 00374™ 00758™
(0.0219) (0.00324) (0.0223)
-0.722" 0.189" -1.310"
(0.186) (0.0275) (0.174)

4,068 0621 2.140°
0.872) (0.129) (0.796)
-0.00909 -0.00314™ 0.000682
(0.00625) (0.000926) (0.00563)

- = 3.107"
(0.295)
1,349 1.802" -4.250"
(0.0826) 0.0122) (0.536)
420 420 420
0.243 0.348 0.403





OPS/images/fenvs-09-710931/fenvs-09-710931-t005.jpg
Variable

IS

FDI

PRI

GTI (EDI < 7.248)
GTI (EDI > 7.248)
_Cons.

Std. Err.

0.224
1.029
0.018
0.019
0.053
0.119

-2.800
-4.380
0.840
5.850
10.050
11.930

P>t

0.005
0.000
0.399
0.000
0.000
0.000

95% confidence
interval

-1.086, -0.186
-6.529, -2.484
-0.020, 0.051
0.075, 0.152
0.431, 0.641
1.186, 1.654





OPS/images/fenvs-09-710931/fenvs-09-710931-t004.jpg
Threshold

Single
Double

RsS

12.981

12,670

MSE

0.082

0.031

F-stat

68.590"

9.980

Prob

0.013

0.657

Crit10

44.926

93.931

Crit5

52.629

114.569

Crit1

73.016

170.981

Threshold
value

7.248

95%
confidence
interval

7.220, 7.3501





OPS/images/fenvs-09-720278/inline_11.gif





OPS/images/fenvs-09-710931/fenvs-09-710931-t003.jpg
Variable

Energy efficiency
Green technology innovation
Industrial structure

Foreign direct investment
Energy price

Upgrade of industrial structure
Economic development level

Obs

420
420
420
420
420
420
420

Mean

1.202
0.408
0.388
0.023
4.415
1.891
2.908

Std. Dev

0.360
0.715
0.084
0.018
2.509
0.060
2.021

Min

0.632
0.001
0.118

0.432
1.664
0.412

Max

3.181
5603
0530
0.082
9.784
1.997
13.066





OPS/images/fenvs-09-720278/inline_10.gif
Hit(By) = [Hitra(Br), . . . Hitrpon(Br)]





OPS/images/fenvs-09-710931/fenvs-09-710931-t002.jpg
Explanatory
variable
Control variable

Threshold
variable

Mediating
variable

Variable

Green technology
innovation
Industrial structure

Foreign direct investment
Energy price

Economic development
level

Upgrade of industrial
structure

Abbreviation

GTI
IS

FDI
PRI
EDI

INS

Measurement

Green patent applications

The proportion of the output value of secondary
industry in GDP

The proportion of FDI in regional GDP
Purchase price indexes of fuel and power

Per capita GDP

The hierarchical coefficient of industrial structure

Source

CNRDS green patent- GPRD
database
National bureau of statistics

Provincial statistical yearbooks
China price yearbooks
National bureau of statistics

China macro database

Unit
Ten thousand
%

%
Thousand yuan
Ten thousand
yuan





OPS/images/fenvs-09-720278/inline_1.gif





OPS/images/fenvs-09-707751/math_10.gif
DL (XL

PEC(VRS) = 2

(10)





OPS/images/fenvs-09-700139/math_5.gif
GMH* =

B (x, e

PR

©





OPS/images/fenvs-09-707751/math_1.gif
APy =g vy " TFP, + 0, * Xy + 1] + &

(1)





OPS/images/fenvs-09-700139/math_4.gif





OPS/images/fenvs-09-707751/inline_6.gif
b, DL D, DEY





OPS/images/fenvs-09-700139/math_3.gif
ming o |

Wn—JF‘ LS z0

e[ s

T

(L)

S S50






OPS/images/fenvs-09-707751/inline_5.gif
D, Dt





OPS/images/fenvs-09-700139/math_2.gif
§ = min

Thihk

e[l o

,Ilmn,z,dzﬂ

NN
(g2

As .o 30

@





OPS/images/fenvs-09-700139/math_1.gif
(xpo)fx=2XAy<sYAc2CALAZO0} (1)





OPS/images/fenvs-09-700139/inline_9.gif





OPS/images/fenvs-08-610732/fenvs-08-610732-i045.jpg
T Wi
X, =X'=0





OPS/images/fenvs-08-610732/fenvs-08-610732-i046.jpg
BT > o





OPS/images/fenvs-08-610732/fenvs-08-610732-i047.jpg
P

> P

T o0
5201

024;

c





OPS/images/fenvs-08-610732/fenvs-08-610732-i041.jpg
VB = pg VByw + (1 = py)VBry





OPS/images/fenvs-08-610732/fenvs-08-610732-i042.jpg
Bl < B





OPS/images/fenvs-08-610732/fenvs-08-610732-i043.jpg
B

<P

szm-xo
;00245





OPS/images/fenvs-08-610732/fenvs-08-610732-i044.jpg
VBi = py VByw + (1 = p))VBrsw





OPS/images/fenvs-08-610732/fenvs-08-610732-i038.jpg
~20024:x0024;

PO ypy L (1 - B )VBy = VBsq





OPS/images/fenvs-08-610732/fenvs-08-610732-i039.jpg
=20024:x0024; _ VBy—VBsg.
Pe = VB,—VBs





OPS/images/fenvs-09-707751/math_6.gif
Ay =G +& 2 IfTy + 2 LAy + 8y * ITTu CLNGly + K S An + 1 + &
()





OPS/images/fenvs-08-610732/fenvs-08-610732-i040.jpg
Bl > B





OPS/images/fenvs-09-707751/math_5.gif
O+ 0, *SEC, +0, %X, +1n. +&,





OPS/images/fenvs-09-707751/math_4.gif
AP,

Qg+ Oy WPEC, + 0% Xy + 1. + &

(4)





OPS/images/fenvs-09-720278/fenvs-09-720278-g002.gif





OPS/images/fenvs-09-707751/math_3.gif
Vo * Yy ¥ IC, + Y, % Xy + 0], + &





OPS/images/fenvs-09-720278/fenvs-09-720278-g001.gif
T

1]





OPS/images/fenvs-09-707751/math_2.gif
AP,

Pt P YEC, + P, "Xy + 1, + &





OPS/images/fenvs-09-720278/crossmark.jpg
©

|





OPS/images/fenvs-09-707751/math_11.gif
=2 XLT) D RLT) gy
SEC(CRS, VRS) = - S oo oy





OPS/images/fenvs-09-700139/math_6.gif
AGM = ay + a; I rust + a, Controls + Year+¢g,  (6)





OPS/images/fenvs-09-662424/fenvs-09-662424-i001.jpg





OPS/images/fenvs-09-710931/inline_21.gif
CO,,

Vet o,Vo+0,V,





OPS/images/fenvs-09-720278/math_18.gif
DQos = Ny'Hit' (Br)X (Br) (X (r)X (Br)I™
X X (BroHit' (Br)la(l -a) ~ ¢, as R—oo0. (18)





OPS/images/fenvs-09-662424/fenvs-09-662424-i000.jpg





OPS/images/fenvs-09-710931/inline_20.gif





OPS/images/fenvs-09-720278/math_17.gif





OPS/images/fenvs-09-662424/fenvs-09-662424-g010.jpg
— New energy vehicles

——— Hydropower

Wind energy

Solar energy

2011

2012 2013 2014

2015

2016

2017





OPS/images/fenvs-09-710931/inline_2.gif





OPS/images/fenvs-09-720278/math_16.gif
Hit, (p) = I(R, < Risk, (p)) - a.





OPS/images/fenvs-09-662424/fenvs-09-662424-g009.jpg
0.9+
0.8 1
0.7
0.6
0.5
0.4 -
0.3
0.2+
9.1

New energy vehicles

——— Hydropower

—— Wind energy

Solar energy

2011

2012

2013

2014

2015

2016

2017





OPS/images/fenvs-09-710931/inline_19.gif





OPS/images/fenvs-09-720278/math_15.gif
Risk: (B,) = Riske-1 (B,) + B{[1 + exp(GlR.-y - Riski-s (B)D)" - al.
as)





OPS/images/fenvs-09-662424/fenvs-09-662424-g008.jpg
0.9+
0.8
0.7
(.6
0.5
0.4 -
.5
0.2
N

——— Hydropower

New energy vehicles

—— Wind energy

Solar energy

2011

2012

2013

2014

2015

2016

2017





OPS/images/fenvs-09-710931/inline_18.gif





OPS/images/fenvs-09-720278/math_14.gif





OPS/images/fenvs-09-710931/inline_17.gif





OPS/images/fenvs-09-720278/math_13.gif





OPS/images/fenvs-09-710931/inline_16.gif





OPS/images/fenvs-09-720278/math_12.gif
(12)





OPS/images/fenvs-09-720278/math_11.gif
Risk,(B) = , + Y B Risk. (B + Y BI(R,). (1)






OPS/images/fenvs-09-720278/math_10.gif





OPS/images/fenvs-08-610732/fenvs-08-610732-i016.jpg
B VGE + (= F ) VGyw = VGsq — Lar





OPS/images/fenvs-08-610732/fenvs-08-610732-i017.jpg
=x0024; _ VGyw+Lgr—VGsc
Py i o

VGyw—VGrg,






OPS/images/fenvs-08-610732/fenvs-08-610732-i012.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i013.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i014.jpg
VG, < VGsq — Lor < VGl < VGyw





OPS/images/fenvs-08-610732/fenvs-08-610732-i015.jpg
7T =
21





OPS/images/fenvs-08-610732/fenvs-08-610732-i008.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i009.jpg
i pp@|T)
FEp— 1|1 —
b = plpl@| D+ —pl)plar W)





OPS/images/fenvs-08-610732/fenvs-08-610732-i010.jpg
i’T 2IpbilT)
DT o(bi 1TV (1—p (ks W)
© 7 prp(bi D +(1—pp)p(br [W)





OPS/images/fenvs-08-610732/fenvs-08-610732-i011.jpg





OPS/images/fenvs-09-662424/fenvs-09-662424-i006.jpg





OPS/images/fenvs-09-662424/fenvs-09-662424-i005.jpg





OPS/images/fenvs-09-662424/fenvs-09-662424-i004.jpg





OPS/images/fenvs-09-710931/inline_24.gif





OPS/images/fenvs-09-662424/fenvs-09-662424-i003.jpg





OPS/images/fenvs-09-710931/inline_23.gif





OPS/images/fenvs-09-662424/fenvs-09-662424-i002.jpg
J()dt, si— s
s =[] — xi(1)dt






OPS/images/fenvs-09-710931/inline_22.gif
Ve, Vo, and V,





OPS/images/fenvs-09-720278/math_19.gif
- { @TED™ Y (R <Risk, ()] < &)

XX (B)VRisk, ()} x Dy ¥ Risk, (B). 19)





OPS/images/fenvs-09-710931/inline_11.gif
Xi = (X1i>X20>*
)T > 0,Y; = (Y1is Vais - -






OPS/images/fenvs-09-720278/inline_8.gif
Hit(8) = [Hit, (B),





OPS/images/fenvs-09-710931/inline_10.gif





OPS/images/fenvs-09-720278/inline_7.gif
X(B)





OPS/images/fenvs-09-710931/inline_1.gif





OPS/images/fenvs-09-720278/inline_6.gif





OPS/images/fenvs-09-710931/fenvs-09-710931-t009.jpg
Variable

IS

FDI

PRI

GTI (EDI < 4.062)
GTI (EDI > 4.062)
_Cons

Coef.

0310
~13.920
-0.047"
0239
4495
1208

Std. Err.

0.263
1.756
0.019
0.064
0.528
0.114

1.180
-7.930
-2.560
3.730
8.510
11.430

P>t

0.240
0.000
0.012
0.000
0.000
0.000

95% confidence
interval

-0.210, 0.831
~17.401, ~10.457
-0.084, -0.011
0.112, 0.366
3.450, 5.540
1.073, 1.522





OPS/images/fenvs-09-720278/inline_5.gif
(R,_;)" = max(R,_,0)





OPS/images/fenvs-09-710931/fenvs-09-710931-t008.jpg
Area

The eastern region
The central region

The western region

Threshold

Single
Double
Single
Double
Single
Double

RSS

6.357
5.856
1.780
1.720
1.897
1.736

MSE

0.045
0.042
0.018
0.018
0.013
0.012

Fstat

29.600
11.980
4.620
3.460
67.630""
12.990

Prob

0.170
0.410
0.827
0.787
0.008
0.267

Crit10

36.280
30.249
30.135
15.305
25.631
77.997

Crit5

45.322
44,004
47.994
20.899
31.058
123978

Crit1

68.287
55.567
89.777
31.218
45.846

196.252

Threshold
value

95% confidence
interval

[3.864, 4.146)





OPS/images/fenvs-09-720278/inline_4.gif
0;;(H)





OPS/images/fenvs-09-710931/fenvs-09-710931-t007.jpg
_bs_1
_bs_ 2

Observed coef.

0.11612765
0.07575624

Bootstrap bias

0.0022904
0.0044155

Std. err.

0.02018737
0.04001455

[95% confidence interval]

0.0841069, 0.1630998] (P)
0.0832859, 0.1592377] (BO)
0.0109262, 0.1629893) (P)
[0.0159503, 0.1718576] (BC)





OPS/images/fenvs-09-720278/inline_3.gif
0;;(H)





OPS/images/fenvs-09-720278/inline_2.gif
>
F‘g
)i(H)
=N





OPS/images/fenvs-09-720278/inline_12.gif
&

rice-shock  demand- oticy-shock
A e d-shock | P Y-S k).





OPS/images/fenvs-08-610732/fenvs-08-610732-i027.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i023.jpg
W W
VCesy < VCpy





OPS/images/fenvs-08-610732/fenvs-08-610732-i024.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i025.jpg





OPS/images/fenvs-08-610732/fenvs-08-610732-i026.jpg
Py <P

ZA0024:x0024;





OPS/images/fenvs-08-610732/fenvs-08-610732-i019.jpg
VY, < VCrsw





OPS/images/fenvs-08-610732/fenvs-08-610732-i020.jpg
VCY, < VCpsw < VCE,





OPS/images/fenvs-08-610732/fenvs-08-610732-i021.jpg
VCEy > VCrsw





OPS/images/fenvs-08-610732/fenvs-08-610732-i022.jpg
YT
=1





OPS/images/fenvs-08-610732/fenvs-08-610732-i018.jpg
VCEy > VCrsw





OPS/images/fenvs-09-710931/inline_15.gif





OPS/images/fenvs-09-710931/inline_14.gif





OPS/images/fenvs-09-710931/inline_13.gif





OPS/images/fenvs-09-720278/math_1.gif
v
Risk, = Y g Risk,, + &,

@





OPS/images/fenvs-09-710931/inline_12.gif
6,





OPS/images/fenvs-09-720278/inline_9.gif
X(Br.)





OPS/images/fenvs-09-636903/inline_86.gif





OPS/images/fenvs-09-687468/inline_60.gif
Wo





OPS/images/fenvs-09-733349/inline_63.gif
eff _energy_no





OPS/images/fenvs-09-636903/inline_85.gif





OPS/images/fenvs-09-687468/inline_6.gif





OPS/images/fenvs-09-733349/inline_62.gif





OPS/images/fenvs-09-636903/inline_84.gif





OPS/images/fenvs-09-687468/inline_59.gif





OPS/images/fenvs-09-733349/inline_61.gif





OPS/images/fenvs-09-636903/inline_83.gif





OPS/images/fenvs-09-687468/inline_58.gif
H (") =2(1-5°)>0





OPS/images/fenvs-09-733349/inline_60.gif
greenfin





OPS/images/fenvs-09-636903/inline_82.gif





OPS/images/fenvs-09-687468/inline_57.gif





OPS/images/fenvs-09-733349/inline_6.gif





OPS/images/fenvs-09-636903/inline_81.gif





OPS/images/fenvs-09-687468/inline_56.gif





OPS/images/fenvs-09-733349/inline_59.gif
greenfin





OPS/images/fenvs-09-687468/inline_55.gif
€2 Was Py





OPS/images/fenvs-09-733349/inline_58.gif
eff —energy





OPS/images/fenvs-09-687468/inline_54.gif





OPS/images/fenvs-09-733349/inline_57.gif





OPS/images/fenvs-09-733349/inline_56.gif
open





OPS/images/fenvs-09-733349/inline_55.gif
urban





OPS/images/fenvs-09-636903/inline_9.gif





OPS/images/fenvs-09-636903/inline_89.gif





OPS/images/fenvs-09-636903/inline_88.gif





OPS/images/fenvs-09-687468/inline_62.gif





OPS/images/fenvs-09-636903/inline_87.gif
W





OPS/images/fenvs-09-687468/inline_61.gif





OPS/images/fenvs-09-687468/inline_50.gif





OPS/images/fenvs-09-733349/inline_5.gif





OPS/images/fenvs-09-687468/inline_5.gif





OPS/images/fenvs-09-733349/inline_49.gif





OPS/images/fenvs-09-687468/inline_49.gif
o,

—%=-2<0





OPS/images/fenvs-09-733349/inline_48.gif





OPS/images/fenvs-09-687468/inline_48.gif





OPS/images/fenvs-09-733349/inline_47.gif





OPS/images/fenvs-09-687468/inline_47.gif





OPS/images/fenvs-09-733349/inline_46.gif





OPS/images/fenvs-09-687468/inline_46.gif
-





OPS/images/fenvs-09-733349/inline_45.gif
Pit





OPS/images/fenvs-09-687468/inline_45.gif
pi





OPS/images/fenvs-09-733349/inline_44.gif
Yit





OPS/images/fenvs-09-733349/inline_43.gif
a+p+y=1





OPS/images/fenvs-09-733349/inline_42.gif





OPS/images/fenvs-09-687468/inline_53.gif





OPS/images/fenvs-09-687468/inline_52.gif





OPS/images/fenvs-09-687468/inline_51.gif





OPS/images/fenvs-09-733349/inline_54.gif
indus





OPS/images/fenvs-09-636903/math_8.gif
pu () = (ki LKA
®

T /K1 (1- JK)






OPS/images/fenvs-09-687468/math_19.gif
= W (A0 - pl + Bl +kex) =S 1ek 4 p (A -
A0+ key + Bp})  r(Ac B - cpf = cp + cfp? + 2kesc + Bpl)
Q- (e e (A~ - i i + ke + )

(19)





OPS/images/fenvs-09-636903/math_7.gif
@





OPS/images/fenvs-09-687468/math_18.gif





OPS/images/fenvs-09-636903/math_6.gif
®





OPS/images/fenvs-09-687468/math_17.gif
&
= WD, 4P 516
7 = wDr+piDn -3l a7)

-p.[(e-e)(D, + D) - Q] - rle(D, + D) - B)





OPS/images/fenvs-09-636903/math_5.gif
log(r) = m+0 ) ¢, (w1, @2)RVx. [©





OPS/images/fenvs-09-687468/math_16.gif
OA + ke,) + ePp. - Pper
T

A + ke,p + ef'p. - B'pey
=

2A-ep +pe

(16






OPS/images/fenvs-09-636903/math_4.gif
n=m+0) gVik @)
=





OPS/images/fenvs-09-687468/math_15.gif
Pcler—etef-Pe)+0A + ke,

(15)





OPS/images/fenvs-09-636903/math_3.gif
o= (lfa*Y/Z’B)+(a0yl(

+Bgens






OPS/images/fenvs-09-687468/math_14.gif
pi (&)
A+ ep. - peey + 30A + 3Ke, + efip. ~ e i - 2048
aphes = p— of'p.+ B + o'~ 048 - Fke
@ -9

(14)





OPS/images/fenvs-09-636903/math_2.gif
£ | Py ~ N(0O,1) (2)






OPS/images/fenvs-09-687468/math_13.gif
~(A+ep—pe - A+ ke,
+0AB + ferk — efp + Fpes)

et ®

P (@) =





OPS/images/fenvs-09-636903/math_13.gif
MAF

(3





OPS/images/fenvs-09-687468/math_12.gif
—(BA+ep.—pe, + AD + ke,
Z0AB + fek ~ of'p. + Fipes)
20 -1)

wi(e) = 12





OPS/images/fenvs-09-687468/math_11.gif
oA n
- pﬁ‘-wnT‘T‘-p,(g-%)te-m an






OPS/images/fenvs-09-687468/math_10.gif
Eo2)en(m B T)

2
~A@-1-pile-e 7(’P+ﬁ l)

(10





OPS/images/fenvs-09-654566/cross.jpg
3,

i





OPS/images/fenvs-09-636903/math_9.gif
log(r) = m + 6, Y, ¢ (@1, 02)RVi4 4 6; . 9, (@1, @MU,

(9)





OPS/images/fenvs-09-636903/math_1.gif
U ST,

Vi






OPS/images/fenvs-09-687468/inline_9.gif





OPS/images/fenvs-09-636903/inline_95.gif





OPS/images/fenvs-09-687468/inline_8.gif





OPS/images/fenvs-09-733349/inline_72.gif
(;reen _innovation





OPS/images/fenvs-09-636903/inline_94.gif





OPS/images/fenvs-09-687468/inline_7.gif





OPS/images/fenvs-09-733349/inline_71.gif
=15.2%






OPS/images/fenvs-09-636903/inline_93.gif





OPS/images/fenvs-09-687468/inline_68.gif





OPS/images/fenvs-09-733349/inline_70.gif
New_energy





OPS/images/fenvs-09-636903/inline_92.gif





OPS/images/fenvs-09-687468/inline_67.gif
-





OPS/images/fenvs-09-733349/inline_7.gif





OPS/images/fenvs-09-636903/inline_91.gif





OPS/images/fenvs-09-687468/inline_66.gif





OPS/images/fenvs-09-733349/inline_69.gif
green_credit





OPS/images/fenvs-09-636903/inline_90.gif





OPS/images/fenvs-09-687468/inline_65.gif





OPS/images/fenvs-09-733349/inline_68.gif





OPS/images/fenvs-09-687468/inline_64.gif





OPS/images/fenvs-09-733349/inline_67.gif





OPS/images/fenvs-09-687468/inline_63.gif





OPS/images/fenvs-09-733349/inline_66.gif





OPS/images/fenvs-09-733349/inline_65.gif





OPS/images/fenvs-09-733349/inline_64.gif





OPS/images/fenvs-09-636903/math_12.gif
MSEE = M"! i Oe-2) (2





OPS/images/fenvs-09-636903/math_11.gif





OPS/images/fenvs-09-636903/math_10.gif





OPS/images/fenvs-09-687468/math_1.gif





OPS/images/fenvs-08-621846/fenvs-08-621846-g004.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-g002.jpg
Legend

Provincial administrative region

B Hydro2013
B Hydro2014
N Hydro2015
B Hydro2016
- Bl Hydro2017
A\ v N — hou? 41
— the nine-dash hne
) : [ the South China Sea Islands






OPS/images/fenvs-08-621846/fenvs-08-621846-g003.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-g001.jpg
Total RERs power generation from 2010 to 2014

Bl &

ey

2011+ 2012«

2010+

Legend

world map china line
TRERs2010

o —

| 0.043000 - 0. 267000
"] 0.580700 - 1. 181000 N
L 2.427000 - 4.225000

I 6.310000 - 9.036000 YW
B 5. 594000 - 13.151000

B 16.931000 - 27. 380000

B 5. 162000 - 52. 642000

2013« 2014« B 109. 635000 - 168. 101000
B :co. 247000 - 432. 928200
B 0. 919000
bou?_41
— the nine-dash line

~ the South China Seca Islands





OPS/images/fenvs-08-621846/fenvs-08-621846-g002.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-e017.jpg
GDP+2CReD-g1

(18)
3CC.i

u=1—





OPS/images/fenvs-09-687468/math_qu3.gif





OPS/images/fenvs-08-621846/fenvs-08-621846-g001.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-e016.jpg





OPS/images/fenvs-09-687468/math_qu2.gif
H () = [ﬂ ﬂlﬂ]





OPS/images/fenvs-08-621846/crossmark.jpg
©

2

i

|





OPS/images/fenvs-09-654566/fenvs-09-654566-e015.jpg
(16)





OPS/images/fenvs-09-687468/math_qu1.gif





OPS/images/fenvs-08-614101/math_5.gif
B, + nFinancialization;, + 6Roa, + ), aiXis + €
(5)





OPS/images/fenvs-09-654566/fenvs-09-654566-e014.jpg
(15)






OPS/images/fenvs-09-687468/math_9.gif
3BT+ ke ) =51 = [p ke

- %m +

Bor _0A ke (1 fol 04 ke
amaptn B2 (0 002
©)

sk ."i‘uefn]’p{{m (e-e)





OPS/images/fenvs-08-614101/math_4.gif
LnGreen, = f, + yFinancialization;, + OLev, + ) aX, + €4,

(4)





OPS/images/fenvs-09-654566/fenvs-09-654566-e013.jpg
—VSCHVC e — Ve






OPS/images/fenvs-09-687468/math_8.gif
P (e wi,p")

DA+ Ppy” + ke, + wy
>

®





OPS/images/fenvs-08-614101/math_3.gif
Roa, = f, + B, Financialization,, + ) .

(3)





OPS/images/fenvs-09-654566/fenvs-09-654566-e012.jpg
d(AEgoy)/dg = 2pmvSC — poSC + vGDP + 2vCpe g (13)





OPS/images/fenvs-09-687468/math_7.gif
A = 295 + Bp] + key + wy @





OPS/images/fenvs-09-654566/fenvs-09-654566-e011.jpg
d(AEgy)/dv = 2pMT5C — nTSC +LGDP + 20Cren-g1  (12)
—SC — pnSC—CpraD-g1 = Comt+E Cot—VECon
—uSC—pC., =0





OPS/images/fenvs-09-687468/math_6.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-e010.jpg
d(AE

cov)/dn = 2pVESC — pvSC=0

(11)





OPS/images/fenvs-09-687468/math_5.gif
=wi (6A=py+Ppy + ke ) + Py (1= O)A = p" + fp] + ker|
1
1t = pc[ (e~ e) (A pi - p}" + Bp" + Bp + 2ke)) - Q] (5)





OPS/images/fenvs-09-687468/math_4.gif





OPS/images/fenvs-09-687468/math_3.gif
WD, + Dy~ 516 ~pel(e-e) (D, + D) - Q) ()





OPS/images/fenvs-09-709990/math_3.gif
(nim) = () (nm

3)





OPS/images/fenvs-09-709990/math_4.gif
W' (nm) = Cov (I{Xup < ga (1)} 1{Xin < ga (12)})-
@





OPS/images/fenvs-09-709990/math_1.gif





OPS/images/fenvs-09-709990/math_2.gif
ko)
( fhi (@: Ty T2) 2 (w0 nn))”: N

R (@3 1) =

@





OPS/images/fenvs-09-709990/inline_8.gif





OPS/images/fenvs-09-709990/inline_9.gif





OPS/images/fenvs-09-709990/inline_7.gif
jeil,..

., d}





OPS/images/fenvs-09-786528/crossmark.jpg
©

|





OPS/images/fenvs-08-621846/fenvs-08-621846-g006.gif





OPS/images/fenvs-09-709990/math_5.gif
S @i T)) o .

(5)





OPS/images/fenvs-08-621846/fenvs-08-621846-g005.gif





OPS/images/fenvs-09-709990/math_6.gif
fPPanmn)= Qo) ) -y (mn)e™. (6)





OPS/images/fenvs-09-654566/fenvs-09-654566-e008.jpg
AEgoy= 2pMVLSC — PVESC + vEGDP + 200 CpeD.gy — VESC
~nVSC—vCpraD-gi — VCani+VECont— VL Coi+RSC—pvSC
+1 Co—VCo

(9)





OPS/images/fenvs-09-654566/fenvs-09-654566-e007.jpg
Eov—planning — Egov— not planning > 0 (8)





OPS/images/fenvs-09-687468/math_28.gif
py=ArpazBAzrerRe mpe,
7
)

P~ pfes + 0AB + rc + fhes + B'pie — Fpees + rfic
y






OPS/images/fenvs-09-654566/fenvs-09-654566-e006.jpg
Egov—not planning = w0 (1=v)(=5C = Cyur) + p(1=m(1-v) (7)
(=8C = Cau)+(1 — w)1—=v) - 0





OPS/images/fenvs-09-687468/math_27.gif





OPS/images/fenvs-09-654566/fenvs-09-654566-e005.jpg
Egov—planning = WNVE(GDP + SC — Crapr + Cat) +R(1-M)VG
(GDP = CraD-gi = Cont + (1 = )0t
(GDP + Crgp1 — SC)+punv(1-1)
(=CraD-g1 = SC = Coui + p(1—m)v(1 =)
(=CreD-g1 = Cont) + (1 =p)(1 —7)
(—=CreD-g1 — Csw) ©)





OPS/images/fenvs-09-687468/math_26.gif
(258~ Pt + 304 + 1+ eyt + pee + pecp ~ Peeaf
~2P0A + rc + 2e
pef -

(26)





OPS/images/fenvs-09-654566/fenvs-09-654566-e004.jpg
1 if Marine developed country
0 if non — Marine developed country

(5)

DevelopedMari=





OPS/images/fenvs-09-687468/math_25.gif
“(A-pe=OAtrc+
~peef’ + pd
20 -1)

et ALpraip
e = 7o) s





OPS/images/fenvs-09-654566/fenvs-09-654566-e003.jpg
RERsPlan=

1
0

if have RERs Plan
if have no RERs Plan

(4)





OPS/images/fenvs-09-687468/math_24.gif
(21





OPS/images/fenvs-09-654566/fenvs-09-654566-e002.jpg
1 if Mari ne Developing country
0 if non — Mari ne Developing country

(3)

DevelopingMari=





OPS/images/fenvs-09-687468/math_23.gif
=55 (A - A0+ oy Lt PP AP POk,

e CPW*ﬂ;p"wScezk&ﬁtm Ecgwm«i.ﬂmk

o+ At
2

A0 w4 iy + erk
#Mz Q-

7::;.%(

w4 3ek+ B, B+ + pel
—ea gy B B A0 sk
]

2
(23)





OPS/images/fenvs-09-654566/fenvs-09-654566-e001.jpg
OUTPjg, = & + o1 DevelopingMari + a;RERsPlan

a3 DevelopedMari + ayDevelopingMari

x RERsPlan + asDevelopingMari

x DevelopedMari + a6RERsPlan

x DevelopedMari + o DevelopingMari

x RERsPlan x DevelopedMari+asGDP+a5COy
+0t10RDEX+0t1 RDRE + e

(2)





OPS/images/fenvs-09-687468/math_22.gif
DA+ ppy +kez + wy
>

pi (e2 w2p}) (22)





OPS/images/fenvs-09-654566/fenvs-09-654566-e000.jpg
OUTPjpp, = oo + o DevelopingMari + o, RERsPlan
“+asDevelopedMari + ay DevelopingMari
x RERsPlan + asDevelopingMari
x DevelopedMari + o RERsPlan
x DevelopedMari + a; DevelopingMari
x RERsPlan x DevelopedMari + ej

(1)





OPS/images/fenvs-09-687468/math_21.gif
A = 295+ Bp + ke + wy @





OPS/images/fenvs-09-687468/math_20.gif





OPS/images/fenvs-09-687468/math_2.gif
(1-0)A~-p" + pp; +Ke;

(2)





OPS/images/fenvs-09-709990/inline_17.gif
1 2





OPS/images/fenvs-09-709990/inline_2.gif





OPS/images/fenvs-09-709990/inline_15.gif





OPS/images/fenvs-09-709990/inline_16.gif
(Xtskj1> Xij2)





OPS/images/fenvs-09-709990/inline_13.gif
k € 7z





OPS/images/fenvs-09-709990/inline_14.gif





OPS/images/fenvs-09-709990/inline_5.gif
My





OPS/images/fenvs-09-709990/inline_6.gif
Ay'





OPS/images/fenvs-09-709990/inline_3.gif
-





OPS/images/fenvs-09-654566/fenvs-09-654566-e009.jpg
d(AEgy)/dp = 2nVLSC — VESC — nuSC—vEls,—vSC (10)
—vCii b Caiy-SC=0





OPS/images/fenvs-09-709990/inline_4.gif





OPS/images/fenvs-08-621846/math_5.gif
(5)





OPS/images/fenvs-08-621846/math_4.gif





OPS/images/fenvs-08-621846/math_3.gif
e





OPS/images/fenvs-09-651791/fenvs-09-651791-g003.jpg
g, = carbon

0.5 SelecT —> carbon






OPS/images/fenvs-08-621846/math_2.gif
@





OPS/images/fenvs-09-651791/fenvs-09-651791-g002.jpg
1~ 58 1-552 1-Sal 1-5a2 1-5h1 152

0 OLAA——J 0 Otﬁ————o 0 0

0 150 300 4350 0 150 300 450 0 150 300 4350 0 150 300 450 0 150 300 450 0 150 300 450
- Sb1 - 552 0.3 a1 Sa2 - Shl - Si2
02k 0.100 - i -
L : 9) 0-4_ -_
02f 02 - C
0.075 r 3
0.1 [
0.050 0.1 0.1 02

0 10000 20000 0 10000 20000 0 10000 20000 0 10000 20000 0

= 10.0
30 15
I L 75
20 10
5.0
10 5 %
0 025 05 0.75 0.0






OPS/images/fenvs-08-621846/math_1.gif
[0





OPS/images/fenvs-09-651791/fenvs-09-651791-g001.jpg
30 -

== w ot o TeR

F 206702 206102
F co8T0Z E08T0Z
104102 |m 10102
200102 T 20910z
mmOmﬁOm £0S5702
E £ 07102 rOY10Z
F TOPT0Z T0rT0Z
F ZOET0Z ZOETOZ
EOZI0Z @ edz10C
E7OTT0Z O rOT110Z
E TOTT0Z 101102
f 200T0Z z00T02Z
E 06002 £06002
E £08002 +0800Z
E 108002 e F1dso0z
= ] 2 0 @ QO o 0 Q Q O

7 S e F&°qFe

E 206102 f 206102
E £0OBT0Z f £08T02
EvOLT0Z f 7OLT0Z
Ftottz f TOLTOZ
200102 5 f 209702
Fedstoz ¢ f £05T02
E yOPT0Z F yOPT0Z
E TOPT0Z E TOPT0Z
E 2DET02 F 2OET02
EOCI0T F f £0ZT02
E £ OTT0Z f rOTTOZ
F TOTT02 E TOTT0Z
F 200102 E 200102
E 206002 F £06002
E 108002 E 0B00C
F 108002 f 108002

20 1
15 -
10 -
5 4
0 -
-5 |
-10 1
-15
-20 4
-25

carbon

stock

carbon

elec






OPS/images/fenvs-08-621846/inline_9.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e007.jpg
=

<§) s (40,002), (Z) )

i

-2
~ Gamma (4, 0.02),(2) ~ Gamma (4,0.02)  (6)

h/;





OPS/images/fenvs-08-621846/inline_8.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e006.jpg
Bes1 = Be + up,, Are1 = @ + tay, Brg

& 10 0 0
ug, 03, 0 0
= ~N|o0 5.
'+ U, i 8 B Z“ o O]
y, 00 0%





OPS/images/fenvs-08-621846/inline_7.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e005.jpg
=X+ AT D et =s41,0

t

“)





OPS/images/fenvs-08-621846/inline_6.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e004.jpg
y=Xtp+A7 Y ()





OPS/images/fenvs-08-621846/inline_5.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e003.jpg
yi=Byt Byt AT D e e ~NOIK) @)






OPS/images/fenvs-09-651791/fenvs-09-651791-e002.jpg





OPS/images/fenvs-09-651791/fenvs-09-651791-e001.jpg





OPS/images/fenvs-08-621846/inline_3.gif





OPS/images/fenvs-08-621846/inline_2.gif





OPS/images/fenvs-09-651791/fenvs-09-651791-e000.jpg
Ay

Fiyt+ -+ + Espe—s + W,

=s4+1,---,n

)





OPS/images/fenvs-08-621846/inline_1.gif





OPS/images/fenvs-09-651791/cross.jpg
3,

i





OPS/images/fenvs-08-621846/fenvs-08-621846-t003.jpg
Primary

Balanced development (acceptableinterval) 0.8 <D < 1

06<D
<08

Transitional development (transitional 05<D

interval) <06

04<D
<05

Unbalanced development (unacceptable 02<D

interval) <04

0<Ds<02

Secondary division
of development

stages

High-level coordination

Moderate coordination

Basic coordination

Low-level coordination

Slightly uncoordinated

Seriously
uncoordinated

GF-GU > 0.1
GU-GF > 0.1

0 < [GU-GF|
<01

GF-GU > 0.1
GU-GF > 0.1

0 < [GU-GF|
<01

GF-GU > 0.1
GU-GF > 0.1

0 < [GU-GF|
<01

GF-GU > 0.1
GU-GF > 0.1

0 < [GU-GF|
<01

Tertiary division of development stages

Superior balanced development with lagging urbanization
Superior balanced development with lagging environmental
protection

Superior balanced development of urbanization and the
environment

Barely balanced development with lagging urbanization
Barely balanced development with lagging environmental
protection

Barely balanced development of urbanization and the
environment

Siightly unbalanced development with hindered urbanization
Siightly unbalanced development with hindered environmental
protection

Siightly unbalanced development of urbanization and the
environment

Seriously unbalanced development with hindered urbanization
Seriously unbalanced development with hindered environmental
protection

Seriously unbalanced development of urbanization and the
environment





OPS/images/fenvs-09-654566/fenvs-09-654566-t004.jpg
Variable

Planning

Not Planning
R&D

Not R&D

GDP
\J
1—v
S
1=¢
W
1—n
u
1—n
sC

Crab—g1

Revo
Revs
Revy

CraD-12

The meaning of the variable

The R&D planning of key technologies and basic technologies
or RERs

No R&D planning of key technologies and basic technologies
or RERs

Research and develop of key technologies and basic
echnologies for RERs

o research and develop of key technologies and basic
echnologies for RERs

Gross domestic product

Probability of government planning

Probability of government not planning

Probability of government of planning success
Probability of government of planning unsuccessful
Probability of firm’s R&D

Probability of firm’s not R&D

Probability of firm’s R&D success

Probability of firm’s R&D unsuccessful
Social welfare, such as green environment

R&D costs paid by the government if government planning
eads to successful R&D of RERs, which is the external benefit
of the enterprise

The cost of social welfare loss, such as the treatment costs
smog, air pollution, the consume of petrochemical energy, et al.
The firm’s revenue obtained from firm’s R&D of RERs when
government planning success

Firm’s application R&D costs of RERs when government
planning success

The firm’s revenue obtained from government’s R&D of RERs
when government planning success

The firm’s revenue obtained from firm's R&D of RERs when
government plans unsuccessful

The firm’s revenue obtained from firm's R&D of RERs when
government does not plan

Firm’s application R&D costs of RERs when government
planning unsuccessful






OPS/images/fenvs-09-707751/fenvs-09-707751-t005.jpg
FE Q1o Q25 Q50 Q75 Q90

Static TFP (1) -1.773"" -3.418 -2688 -1.685 -0794 -0.257

PES (@ -2250** -3.382 -2905 -2.193" -1.564 -1.194
SES @ -0523 -1.191 -0886 -0477 -0.142 0.043
Controls - Yes Yes Yes Yes Yes Yes
Country FE - Yes Yes Yes Yes Yes Yes
Note: and *** stand for significant levels of 10, 5, and 1% respectively.






OPS/images/fenvs-08-621846/fenvs-08-621846-t002.jpg
Target layer First grade indicators

Green urbanization Demographic urbanization

Industrial urbanization

Economic urbanization

Social urbanization

Spatial urbanization

Environmental urbanization

Weight

0.059

0.099

0.291

0.192

0.099

0.259

Note: “+" and “~" represent positive and negative indicators, respectively.

Basic grade indicators

Utbanization rate
Urban population density

Percentage GDP of the added value of secondary industry
Percentage GDP of the added value of tertiary industry
Per capita GDP

Per 10,000 yuan of GDP industrial wastewater emissions
Per 10,000 yuan of GDP industrial SO, emissions

Per 10,000 yuan of GDP total energy consumption

Per capita disposable income of urban people

Number of college students per 100,000 persons

Number of medical technical personnel per 1,000 persons
Per capita highway length

Percentage of buit-up area in the total land area

Per capita park green area

Area of green cover within the built-up area

Treatment rate of waste materials

Comprehensive utiization rate of industrial solid waste

Direction

R

R

Weight

0.493
0.507
0.280
0.720
0.652
0175
0.072
0.100
0.427
0.324
0.249
0.067
0.845
0.088
0.240
0.205
0.555





OPS/images/fenvs-09-654566/fenvs-09-654566-t003.jpg
Firms (piggy)

R&D () Not R&D (1 — p)
R&D success () R&D unsuccessful (1-1)
Government Planning (v) Planning success(t) GDP+-SC—Crap-g1 +Cswi, GDP —CRsp-g1 —Cswl, GDP+SC—CRrgp-gi+Cewis
(big pig) Revi+ Crap-g1 —Crap—f1 Cran-g1—CRap-11 Reva+-Crap-gt
Planning unsuccessful —CRrap-g1—SC —Cswi, Revs+ Crap—g1 —Csws —CRr&p-g1 —Cswi, 0
(1-9 Crap—g1 —CR&D-f1 Crap—g1—CR&D-f1

Not Planning (1 - \)) —SC—Cgqy , Revs— CR&D_fQ —SC—Cqy, — Crap—m 0,0





OPS/images/fenvs-09-707751/fenvs-09-707751-t004.jpg
Dynarnic TFP
EC

TC

PEC

SEC
Controls
Country FE

Notes: *, **, and

FE Qo

) -0.793 0828
@ 0.205" 0305
@ 1422 2813
@ -0.823 -0.697
® 0.086 -0.022
- Yes Yes

- Yes Yes

w stand for sioniicant levels of 10, 5, and 1% respectively.

Q25

0.109
0.301
-2.182"
-0.754
0.025
Yes
Yes

Q50

-0.907
0.295
-1.336"
-0.834*
0.004
Yes
Yes

Q75

-1.720*
0.290*
-0.602
-0.896
0.146
Yes
Yes

Q90

-2.161*
0.287
-0.159
-0.928
0.176
Yes
Yes





OPS/images/fenvs-08-621846/fenvs-08-621846-t001.jpg
Target layer First grade indicators Basic grade indicators Source
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energy
utilization
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and
technology
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and
technology
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and
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income
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Unit

Summary

N 1,434 1,434 1,434 1,434 1434 464 1,084 1,119 1,119 1,119
Mean 1,252,072 1033 1.93 336,681.9  111.38 36.96 3032468 -1551.63 8437 40.67
N 4,206 4,206 4,206 4,206 4,206 1,321 3212 3312 3312 3312
Mean 1665072 17.23 242 4168052 15364 26.29 457,959  -360.33 21999 23.25
N 1,994 1,994 1,994 1,994 1,994 675 1,564 1,607 1,607 1,607
Mean 2793942 11.60 382 667,641.2  208.48 2055 9374438 105010 8685 2655
N 1,942 1942 1,942 1,942 1,942 630 1,472 1,519 1,519 1,519
Mean 1578965 31.81 256 4379729 190.09 33.39 2325166 -2937.85  281.09 2961
N 1,704 1,704 1,704 1,704 1,704 480 1,260 1,305 1,305 1,305
Mean  94,656.86 1.40 022 3172809 1236 35.37 79094  -11845  196.54 26.71
N 1,543 1543 1,643 1,543 1,643 491 1,143 1,183 1,183 1,183
Mean 5164333 46.36 7.72 1302949 482.94 2335 1050284 -1,14531 27444 2868
N 2379 2379 2,379 2379 2,379 804 1,869 1,920 1,920 1,920
Mean 312,355 568 0.40 8529218 2370 3164 7386876 -73305 14069 29.69
N 1,718 1718 1,718 1,718 1.718 490 1,284 1,328 1,328 1,328
Mean  50,697.98 131 005 1311114 253 3057 56883  -12599  171.86 2377
N 2,046 2046 2,046 2,046 2,046 606 1,652 1,602 1,602 1,602
Mean 2690432 806 373 637,360 21177 2062 6145801 188475 31463 2875
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Mean  712,1346 2040 089 1994894  58.22 3935 1418766 94119 131.21 26.91
N 786 786 786 786 786 251 586 606 606 606
Mean  58,697.36 503 005 20071.07 243 38.03 7.99 25695 8963 19.81
- Capital  Employment Totalenergy ~ GDP  TotalCO2  PM25 Energy  NetFDI  Population  Proportion
stock consumption emissions  concentration  investment density  of industrial
added
value
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= Milion Milion Quad Btu Million MM g_lg/r!'\3 Million Milion Persor/ %
dollars dolars  Tonnes dollars dolars km®
N 5716 5716 5716 5716 5716 1,785 4,352 4,489 4,489 4,489
Mean 15540087 1534 229 39580353  142.20 29.07 3451794  -65263 18463 27.64
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No. Variable The meaning of variables Obs Mean SD Min Max

1 Country 232

2 Year 26 1990 2016

3 OUTPReRs Output of RERs 6,264 13924.41 59273.17 0 1398321.00

4 DevelopingMari Developing marine countries 6,264 0.60 0.49 0 1

5 RERsPlan Planning time 6,264 0.46 0.50 0 1

6 DevelopedMari Developed marine countries 6,264 0.03 0.16 0 1

7 DevelopingMari x RERsPlan DevelopingMari multiply by RERsPlan 6,264 0.23 0.43 0 1

8 DevelopingMari x DevelopingMari multiply by DevelopedMari 6,264 0.01 0.11 0 1
DevelopedMari

9 RERsPlan x DevelopingMari RERsPlan multiply by DevelopedMari 6,264 0.02 0.16 0 1

10 DevelopingMari x RERsPlan x DevelopingMari multiply by RERsPlan and DevelopedMari 6,264 0.01 0.11 0 1
DevelopedMari

11 GDP Gross domestic product (constant 2010 US$) 6,264 2.49e+11 1.06e+12 0 1.70e+13

12 PerGDP GDP per capita (constant 2010 US$) 6,264 11361.02 19371.23 0 194368.40

13 CO2E COy Emission 6,264 105.36 536.54 0 9188.38

14 RDEX Research and development expenditure (% of GDP) 6,264 0.27 0.65 0 4.51

15 RDRE Researchers in R&D (per million people) 6,264 426.43 1176.69 0 8006.67

16 i i =0, marine country; i = 1, non-marine country

17 Jd 21,25 4,232

18

t

t=1996,1991,...,2016
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Item Summary High income Upper middle income Lower middle income Low income

N 5,716 2,046 1,514 1,204 786

Dynarmic TFP Mean 1.004 1.000 0999 1.016 1.006
Min 0.084 0084 0233 0.089 0.122
Max 12,663 5806 3.705 12,663 10900

(EC) Technical Efficiency Change Mean 1.092 1.108 1.063 1.092 1.093
Min 0019 0043 0240 0002 0093
Max 16.934 16.934 3737 11.491 10737

(TC) Technological Change Mean 1.006 1.010 0985 0.986 1.008
Min 0.060 0.060 0.246 0.111 0218

Max 53576 18.729 2859 3317 3626

(PEC) Pure Efficiency Change Mean 1.036 1.013 1.040 1.048 1.036
Min o 0 0.027 0003 0.204

Max 18.707 11.397 13.837 13.521 4.081

(SEC) Scale Efficiency Change Mean 1.082 1.080 1.076 1.087 1.075
Min 0 [} 0072 0.085 0.120

Max 33.435 16.965 33.435 32.308 5.695
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oLs

VIX 0.00018"*
OVX ~0.00001
EPU 0.00000"
ADXY 0.00049
FSI -0.00017*
ATERM -0.00054
AEMV 0.00009"
Constant -0.00264**
Adjusted R? 0.01442
Pseudo R?
F-statistic 7.23530 (Prob. 0.000)
Prob (Quasi-LR stat)
Mode! diagnosis

Qo) 10.20750

Q?(10) 308910

Quantile 0.10

-0.00003
0.00003***
0.00000
-0.00046
-0.00005
0.00213
-0.00001
-0.00635"*

0.00365

0.39755

13.04910
0.68910

Quantile 0.20

-0.00002
0.00002"*
0.00000
0.00006
-0.00003
-0.00082
-0.00002
-0.00321***

!

0.00293

0.13931

12.11730
0.59230

Quantile 0.80

0.00028"**
-0.00001**
-0.00001**
-0.0001
-0.00033*
-0.00088
0.00003
-0.00206*

0.01563

0.00000

13.90210
1.40235

Quantile 0.90

0.00064***
-0.00003"
-0.00001*
-0.00002

-0.00063***
-0.00288
0.00024**
-0.00293

0.03335

0.00000

16.89012
5.8610

Notes: This table reports the estimates of coefficients explaining equicorrelation, based on OLS, regression (Eq. 11) and quantie regression (Eq. 12). Q(10) and GF(10) are the statistics of
the Ljung-Box-Pierce test for measuring the autocorrelation in the resicuals and squared residuals, respectively, up to 10 lags. p-values are corrected for autocorrelation and

heteroscedasticity using the Newey-West estimator.

lenote the significance at the 10, 5 and 1% levels, which are based on T-test.
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Variable Model 1 Model 2

ViX 000019 000017
ovX -0.00001 -0.00001
EPU 000000 0.00000
ADXY 000019 000008
= -0.00020* -0.00014
ATERM -0.00258 -0.00076
AEMV 0.00010" 000011
China -0.00049"
VIX‘DCOVID -0.00006 -0.00001
OVX‘DCOVID 000002 000001
EPU'DCOVID 000000 0.00000
ADXY'DCOVID 0.00334"* 0.00399"
FSI'DCOVID 000006 000011
ATERM'DCOVID 001916 001238
China"DCOVID 000131
Constant -0.00288"* -0.00236"
Adjusted R® 002310 003353
Prob (F-statistic) 000000 0.00000
Model diagnosis

Q(10) 11.39810 9.19450

Q(10) 071720 052980

Notes: This table reports the OLS, estimates of coefficients explaining equicorretation, whie
considering the COVID-19, interaction tems, as reflected by the multipication of the
COVID-19, dummy variable with each regressor (see Eq. 14). Model (2)is an extension of
Eq. 1 where we include the stock market return of the MSCI, China stock index (China) andl
its interaction term with the COVID-19, dummy variable (China"DCOVID). Q(10) and GF(10)
are the statistics of the Ljung-Box-Pierce test for measuring the autocorrelation in the
residuals and squared residuals, respectively, up to 10 lags. p-values are corrected for
autocorrelation and heteroscedasticity using the Newey-West estimator. ™, ™ denote the
significance at the 5 and 1% levels, which are based on T-test.
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Green bond

Green bond 1
Clean energy 0.2639
ARCA technology 0.2182
Crude ol 0.1888
S&P 500 02519
EUROSTOXX 50 03446

Clean energy

1
0.8157
0.3889
0.8164
0.5654

ARCA technology Crude oil
|
03501 1
09458 0.3888
06116 03440

SP 500

1
0.6384

Notes: This table provides pairwise Pearson correlation coefficients across the six indices. The sample period is December 1, 2008— October 8, 2020.

EUROSTOXX 50
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Second stage DECO

Returns
First stage univariate GARCH

Green_bond
Clean_energy
ARCA technology
Crude oil

S8P 500
EUROSTOXX 50

Log-likelihood

«

0.0134*
w

0.0009"**
0.0472**
0.0306"*
0.0506*
0.0208"**
0.0306"*

-24,390.5

B
0.9825"*

a B1
0.0697*** 0.9268"
0.0738" 09120
0.1333* 0.8362"
0.0931*** 0.9005***
0.1630*** 0.8147*
0.1024** 0.8826"

Notes: This table presents coefficients estimates of the DECO mode), where the GARCH
model (Eq. 5) is estimated in the first stage and equicorrelation model (Eq. 10) is

estimated in the second stage. The sample period is December 1, 2008—October 8,
2020. ** and ** denote the statistical significance at the 1 and 5% levels, respectively,

which are based on T-test
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Mean Max

Green_bond 0.0028 68154
Clean_energy 00160 13.3993
ARCA technology 00639 9.0649
Crude ol -0.0068  19.0774
S&P 500 0.0437 8.9683
EUROSTOXX 50 0.0095 9.8466

Min

-3.7822
-16.2390
-12.7364
-27.9762
-12.7652
-13.2404

Std.
Dev

0.5321
1.9934
1.2602
2.3530
11779
1.3692

Skewness

0.9417
-0.6093
-0.6397
-0.7627
~0.7558
-0.4196

Kurtosis

21.9010
9.9337

12,6508
206171
16.7996
104111

Jarque-bera

46,362
6,369
11,932
40,181
24,764
7,148

-56.3977**
-36.6937***
-39.6031***
-55.4998"*
-39.7238"**
-56.2195**

ARCH

696.9791**
746.0920"*
998.9348"*
339.2346"*
1,041.9791*
448.2941"

Notes: This table presents summary statistics of daily returns for the six indices. The sample period is December 1, 2008—October 8, 2020, yielding 3,084 observations. ™" indicates the
rejection of the null for both normaity test (via Jarque-Bera) and unit root test [via Augmented Dickey-Fuller (ADF)]. The ADF test is conducted with an intercept; ARCH-LM, s the test of

heteroscedasticity up to 12 lags.
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Independent variable Sample

IGP

Note: *

[~

Threshold values

Whole LnlP< 3.7453
LniP> 37453

BRICS LnlP< 3.8219

LniP> 38219

Other developing countries LnlP< 3.6608
LniP> 3.6608

Denote statistical significance at the 10%, 5%, and 1% levels, respectively.

Variables

FDI
FDI
FDI
FDI
FDI
FDI

Coefficients

-0.9625"*
0.3547**
-2.336**
-0.4941*
-0.3865"
0.5618"**

Std. error

0.1762
0.1427
0.2701
0.2307
01717
0.1329
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Independent variable Sample Hypothesis test

IGP Whole Single threshold
Double threshold

BRICS Single threshold
Double threshold

Other developing countries Single threshold
Double threshold

Nota: p-value and theshald values are from repeating boatsirap 1,000 times.

43.21
9.35
42.79
8.68
24.43
11.61

p-value

0.026
0.629

0474
0.052
0.309

90%

27.4516
23.8082
20.3163
18.9374
19.3378
16.8431

Critical values
95%

34.746
29.5005
246146
23.4459
24.8804
19.4869

99%

50.0056
46.4618
32.8766
29.9216
38.1114
28.5719
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Dependent variable Whole BRICS Other developing countries

LnlP 26161 (5.57) 47251 (5.71) 06383 (1.34)
FDI ~1.4733" (-3.2) -4.3698"" (-7.24) 06289 (-1.32)
LnlP*FDI 02072 (2.86) 0.7495" (5.54) 0.1898" (1.76)
OPEN 00483 (2.1) 00599 (1.24) 0.056™ (2.69)
HC -5.0127" (-3.17) 88718 (5.09) 6.2163" (2.35)
S 0.1698" (2.75) 0.4442"** (5.68) 00143 02)
ES 00108 (0.17) 0781 (-7.2) 02616 (4.27)
LnPGDP -2.6965" (-1.77) -20.269"" (-9.77) ~13.379"" (-5.56)
Intercept 16,2057 (1.34) 136,79 (9.34) 86.1853"" (5.1)
N 384 120 264

R 02145 08039 02029

Note: t-statistics are shown in parentheses below the estimated coefficients. and "*** Denote statistical significance at the 10%, 5%, and 1% levels, respectively.
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Influencing factor

Coal price

Ol price

Gas price

Impact

Positive correlation

Negative correlation

Little impact

Positive correlation

Negative correlation

Positive correlation

Negative correlation

Influence mechanism

The increase in economic activity will drive the market to increase the
demand for commodities and raw materials, thereby increasing the
prices of energy such as coal and oil. At the same time, this is often
accompanied by the increase in carbon emissions and the increase in
carbon price. Therefore, coal prices and carbon prices are positively
correlated.

When coal prices increase relative to other energy prices, companies
will adjust their energy structure and choose energy sources with lower
carbon emission intensity such as oil and gas, which will reduce carbon
emissions and lower carbon price.

Coal accounts for a small proportion of the EU energy consumption
structure.

When oil price rise, people will increase their use of coal due to cost
considerations—since coal is cheaper—leading to increased carbon
emissions and higher carbon price.

Rising oil price tend to curb econormic growth, which in turn reduces
the demand for energy consumption and carbon allowances, leading to
lower carbon price.

Rising gas price wil prompt power companies to switch fuels from gas
to coal.

Under the influence of speculation, depreciation of the United States
dollar, and geopolitics, the international oil and gas market has risen
sharply, and gas price have increased steadily. However, the carbon
allowances in the first phase of the EU ETS were obviously excessive
and could not be passed on to the second phase. Therefore, the
decline in carbon price leads to a negative correlation between gas
price and carbon price. When the cost of rising gas price to power
companies s lower than the additional costs caused by carbon
emissions and the conversion of power generating capacity devices,
power companies wil still use gas for power generating capacity. At the
same time, power companies will pass on the cost of rising prices to

consumers and make profits, thereby enabling power plants to increase

power generating capacity with gas.

References

Gronwald et al. (2011); Lutz et al. (2013),
Rickels et al. (2014); Hammoudeh et al.
(2014)

Alberola et al. (2008a,b), Aatola et al,
(2013); Zhu et al. (2019), Batten et al. (2020)

Hintermann (2010), Zhang and Wei (2010);
Hammoudeh et al. (2014), Koch et al.
(2014)

Mansanet-Bataller et al. (2007, 2011),
Alberola et al. (2008a); Chevallier (2009),
Zhang and Wei (2010); Bredin and Muckley
(2011), Creti et al. (2012); Lutz et al. (2013),
Reboredo and Ugando (2015); Yu et al
(2015a), Wang and Guo (2018); Batten
etal. (2020)

Hammoudeh et al. (2014); Rickels et al.
(2014), Zhu et al. (2019)

Hintermann (2010), Keppler and
Mansanet-Bataller (2010); Gronwald et al.
(2011), Aatola et al. (2013); Lutz et al.
(2013), Hammoudeh et al. (2014); Koch

et al. (2014), Sousa and Conraria (2014);
Wang and Guo (2018), Batten et al. (2020)
Zhang and Wei (2010); Rickels et al. (2014),
Zhu et al. (2019); Chevaller et al. (2019)
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Dependent variable Whole BRICS Other developing countries

LnlP 3.1136" (7.07) 6.2474* (7.09) 0.9566* (2.15)
FDI -0.2027* (-1.67) -1.1876™ (-5.7) 0.1826 (1.54)
OPEN 0.0492* (2.12) 00491 (0.9) 00593 (2.74)
HC -6.1878"* (-4.01) 6.4641*** (3.39) 5.2386" (2.02)
s 0.1397** (2.27) 0.3176"* (3.76) 0.0038 (0.05)
ES 00162 (0.25) ~0.5761"*" (-5) 0.2527"** (4.12)
LnPGDP -1.7292 (-1.15) -15.432""" (~7.26) -13.049" (-5.41)
Intercept 8.907 (0.79) 95.0308" (6.71) 84.8734"" (5.01)
N 384 120 264

R 0.1967 0.7474 0.2840

Note: t-statistics are shown in parentheses below the estimated coefficients. and "*** Denote statistical significance at the 10%, 5%, and 1% levels, respectively.
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Parameter

sb1
sb2
sal
sa2
sh1
sh2

Mean

0.0725
0.0538
0.0885
0.0863
0.1309
0.1238

Stdev.

0.0312
0.0131
0.0433
0.0379
0.0796
0.0732

95%L

0.0351
0.0328
0.0431
0.0428
0.0488
0.0482

95%U

0.1508
0.0831
0.2005
0.1883
0.3505
0.3267

Geweke

0.963
0.701
0.725
0.008
0.899
0.000

Inef

51.17
30.42
30.85
31.29
65.49
51.60
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Variables

IGP

P

FDI
OPEN
HC

IS

ES
PGDP

LLC

-2.2309 (0.0128)
-5.3649 (0.000)
-6.0992 (0.000)

-2.5648 (0.0052)
~5.0518 (0.000)
-5.8919 (0.000)
-4.2178 (0.000)
-2.9789 (0.0014)

Note: p-statistics are shown in parentheses.

Fisher-ADF

78,5509 (0.000)
128.8417 (0.000)
146.5854 (0.000)
106.3543 (0.000)
817215 (0.000)
1399110 (0.000)
114.4868 (0.000)
117.7610 (0.000)
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0.9846

102.9750
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299.1377
11.6540
174.7225

3.3272

48.5000

57.8287

14,681.33





OPS/images/fenvs-09-651791/fenvs-09-651791-i001.jpg
hje = log o3,





OPS/images/fenvs-09-635261/crossmark.jpg
©

2

i

|





OPS/images/fenvs-09-651791/fenvs-09-651791-i000.jpg
Xe=1® (Vi_p s Yies)






OPS/images/fenvs-09-651791/fenvs-09-651791-g005.jpg
-4 =
-* R
- * -2
x "
A
%
XV R
3 i
X
m 4
= x -2
’ B
.
X; B
%
= Ry
5 A © g
B o
§ 3 X
: t e
< X .
u % x g
S0 3 3
W ) e
\ R N . N . P M | M
N v < n S ba)
1= =3 = = =3 <
4 "
% 1 . y
== I 72 M g
7 il 3 -
~— ¥ x -
.t (4
(| X 4 \x o
4 17 x* ]
) ’
Al ‘ .
3 /= X 42
2 - X i
9
4 X .
5 - " 4
o4 L
\-x‘ - % o)
gy
5 Lx Ls.m
- : .l 1 =
5 S
9 x’ 4 ©
[l
t “Neos 1 1
...... a
‘e aaar T 1 %
80 Seey -1° w
L1 i i b . " L sl "l ad i
= w = - o S o
— o =3 < = = <





OPS/images/fenvs-09-651791/fenvs-09-651791-g004.jpg
2020-07

201711 202007

2006-11

2020-07

2017-11
2020-07

2006-11





OPS/images/fenvs-09-733809/inline_28.gif





OPS/images/fenvs-09-733809/inline_29.gif





OPS/images/fenvs-09-733809/inline_35.gif
FC< s FC"





OPS/images/fenvs-09-733809/inline_36.gif
fm ( F(
Cl/l
) > f
“(FC
cl
)





OPS/images/fenvs-09-733809/inline_33.gif
1 € {th, cl}





OPS/images/fenvs-09-733809/inline_34.gif





OPS/images/fenvs-09-733809/inline_31.gif
AFC!





OPS/images/fenvs-09-733809/inline_32.gif
F'(FC' + AFC") - F'(FC") = AFC' x f'(FC")





OPS/images/fenvs-09-733809/inline_3.gif





OPS/images/fenvs-09-733809/inline_30.gif
EC





OPS/images/fenrg-09-630847/fenrg-09-630847-t001.jpg
Sector

Agriculture, forestry, animal husbandry and fishery products and services
The mining industry

Food and tobacco

Textile

Textie clothing, shoes, hats, leather, down and its products

Wood products and furniture

Paper making, printing and cultural and educational sporting goods
Petroleum, coking products and nuclear fuel processing products
Chemical products

Non-metallic mineral products

Metal smelting and rolling products

Metal products

General and special purpose equipment

Transportation equipment

Electrical and electronic equipment manufacturing

Code

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Sector

Other manufacturing industries
PTD (power transmission and distribution)

Coal power

Gas power

Hydropower

Wind power

Nuclear power

Photovoltaic

Production and supply of gas and water

Building

Transportation, warehousing and postal services

Information transmission, software and information technology services
Business, accommodation and catering

Finance, real estate, business and residential services

Public utilities and residents’ organizations
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Statistics

Mean
Std. Dev.
Kurtosis
Skewness
Minimum
Maximum

Low
Carbon

0.00025
0.00696
4.65498
-0.74561
-0.04943
0.02638

Social
Choice

Equity

0.00014
0.00971
28.80602
-2.94388
-0.11436
0.04796

USA ESG

0.00038
0.00834
4.30825
-0.53683
-0.04148
0.04693

Gender
Diversity

0.00025
0.00803
1223573
~1.56875
-0.07044
0.04482

Social
ETF

0.00036
0.00849
4.56476
-0.54667
-0.04124
0.04859

Fossil
Fuel

0.00038
0.00826
4.84257
-0.66673
-0.04161
0.04859

Crude
Oil

0.00046
0.02208
2.43389
0.06738
-0.07577
0.11621

World
Alternate
Energy

0.00028
0.01012
1.67559
-0.36028
-0.04693
0.03635

Natural
Gas

0.00021
0.02935
4.96908
0.04205
-0.18055
0.16506
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t c (1) t c a(T) t c a(f) c a(T) c a(1) t c a(n)
03704  -30148 10066 07072  -29055 10217 14413  -28328 1.0345 -32631  1.0621 10223 16914 -29510  1.0517
02708 29743 10033 14954 29285 10233 12338 29905 1.0231 32862 1.0203 10179 25502 31509  1.0489
20061 30517 10200 09062 29260 10101 10815 -29300 10168 30615 1.0007 10163 15641 31390  1.0213
14151 -30557 10107 07147  -27817 10057 02242  -27843 1.0024 -30620 10048 10020 09082  -30005  1.0099
12742 -30731 10079 -0.1450 -28285 09991 01761 -28253 1.0015 -30457 09920 09986 02551  -30389  1.0020
12714 30152 10066 -06125 -29041 09968 -0879% 29247 09944 30620 09910 09959 05104 30275  0.9966
12083 30240 10054 07240 -29500 09968 07471 29639 09956 30580 09861 09921 06636 --3.0065 0.9965
06431  -30383 10028 -06167 -29563 09974 -04928 -29608 09973 -30001 09924 09957 -09946  -30609  0.9955
06300 -30504 09973 00000 28745 10000 09728 29446 09946 30519 09954 09948 09205 29358  0.9960
05374 29933 09977 17188 27801 09930 14827 29282 09918 29024 09942 09926 08620 29236  0.9960
-07483 -29577 09966 -25618 -27458 09891 -18840 -30226 09887 28643 09851 09881 -23805  -28863  0.9881
-15815 29605 09923 -32478 27245 09841 -31026 -29647 09795 -28398 09756 09842 34999 29409 09795
28747 28900 09858 -42115 26512 09774 43995 -29890 09687 28469 09705 09651 46250 28241  0.9681
-33440 -28747 09820 -43251 27378 09743 -50018 -29231 09607 27377 0.9669 09596 -50675  -28180  0.9608
-32680 -28073 09814 -38096 -26749 09750 -55843 -28170 09539 -26604 09578 09520 -46428 28171  0.9600
33288 -28795 09790 -50458 25074 09663 53031 27721 09526 27022 09522 09459 51689 26747  0.9540
39626 -27081 09737 -55009 -23191 09604 45862 26441 09541 25007 09446 09463 -55608 24660 09454
-41958  -25859 00707 -35424 23100 09636 -45771 -24503 09507 -23100 09377 09582 49617  -23100 09445
-25141 23100 09743 -47116 -23100 09278 -27854 -23100 09530 -23100 08874 09299 42800 23100 09214
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Low carbon
target ETF

Name

MICROSOFT CORP
APPLE INC

AMAZON COM INC
FACEBOOK CLASS A INC
ALPHABET INC CLASS A
JOHNSON & JOHNSON
JPMORGAN CHASE & CO
ALPHABET INC CLASS C
VISA INC CLASS A
NESTLE SA

Social Exchange Traded Funds
Name

MICROSOFT CORP
FACEBOOK CLASS A INC
ALPHABET INC CLASS C
ALPHABET INC CLASS A
VISA INC CLASS A
PROCTER & GAMBLE
MASTERCARD INC CLASS
HOME DEPOT INC

WALT DISNEY
COMMUNICATIONS INC

USA ESG ETF
Name

MICROSOFT CORP
ECOLAB INC

APPLE INC

ACCENTURE PLC CLASS
ALPHABET INC CLASS A
3M

BLACKROCK INC
SALESFORCE.COM INC
PEPSICO INC

MARSH & MCLENNAN

Weight

2.22%
2.20%
1.67%
0.96%
0.86%
0.79%
0.78%
0.75%
0.73%
0.72%

Weight

7.64%
3.31%
2.85%
2.72%
2.40%
2.27%
1.95%
1.90%
1.86%
1.79%

Weight

5.28%
477%
4.10%
3.07%
261%
2.30%
1.97%
1.89%
1.75%
1.74%

Notional value USD

10,123,523.28
10,059,131.16
7,605,187.20
4,401,727.20
3,903,419.52
3,614,388.18
3,561,667.20
3,432,983.58
3,315,096.72
3,270,958.28

Social Choice Equity Fund
Notional Value USD

113,291,633.92
48,991,332.96
42,186,681.45
40,241,204.96
35,658,410.32
33,702,234.72
28,913,694.60
28,164,136.56
27,631,724.40
26,468,451.24

Notional Value USD

59,677,312.02
53,911,686.72
46,259,128.26
34,681,301.26
29,449,608.32
25,935,464.80
22,239,263.00
21,336,183.20
19,727,470.62
19,629,778.69

‘Gender diversity index

Asset class

VANGUARD VALUE ETF
ISHARES RUSSELL 1000 VALUE
VANGUARD HIGH DIVIDEND
‘SCHWAB INTERNATIONAL
‘SPDR S&P DIVIDEND ETF
ISHARES SELECT DIVIDEND
ISHARES S&P 500 VALUE ETF
ISHARES CORE HIGH

FIRST TRUST VALUE LINE
SCHWAB U.S. LARGE-CAP

Asset Class

MICROSOFT CORP

APPLE INC

AMAZON.COM INC
FACEBOOK INC

ALPHABET INC

ALPHABET INC

PROCTER & GAMBLE CO
VERIZON COMMUNICATIONS
CISCO SYSTEMS INC
MERCK & CO INC

Fossil Fuel Free Index
ETF Name

VANGUARD VALUE ETF
ISHARES RUSSELL 1000 VALUE
VANGUARD HIGH DIVIDEND
SCHWAB INTERNATIONAL
‘SPDR S&P DIVIDEND ETF
ISHARES SELECT DIVIDEND
ISHARES S&P 500 VALUE ETF
ISHARES CORE HIGH

FIRST TRUST VALUE LINE
SCHWAB U.S. LARGE-CAP

Weight

9.50%
10.60%
9.40%
7.50%
9.60%
9.20%
12.30%
9.40%
14.80%
10.50%

Weight

3.80%
3.50%
2.30%
1.80%
1.50%
1.50%
1.50%
1.20%
1.20%
1.20%

Weight

9.50%
10.60%
9.40%
7.50%
9.60%
9.20%
12.30%
9.40%
14.80%
10.50%

Notional value USD

46,763,065
36,988,212
24,089,104
17,963,454
17,899,625
16,706,116
14,874,344
7,044,487
6,871,720
5,736,870

Notional Value USD

175,944,192.88
161,490,924.24
108,290,041.02
85,348,546.60
68,642,652.24
67,921,959.20
67,766,882.04
57,635,296.22
56,930,258.80
56,436,104.65

Notional Value USD

1,136,222.00

1,515,334.00
925,920.00

2,872,206.00
496,978.00
426,702.00
593,338.00
356,138.00
866,628.00
500,894.00
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Crude Oil World Alternate Energy Natural Gas
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15136 -2.6744 1.0369 0.4198 10091 -2.2736 -2.7938 09356
09752 -2.8395 1.0132 1.5662 1.0211 -2.2819 -2.9865 0.9592
07591 -2.9107 1.0080 1.0738 10122 -2,6319 -2.9219 09647
09426 -2.9688 1.0087 -0.5241 09945 -3.3364 -2.9817 09678
~0.1224 -2.9153 0.9988 00918 1.0009 -4.3243 -2.9974 09611
~0.4053 -3.0664 0.9963 -0.3490 09971 -4.6274 -3.0474 09617
~1.5327 -3.0912 0.9876 -0.9015 09932 -4.1256 -3.0412 0.9686
~1.6941 -3.1156 0.9861 -1.0877 09921 -3.6512 -3.0408 0.9721
-2.4516 -3.0978 09817 -1.7668 09883 -3.6781 -3.0059 09724
-3.1357 -3.1446 0.9761 -2.3415 09858 -3.7164 -2.9490 09713
~3.6860 -3.0745 0.9737 -2.8592 09835 -2.7568 -2.8934 09787
-3.7853 -3.0810 0.9726 -3.2404 09818 -2.4881 -2.9323 0.9806
-4.0954 -3.0248 0.9702 -3.4383 09797 17729 -2.8097 0.9863
-5.1127 -2.9935 0.9642 -3.6468 09760 -0.8675 -2.8273 09931
~4.6361 -2.9375 0.9628 -3.5446 09736 -0.9813 -2.8913 09917
-4.4604 -2.9131 0.9631 -3.2836 09737 -1.0832 -2.8784 09890
-4.1195 -2.8212 0.9650 -4.0998 09633 0.1942 -2.8088 1.0025
~3.6880 -2.6480 0.9609 -4.1444 09605 0.9550 -2.7016 1.0175
~2.5636 -2.3687 0.9608 -3.6438 09487 0.4808 -2.7174 1.0153
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Efficiency effect

Entrance effect

(1) avgtall
inprice 753.546"
(2.07)
Inrgdp.
gdpratio
indensity
Constant -457.347
(-0.20)
Year fixed effect Yes
Province fixed effect Yes
Obsenvations 360
R-squared 0792

Note: T-statistics in parentheses, *'p < 0.01,

(2) avgtall

707.341*
(1.89)
159.611
(0.38)
1,785.715"
(2.43)
-261.006"
(-2.25)
-401.705
(-0.10)
Yes
Yes
360
0.801

n < 0.05, 'p < O.1.

(3) cleanegratio

0.100*
(2.99)

-0316
(-1.48)
Yes
Yes
124
0522

(4) cleanegratio (5) cleaneq6000ratio
0075 0121
(2.20) @.12)
-0.357
(-1.67)
0232
(1.20)
-0.030
(-088)

3294 -0.450"
(1.57) (-2.38)
Yes Yes
Yes Yes
124 149
0562 0572

(6) cleaneq6000ratio

0.104
(3.45)
-0.307
(-152)
0152
0.75)
0.005
(©0.16)
2399
(1.26)
Yes
Yes
149
0598
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(1) genratio

inprice 0118
@28
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