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Editorial on the Research Topic 
Flexible Biosensors and Intelligent Medical Devices in Health and Disease

Recent advances have been made in biosensors and medical devices for diagnosis and health monitoring of various diseases. Flexible biosensors accelerate the development of wearable biomedical technologies and intelligent medical devices help doctors or patients to understand clinical characteristics and biomedical data. This Research Topic focuses on both the hardware and software of intelligent biomedical devices, including flexible or wearable biosensors, machine learning algorithms, and artificial intelligence-based technologies in health and disease. Flexible or wearable biosensors provide a new efficient way to monitor and obtain medical data, on the other hand, artificial intelligence shows its effectiveness in massive medical data mining and clinical diagnosis. With the recent development of flexible electronics and artificial intelligence, both innovative machine learning algorithms and high-performance data processing, and intelligent medical devices are applied to meet the need of personalized medicine and patient healthcare in various areas.
In this collection, a wearable ear device system was proposed by Lian et al. to address facial emotion recognition disorders with a deep-learning based multi-model physiological signal recognition algorithm. Multiple data from sensors such as heart rate, triaxial acceleration, skin electricity, body temperature, and facial images were analyzed and proved the effectiveness of this system for patients with potential nervous system diseases. As for post-surgical patients, especially those with upper extremity lymphedema, a portable monitoring and auxiliary treatment device was presented by Yanmin et al. to help them better rehabilitate. The pressure sensing layer embedded in the device can constantly measure and compare the change of arm circumference in different parts of the upper limb, which can provide the patients with early detection and effective control. Gori et al. exhaustively reviewed the biomedical and tissue engineering strategies to control foreign body reactions to invasive neural electrodes in recent years. From molecular mechanism and cellular components of foreign body reactions to design and geometry of the electrodes, they mentioned the development of innovative and advanced functional biomaterials including MEMS polymer materials and hydrogels and the interface-microenvironment interaction affected by anti-inflammatory or anti-fibrotic drugs, intraneural interfaces, or neuroprostheses that are beneficial for amputees to restore their sensorimotor limb function. The authors also indicated that next-generation intraneural electrodes produced by current microfluidic, microscale, and nanoscale technologies deserved further investigation. Flexible or wearable biosensors have promoted these advances in disease diagnosis and the healthcare of various patients.
On the other side, it is a burden for doctors or patients to treat and analyze huge medical data, especially image data. Computational intelligent algorithms such as machine learning, deep learning, and transfer learning have been applied to medical imaging classification, showing predictable advantages in massive data treatment and clinical diagnosis. For instance, Li et al. compared eight classical supervised machine learning methods, two deep learning models, and one transfer learning model with more than 1,000 radiological samples. The results showed that transfer learning is most effective in the classification of colorectal cancer lymph node metastasis with a better accuracy; they did not need to train the model and it could be applied to a smaller medical image dataset. As for childhood cataract patients, Lin et al. developed an intelligent system based on machine learning models and the features of optical coherence tomography images, 200 eye data of 132 patients in 8 years were collected and analyzed, demonstrating that the best corrected visual acuity of childhood cataract patients in 3 and 5 years can be predicted with a small error. Similarly, Huang et al. combined different machine learning algorithms with the radiomics features of multiparameter MRI and clinicopathological characteristics to predict the tumor shrinkage pattern of breast cancer patients prior to neoadjuvant chemotherapy. A total of 4,198 features in segmented MRI sequences and a set of clinicopathological data including age, menstrual state, biomarkers, and receptors for each patient were treated and analyzed. The multilayer perception neural network achieved a higher area under the curve and better accuracy, it established a feasibility for early diagnosis and prediction of breast cancer. Because of the increasing incidence rate of breast cancer, Dou et al. investigated kernel function selection and combined a genetic algorithm, particle swarm optimization, and simulated annealing with support vector machine algorithm. The optimization algorithm could significantly improve the diagnosis efficiency of their medical institution.
Magnetic resonance images play an important role in clinical disease diagnosis and physiological mechanism. However, the automatic segmentation of the left ventricle wall in the four-chamber view of MRI is still a challenge. Zhang et al. proposed a dense recurrent neural network algorithm to accurately achieve left ventricle wall segmentation in a four-chamber view of MRI sequences, this method provided compensation for the first long short-term memory cells and made the hidden information in the cells more visible, with better cardiac state estimation. Similarly, Duan et al. proposed a multi-branch feature fusion network to achieve the real-time segmentation of liver lesion images for colonoscopy, which can detect rectal polyps with high accuracy and read-time performance. Deng et al. designed medical ultrasound remote control software which can use mobile devices to remotely control ultrasound devices in the same local area network, Yanbo et al. utilized a fuzzy neural network control system model to improve the removal efficiency of toxic and refractory organic water in waste water.
Therefore, it is clearly seen that artificial intelligence-based technologies have been widely studied in various areas of disease diagnosis, which are especially helpful for computer-aided diagnosis. This topic showed recent advances in Flexible Biosensors and Intelligent Medical Devices in Health and Disease.
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The classification of colorectal cancer (CRC) lymph node metastasis (LNM) is a vital clinical issue related to recurrence and design of treatment plans. However, it remains unclear which method is effective in automatically classifying CRC LNM. Hence, this study compared the performance of existing classification methods, i.e., machine learning, deep learning, and deep transfer learning, to identify the most effective method. A total of 3,364 samples (1,646 positive and 1,718 negative) from Harbin Medical University Cancer Hospital were collected. All patches were manually segmented by experienced radiologists, and the image size was based on the lesion to be intercepted. Two classes of global features and one class of local features were extracted from the patches. These features were used in eight machine learning algorithms, while the other models used raw data. Experiment results showed that deep transfer learning was the most effective method with an accuracy of 0.7583 and an area under the curve of 0.7941. Furthermore, to improve the interpretability of the results from the deep learning and deep transfer learning models, the classification heat-map features were used, which displayed the region of feature extraction by superposing with raw data. The research findings are expected to promote the use of effective methods in CRC LNM detection and hence facilitate the design of proper treatment plans.

Keywords: colorectal cancer, lymph node, classification, transfer learning, deep learning


INTRODUCTION

Colorectal cancer (CRC) has a higher recurrence rate than all other cancers (Bray et al., 2018). CRC lymph node metastasis (LNM) is the root cause of CRC recurrence (Ding et al., 2019; Yang and Liu, 2020). CRC patients with LNM have a 5-year survival rate ranging from 50 to 68%, but those without LNM have a higher rate up to 95% (Ishihara et al., 2017; Zhou et al., 2017). Treatment of CRC is also influenced by the presence of LNM. The conventional treatment plan involves endoscopic resection, and surgical resection accompanied by LN dissection is necessary for patients with LNM (Nasu et al., 2013). Hence, it is important to determine the presence of CRC LNM, and to this end, an automatic classification method for CRC LNM should be explored to give a second objective opinion and then assist the radiologist in providing a correct report.

As computer technologies advance in these years, medical imaging classification methods have seen wider adoption. Many new methods based on machine learning (Al-Absi et al., 2012), deep learning (Sun et al., 2016), or deep transfer learning (Pratap and Kokil, 2019), have gradually been applied to medical imaging classification. These methods can provide additional preoperative information to aid radiologists in making proper treatment plans (Carneiro et al., 2017; Lu et al., 2017).

There are many types of machine learning algorithms that can be applied to medical imaging classification, such as support vector machine (SVM) (Burges, 1998), decision trees (DT) (Quinlan, 1986), and naïve Bayes (NB) (Friedman et al., 1997). Vibha et al. (2006) used DT to classify mammograms and obtained a classification accuracy of almost 90%. Inthajak et al. (2011) presented a k-nearest neighbor (KNN) algorithm to categorize medical images. Ahmad et al. (2016) used NB classification to categorize each chest X-ray image to either normal with infection or with fluid in capture features. García-Floriano et al. (2019) proposed a machine learning model based on SVM. This model could classify age-related macular degeneration in fundus images and achieved a higher classification accuracy than many well-regarded state-of-the-art methods. Luo et al. (2018) used SVM to classify human stomach cancer in optical coherence tomography images and obtained a higher classification accuracy than human detection. Although these methods outperformed human radiologists in terms of classification accuracy, they are subject to problems in feature extraction. The features that are often manually extracted fall short of objectivity and will affect the algorithms' performance and hence the classification accuracy. Thus, a method that could learn underlying data features is needed.

Deep learning (Lecun et al., 2015) has achieved stunning success in image classification in the ImageNet Large Scale Visual Recognition Challenge (Krizhevsky et al., 2017) in 2012. There are several landmark studies (Ma et al., 2017; Golatkar et al., 2018) that have promoted the development of deep learning algorithms. Compared to machine learning, deep learning has a vital advantage, i.e., the ability to automatically learn the potential features of data by utilizing the convolution neural network (CNN). A CNN could automatically learn potential features from raw data layer by layer with little or no hands-on intervention. Now, CNNs have already become a study focus, especially in medical imaging (Litjens et al., 2017; Shen et al., 2017). For instance, Song et al. (2017) used a CNN for lung nodule classification on computed tomography (CT). Liu and An (2017) built a classification model for detection of prostate cancer based on deep learning. Despite the good performance of deep learning methods in image classification, however, there are two problems that undermine their wider adoption – the need for massive number of data and high-performance computing devices, like graphic processing units (GPUs). As deep learning needs a large number of data to train and fit the CNN parameters, GPUs are preferred than other equipment to process the images faster, but it incurs a high training cost. Thus, reducing the training cost is the key to solving the problem.

Transfer learning, introduced by Pan and Yang (2010), uses the existing knowledge learned from one environment to solve similar problems in different environments. Pan and Yang (2010) summarized the classification process as well as the pros and cons of transfer learning methods. Transfer learning methods have a lower training cost than their deep learning counterparts as the former does not require as many data as the latter needs for training. In transfer learning, a model pretrained on another large dataset, such as ImageNet, is employed to complete a task through fine-tuning1 or other methods (Long et al., 2013, 2017; Tzeng et al., 2014), so it has a lower cost than deep learning. Because of these advantages, transfer learning is widely used in medical imaging. Vesal et al. (2018) used two pre-trained models to classify breast cancer histology images and obtained an accuracy of 97.50 and 91.25%. da Nobrega et al. (2018) used a deep transfer learning model (Tan et al., 2018) to classify lung nodules in CT lung images. Dornaika et al. (2019) used transfer learning to estimate age through facial images, and the experiments were carried out on three public databases.

In previous studies, comparisons were made to find the most effective method for specific diseases. Wang L. et al. (2017) used four methods with eight classification schemes to classify ophthalmic images and found that local binary pattern with SVM and wavelet transformation with SVM had the best classification performance, with an accuracy of 87%. Wang H. et al. (2017) used five methods, including random forest, SVM, adaptive boosting, back-propagation artificial neural network (ANN), and CNN to classify mediastinal LNM of non-small cell lung cancer. Lee et al. (2019) used eight deep learning algorithms to differentiate benign and malignant tumors from cervical metastatic LN of thyroid cancer based on preoperative CT images, trying to identify the most suitable model. However, to the authors' knowledge, there are few methods used for CRC LNM classification based on machine learning, deep learning, or deep transfer learning. Furthermore, no previous studies have compared these three methods. Therefore, which method is the most effective one for CRC LNM classification is unclear.

According to the literature, the use of machine learning, deep learning, or transfer learning in medical imaging is rapidly developing and evolving. Using computational approaches to provide additional preoperative information can help doctors design proper treatment plans (Carneiro et al., 2017; Lu et al., 2017). Several papers have been published on CRC (Simjanoska et al., 2013; Ciompi et al., 2017; Nakaya et al., 2017; Bychkov et al., 2018), but few studies have explored the performance of machine learning, deep learning, and transfer learning in CRC LNM classification, and which method has the best performance is yet to be determined, which motivated us to conduct this research. To identify the most effective method for CRC LNM classification, the following approaches were taken in this study.

First, eight machine learning, two deep learning, and one transfer learning classification methods were used to classify CRC LNM images.

Next, the classification results were compared to evaluate the performance of different methods and identify the one with the best classification performance.

Finally, a classification heat-map was used to improve the interpretability of the classification method for CRC LNM.



MATERIALS AND METHODS


Data

Data used in the present study were collected from Harbin Medical University Cancer Hospital. There were 3,364 samples in the dataset, among which 1,646 were positive and 1,718 were negative. The standard of all samples was an LN of a diameter >3 mm. All patients underwent 3.0T magnetic resonance imaging (MRI) before surgery using Philips Achieva, with a 16-channel torso array coil. MRI sagittal T2WI scan sequence was performed with the following parameters: TR/TE 3000/100 ms, the number of signal frequency (NSA) 2, and the layer thickness 4.0 mm, and layer spacing 0.4 mm. The position of the rectal lesions was determined by the sagittal position, which was perpendicular to the intestinal canal lesions, with a transverse T2WI scan: TR/TE 3,824/110 ms, NSA 0–3, layer thickness 3.5 mm, and interval 0.2 mm. According to the sagittal lesion position, patients with parallel pathological changes received coronal T2WI scans: TR/TE 3,824/110 ms, NSA 3, and layer spacing 0.2 mm. Then, the objective LN in the sagittal, transverse, and coronal images were located. All images used in this study were marked as CRC LNs and classified as negative or positive by experienced radiologists. All patches were manually segmented by experienced radiologists, and the image size was based on the lesion to be intercepted. Figure 1 presents the CRC LN.


[image: Figure 1]
FIGURE 1. Sample CRC LN images (top row, negative; bottom row, positive).




Methods

In this study, intensity features were extracted by a gray-level histogram (GLH) (Otsu, 1979), and the textural features were extracted by the gray-level co-occurrence matrix (GLCM) (Haralick et al., 1973). These two features are global features. Furthermore, the scale-invariant feature transform (SIFT) (Lowe, 1999, 2004) operator was used for local features. These methods were implemented in Python.

Eight classical supervised machine learning methods, including AdaBoost (AB) (Freund and Schapire, 1997), DT (Quinlan, 1986), KNN (Cover and Hart, 1967), logistic regression (LR) (Cucchiara, 2012), NB (Friedman et al., 1997), SVM (Burges, 1998), stochastic gradient descent (SGD) (Ratnayake et al., 2014), and multilayer perceptron (MLP), two deep learning models [LeNet (Lecun et al., 1998) and AlexNet (Krizhevsky et al., 2017)], and one transfer learning model (AlexNet pre-trained model) were studied for CRC LNM classification. The results of these methods were compared.

A detailed introduction to classical machine learning methods was presented in Marsland (2009). Classical machine learning methods were implemented using Python and the sckit-learn package. The optimal parameters of each method were searched via grid search in the parameter space and determined based on the four folds of training samples (Wang H. et al., 2017). AB used 100 decision stumps as weak learners, the learning rate was 0.1, and the maximum split number was equal to 1. DT used sckit-learn package default parameters. The KNN used 10 points of nearest neighbors. LR was a linear classification model, for which the parameters of the norm were l2, the optimization algorithm was selected as linear, and iteration was 100. The NB classifier selected Gaussian NB from the sckit-learn package. SVM used a radial basis function as the kernel function, the kernel coefficient was 1e-3, and the penalty parameter was 1.0. SGD employed hinge as the loss function and l2 as a penalty, and the iteration was 100. MLP, a form of ANN, was trained with a back-propagation algorithm (Rumelhart et al., 1985). In this method, two hidden layers with 32 and 16 neurons for the first and second layers were used. Epochs were 200, and the learning rate was 1e-3.

Deep learning methods were implemented by Python and Keras library for Python. LeNet and AlexNet's structures were based on Lecun et al. (1998) and Krizhevsky et al. (2017). A relu activation function was used in the convolution layer, and a sigmoid function in the full connection layer. The optimization function was SGD (Bottou, 2010). The loss function was binary_crossentropy. The learning rate was 1e-3, and epochs were 200. To avoid overfitting, L2 normalization (Van Laarhoven, 2017) and dropout regularization (Srivastava et al., 2014) were utilized. The methods were running on GPUs (NVIDIA Company GTX 1080ti).

Transfer learning and deep learning share something in common in parameter settings, but are different in training: deep learning starts from scratch, whereas transfer learning uses a pre-trained model. Because the pre-trained model was not trained by ImageNet, it did not need to initialize parameters. As stated in Yosinski et al. (2014), the first three layers were frozen because the layers that extracted the features were general. The other parameters were fine-tuned. In the implementation process, the structure must follow AlexNet then load AlexNet model weight. The fully connected layer activation function was changed to sigmoid. The optimization function was SGD. The loss function was binary_crossentropy, and the learning rate was 1e-4, and epochs were 200. In this study, methods used to avoid overfitting were L2 normalization and dropout regularization. The dropout was set to 0.5. Finally, transfer learning retrained on GPU was like deep learning.

The explanation of the internal relationship between the input data and label prediction has always been a vital issue (Lipton, 2018) in the CNN-based classification tasks. In this study, a classification heat-map was used to improve the interpretability of the model (Lee et al., 2019). This experiment contained three steps. First, the model was used to display the last convolutional layer feature-map. Then, the feature-map was converted into a heat-map. Last, raw data and heat-map were superimposed into a new image.




RESULTS


Classification Performance

In this study, three kinds of features were employed in eight machine learning methods, respectively. Table 1 displays the performance indicators of all methods for CRC LNM classification, including accuracy (ACC), area under the curve (AUC), sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). Based on the ACC and AUC values, the optimal features set of each machine learning method for CRC LNM classification was defined. As shown in Figures 2, 3, LR achieved the best performance using the GLH and GLCM features sets. NB obtained the highest ACC and AUC values for the SIFT features set. Deep learning and transfer learning had significantly better performance than machine learning methods in CRC LNM classification. Although deep learning and transfer learning did not use global and local features sets, the ACC and AUC values of these two methods were still better than machine learning methods (Table 1). Hence, transfer learning was identified as the best method for CRC LNM classification in this study.


Table 1. Performance results of all methods for CRC LNM.
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FIGURE 2. Accuracy of all classification methods.



[image: Figure 3]
FIGURE 3. Receiver operating characteristic curves of all methods for CRC LNM: (A) ML with GLH and CNN, (B) ML with GLCM and CNN, and (C) ML with SIFT and CNN.




Lesion Classification Heat-Map

Although CNN has enabled unprecedented breakthroughs in computer vision tasks, interpretability remains unclear (Lipton, 2018). Therefore, to present a classification heat-map (Lee et al., 2019), the interpretability of the CNN model was improved. The classification heat-map identified discriminative regions (Selvaraju et al., 2017). As shown in Figure 4, the last convolution layer features heat-map was superimposed on the original MRI so that the location of the actual LN could be compared to the region highlighted by the model (Lee et al., 2019). Red regions represent class information, whereas the others correspond to class evidence.


[image: Figure 4]
FIGURE 4. CRC LN classification heat-map (left – original image; middle – feature heat-map; right – superimposed image).





DISCUSSION

First, as shown by the comparison of machine learning results, one method could yield different results if the selected features differed, and different methods would have different results even if the same features were selected. In Table 1, when each feature set was used as an input, AB, LR, and NB were better than the other machine learning methods in terms of both ACC and AUC. AB is an ensemble of DT from the view of methodology. AB utilizes multiple weak classifiers which could learn more information from the input and develop into a strong classifier when combined. Hence, AB could become a better classification method based on these weak classifiers. As a linear classification method, LR gives each input feature a weight factor which will have impact on the classification result. Based on the LR methodology, gradient descent iterates were used to find the right factors. Then, predicted values were obtained, and a sigmoid function was used for final classification. NB, with the Bayesian theorem as its foundation, is considered one of the simplest yet most powerful classification methods. A NB classifier calculates the posterior probability of input features as per the prior probability, and the input features must be independent of each other. Other machine learning methods, such as SVM and DT, performed worse. For instance, SVM is based on the kernel function which implicitly maps features into a higher-dimensional feature space and measures the distance between the feature points. Hence, the choice of the kernel function is vital. DT is based on a tree structure, which contains nodes and a directed edge. In general, there is a root node, some internal nodes and leaf nodes in a DT. The leaf nodes are decision results, and other nodes represent the features. Therefore, the higher the feature purity is, the better the classification result is.

In this study, the comparison results revealed that all other methods employed outperformed the classical machine learning methods for CRC LNM classification. LeNet and AlexNet are deep learning methods, and the AlexNet pre-trained model is a transfer learning model. In deep learning, a CNN is used to extract features from raw data layer by layer. Comparison of LeNet and AlexNet showed that the latter had better performance than the former. The reason is the structure: a deep structure performs better than a shallow one (Bottou et al., 2007; Montufar et al., 2014). The number of parameters also played a part (Tang, 2015): there are more CNN layers in AlexNet which also has more extracted features than LeNet (Lecun et al., 1998; Simonyan and Zisserman, 2014). Hence, even though the same classification function was employed, AlexNet achieves a better result. Although the problem of parameters was considered, more parameters meant more data to fit. Therefore, AlexNet needs more data, and is more likely to result in overfitting than LeNet. Overfitting hinders medical imaging analysis, and it is often difficult to collect enough medical images, like CRC LN images. In this study, the AlexNet pre-trained model solved the problem of shortage of medical data. As the AlexNet pre-trained model was trained by ImageNet, it did not need extra data for training from scratch. Hence, the pre-trained model parameters could be directly used to train new data with the help of some processing techniques, such as freezing and fine-tuning parameters. As low-level features are general, the parameters of these features could be frozen, and other parameters could be fine-tuned. In transfer learning, the learning rate is often set smaller than that for training from scratch. If the learning rate is set high, the model's parameters would be updated quickly and affect the original weight information (Wang, 2018).

As shown in Figure 4, the visualization experiment could show the model focus region of the input image. The classification heat-map represents evidence of the CNN model-based classification and could assist in clinical decision-making by directly identifying the region of interest (Lee et al., 2019).

Feature extraction has direct impacts on the performance of the classification method. Figure 5 shows the original data and the features extracted by all methods. SIFT are features extracted based on the interest points of the local appearance of the original data. The more the points are, the more the features are. However, there are few points on the CRC LN lesion, whereas some points are on the edge. There is little classification information. The GLCM includes multiple-type features. Entropy and angular second moment features are listed in Figure 5. It is not easy to distinguish the region of the lesion. GLH represents the relationship between the occurrence frequency of each gray-level pixel and the gray level. Gray-level pixels could be observed. The central area of the CRC LN lesion is more than the edge area. Nevertheless, GLH does not reflect the features of the central area. The features of the AlexNet pre-trained model are from low to high levels. The features of the first two convolutional layers display the overall contour of the lesion, and others represent the semantic features of a high level. This is helpful for classification. Hence, the features extracted by the pre-trained CNN were better than those extracted by the other methods for CRC LNM classification.


[image: Figure 5]
FIGURE 5. Comparison of original data and features: (A) original data, (B) SIFT feature, (C) GLCM feature, (D) GLH feature, and (E) features by AlexNet pre-trained model extracted from convolutional layers 1–5.


Based on the experiment's results, the observations are as follows: (1) The traditional feature extraction methods are not effective in CRC LNM classification. (2) The pre-trained model of deep learning has strong transferability. Deep transfer learning applied to a small medical image dataset is better than traditional methods, and it does not need to train the model from scratch. (3) The weights of the pre-trained model realize better initialization of the parameters.



CONCLUSION

In conclusion, this study showed that deep transfer learning is better than deep learning and machine learning mainly because the pre-trained CNN extracts features are more discriminative than those extracted by a CNN and artificially-extracted features. Deep transfer learning has been a popular method for image classification in recent years, and it was proved to be the best classification method among all the methods selected in this study. It could extract underlying features from raw data, does not need to select features or use raw data as input, and is less prone to user bias. A pipeline of transfer learning will be established in future studies, and the optimal deep transfer learning model for CRC LNM classification will be found.
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With the development of medical technology, medical ultrasound technology is widely used in the diagnosis of human diseases. It has become an indispensable diagnostic method in modern clinical medicine by detecting the internal physiology or tissue structure of the human body by ultrasound and then discovering diseases. Based on this, this paper designs a medical ultrasonic remote control software based on sensor design. The system software communicates with the stimulator through the Bluetooth port of the mobile phone and can send the parameter information input by the mobile phone to the field-programmable gate array of the stimulator for compilation. The upper computer control interface with a remote communication function is written by Lab VIEW software. A socket is used to establish inter-network process connection, and medical ultrasonic equipment simulates hardware key input according to the received control instructions so as to achieve the purpose of remote control. Experiments show that, compared with other systems, the infrared human body temperature measurement system with the functions of environmental temperature compensation and distance compensation can effectively reduce the influence of environmental temperature, distance, and other factors and has the advantages of non-contact, low power consumption, fast response speed, high sensitivity, and high accuracy, which is suitable for rapid and accurate human body temperature measurement in crowded places with large traffic.

Keywords: sensor, medical ultrasound, remote control, screen sharing, computer control


INTRODUCTION

At present, power ultrasound is widely used in machinery, electronics, electrical appliances, metallurgy, chemical industry, medicine, energy, materials, textiles, agriculture, environmental protection, and many other important fields (Xiaobin et al., 2017). Under this social background, mobile medicine, and telemedicine have gained wide application prospects. In the field of medical ultrasound, all kinds of ultrasonic examination equipment have the characteristics of large volume and inconvenient transportation, which makes clinicians only operate in front of ultrasonic equipment when performing an ultrasonic examination on patients, and has certain limitations (Yao et al., 2018; Wang et al., 2019). With the improvement of people's quality and quality of life, people pay more and more attention to their own health, hoping that potential diseases can be diagnosed and treated in advance. Using one of the most commonly used mobile terminals in life can meet the needs of doctors not only to control ultrasonic equipment but also to view real-time images displayed on the screen and manage remote files.

An ultrasonic sensor is developed by using the characteristics of ultrasonic (Li et al., 2017). In the past, ultrasonic detection mainly used manual detection, that is, according to the experience of professional inspectors, moving the detection probe to detect the object, so human factors have a great influence on the accuracy of detection. Moreover, this method has low detection efficiency, high cost, easy to cause false detection, and missed detection and is not suitable for remote automatic detection. In this paper, the network architecture of the ultrasonic remote application is designed to realize the remote control of the ultrasonic vibration system. By connecting the Internet with the server or controlling the ultrasonic diagnosis system through Bluetooth, the client interface is used to access the examinee's file and understand the examinee's information. The Ethernet communication between the multi-axis motion controller and the upper computer is realized by using User Datagram Protocol, and the remote automatic control of ultrasonic probe motion is realized, which improves the efficiency of ultrasonic detection and has important application value.



RELATED WORK

In China, ultrasonic diagnosis technology began in the 1960s. In recent years, technology has made rapid progress, and medical ultrasonic technology has also made great progress. Thanks to the rapid progress of human beings in expanding outer space in the middle of the last century, telemedicine has attracted more and more attention from medical practitioners. Hospitals, research institutions, and institutions of higher learning in Germany, Britain, Spain, Sweden, and the Netherlands have jointly put forward a plan called MobiHealth, which automatically collects the physiological parameters of patients by measuring and sensing equipment and uses wireless communication technology to transmit the obtained parameters to the monitoring center, so as to achieve the purpose of sharing medical resources and better rescuing patients. Burnik et al. (2019) developed the Otelo (Mobile Tele-Echo Geography Using an Ultra-Light Robot) system. This system is a mobile mechanical remote ultrasonic control system based on 4G point-to-point communication. The system uses the H.263 coded ultrasound image stream. It is verified that the image information can be transmitted in real-time in a 4G network environment. In recent years, to balance the distribution of medical resources, the state has promulgated targeted policies and invested a lot of money to establish service nodes in some central areas of provinces and promote the development of local telemedicine networks.



DESIGN SCHEME


System Architecture

This system needs two people to complete all the work: an ultrasonic imaging expert at the far end and an operator at the near end. Operators do not need much professional knowledge of ultrasonic imaging and only need to know the basic use of the instrument (Wei, 2018). This is because good software architecture can greatly reduce the cost of software development, improve the efficiency of software, and prolong the life cycle of software. As shown in Figure 1, it is the interactive relationship among all layers of the Model–View–Controller (MVC) pattern. The Controller is the bridge between View and Model, which ensures the synchronization between View and Model. After the Controller accepts the instruction from View and gives it to Model for logical processing, Model informs the Controller to update View according to the processing result (Yingjuan et al., 2017; Wang and Liying, 2018). The ultrasonic transducer chips at the transmitting end and the receiving end are packaged in a cylindrical shell. To ensure higher receiving efficiency at the receiving end, the centers of the transmitting surface and the receiving surface should be kept in a horizontal plane as far as possible. The upper computer sends a data request to the server (lower computer) as a client. When returning data, the upper computer reads the data returned by the lower computer as a server.


[image: Figure 1]
FIGURE 1. Interaction between layers of Model–View–Controller pattern.


The whole system consists of client, ultrasonic equipment, and server program on the equipment. Each control cabinet contains 24 ultrasonic vibration systems, and each ultrasonic vibration system includes a numerical control ultrasonic generator and a 2-kW vibrator. The core of the monitoring terminal is the development board based on an ARM9 processor, which can be connected with the sensor modules for collecting physiological parameters such as blood pressure, respiration, blood oxygen, body temperature, and electrocardiogram (ECG). The main module of the monitoring center is the upper computer application software system on the computer, which can receive the measurement signals transmitted by the monitoring terminal and complete the functions of displaying, storing, and analyzing the measurement data. The system can be assembled by installing the corresponding software on the client and server computers (Chen et al., 2019). However, the system may not normally work at this time, so it is necessary to test the connectivity of the network and choose the way to establish the connection according to the network conditions.



Design of Front-End Parameter Control and Display Module

In this module, the used probe needs to be automatically identified; the interface displays the probe information (probe name and picture) and the corresponding diagnosis type information and monitors whether the probe changes at any time and operates when the probe changes. The remote control module is the core of this system, which realizes that the remote computer can observe the real-time ultrasound images on the screen of the near-end computer through the remote desktop technology and can send control commands through the operation interface of the near-end computer. If the liquid level is lower than the detection surface of the sensor, the liquid density on the ultrasonic propagation path will decrease, the received signal energy will be attenuated, and the reflected waveform will decrease rapidly in amplitude with the decrease of the liquid level (Liangsheng and Chenglong, 2017). Because MVC is not suitable for small applications, strictly separating the view, controller, and model will make the code structure very complicated, and it is not easy to carry out subsequent development. Therefore, only separating the view layer from the data layer will not only make the classes displayed on the interface simpler but also make the code structure clearer.

The Bluetooth serial port module of the stimulator is located on the field-programmable gate array (FPGA) control board. The Bluetooth model used is HC-05, which is a high-performance Bluetooth serial port module and can be used for pairing with various intelligent terminals such as computers, Bluetooth hosts, and mobile phones with Bluetooth function. The baud rate range of this module is wide, ranging from 4,800 to 1,382,400 bits/s. The wiring mode of the communication circuit between the Bluetooth module and FPGA is shown in Figure 2, in which TX is the signal sending end, RX is the signal receiving end, GND is the ground, and the power supply VCC is 3.3 V.


[image: Figure 2]
FIGURE 2. Communication diagram between FPGA and Bluetooth module.


When selecting a diagnosis type, it is necessary to read the control parameters corresponding to the diagnosis type (Ruoyu et al., 2020). These control parameters are divided into front-end parameters and desired state configuration parameters. The front-end parameters are downloaded to the front-end to obtain different echo data for changing the image display quality. This sub-module also adopts the MVC mode, and the software structure level is shown in Figure 3.


[image: Figure 3]
FIGURE 3. Front-end and display module hierarchy.


A mechanical actuator is installed on the stepping motor to fix the ultrasonic probe, and a limit switch is installed on the mechanical actuator to control the motion range of the motor. Bluetooth communication is widely used as a wireless communication method with strong anti-interference ability, low cost, and low power consumption. During the measurement, the arterial blood flow is blocked by the cuff, and the pressure sensor is used to detect the oscillation wave of the gas in the cuff during the gradual deflation process (Shuli, 2018; Yanxia and Helin, 2020). The function of the remote controller is realized by establishing a Socket connection and simulating key input, that is, medical ultrasonic equipment and mobile terminal equipment are placed in the same local area network (LAN), and the internet protocol (IP) address of medical ultrasonic equipment is an input to establish a corresponding connection with a mobile terminal. Each ultrasonic generator shall have an automatic frequency searching function without a manual setting. At the same time, the system should ensure that the amplitude of each ultrasonic vibration system is constant and adapt to the change of workload.



Software Design of Data Transmission Module

In this paper, the monitoring terminal of telemedicine system separately designed the storage function to realize the storage of five physiological parameters and related values, including heart rate value, blood oxygen value, pulse rate value, respiration value, blood pressure value (systolic pressure, diastolic pressure, and average pressure), and body temperature value in turn. Under this requirement, it is necessary to design an ultrasonic image remote sharing module, which can clearly display the ultrasonic images and related parameters on the ultrasonic equipment to the client of the mobile equipment. The data collected from the ultrasonic generator are forwarded to the touch screen and operator station by multicast communication. In addition, the instructions from the touch screen or operator station are received in a point-to-point manner, and the ultrasonic generator is controlled by the Modbus protocol. The function of control system software is designed on Linux operating platform, and the remote communication between the upper computer and motion controller is realized by the user datagram protocol (Hongping et al., 2017).

The data transmission module of the monitoring terminal is divided into two parts: the data sending module and the data receiving module. Figure 4 is the program flow chart of the transmission module.


[image: Figure 4]
FIGURE 4. Flow chart of data transmission module.


The ultrasonic transducer chips at the transmitting end and the receiving end are packaged in a cylindrical shell. To ensure higher receiving efficiency at the receiving end, the centers of the transmitting surface and the receiving surface should be kept on a horizontal plane as far as possible. The transport layer is located in the fourth layer of the seven-layer network model. The upper three layers process data and provide interfaces for users to operate conveniently, whereas the lower three layers transmit data, and the transport layer is located in the middle for isolation, encapsulating the communication interface of the lower layer and hiding the contents. It is mainly responsible for receiving the data transmitted from the user view layer and handing it over to the corresponding business logic class for processing. In this module, the system control layer is composed of Android Manifest.xml, monitoring events, and Activity jumps (Hongli et al., 2019).

The sensor module should communicate with the main controller in the system to receive commands such as start-up detection and resolution setting and send alarm signals to the host. Due to the limitation of the PICl2F675 pin and the requirement of long-distance data exchange, parallel data transmission cannot be realized. After the connection is established, the ARM processor encapsulates the collected physiological data according to the data protocol and sends a data transmission request to the upper computer monitoring software. After receiving the response, it sends a data packet to the upper computer monitoring software. At this time, the upper computer monitoring software analyzes the data packet and displays the data and waveform of physiological parameters. The data management module mainly realizes importing, viewing, and deleting various files stored in the database, displays them in the file list according to the time sequence of the year, month, and day of the files, views all the files on a certain date, queries the files according to keywords, and displays the contents of the searched files.



Ultrasonic Transmitting and Receiving Circuit

The block diagram of the ultrasonic transmission circuit is shown in Figure 5. The DC stabilized power supply provides energy for the ultrasonic transducer. According to the characteristics of this transducer, it only needs about tens of volts, which can generally be selected within the safe voltage. The current limiting resistance in the circuit is ~1 kΩ/3 W, which is used to limit the ultrasonic energy (Zhenping and Qianhe, 2020). Adjust each limit switch to the edge of the workpiece to be measured so that the moving range of the probe is the range of the workpiece. Because the stimulator converts the rectangular pulse drive into sine wave output through the matching circuit, the ultrasonic intensity control can be realized by changing the driving duty ratio in the ultrasonic cycle. This can not only save the hardware cost but also improve data throughput. The data processing module analyzes and processes the data transmitted from the communication module. The function of the motion control module is to realize interpolation and other control algorithms and control operations.


[image: Figure 5]
FIGURE 5. Ultrasonic generator and receiver circuit.


Extracellular recording signals are electric field change signals generated by the superposition of various transmembrane currents of local neurons. According to the different sizes of signal acquisition electrodes, extracellular recorded signals can reflect the activated state of neurons in different volume ranges in real-time and thus reflect the state of neural circuits stimulated and regulated in real-time.

The generation of brain stimulation signals needs some specific parameters to control, and different stimulation signals need different parameters. The motion control module can control the whole system's motion process according to the detection rules, including setting relative origin, running, resetting, exiting, and other related operations. There is a need to establish and manage channels between network nodes. By means of error control and flow control, the network channel with various interferences becomes more reliable, and the data packets transmitted from the upper layer are converted into bitstreams and sent to the physical layer (Xiaodan et al., 2019). Under the action of capacitor charging and discharging, a negative high voltage pulse wave with the same resonant frequency as the ultrasonic wafer is formed and applied to both ends of the transducer, thereby emitting ultrasonic waves. The inductor in that output circuit is used for eliminating stray capacitance of the cable and capacitive reactance of the ultrasonic transducer. The sensor does not need DC, and the inductor also acts as a bypass.

The microcontroller PIC12F675 generates a pulse with a frequency of approximately 500 kHz, which is output through the I port and supply to the waveform transformation and driving circuit. The pulse frequency here should be consistent with the resonant frequency of the piezoelectric wafer. When bubbles are mixed in the liquid, the amplitude of the detected pulse signal decreases, and the output of the comparator is “low”; otherwise, it is “high.” When the whole liquid level is lower than the mounting plane of the sensor, the output is always “low,” so the sensor can also be used for liquid level monitoring. Any application can easily establish its own SQLite private database according to needs, and by default, other applications cannot directly access the private data file. In the inter-network communication, the high-level protocols of the two processes must be the same, and the situation that one side uses transmission control protocol (TCP) and the other side uses user datagram protocol for data transmission cannot occur.



Signal Detection and Processing

In the process of using medical equipment, it is generally required to set the monitoring sensitivity according to the actual situation of patients. If the design is too high, it will alarm frequently and fail to work normally, whereas if it is too low, it may lead to malignant accidents. When carrying out ultrasonic testing, the controller should not only make the probe move according to the specified movement track by controlling the operation of the motor but also return the position information of the probe so that the position information can establish a one-to-one correspondence with the ultrasonic digital signals collected by the ultrasonic data acquisition system. The bit-type of the button switch on the touch screen can be converted into the float type required by the serial port server so that the serial port server can receive the correct operation instruction and forward it to the ultrasonic generator; after compression, it is packaged by using relevant protocols, and the header information is added and sent to the mobile device. After unpacking and decoding, the mobile device can display the image information of the ultrasonic device display screen. The static pressure signal corresponding to the point with the largest increasing amplitude is systolic pressure, and the static pressure signal corresponding to the point with the largest decreasing amplitude is the diastolic pressure. Then, the average blood pressure value is calculated by two data of systolic pressure and average pressure.

When the liquid flows normally and no air bubbles are mixed in, the amplitude of the ultrasonic pulse signal detected by the receiving end is large enough, and the pulse signal consistent with the ultrasonic resonance frequency can be obtained by the comparator. Therefore, if the client continuously obtains the screen display information of the server, it needs to adopt a polling mechanism. The corresponding layout file is New patient_edit.xml, which mainly completes the operation of creating new patient information. There are two intents that can jump in. One is when creating a new case, there are no data in the extras part of the intent, and the other is when clicking a piece of information, the intent will carry the data obtained by extras from the database. When there are bubbles passing through the cross-section of the sensor, even when the liquid level is lower than the detection surface of the sensor, the converted value will be greatly reduced. After comparison and digital filtering, an alarm will be generated. By setting the comparison value and the sampling time of A/D conversion, the sensitivity of the alarm can be changed, thus realizing the recognition of bubbles of different sizes.




IMPLEMENTATION OF MEDICAL ULTRASOUND REMOTE CONTROL SOFTWARE


Implementation of the Measurement Module

In the design of the measurement module, the drawing of primitive is the premise of realizing other more complex functions (Jianqun et al., 2018). To improve the various functions of the software, it is necessary to constantly increase the drawing of various primitives. The medical ultrasound equipment is the server, and the mobile equipment used by users to log in is the client. After the connection between the monitoring terminal and the monitoring software of the upper computer is completed, the five physiological parameters of blood pressure, blood oxygen, electrocardiogram, respiration, and body temperature are collected to debug the collection and transmission functions of each module software. When a device has a communication failure, the serial server will have a communication timeout and try to connect several times, which leads to the high CPU occupancy rate, thus reducing the computing and communication capabilities and affecting normal communication. Because the clock frequency of FPGA is 50 MHz, the single pulse of the stimulation waveform is converted according to the clock frequency, and then according to the adjustment range of various parameters, the binary conversion formula and the corresponding number of bits of parameters can be obtained as shown in Table 1.


Table 1. Parameter conversion.

[image: Table 1]

In addition, four data bits representing the working state and mode are required, which are output switch, mode selection, continuous or pulse stimulation selection, and single or repeated stimulation selection.

ON_OFF (output switch: output off = 0 output on = 1,);

F_mode (Mode selection: stimulation = 0 positioning = 1,);

S_mode (selection of continuous or pulse stimulation: continuous = 0, pulse = 1,)

T_mode (single or repeated stimulation selection: repeat = 0 single = 1,).

Singleton pattern belongs to the creation pattern of objects, which is the simplest design pattern. GOF defines a singleton pattern as follows: ensure that a class can only have one instance object and give a global access point to access the object (Wenchao et al., 2019). The unified modeling language class diagram of the singleton pattern is shown in Figure 6.


[image: Figure 6]
FIGURE 6. Unified modeling language class diagram of singleton pattern.


File import can be divided into two types: saved echo data and file path: saved echo data are frames of echo data during real-time detection, and a single frame of an echo data file, whose basic parameters, echo defects and echo data, can be directly saved in the database. In addition to creating its own unique instance, the singleton class should also provide a class method with public access rights to access the instance so that it can be accessed in other classes. The file path is when its external line changes; it is difficult to have enough attenuation in the whole speech band because the balance degree of the opposite end changes in different degrees. The measured results show that the opposite end attenuation of the hybrid coil can sometimes be as low as 10 dB at some frequency points. However, the maximum attenuation of the far-end signal after passing through the line is allowed to be 43 dB. Therefore, the echo caused by the end-to-end leakage of the hybrid coil may be 30–40 dB stronger than that of the far-end signal.

Ultrasound equipment will search and match in the database according to the requested username and password. If the authentication is successful, the directory information bound by the user is returned, and the mobile device displays according to the returned directory information. ECG can reflect the activity changes of bioelectricity produced by the human heart in each cardiac cycle. In the debugging of the ECG module, the electrodes of ECG leads are attached to the left and right upper limbs and the left and right lower limbs to measure ECG parameters. By observing the transmission situation, the test shows that within 20 m2 around the stimulator, the data transmission is stable, and the Bluetooth connection is effective, which greatly increases the range of activities of the control system.



Implementation of Network Communication

After realizing the function of monitoring terminal software, it is necessary to realize the data transmission between the monitoring software of the upper computer of the monitoring terminal box through the network. First, search the database to see if the root directory is set. If so, get all the file names in the directory by the list () method and store them in a string group. Then, check the file information, remove the file information that is not a folder, and save only the folder information in the string group. Call helper.get Users () to get qualified information items, then store them in the form of Array List, and add them to Simple Adapter, the object of a simple adapter. Finally, call set Adapter () method to display the found patient information items on the interface. Save it to the database in the form of a binary bitstream. The remote communication module, motion control module, and data processing module of the upper computer Lab VIEW software cooperate with each other to form the upper computer software of the ultrasonic testing multi-axis motion control system.

In this design, the socket socket mechanism is used for network programming to realize data transmission between the monitoring terminal and upper computer monitoring software (Jiatao, 2019). The software is divided into a server part and a client part. The socket socket programming model is shown in Figure 7. In the telemedicine system, the monitoring terminal as the client initiates the communication connection request actively, and the monitoring center as the server is responsible for responding to various connection requests, thus realizing the data communication function between the monitoring terminal and the monitoring center.


[image: Figure 7]
FIGURE 7. Socket socket programming model.


Client process and server process use TCP/IP protocol for data communication. First, the client initiates a connection establishment request to the server, and then, the server accepts the client's connection request. Patients and medical staff can log in to the account on the mobile device client to obtain the file directory information on the ultrasonic device and preview, download, print, and other operations, which greatly facilitates doctors and patients to use medical records. When a communication failure occurs between a certain device and the serial server, the system automatically extends the communication cycle of the failed device and then restores the communication cycle to the normal value after a certain communication is normal. The Ethernet communication protocol between the multi-axis motion controller and the upper computer Lab VIEW is defined to realize the remote communication between the lower computer and the upper computer. Add the string group to the adapter, and add special strings to the adapter, so that the user can click this option to return to the higher level directory, and bind the adapter with List View, so that List View can display these string information.

The client–server model describes the relationship between services and serviced processes, in which the client is the service requester, and the server is the service provider. Client/server (C/S) mode has strong interactivity, good real-time and flexibility, and strong data manipulation and transaction processing capabilities. The specificity and closeness of the adopted protocol make the whole C/S mode system relatively safe, so this system adopts TCP/IP protocol and is based on C/S operation mode. This way implies the inequality of hardware resources between client/server and the asymmetry of communication. In actual measurement and control, multiple photoelectric measurement and control devices measure at different stations at the same time, and the data processing center coordinates and monitors multiple measurement stations (Zhuo, 2019), that is, the structure of one client to multiple servers (the client is the data processing center). Clinicians and patients need to register their own accounts and set their own usernames, login passwords, and corresponding directory files before applying the remote file management module.



Implementation of Screen Sharing Function

Due to the limitation of system level, the traditional method of obtaining screen information can only obtain screen data by calling frame buffer through JNI, which is the main reason for the poor quality of screen sharing. If you want to delete, just let the patient information item to be deleted get the focus first and then click Delete Medical Record Item. If you want to re-edit the existing information, you only need to click the corresponding patient information item to enter the editing interface, save it after modification, and then return to the patient information management interface. After the client request comes, accept the connection request through the accept () function and return a new socket corresponding to this connection. Use the returned socket to communicate data with the client and perform read and write operations. After data transmission, the socket waits for another request from the client. Therefore, the CPU of the system is maintained at a low level, and the communication with other devices will not be affected after a single communication failure.

In terms of transmission mode, the conventional unicast protocol is mainly used for point-to-point transmission, and multicast protocol is used for transmission in this subject. The flowchart of screen sharing is shown in Figure 8.


[image: Figure 8]
FIGURE 8. Screen sharing implementation flowchart.


There may be different types of files in the memory card. If you open it for viewing, you need to start the corresponding activity. You can first get the path and file name of the file and determine a uniform resource identifier. H.264 encoded video stream can adapt to bandwidth and can generate video stream suitable for network transmission according to needs (Yanping et al., 2018); The FPGA controls the A/D conversion circuit to convert the ultrasonic echo signal and stores the data in the dual-port random-access memory. After the storage is completed, it sends a signal to ARM, and ARM receives the acquisition completion signal and sends the data to the upper computer through Ethernet. Reset is to return the probe to the absolute zero position. Origin setting can set the current arbitrary scene as the relative origin, as the starting point of the new movement and as the relative zero point of the probe position coordinates. After the connection is successful, the program enters the cycle of sending and receiving data until the connection is closed. If the reception is successful, the data will be processed accordingly; if it is unsuccessful, the close () function will be called to close the current connection.

After the medical ultrasound equipment software is started, the screen real-time sharing service is started, and the response port is monitored. When a mobile device is connected, a request will be sent to the corresponding port of the medical ultrasound equipment, and the medical ultrasound equipment will respond to the request of the mobile device and start to acquire screen information. For the sake of holding the medical ultrasound device, the operation should be done on the touch screen as much as possible. Click a frame of image lightly, and the image display area will be displayed accordingly. The body temperature of the human body is measured by the upper computer monitoring software to verify the monitoring performance of the upper computer monitoring software on body temperature. The data can be stored in an Excel file, the data file of each test can be opened and called, the relevant information can be read, and the test image can be generated by combining with image processing software. According to the video streaming protocol and the compression protocol, the obtained video information is displayed on the screen of the mobile device.




CONCLUSION

In this paper, the application programs of mobile devices and medical ultrasound devices are developed based on sensor design so that users can use mobile devices to remotely control medical ultrasound devices in the same LAN, view shared screens, and manage file systems and other remote operations. According to the communication protocol between monitoring software and host computer monitoring software, the development platform of host computer monitoring software is built, and the design and implementation of host computer software are completed. The network communication between the monitoring terminal and the monitoring software of the upper computer is realized by socket programming under TCP/IP. The upper computer software of ultrasonic testing multi-axis motion control system based on Ethernet is written by Lab VIEW, which realizes the processing of ultrasonic testing control signals by the upper computer and the automation of ultrasonic testing remote control. It realizes not only the local automatic control of the ultrasonic vibration system but also the remote control of the operator station, which greatly improves the automation level of the ultrasonic system.

This design has basically achieved the expected design effect, but there are still some deficiencies in system stability, practicability, scalability, and network communication, which need to be improved and perfected continuously. In the next step, we can expand the use range of telemedicine from LAN to wide area network so that the coverage of LAN is no longer the main limitation.
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The results of visual prediction reflect the tendency and speed of visual development during a future period, based on which ophthalmologists and guardians can know the potential visual prognosis in advance, decide on an intervention plan, and contribute to visual development. In our study, we developed an intelligent system based on the features of optical coherence tomography images for long-term prediction of best corrected visual acuity (BCVA) 3 and 5 years in advance. Two hundred eyes of 132 patients were included. Six machine learning algorithms were applied. In the BCVA predictions, small errors within two lines of the visual chart were achieved. The mean absolute errors (MAEs) between the prediction results and ground truth were 0.1482–0.2117 logMAR for 3-year predictions and 0.1198–0.1845 logMAR for 5-year predictions; the root mean square errors (RMSEs) were 0.1916–0.2942 logMAR for 3-year predictions and 0.1692–0.2537 logMAR for 5-year predictions. This is the first study to predict post-therapeutic BCVAs in young children. This work establishes a reliable method to predict prognosis 5 years in advance. The application of our research contributes to the design of visual intervention plans and visual prognosis.

Keywords: machine learning, optical coherence tomography, childhood cataract, visual prediction, intelligent system


INTRODUCTION

Normal visual development and visual acuity (VA) are important for young children and are the basis of infantile brain development (Stjerna et al., 2015; Danka Mohammed and Khalil, 2020) and ability development (Wu et al., 2019; Havstam Johansson et al., 2020). Consequently, the results of visual prediction are meaningful by reflecting the tendency and speed of visual development during a future period. Exact VA prediction is beneficial for young children, especially children with ophthalmopathy, based on which ophthalmologists and guardians can determine the potential visual prognosis in advance, decide on an intervention plan, and contribute to visual development. However, the nature of ocular growth and myopia drift in young children may disrupt exact visual prediction and affect result accuracy. To date, no children-applicable technology for VA prediction has been reported. Existing research (Rohm et al., 2018) has focused on short-term visual prediction for adults within a year.

Fundus imaging, especially optical coherence tomography (OCT), is recognized as a key factor for visual prediction (Guo et al., 2017; Esaka et al., 2019; Park et al., 2020). OCT images have been applied to predict prognostic visual function in age-related macular degeneration (AMD) (Rohm et al., 2018) and have achieved excellent performance in visual prediction. In our study, based on clinical data, features of OCT images, and follow-up results of children with childhood cataract (CC), we developed a machine learning system for long-term visual prediction of best corrected visual acuity (BCVA) 3 and 5 years in advance. This system can help ophthalmologists and guardians monitor patients’ visual development (Long et al., 2017) and adopt necessary visual intervention (Sniatecki et al., 2015; Wang and Xiao, 2015) in time, thereby contributing to the visual prognosis of young children.



MATERIALS AND METHODS

A prospective study was conducted at the Zhongshan Ophthalmic Center (ZOC), Guangdong, China, from June 2011 to February 2019. The data were collected from a national project for CC treatment and research: the CC Program of the Chinese Ministry of Health (CCPMOH). This study followed the tenets of the Declaration of Helsinki and was approved by the Institutional Review Board of the ZOC at Sun Yat-sen University (IRB-ZOC-SYSU).


Clinical and Imaging Data

Two hundred eyes of 132 patients from the ZOC were included in the study. The inclusion criteria were as follows: (1) diagnosed with CC at the ZOC, (2) had surgical treatment, (3) had a horizontal OCT B scan with a scan quality index of good, (4) had a clear axis after treatment, and (5) had follow-up BCVA exams at 3 or 5 years after the OCT B scan. The exclusion criteria were as follows: (1) diagnosed with another ophthalmic disease or (2) diagnosed with a neurological or mental disease. The collected clinical data included sex, laterality, surgical age, surgical type, age at OCT B scan, follow-up BCVA results, and other examination and prognostic information.

Measured features of OCT images were extracted from the Optovue software. The retinal thickness of nine parts, namely the macular area and its eight surrounding regions (inner and outer sides of nasal, temporal, superior, and inferior regions to macula, see Figure 1C), was recorded. Furthermore, the thickness of the retinal nerve fiber layer (RNFL) was labeled manually based on the OCT images. The thickness of the RNFL was divided into four grades. A label of 1 indicated the complete existence of RNFL, 2 indicated the existence of most of RNFL with a thickness more than half of the normal one, 3 indicated the intermittent existence of RNFL with a thickness less than half of the normal one, and 4 indicated the complete absence of RNFL. The label work was finished by three retinal ophthalmologists and confirmed by a retinal professor.
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FIGURE 1. Overall study pipeline. The work flow of developing machine learning models for predicting 3- and 5-year BCVA based on medical records and fundus images. (A) The participant numbers; (B) the collected medical records; (C) the collected fundus images; (D) the applied models; and (E) the evaluation method. BCVA, best corrected visual acuity; GBDT, gradient boosting decision tree.




Model Training and Evaluation

The research procedure is shown in Figure 1. To predict the BCVA of CC patients 3 and 5 years in advance, we tried six machine learning models, namely random forest, ExtraTrees, gradient boosting decision tree (GBDT), ridge regression, lasso regression, and ElasticNet. The age at OCT B scan, the label of RNFL thickness, and the retinal thickness of nine parts obtained from OCT were applied as training features.

For the prediction tasks, we used five-fold cross-validation. The proportion of the training set and the test set were 80 and 20%, respectively. To quantitatively evaluate the prediction performance, we applied two evaluation metrics, mean absolute error (MAE) and root mean square error (RMSE). The MAE is calculated as the average value of the absolute error of the prediction results, which directly reflects the deviation of the predicted values from the actual values. The formula for MAE is as follows:

[image: image]

The RMSE is the square root of mean square error (MSE). The MSE is calculated as the average value of the square of the error of the prediction results. The RMSE is more interpretable considering its unit consistency with the original variables. The formula for RMSE is as follows:

[image: image]

In the above two formulas, N is the number of predictions per fold, yi is the ground truth, and [image: image] is the predicted value.



RESULTS

The training data included 200 eyes of 132 patients (46 females and 86 males), containing 197 eyes of 131 patients for 3-year prediction training and 172 eyes of 114 patients for 5-year prediction training (Table 1). The average surgical age was nearly 47 months, and the average age at OCT B scan was close to 55 months. The average endpoint BCVAs were 0.45 and 0.33 logMAR, respectively, in the two prediction groups.


TABLE 1. Characteristics of patients regarding the 3- and 5-year predictions.

[image: Table 1]For the prediction evaluation, most of the models achieved excellent performance of errors within two lines (0.2 logMAR) of the VA chart in both 3- and 5-year predictions (Table 2). The random forest and GBDT models achieved the best 3-year prediction, and the ExtraTrees and GBDT models achieved the best 5-year prediction. In the 3-year prediction test, the MAEs ranged from 0.1482 to 0.2117, and the RMSEs ranged from 0.1916 to 0.2942. In the 5-year prediction test, the MAEs ranged from 0.1198 to 0.1845, and the RMSEs ranged from 0.1692 to 0.2537. For the same model, the prediction errors of 5-year tasks were always lower than those of 3-year tasks.


TABLE 2. Prediction errors in 3- and 5-year BCVA predictions.

[image: Table 2]Figure 2 shows the weights of features for 3- and 5-year BCVA predictions in the random forest model. The thickness of RNFL plays a key role in BCVA prediction with a weight of nearly 0.8. The age at OCT B scan is the second most important factor with a weight of very nearly 0.1. The retinal thickness of the macula is the most important of the retinal thickness of the nine regions at and near the macula. In the 5-year prediction, the weight of the thickness of RNFL is higher than that of the 3-year prediction. The results of other models are similar to those of the random forest model. The thickness of RNFL remains most important in all the models.
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FIGURE 2. Feature weights of random forest for 3- and 5-year BCVA predictions. The thickness of RNFL has a weight of nearly 0.7–0.8. The age at OCT B scan has a weight of nearly 0.1. The retinal thickness of the macula is the most important of the retinal thickness of the nine regions at and near the macula. BCVA, best corrected visual acuity; RNFL, retinal nerve fiber layer.


Figure 3 shows both the ground-truth and prediction values of each test example in 3- and 5-year predictions, respectively, based on the random forest model. The examples were ordered based on the ground-truth BCVA in Figures 3A,B. When the true BCVAs were lower than 0.2 logMAR, the prediction values were always higher than the true results. As the true BCVAs increased, the prediction values fluctuated around the true results. In Figures 3C,D, the examples were ordered based on the age at OCT B scan, and the prediction values mainly fluctuated around the true results.


[image: image]

FIGURE 3. The ground-truth and prediction values of each test example in 3- and 5-year BCVA predictions based on random forest. The examples were ordered based on the ground-truth BCVA in (A,B) and ordered based on the age undergoing OCT B scan in (C,D). BCVA, best corrected visual acuity.




DISCUSSION

This is the first study to predict the post-therapeutic long-term BCVA of CC children based on OCT images through artificial intelligence (AI), and it demonstrated that the long-term visual function of children can be accurately predicted based on imageology using machine learning.

The post-therapeutic visual function of children with ocular diseases is one of the most important factors (Mndeme et al., 2020) focused on by doctors and guardians, as visual prognosis plays a key role in intelligence development (Li et al., 2017), school attendance (Negretti et al., 2015), and quality of life. However, there has been limited research contributing to the visual prediction of children with ophthalmopathy, with most published studies paying attention to the short-term visual prediction of adults within a year (Rohm et al., 2018). Our study addresses both limitations by demonstrating children-applicable prediction and long-term prediction of VA based on imageology. The machine learning models can predict 3- and 5-year BCVAs in advance with a small error within two lines of the visual chart. Based on the results predicted by our model, ophthalmologists and guardians can provide necessary assistance and individually targeted intervention (Sniatecki et al., 2015) to help children obtain better visual outcomes (Pinto et al., 2015) and quality of life, which may be of significant importance to childhood brain development.

Our research achieves precise prediction of long-term BCVA based only on features of OCT images and age, which makes it more accessible and stable than other methods. Most CC patients will take a fundus photo or undergo an OCT B scan to check fundus function after cataract surgery, and our model can be conveniently applied. The reported research (Rohm et al., 2018) applied 165 features to achieve a 6-month prediction, including 41 features from clinical records and 124 features from OCT images. Compared with previous research, our models are simpler and more convenient for general application.

The feature weights shown in Figure 2 specify that the thickness of the RNFL is closely related to long-term visual development after therapy. In the longer prediction, its importance increases. The RNFL lacks the ability to regenerate (Cen et al., 2018; Wu et al., 2020). If the OCT image indicates that the RNFL has atrophied (balducci et al., 2017) at the baseline examination, the visual function would not improve much in the post-therapeutic follow-up. On the other hand, if the OCT image indicates that the RNFL is complete at baseline, CC patients may achieve remarkable visual improvement after surgery with proper intervention. Above all, the thickness of RNFL is a dominant and stable indicator in post-therapeutic BCVA prediction.

Random forest (Breiman, 2001), ExtraTrees (Geurts et al., 2006), and GBDT (Schwenk and Bengio, 1998) all belong to ensemble learning (Kadiyala and Kumar, 2018), in which random forest and ExtraTrees apply the bagging method (Kristína et al., 2006) and GBDT uses the boosting method. Each predicted function was parallel in the bagging model and serial in the boosting model. Bagging always behaves better in preventing overfitting in small sample learning. The models of ridge regression, lasso regression, and ElasticNet (Ogutu et al., 2012) tend to apply the least squares method to predict values, which behaves better in data with multicollinearity and does not exactly fit the weights of each dimension of our data without multicollinearity.



LIMITATION

The limitations of our research should be considered. Larger samples of CC patients are necessary to increase the dataset and to improve the prediction stability. Additionally, a longer follow-up period contributes to extending the predicted time span. Besides, data for external validation are warranted to test the prediction model in real-world settings.
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Female patients suffer from the risk of upper limb lymphedema after breast cancer removal surgery. At present, the detection and the adjuvant treatment of this disease are not convenient enough, leading to delay of the disease and increase in the burden of patients. This paper presents a portable monitoring and treatment device for upper extremity lymphedema, enabling patients to monitor the symptoms of upper limb lymphedema and auxiliary rehabilitation. This design utilizes the arm circumference measurement and contrast method to realize symptom monitoring. The device realizes auxiliary rehabilitation using the regional pressure method to imitate traditional manual lymphatic drainage technology. According to the MRI images of volunteers’ upper limbs, the upper arm and forearm’s finite element models are reconstructed in ANSYS. The static simulation experiment is completed. The working mode and parameter design of each rehabilitation module of the device are obtained. The experimental results show that the integrated design principle of monitoring and treatment proposed in this paper has good feasibility, has auxiliary rehabilitation effect, and meets the principle of human comfort. The device can help patients find lymphedema in time and implement auxiliary treatment, which can effectively avoid the further deterioration of lymphedema.

Keywords: upper limb lymphedema recovered, static analysis, wearable design, massage pressure simulation, rehabilitation function of the device


INTRODUCTION

Breast cancer is the leading cancer disease in women. After breast cancer surgery, 15–30% of patients (Chen et al., 2017) in rehabilitation have secondary lymphedema. The cause of the disease was that the lymph nodes draining the patient’s site were also removed at the same time of tumor resection. Therefore, the drainage lymphatic vessel was cut off, which led to the obstruction of lymph reflux in the distal tissue, leading to lymphedema of the upper limbs. Once lymphedema occurs, edema fluid rich in macromolecules remains in the human body’s soft tissue. The human body’s soft tissue will gradually become hard fibrous tissue with fat deposition and proliferation. The patient’s limbs will gradually enlarge and thicken. At the same time, these will cause tissue inflammation. Each infection will aggravate edema, thus forming a vicious cycle. Lymphedema is a chronic disease with slow progress and cannot be completely cured, but if the treatment is timely and there is proper nursing, lymphedema can be obviously relieved.

At present, there is no effective monitoring method for early occult lymphedema. For clinical dominant lymphedema, the following technical methods are generally used for evaluation and measurement: (1) direct measurement of limb circumference or volume, including limb circumference measurement, water substitution method, higher-precision professional equipment Perometer (Shaitelman et al., 2015), etc., (2) bioelectrical impedance analysis equipment is used to indirectly evaluate the degree of swelling by analyzing the body fluid composition of lymphedematous limbs (Kilbreath et al., 2017), and (3) imaging auxiliary examination of lymphedema, including isotope lymphography (Yoon et al., 2020), near-infrared fluorescence imaging (Kraft et al., 2018), and MRI (Lim et al., 2016). At present, the treatment strategy of lymphedema after breast cancer surgery is still in the exploratory stage, and there is no consensus on the treatment of lymphedema. As far as the conservative treatment of upper limb edema is concerned, there are strength training, pressure-assisted therapy, intermittent air wave pressure pump, far-infrared thermotherapy, medication, and so on. These monitoring equipment and auxiliary treatment equipment are set in special nursing institutions or hospitals; patients need to be checked and treated at regular intervals. Patients often miss the best treatment time because they cannot get checked and treated on time for various reasons, resulting in deterioration of the condition. Therefore, it is urgent to develop a wearable monitoring and auxiliary treatment device for lymphedema after breast cancer surgery.

For patients with upper extremity lymphedema, this study can shorten the detection time and increase the convenience of rehabilitation treatment. Compared with the existing clinical diagnosis and rehabilitation treatment technology, this study provides a new and innovative convenient monitoring integrated method and can be used with the existing clinical technology, which will greatly increase the recovery rate of upper limb lymphedema and reduce the delay of rehabilitation treatment due to time. At present, this research belongs to the forefront in China, which will greatly enrich the research field of lymphedema. The device will reduce the pain of patients with lymphedema, achieve the purpose of early detection and treatment, and effectively control the patient’s condition. According to the needs of patients with upper limb lymphedema, this paper designs a portable monitoring and treatment integrated device for upper limb lymphedema and carries out static finite element simulation of human upper limb through ANSYS software, which further optimizes the design of the device, improves the rehabilitation treatment effect of the device, and effectively avoids the further deterioration of patients with lymphedema. Further improvement and application of the device will further improve the living conditions of patients with upper extremity lymphedema and further improve the development of human health.



PRINCIPLE OF DEVICE DESIGN

In this study, female patients with grade 0 lymphedema after breast cancer surgery (patients with mild or who might have tissue damage) were selected as design users. It can be found that the users lack a device for basic monitoring and auxiliary treatment at home. According to the needs of users, a portable monitoring and auxiliary treatment device for upper limb lymphedema is proposed, which belongs to wearable medical equipment.


Monitoring and Treatment Principle of Lymphedema of the Upper Limbs

For the portable lymphedema monitoring method, the arm circumference measurement comparison method (Hayes et al., 2008; Czerniec et al., 2010) is more convenient and simple. This method is suitable for household monitoring products because of its low development cost. The arm circumference of the patient was measured regularly every time to detect whether upper limb edema occurred. If upper limb edema is detected, the device will automatically perform the auxiliary treatment function.

For portable lymphedema rehabilitation methods, the mainstream method is pressure-assisted therapy (Sierla et al., 2018). Because of the gradient pressure difference between the distal end and the proximal end of the limb, pressure will be generated on the lymphatic vessels or blood vessels in the arm. Through uniform pressure bandaging of the whole upper limb, filling, and emptying of lymph and blood can be accelerated, and lymph reflux can be reduced. At present, various elastic bandages are widely used in the market. Another professional mainstream rehabilitation method is manual lymphatic drainage, with the full name of lymphedema manual drainage comprehensive detumescence treatment (Keilani et al., 2020), also known as complete decongestion therapy. At present, this kind of conservative treatment is widely used in the world and has the best rehabilitation effect. Manual lymphatic drainage technology is used to increase or promote the reflux of lymph and interstitial fluid. The implementation method follows the anatomical and physiological pathway of the lymphatic system, which is a professional massage technique. According to Figure 1, in the implementation of the method, the following requirements are essential: massage pressure should be moderate, weak force has no effect, and strong force will lead to lymphatic spasm (Ningfei, 2014; Iannello and Biller, 2020). The speed of force application should be moderate, which is conducive to the smooth change of pressure between tissues in the arm. Each time lasted for 1 to 2 s, and each action was repeated five to seven times. The massage direction should be based on the direction of lymphatic reflux, from the distal end to the proximal end. The massage mode is circular push forward rotary extrusion. The portable monitoring and auxiliary treatment device for upper extremity lymphedema will adopt and combine the above-mentioned detection and rehabilitation methods.


[image: image]

FIGURE 1. Upper extremity lymph node distribution and manual lymphatic drainage (Ningfei, 2014).




Principle of Conceptual Design

As shown in Figure 2, the device is based on the use of the pressure-sensing module and the tightening-diastolic module. The device can solve three pain points of users at the same time: how to wear, how to monitor, and how to perform auxiliary treatment. The device is roughly divided into three layers: inner elastic fabric layer (rehabilitation layer: including pressure-assisted therapy), pressure-sensing embedded layer (rehabilitation layer: including manual lymphatic drainage treatment), and external fastening layer (thin rubber, hard cloth, etc.).


[image: image]

FIGURE 2. Device diagram: (A) schematic diagram of the device structure and (B) device wearing diagram.


The detailed structure of each module is as follows: (1) positioning glove, (2) forearm low-ductility massage belt C, (3) forearm low-ductility massage belt B, (4) forearm low-ductility massage belt A, (5) forearm rehabilitation module, (6) elastic fabric, (7) upper arm rehabilitation module, (8) forearm monitoring module, (9) forearm signal processing module, (10) upper arm monitoring module, (11) upper arm signal processing module, (12) upper arm low-ductility massage belt C, (13) upper arm low-ductility massage belt B, and (14) upper arm low-ductility massage belt A.

The principle of the scheme can solve the problem of inconvenient wearing by one user, monitoring the lymphedema function of the user’s upper limbs, and auxiliary treatment of lymphedema of the upper limbs. Patients can use this device according to their needs after breast cancer surgery.

The principle of the monitoring method is the arm circumference measurement comparison method in portable monitoring and auxiliary treatment device for upper extremity lymphedema. The principle of the device is that the arm circumference measurement module is set in different parts of the upper limb. The user measures the circumference of the same part of his arm every time and compares it with previous data to determine whether the arm circumference changes so as to judge whether the upper limb has lymphedema. Positioning gloves can be used to help in device wear positioning. The principle of rehabilitation is to simulate manual lymphatic drainage treatment and pressure-assisted treatment by mechanical massage. There are two rehabilitation modules in the device that are wrapped in the forearm and the upper arm of the upper limb, which are, respectively, the forearm rehabilitation module and the upper arm rehabilitation module. Each rehabilitation module is provided with three low-ductility massage belts with a width of 50 mm. In the upper arm from top to bottom are the upper arm low-ductility massage belt A, the upper arm low-ductility massage belt B, and the upper arm low-ductility massage belt C. In the forearm from top to bottom are the forearm low-ductility massage belt A, the forearm low-ductility massage belt B, and the forearm low-ductility massage belt C. Each massage belt can apply a fixed output pressure load to each part of upper limb through motor driving or air compression to simulate manual lymphatic drainage.

The subjects of this paper were women aged 20–30 years old with healthy upper limb. The inclusion criteria were breast cancer patients who might have slight upper limb lymphedema after partial mastectomy. The exclusion criteria were other physical defects of the upper limb, such as abnormal growth of lymphatic vessels, partial resection of the upper limb, etc. The middle part of the upper arm and the middle part of the forearm are taken as the rehabilitation reference parts. The simulation of the upper arm low-ductility massage belt B and the forearm low-ductility massage belt B is carried out to improve the parameter design and optimization of the total rehabilitation module of the device. As an excellent finite element analysis software, ANSYS has been more and more used in biological simulation experiments (Nowak et al., 2019; Aubert et al., 2020; Kumar et al., 2020). According to the biological structure of human upper limb, a 3D reconstruction of an upper limb model was carried out, and the simulation results were output by ANSYS software. According to the simulation results, the appropriate force should be applied to the device and how much pressure and energy should be provided by the power module of the device. It provides suggestions for the following detailed design of the device.




RESEARCH ON DEVICE SIMULATION EXPERIMENT BASED ON ANSYS


Construction of Finite Element Model of Human Upper Limb

There are many ways to build the finite element model of biology. Some researchers (Chaojie, 2017) use an MRI scanned image as the original scanning data to simplify and reconstruct the model. In this paper, the scanned image of Siemens MAGNETOM Spectra Magnetic Resonance Imaging System is used as the template to scan the active human upper limb. The middle of the upper arm and the middle of the forearm are used as reference images to simplify and reconstruct the original scanned image. The volunteer for upper limb information collection was a 24 years old urban woman, 165 cm in height and 115 kg in weight. The scanning process is shown in Figure 3.


[image: image]

FIGURE 3. Schematic diagram of human upper limb information collection: (A) Siemens MAGNETOM spectra and (B) scanned images of a female volunteer.


Biologically, the cross-sectional structure of the human upper limb is composed of skin, subcutaneous fat, muscle, inner fat, blood, lymph, tissue fluid, and bone. As shown in Figure 4, there are specific gravity differences between the structures of the upper arm and the forearm. In order to obtain accurate experimental data, the upper arm and the forearm should be separated for finite element model reconstruction and simulation experiment.


[image: image]

FIGURE 4. MRI images of human upper limbs: (A) upper arm scan Figure 1, (B) upper arm scan Figure 2, (C) forearm scan Figure 1, and (D) forearm scan Figure 2.


The human upper arm model was constructed based on the upper limb data of female patients with grade 0 lymphedema (patients with mild or who might have tissue damage). In order to build the finite element model, it is necessary to reasonably stratify the tissues and simplify them according to their similarities and differences, as shown in Figure 5.


[image: image]

FIGURE 5. Simplified model of human upper limb: (A) simplified schematic of upper arm middle model and (B) simplified schematic of forearm middle model.


In this paper, the structure of the human upper limb is simplified into five parts, which are as follows: bone layer, inner soft tissue layer, lymph and blood layer, outer soft tissue layer, and skin layer. The images of the bone layer were layered obviously and were constructed according to MRI scanned images. Lymph and blood are distributed in the soft tissue layer. Muscle, inner fat, and subcutaneous fat are regarded as soft tissue layer, and they are divided into inner soft tissue layer and outer soft tissue layer by dividing the lymphatic and blood layer. Because the biological structures of lymph and blood are similar due to their physical characteristics, in order to simplify the model, the lymph and blood vessels were divided into a layer with an average width of 4 mm, distributed between the inner and outer soft tissue layers. According to previous research results (Yanning et al., 2008; Jinping and Lianbin, 2020), the width of the skin layer is set at 1.3 mm, and the circumference of the upper arm and forearm is set at 260 and 230 mm, respectively. As shown in Figure 6, in SOLIDWORKS.2016, solid construction of each layer was carried out. The tensile thickness of the middle cross-section of each part of the upper limb model was 50 mm, and it was assembled and saved as X _ T file.


[image: image]

FIGURE 6. Reconstructed model of upper limb.




Mechanical Properties of the Upper Limbs

In this paper, static structural module of ANSYS Workbench 19.0 is used for static simulation, and the 3D model built by SOLIDWORKS.2016 in the previous step is imported, as shown in Figure 7. According to the material properties of biological tissues in the relevant literature (Hassan and El-Sheemy, 2004; Lulu et al., 2010; Hong, 2012; Lingpeng et al., 2015; Vanaclocha et al., 2019), the material of each layer of the 3D reconstruction model was reset, as shown in Table 1.


[image: image]

FIGURE 7. Reconstructed model of upper limb import.



TABLE 1. Material properties of upper limb tissue.

[image: Table 1]


Mesh Generation of the Reconstruction Model

In order to get an accurate simulation effect, it is necessary to mesh each layer structure and refine the important parts. The skin layer, as the unimportant part, is set as 5 mm, the outer soft tissue layer, lymph and blood layer, and inner soft tissue layer as important parts had a node size of 1 mm, and the bone layer is 2 mm. The mesh generation of the 3D reconstruction model is shown in Figure 8, and the cross-section of the 3D reconstruction model is shown in Figure 9.


[image: image]

FIGURE 8. Mesh generation of the reconstruction model of upper limb: (A) upper arm model and (B) forearm model.



[image: image]

FIGURE 9. Cross-section of the reconstruction model of upper limb meshing: (A) upper arm model and (B) forearm model.


According to the node size divided, the number of elements and nodes of different structural layers in the upper arm model are obtained, as shown in Table 2. According to the node size divided, the number of elements and nodes of different structural layers in the forearm model are obtained, as shown in Table 3.


TABLE 2. Unit number and node number in each layer of the upper arm model.

[image: Table 2]

TABLE 3. Unit number and node number in each layer of the forearm model.
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Boundary Condition Setting

The simulation experiment should be similar to the actual massage effect of the device. The boundary conditions are defined as follows: The internal load pressure is applied to the outer surface of the skin layer, and the bone layer is set as fixed. Different pressure was applied to the surface of the skin layer, and the pressure direction was around the skin layer and pointed to the center.



Solution and Analysis of the Simulation Experiment

In order to promote the reflux of intralymphatic fluid, the pressure in lymphatic vessels should be increased appropriately. The lymphatic research of Olscewski’s team (Olsewski and Engeset, 1980) showed that the pressure of the lymphatic terminal in supine position was 37 mmHg, while standing it was 44 mmHg, and the pressure in the lymphatic vessels was 13.5 mmHg in resting state. In obstructive lymphedema, the pressure in the dilated lymphatics was 0 or slightly higher in supine position, 50–60 mmHg in standing position, and 200–230 mmHg, or even higher, in muscle contraction. According to literature (Avraham et al., 2010), for female patients with grade 0 lymphedema (patients with mild or who might have tissue damage), in order to achieve the rehabilitation effect, the maximum load of the lymphatic tissue layer should be about 0.03 MPa (1 mmHg = 133 Pa), and the overflowing lymph will be squeezed back into the lymphatic vessels.

In the upper arm model experiment, after the continuous test of ANSYS simulation experiment, as shown in Figure 10, the skin layer is continuously applied with a progressive external load. When the loading pressure is 0.002 to 0.008 MPa, the pressure load of the lymph and the blood layer is basically stable within 0.03 MPa. In the pressure rainbow diagram, the red part indicates that the pressure in this area exceeds 0.03 MPa. In the forearm model experiment, after the continuous test of ANSYS simulation experiment, as shown in Figure 11, the skin layer is continuously applied with a progressive external load. When the loading pressure is 0.001 to 0.007 MPa, the pressure load of the lymph and the blood layer is basically stable within 0.03 MPa. In the pressure rainbow diagram, the red part indicates that the pressure in this area exceeds 0.03 MPa.


[image: image]

FIGURE 10. Rainbow diagram of pressure distribution in the lymph and blood layers of the upper arm model under different external pressure loads: (A) 002 MPa external pressure, (B) 0.004 MPa external pressure, (C) 0.006 MPa external pressure, and (D) 0.008 MPa external pressure.
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FIGURE 11. Rainbow diagram of pressure distribution in the lymph and blood layers of the forearm model under different external pressure loads: (A) 001 MPa external pressure, (B) 0.003 MPa external pressure, (C) 0.005 MPa external pressure, and (D) 0.007 MPa external pressure.


In order to locate the accurate range of external load pressure, the “[image: image]-shaped” line mark is used for point selection and positioning, as shown in Figure 12. The center point of the reconstructed model is taken as the origin of the “[image: image]-shaped” line. Eight rays from the origin intersect with the midline of the lymph and the blood layers, respectively, and eight intersections are obtained. The eight points were marked clockwise as points D1, D2, D3, D4, D5, D6, D7, and D8. Each point can be selected to obtain the pressure load at this point. In the pressure load diagram of each fixed point, when the values of four random points among the eight points are greater than 0.03 MPa, these indicate that the load of the lymph and the blood layer is too large, indicating that the external load force exerted by the skin layer is too large.
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FIGURE 12. Display of point selection and positioning method of “[image: image]-shaped” line mark: (A) “[image: image]-shaped” line mark and (B) 0.004 MPa external pressure value of “[image: image]-shaped” line mark pressure.


As shown in Figure 13, the distribution range of the external force and the pressure of the upper arm model is further refined. When the upper arm model is applied with 0.002 MPa external force pressure, 0.003 MPa external force pressure, 0.004 MPa external force pressure, 0.005 MPa external force pressure, and 0.006 MPa external force pressure, the selected point pressure diagram of eight punctuation points is displayed. As shown in Figure 14, the distribution range of the external force and the pressure of the forearm model are further refined. When the forearm model is applied with 0.002 MPa external force pressure, 0.003 MPa external force pressure, 0.004 MPa external force pressure, 0.005 MPa external force pressure, and 0.006 MPa external force pressure, the selected point pressure diagram of eight punctuation points is displayed. The eight point pressure tables of the lymph and the blood layers of the upper arm model with different external force pressures are obtained, as shown in Table 4. The eight point pressure tables of the lymph and the blood layers of the forearm model with different external force pressures are obtained, as shown in Table 5.


[image: image]

FIGURE 13. Point selection picture of the lymph and blood layers of the upper arm model with different external pressure loads: (A) 002 MPa external pressure, (B) 0.003 MPa external pressure, (C) 0.004 MPa external pressure, (D) 0.005 MPa external pressure, and (E) 0.006 MPa external pressure.
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FIGURE 14. Point selection picture of the lymph and blood layers of the forearm model with different external pressure loads: (A) 002 MPa external pressure, (B) 0.003 MPa external pressure, (C) 0.004 MPa external pressure, (D) 0.005 MPa external pressure, and (E) 0.006 MPa external pressure.



TABLE 4. Eight-point-specific pressure table of lymph and blood layers of the upper arm model with different external force pressure values.
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TABLE 5. Eight-point-specific pressure table of lymph and blood layers of the forearm model with different external force pressure values.

[image: Table 5]
The data obtained by ANSYS software are sorted out and analyzed. In the upper arm model and the forearm model, when the external load pressure of the skin layer is 0.002–0.006 MPa, the pressure range of the internal lymphatic and blood layer is within 0.03 MPa. The experimental results are refined again, and the parameters are optimized according to the design principle of the device.




SIMULATION PARAMETER ANALYSIS AND DESIGN OPTIMIZATION


Analysis of the Simulation Parameters

In order to verify that the eight punctuation points measured in each picture have a reference value, the 10 groups of data obtained are sorted and analyzed. Shown in formula (1) is the variance formula that was used:

[image: image]

Shown in formula (2) is the standard deviation calculation formula:

[image: image]

The average pressure load and error range of each group of data were analyzed.

As shown in Table 6, it can be found that, under the same external pressure of the upper limb, the average pressure of the lymph and the blood layer of the upper arm model is slightly higher than that of the forearm. This is because, in human upper limbs, the arm circumference of the upper arm is generally larger than that of the forearm, and the pressure area of the upper arm is larger. According to the formula F = P ⋅S, there is greater force on the upper arm. According to the variance and standard deviation data in Table 6, we can see that there are still some errors in this experiment, but in 10 groups of data, the errors of nine groups of data are within reasonable range, so the experiment has a certain reference value.


TABLE 6. Eight-point-specific pressure table of lymph and blood layers of the upper limb model with different external force pressure values.
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Optimization Design of the Device Parameters

Through the ANSYS simulation experiment, in the rehabilitation module of the portable upper limb lymphedema monitoring and auxiliary treatment integrated device, aiming at female patients with grade 0 lymphedema (patients with mild or who might have tissue damage), the optimization design scheme of the device rehabilitation module parameters is obtained.

The working mode of the upper arm low-ductility massage belt B in the upper arm rehabilitation module will be set to three pressure ranges: weak grade, 0.003 MPa; medium grade, 0.004 MPa; and strong grade, 0.005 MPa. In order to form a pressure gradient, the pressure at the distal end of the upper limb should be greater than that at the proximal end. The working mode of the forearm low-ductility massage belt B in the forearm rehabilitation module will also be set to the pressure range of the three gears: weak grade, 0.0035 MPa; medium grade, 0.0045 MPa; and strong grade, 0.0055 MPa. The application range of the low-ductility massage belt of the rehabilitation module is 260 mm in length and 50 mm in width. The range of applied force can be obtained.

According to these data, the device parameters in each rehabilitation module are set in detail. In order to achieve the recovery effect of pressure reflux of lymph, it is necessary to adjust the pressure intensity to form a pressure gradient. The working mode values of each low-ductility massage belt of the upper arm rehabilitation module and the forearm rehabilitation module in Table 7 are obtained. The pressure time is set to automatically adjust the frequency, and the pressure time is gradually increased to 1, 2, and 3 s. The starting time of the different grade pressures of each rehabilitation module was not carried out at the same time, and there was a small sequence time. This starts with a low-stretch massage band at the far end of the upper extremity. This will form a better rehabilitation effect; the device will achieve better auxiliary treatment effect.


TABLE 7. Set value of working mode of the massage belt in each rehabilitation module.

[image: Table 7]
Compared with this device, the traditional detection methods, such as measuring with a tape measure, need the help of others every time and cannot guarantee an accurate measurement of the same marked point of the upper limb; measuring with a measuring cylinder with water displacement method, the measurement error of the patient’s upper limb is great, and the front and rear measurement is cumbersome and inaccurate than using professional equipment, such as Perometer, isotope lymphography, near-infrared fluorescence imaging, etc., Every time the cost is more; each test costs 1,000–3,000 yuan, which ordinary patients cannot afford. For the function of adjuvant therapy, many treatment equipment are time-consuming and expensive; non-surgical treatment methods need long-term and timely treatment, such as strength training, skin care, lymphatic massage, etc., which cost 300–1,000 yuan each time; surgical treatment costs 20,000–50,000 yuan each time, which is particularly expensive, and the patients feel uncomfortable. This device uses arm circumference measurement method, the test results are more accurate and cheap, and the cost of the device is controlled within 2,000 yuan. The auxiliary treatment module can also simulate manual lymphatic drainage, which can replace the traditional rehabilitation treatment method and be used directly at home.

There are some limitations in this paper. We only take the middle part of the upper arm and the middle part of the forearm as the research model, and other parts of the experiment are regarded under the same experimental conditions, but there are still some errors. This device is still in the early stage of development, and there is no good rehabilitation verification effect for different disease stages of upper limb lymphedema. In the future, it will further refine the construction of upper limb finite element model and simulation experiment, further improve the accuracy of experimental data, and provide a more significant auxiliary treatment device for patients with upper limb lymphedema. In this paper, only one female volunteer was scanned, and data were collected. In future research, the database of the upper limb will be enriched and data will be collected and analyzed.




CONCLUSION

In this paper, the demand status of female patients with lymphedema of the upper limb after breast cancer surgery was analyzed. Combined with wearable design and detection and rehabilitation of lymphedema, a portable monitoring and auxiliary treatment device for upper limb lymphedema was designed. In order to optimize the parameters of the rehabilitation module of the device, ANSYS software was used for static finite element simulation. By simplifying the biological model of the upper arm and the biological model of the forearm, a 3D reconstruction of the model, reasonable layering and simulation experiments are carried out. After a detailed analysis of the simulation results, the specific parameters of the refining device are obtained according to the simulation results. At the same time, setting the pressure range and working time of the device can further improve its rehabilitation effect. The design of this scheme can solve the problem such that patients with upper extremity lymphedema can complete the process of edema monitoring and adjuvant treatment at home, achieving the purpose of early detection and early treatment and effectively controlling the patient’s condition. This paper makes up for the research content of female patients with upper limb lymphedema after breast cancer surgery and provides a design scheme and optimization method for other researchers.
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Neural-interfaced prostheses aim to restore sensorimotor limb functions in amputees. They rely on bidirectional neural interfaces, which represent the communication bridge between nervous system and neuroprosthetic device by controlling its movements and evoking sensory feedback. Compared to extraneural electrodes (i.e., epineural and perineural implants), intraneural electrodes, implanted within peripheral nerves, have higher selectivity and specificity of neural signal recording and nerve stimulation. However, being implanted in the nerve, their main limitation is represented by the significant inflammatory response that the body mounts around the probe, known as Foreign Body Reaction (FBR), which may hinder their rapid clinical translation. Furthermore, the mechanical mismatch between the consistency of the device and the surrounding neural tissue may contribute to exacerbate the inflammatory state. The FBR is a non-specific reaction of the host immune system to a foreign material. It is characterized by an early inflammatory phase eventually leading to the formation of a fibrotic capsule around intraneural interfaces, which increases the electrical impedance over time and reduces the chronic interface biocompatibility and functionality. Thus, the future in the reduction and control of the FBR relies on innovative biomedical strategies for the fabrication of next-generation neural interfaces, such as the development of more suitable designs of the device with smaller size, appropriate stiffness and novel conductive and biomimetic coatings for improving their long-term stability and performance. Here, we present and critically discuss the latest biomedical approaches from material chemistry and tissue engineering for controlling and mitigating the FBR in chronic neural implants.

Keywords: neural electrodes, foreign body reaction, coatings, biomaterials, hydrogel, tissue engineering, microfluidics, nanofabrication techniques


INTRODUCTION

Since scientists started to invasively study the function of the central nervous system (CNS) and peripheral nervous system (PNS), single electrodes, and later on electrode arrays, have been implanted to record neuronal activity and to stimulate single or groups of neurons to artificially induce their activation, in light of decoding their functions.

Once study protocols moved from acute tests to chronic implantations and the safety of implants performed in primates suggested the possibility to move to studies in humans, a further possible application of invasive neural electrodes, beside that to investigate neuronal functions, became concrete. Electrodes started to be employed to decode subject motor intention and, bypassing neural or osteo-muscular lesions, to artificially interface the nervous system to the external environment.

When this happened, neural interfaces -often named brain to computer or to machine interfaces- and the field of neuroprosthetics were born. Depending on the site and the subject receiving the implant, electrodes can also be interfaced with sensory area and fibers and, by relaying afferent streams of information, convey artificial sensory feedback.

Insofar, some applications for stimulating neural electrodes, particularly deep brain stimulation (DBS) and cochlear implants, have gained the maturity to be commonly applied in clinical practice. Other applications targeting a more spatially-selective information exchange, such as cortical or peripheral nerve implants, are very-promising, yet still in a developmental phase. Their not-complete maturity is mostly due to the lack of long-lasting stability of their performance over time, mainly because of the reaction that the body mounts around them. This factor hampers to a less extent cochlear electrodes, because they do not penetrate the neural structures, and DBS, because these electrodes do not need to achieve the level of stimulation selectivity needed by information exchange. The long-term functionality and longevity of cochlear implants and deep brain stimulators have already been widely demonstrated (Deuschl et al., 2006; Woeppel et al., 2017).

Contrarily, the use of invasive multichannel electrodes, implanted within stump peripheral nerves to control cybernetic hand prostheses, is an application field of neural interfaces where electrodes should achieve an intimate contact with neural fibers required to reach a reliable information transmission, and where implantable solutions seem to favor exchange selectivity.

Since peripheral nerves contain both motor and sensory fibers, peripheral nerve electrodes can achieve proper bidirectional communication through the use of a single device by stimulating afferent axons (Xavier and Jaume, 2014).

Regained sensory feedback from hand prosthesis has the potential to improve motor control (Valle et al., 2018; Zollo et al., 2019), discrimination abilities (Raspopovic et al., 2014), and to reverse aberrant brain plasticity triggered by the amputation (Rossini et al., 2010; Di Pino et al., 2012, 2014; Ferreri et al., 2014; Serino et al., 2017).

Unfortunately, the standard control systems of prosthetic limbs rely on surface electromyogram, which is mainly limited by problems of high latency, as well as low specificity and robustness in long-term implants (Anderson and Weir, 2019). Although some of the current peripheral nerve interfaces can shorten latency and provide single axon specificity, their performances tend to degrade with time due to the biological response of the organism to the electrode, which is triggered by the damage provoked by the implant procedure itself (Anderson and Weir, 2019). The body tends to insulate and exclude the foreign material from the surrounding microenvironment, leading to scar tissue growth around the device that is made of a fibrous capsule.

In the conductive surface, the dielectric constant, dissipation factor and dielectric loss factor rise with the increase of the capsule thickness. The increase of the electrical impedance is proportional to the development of the fibrotic tissue, which determines difficulties to distinguish the signal from background noise (Szostak et al., 2017) and, eventually, the drop of stimulation and registration capacities (Guadarrama-Santana and Garcia-Valenzuela, 2007; Jayamani et al., 2014).

The immune-mediated response responsible for the capsule growth is known as Foreign Body Reaction (FBR). FBR reduction over time is probably the main challenge for future neural electrode applications in neuroprosthetics to extend the reliability of the interface (Lotti et al., 2017).

The aim of this review is to analyze the latest tissue engineering strategies and biomedical approaches for controlling and evading FBR around implantable interfaces.

Although the FBR process can occur in any living tissue implanted with foreign material, such as molecularly engineered surfaces and medical devices (Anderson et al., 1999; Luttikhuizen et al., 2006), we will restrict our field of investigation and focus the review toward intraneural electrode applications to interface robotic prosthetic limbs.

We analyze factors supposed to be the main causes of acute and chronic neural tissue reactions, such as scarce biocompatibility, excessive size, poor flexibility, reduced electrical properties, low compliance, mechanical mismatch and micromotion.

Finally, we examine the shortcomings of current electrode-producing technologies and discuss possible cutting-edge solutions for the development of promising alternatives to the present intraneural interfaces. Strategies and technologies analyzed in light of the specific application we pursue could be potentially tailored to any electrode inserted in the CNS or PNS, and interfaced with different artificial devices.



MOLECULAR MECHANISMS AND CELLULAR COMPONENTS OF THE FBR

In a living tissue or a nerve, any implantation of foreign material, including advanced biomaterials that surround an invasive electrode, triggers an unbalanced biological reaction (i.e., characterized by scarce wound healing and chronic inflammatory state) of the non-specific immune system, known as FBR, which is the natural protection mechanism of the host to the foreign body (Anderson et al., 1999; Luttikhuizen et al., 2006). This complex host reaction (Figure 1) consists in a sequential and orderly cascade of molecular events that involves adhesive blood and plasma proteins, tissue and infiltrated inflammatory cells, and inflammatory cytokines.


[image: image]

FIGURE 1. Onset, progression and resolution of the Foreign Body Reaction. Sequence of cellular events of the non-specific immune response elicited by the biomaterial surrounding the invasive electrode implanted into the nervous tissue, which is perceived as a nerve injury: (a) onset, similarly to the wound healing, the adsorption of blood and plasma proteins [in particular, fibrinogen and antibodies (IgG), which will be recognized by the white blood cells of the immune system, and the complement system providing specific binding sites and chemoattractants for circulating leukocytes and monocytes] to the surface of the implant leads to the second step of the process, (b) the progression of the FBR, during which leukocyte and monocyte extravasation that is due to the influence of various chemokines, such as TGF-β, promotes their attraction and adhesion to the electrode surface. Recruited monocytes differentiate into activated M1 macrophages that fuse together into multinucleated FBGCs, which carry out multiple functions including: the increase of the inflammatory response both through a positive feedback mechanism (mainly via additional TGF-β production) and through the recruitment of further monocytes and macrophages, the digestion of the electrode surface while promoting the recruitment of the fibroblasts and their activation to myofibroblasts in the last step of the process, (c) the resolution of the FBR, during which the myofibroblasts secrete the different ECM components around the implant that are responsible for the formation of the fibrotic capsule, which ultimately isolates the electrode from the surrounding tissue. IgG, immunoglobulin G; CCLs, CC chemokines; TGF-β, transforming growth factor β; FBGCs, foreign body giant cells. Created with BioRender.com.


The first step (onset), which is similar to wound healing, upon foreign body implantation is the adsorption of blood and plasma proteins, such as fibrinogen, fibronectin, albumin and antibodies to the implant surface (Andrade and Hlady, 1987; Jenney and Anderson, 2000). The type of the proteins adsorbed and the progression of the FBR depend on the surface shape, chemistry composition and charge (Tang and Eaton, 1993; Hunt et al., 1996; Thull, 2002). In the second step (progression), the adsorbed protein layer and its composition in turn promote monocyte and leukocyte extravasation, attraction and adhesion to the surface, along with the activation of the coagulation cascade (Richardson et al., 1976; Smiley et al., 2001; Szaba and Smiley, 2002).

Fibrinogen is hydrolyzed to fibrin that creates a sort of matrix able to attract circulating leukocytes and local macrophages around the implanted surface under the chemoattractive influence of different chemokines (Tang et al., 1998; Smiley et al., 2001; Tao and Kobzik, 2002; Lishko et al., 2004). At the onset of the FBR and during its progression, circulating platelets first and macrophages then secrete transforming growth factor β (TGF-β). This pivotal cytokine serves as chemoattractant and activator of monocytes, besides being responsible for the continuum of the inflammation and its exacerbation until fibrosis (DiPietro et al., 1998; Crowe et al., 2000). Leukocytes express and secrete a series of other inflammatory cytokines, such as CCL2, CCL3, CCL5, which are the principal players involved in the recruitment of blood-borne monocytes and local macrophages in the foreign body microenvironment (DiPietro et al., 1998; Hancock et al., 2000; Ono et al., 2003; Armstrong et al., 2004). Afterward, extravasated monocytes differentiate to macrophages that, once activated under the stimulation of activated T cells, fuse together to form multinucleated foreign body giant cells (FBGCs). FBGCs start releasing further inflammatory cytokines, thus boosting the inflammatory response through a mechanism of positive feedback, giving rise to a chronic inflammation (Anderson, 2000; Kyriakides et al., 2004). This cell recruitment from the bloodstream is allowed by vasodilatation and increase of vessels permeability, which is induced by the platelet release of the angiogenic cytokine vascular endothelial growth factor (VEGF) (Banks et al., 1998; Ferrara et al., 2003). The biological activity of the FBGCs represents a hallmark of the FBR, as it is aimed to protect implanted tissue against the foreign body, mediating its surface damage and digestion through the release of various proteases and acids (Kyriakides et al., 2004). In the last step of the process (resolution), macrophages play a key role via the production of TGF-β. This multifunctional cytokine has a paramount importance as it will stimulate the fibroblast-mediated extracellular matrix (ECM) production, while reducing at the same time inflammation (Bellingan, 1996; Ashcroft, 1999). Thus, the role of the recruited macrophages is to promote further monocyte and macrophage recruitment and to stimulate the growth and differentiation of quiescent fibroblasts to myofibroblasts. Myofibroblasts are eventually responsible for the massive production and secretion of ECM components, including collagen I, collagen III, fibronectin and proteoglycans that give rise to the dense fibrotic capsule around the implanted electrode (Luttikhuizen et al., 2006; Anderson et al., 2008; Ward, 2008). In the very final stage of the process, the capsule becomes impermeable to the non-specific immune system and to many chemicals, including some therapeutic inhibitors of inflammation, and responsible for the augmentation of the electric impedance and progressive isolation of the implanted device, impairing its long-term functionality (Anderson et al., 1999, 2008; Luttikhuizen et al., 2006).



INTRANEURAL VS. EXTRANEURAL ELECTRODES IN FBR

To interface with a peripheral nerve invasive intraneural and extraneural electrodes can be employed. Among intraneural electrodes, the most used are Multielectrode arrays (MEAs), Longitudinal Intra-Fascicular Electrodes (LIFEs) and Transverse Intrafascicular Multichannel Electrode (TIME) (Yoshida and Stein, 1999; Branner et al., 2004; Badia et al., 2011; Yildiz et al., 2020). The extraneural electrodes developed to interface with peripheral nerve are cuff electrodes (Navarro et al., 2001; Ortiz-Catalan et al., 2013) and Flat Interface Nerve Electrodes (FINEs) (Tyler and Durand, 2002; Freeberg et al., 2020).

Intraneural electrodes should offer a better signal-to-noise ratio during neural recording and the reduced current intensity necessary to reach the appropriate nerve stimulation (Navarro et al., 2005). Nonetheless, being implanted within the nerve, these interfaces are traumatic for the surrounding tissue triggering an early inflammatory response caused by the injury of the vascularized connective tissue. Indeed, as the electrode proximity to the nerve increases, a higher selectivity of neural recording of the signal and stimulation can be obtained. However, the formation of the fibrotic capsule around the interface reduces recording and stimulation long-term stability compared to extraneural electrodes (Rossini et al., 2010; Badia et al., 2011, 2016; Lotti et al., 2017).

The chronically implanted devices stimulate the aforementioned multistep cascade of foreign body response, ending in scar tissue formation and electrode encapsulation, and thus in the need of increased currents (i.e., power consumption) to maintain appropriate nerve stimulation due to a progressive increase of the electrical impedance. The most frequently used metals for the fabrication of neural electrodes are gold, tungsten, platinum (Pt) and Platinum-Iridium (Pt-Ir) alloy, with Pt being considered the preferred choice for long-term neuroprosthetic applications due to its electrochemical stability, safety, resistance to corrosion and limited reactivity within a tissue environment (Brummer et al., 1983; Geddes and Roeder, 2003; Merrill et al., 2005; Polikov et al., 2005). However, the stiffness of Pt has a traumatic impact on the surrounding soft neural tissue (Green et al., 2012), causing a shear stress that over time induces an inflammatory reaction, which can be further stimulated by the tissue movements and electrode micromotion (Rousche et al., 2001; Leach et al., 2010). In addition, another weakness of Pt and other metallic electrodes is due to their fabrication, which is usually performed with smooth surfaces that do not allow complete nervous tissue adhesion and integration. As a result, immune cells may invade the remaining space between device surface and target nerve in the implanted area, fostering the FBR (Aregueta-Robles et al., 2014). Therefore, the strength of the implant-tissue integration is influenced by the presence of FBGCs and monocytes/macrophages (Fink et al., 2008). On the other hand, manufacturing excessively rough surfaces may risk increasing the local strain and producing friction forces, thereby causing tissue damage. It is also known that rougher surfaces are able to alter cell adhesion, growth, activation and behavior (Fink et al., 2008; Gamboa et al., 2013; Hulander et al., 2013) including macrophage fusion (Chen et al., 2010), although these effects depend on the different cell types as well as on the materials used and their fabrication methods. Consequently, the right compromise should be sought between the optimal flatness, smoothness and suitable roughness that meet the texture of the nerve tissue, thus avoiding local insults and hazardous damages that could trigger inflammation and a deranged wound healing process. Because of these intrinsic limitations in metallic electrode efficiency, the continuous search for valid alternatives and chemical modifications to material composition is encouraged. For example, electrodes can be coated with conductive and soft polymers, like a core of flexible and insulating polyimide with metallic tracks of Pt or Pt-Ir, as detailed below. Such a strategy can be adopted for mitigating the stiffness disparity between device and host tissue and for relieving the biological rejection of the nerve tissue (Geddes and Roeder, 2003; Merrill et al., 2005; Polikov et al., 2005).

So far, diverse strategies are being pursued (Figure 2) to create minimally invasive neural implants that may address the FBR issue and guarantee their long-term use, which can be summarized as follows: (i) working on the design and geometry of the device (such as surface roughness, electrode shape, size, and flexibility); (ii) working on the chemical composition of the coating material to develop novel organic and synthetic polymer substrates that can be tolerated much better by the host tissue. Finally, another important approach consists in (iii) working on the interaction between interface and microenvironment for controlling the local delivery of therapeutic molecules (e.g., anti-inflammatory and anti-fibrotic drugs) making use of functionalized biomimetic and biodegradable coatings.
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FIGURE 2. Possible coating strategies of invasive neural implants to minimize the long-term FBR. Schematic representation of the main tissue engineering strategies for coating intraneural electrodes against the FBR: (i) the long-term stability and performance of invasive interfaces can be enhanced through the manipulation of the electrode shape, size, geometry, flexibility and surface roughness to create minimally invasive neural implants by leveraging on micro- and nano-manufacturing methods. (ii) An alternative intervention strategy consists in the development of novel chemical coatings, making use of advanced functional biomaterials, as biocompatible surfaces. (iii) Lastly, the functionalization of the coating with therapeutic drugs and, accordingly, innovative drug-delivery systems may help better integrate and tolerate the invasive device by the host nervous tissue. All of the above intervention strategies could be hopefully integrated into a unique multi-combinatorial approach (red arrow) in the next future. SMPs, shape memory polymers; MEMS, micro-electro-mechanical systems; PDMS, poly(dimethylsiloxane); CPs, conductive polymers; NP, nanoparticle; CNT, carbon nanotube. Created with BioRender.com.



Working on the Design and Geometry of the Electrode

The shape and topography of medical-grade polymers implanted in animal models profoundly influences the FBR at the implant surface, with the broadly accepted experimental outcome that circular and smooth surfaces, in intramuscular and percutaneous implants, minimally affect the aggressive behavior of macrophages (Matlaga et al., 1976; Salthouse, 1984). The use of flexible implants of multifunctional polymeric fibers (Canales et al., 2015), and microfabrication of the electrode shape with a new flexible sinusoidal design and a 3D spheroid tip that reduce local strain and tissue damage caused by micromotion (Sohal et al., 2014) may represent alternative strategies to gain some mechanical benefits, without remarkably modifying the size of neural implants, and improve their in vivo longevity and recording performances. The importance to focus on the coating stiffness and geometric configuration (i.e., size effect), to reduce the mechanical mismatch between chronic implanted electrodes and neural tissue, has been highlighted by a recent work of Spencer et al. (2017). They investigated the ability of soft polyethylene glycol dimethacrylate (PEG-DMA) hydrogel coatings, compared to hard implants of identical diameter, to reduce chronic glial scar formation on the surface of neural probes in rodent brains, by lowering the local strain and diameter (from 400 to 150 μm) of the coating. The authors suggest that a similar technique could be adapted to coat more complex geometries through a dip coating, or spray coating method, including electrodes made of various materials, such as metal, silicone and polymer implants, by slightly changing the chemistry.

The strategy of coating neural electrodes with hydrogels of PEG and PEG-based copolymers, leveraging their high versatility, low-fouling and bioinert properties, has long been used with moderate success in many studies (as reported with various examples in the subsection “other advanced biomedical materials”) (Wichterle and Lím, 1960; Rao et al., 2011; Gutowski et al., 2015; Heo et al., 2016), although some limitations that were somehow addressed combining PEG with other polymers. However, PEG shows high susceptibility to oxidative damage in vivo, it may activate severe immune response, and its functionalization is usually troublesome, thereby limiting its application for neural interfaces that require long-term stability (Ostuni et al., 2001; Ward et al., 2002; Knop et al., 2010). Likewise, poly(2-hydroxyethyl methacrylate) (PHEMA), which is, together with PEG, the most widely used coating material for implantable devices (Campioni et al., 1998; Ratner, 2002) is susceptible to non-specific protein adsorption, and eventually to fibrotic encapsulation (Zhang et al., 2017), thereby raising the same problems faced with PEG for the extended stability over time and for restraining an immune reaction. Instead, hydrogels made of zwitterionic polymers, such as poly(carboxybetaines), poly(sulfobetaines), and poly(phosphobetaines) (Chen et al., 2005; Jiang and Cao, 2010; Sin et al., 2014a, b) are biocompatible and highly hydrated materials, showing anti-inflammatory and ultralow-fouling characteristics in vivo, which hold great potential to reduce FBR a way better than PEG hydrogels (Jiang and Cao, 2010; Zhang et al., 2013; Wu et al., 2018), as further discussed below in the hydrogel section.

In the last decades, many endeavors have been made in different biomedical and clinical frameworks, merging microengineering and material chemistry skills with molecular biology knowledge, to modify the physicochemical features of implanted interfaces and tuning their structural and surface features with the aim to control the FBR and increase their neurocompatibility. For example, it was initially proposed the use of the focused ion beam technology as high precision machining technique to create and modify the surface morphology of the interface material, up to nanometric scale, by controlling the ion milling of the substrate or its coating in three dimensions, and thereby modulating in vitro the neural cell adhesion (Raffa et al., 2007). Afterward, other promising solutions developed for patterning the design and morphology of the surface are briefly summarized as follows: the generation of combinatorial libraries of cationic polymer coatings in mice (Ma et al., 2011); the intramuscular implantation, in rat spinotrapezius muscles, of biodegradable poly(l-lactide-co-d/l-lactide) (PLA), as membranes and uncoated electro-spun fiber meshes with a positively charged plasma-polymer coating, to alter material morphology (Lucke et al., 2018). Finally, the development of a method to control surface porosity of poly(2-hydroxyethyl methacrylate-co-methacrylic acid) (pHEMA-co-MAA) hydrogels, consisting in the fabrication of parallel channels interconnected to a micrometer-sized spherical pore network (Madden et al., 2010). These surface-modified scaffolds were able to increase neovascularization and reduce the inflammation and tissue scarring. This last work represents another smart approach to control channel size and spacing of a functionalizable surface, which can be achieved by varying the dimensions of the microsphere templates. With regard to changing the geometry of the electrode material, the anionic polysaccharide, alginate, is a naturally-derived polymer able to form biocompatible hydrogels, with the addition of divalent cations, to encapsulate cells and materials for biomedical applications (Lee and Mooney, 2012; Veiseh et al., 2015; Vegas et al., 2016; Bochenek et al., 2018). Semi-permeable alginate spheres have been developed since long time as a common tissue engineering strategy to isolate implanted biological material from the effect of the local immune cells, thus reducing the FBR in vivo (Chang, 1964; Lim and Sun, 1980; Veiseh et al., 2015). Significantly, in one of these works, the authors showed for the first time the importance of the size and spherical geometry not only for the SLG20 alginate hydrogel encapsulation of pancreatic islets, but also for stainless steel, glass and polystyrene spheres on the fibrotic response in immunocompetent and fibrosis-prone rodent and non-human primate models (Veiseh et al., 2015). They tested different sizes and time windows, including a chronic time-point (i.e., 6 months), for transplanted grafts encapsulated with the SLG20 alginate capsules and found the 1.5 mm-sized spheres as the ideal geometry to protect grafted cells and surfaces from macrophage activation and fibrosis compared to smaller spheres. In conclusion, they demonstrated that size (1.5 mm in diameter or greater) and spherical shape, rather than stiffness, of alginate hydrogels as well as ceramic, metal and plastic surfaces represent critical features for obtaining prolonged biocompatibility and for resisting to fibrosis rejection. So, this biomaterial design strategy is potentially applicable to intraneural interfaces although, at present, such dimensions are not always achievable for all the intraneural electrodes. Instead, the strategy proposed by Rubehn and Stieglitz (2010) consists in a novel 3D design of a spiked ultraflexible neural (SUN) interface that integrates spiked structures for intrafascicular nerve recording from the PNS with an ultraflexible substrate, thereby enabling a unique conformal interface to the target nerve. The advantage is represented by the features of the material used, which is an insulating polyimide substrate that does not cause excessive inflammation. Hitherto, this new sensor model has been used only in acute animal experiments, whereas for chronic implantations important challenges still remain to be faced such as, among others, the FBR with fibrotic scar tissue that could displace the electrode from its original position and thus jeopardize the quality of the neural signal (Rubehn and Stieglitz, 2010; Wang J. et al., 2018).

Overall, it seems very important to modify the electrode surface with more smooth and circular shape, without major changes in size, to reduce both the local strain of the material and the mechanical mismatch between the device and the host tissue. The consequences of altering the surface topography, in particular the effect of the roughness, are still debated and quite complex to understand (Fink et al., 2008). In fact, topography-induced changes seem to affect macrophage behavior (e.g., cell adhesion, fusion and cytokine secretion in vitro) in the FBR to diverse polymer surfaces (Chen et al., 2010). Furthermore, the continuous search for novel 3D surface design of the device, with coatings at high flexibility, which can be able to adapt to the microenvironment, shaping themselves to the nervous tissue would represent a plus for improving more and more the implant integration. To this aim, 3D bioprinting of hydrogels and thin-film deposition technologies of biocompatible and soft polymers will facilitate the task.



MODIFICATIONS OF THE INTRANEURAL ELECTRODES BY INTEGRATING SOFT ROBOTICS, MICROFABRICATION OF MICROFLUIDIC SYSTEMS AND CARBON NANOTUBES

In the research field of neural electrodes and probes continuous efforts are being made in search of smaller and more flexible devices to reduce the trauma caused by their insertion and, in turn, the biological tissue response (chronic inflammation and fibrosis), leveraging on micro- and nano-fabrication techniques. Recently, an innovative soft robotics approach has been devised to mitigate the FBR by controlling fluid flow and shear stress perceived by the host cells (Dolan, 2019). In a rat model, the authors implanted subcutaneously a milliscale dynamic soft reservoir (DSR), surrounded by an actuatable polyurethane membrane, and modulated the biomechanics of the biotic-abiotic interface via tunable pressure. After 14 days, an important reduction in the number of αSMA+ myofibroblasts and in fibrotic encapsulation of the implantable device was observed through histological and immunohistochemical analysis. Furthermore, as an example of a proof-of-concept study using a porous and permeable actuating membrane, they were also able to regulate therapeutic delivery of epinephrine, used as a model pharmacological agent, to test its functional effect in the adjacent tissue. Hence, the presented DSR may have the potential to be integrated into intraneural electrodes for an extended period to modulate the inflammatory and fibrotic response, making it a promising tool also for future neural applications. In fact, the design of the platform can be easily modified and tailored to be integrated into diverse types of implantable devices through its incorporation into a thin matrix that can be part of an intraneural electrode. In the past decades, flexible polymer-based microelectrodes have been developed also for neural prosthetic devices (e.g., testing different device size, shape, surface smoothness and structural stiffness) taking advantage of microfluidic and micromachining techniques (Szarowski et al., 2003; Lee et al., 2004; Polikov et al., 2005). Despite these microelectrodes provide multiple and high-quality stimulation and recording sites, the lack of long-term stability has been reported due to the neural tissue reaction and scar formation following extended microelectrodes implantation (Lee et al., 2004). To overcome this limitation, scientists sought to integrate microfluidic channels into flexible microelectrodes combining different techniques for achieving controlled delivery of anti-inflammatory and anti-fibrotic drugs through the microchannels, as further reviewed in Section “Interface-Microenvironment Interaction.” However, micromachining of the electrode polymer through a lamination technique (Metz et al., 2004), micromolding and thermal bonding of the polymer (Ziegler et al., 2006), combined electrochemical deposition of conductive polymer and drugs on the electrode (Wadhwa et al., 2006), turned out to be complex and expensive for a large-scale use. Hence, novel microelectrodes, combining thin-film fabrication with poly(dimethylsiloxane) (PDMS) molding and a more rapid, easy, and cost-effective bonding technique, enabled long-term drug release for a more stable recording performance (Gao et al., 2013). A new hybrid cuff electrode that integrates microelectrodes, for recording and stimulation, embedded within microfluidic channels for drug delivery is an example of flexible thin-film polymer device fabricated via surface micromachining techniques on a temporary silicon wafer carrier (Elyahoodayan et al., 2020). The electrode was designed and developed to improve fascicular selectivity and sensitivity in rat sciatic nerves following minimal handling during surgical implantation. Its main advantage is represented by the combined possibility to acutely stimulate, record and deliver lysing drugs, to remove connective tissue (i.e., epineurium layer) that separates electrodes from nerve fibers, and neurotrophic factors that promote axonal sprouting from the exposed fibers. Nevertheless, the authors stated that future studies will be necessary for functional testing in prolonged implant conditions to check for chronic electrophysiological recording as well as nerve health and interface stability after collagenase delivery to verify possible levels of axonal inflammation and fibrosis. Regarding novel and advanced production methods of microelectrodes, a great deal of interest has recently emerged in the additive manufacturing techniques, a versatile and powerful tool to overcome various shortcomings of conventional lithography techniques. Additive manufacturing of microelectrode arrays or microneedle arrays provides a novel, quick and low-cost method to fabricate custom-shaped electrochemical devices, by rapid prototyping, for a wide range of applications (Yang et al., 2016; Morrison et al., 2019; Soltanzadeh et al., 2020). For example, the manufacturing method performed by an aerosol jet technology, for the fabrication of the microelectrode arrays used in a biosensor platform for electrochemical measurements, was based on the use of a silver nanoparticle (NP) ink and a UV-curable polymer (Yang et al., 2016). Instead, in another work, compared to microfabricated microneedle arrays, 3D-printed arrays, made of an amorphous polymer of acrylonitrile-butadiene-styrene, showed almost identical geometric properties and equivalent performance with high frequency biosignals (such as in electromyogram recordings), whereas for recording low frequency signals they turned out to be not suitable (Soltanzadeh et al., 2020). However, in these works, only preliminary and short-term tests were run to measure their functionality (e.g., electrical stimulation in mouse brain, signal recording ability and impedance characteristics) either in human subjects in a non-invasive manner (Soltanzadeh et al., 2020), or in mice (Morrison et al., 2019) and as electrochemical laboratory biosensors (Yang et al., 2016), thus requiring further and deeper in vivo investigation to establish the real advantages and drawbacks of 3D-printed microelectrodes and the biocompatibility of the materials used before their clinical application.

To date, microelectrode technologies present important limitations mainly due to the stiffness mismatch between metals or micromachined silicon, used for electrode microfabrication, and surrounding tissue, particularly soft brain tissue (Winslow and Tresco, 2010). Thus, the mismatch results in fibrotic encapsulation of the microelectrode in chronic implants (Polikov et al., 2005). Furthermore, the problem of controlling possible micromotion of the interface that can change its position in the tissue may also gradually increase the inflammatory reaction (Gilletti and Muthuswamy, 2006). Similar issues can occur with chronic implants of microfabricated peripheral nerve devices. Thus, another group developed a novel fluidic microdrive technology to implant and microactuate ultraflexible electrodes, with a parylene-coated core of carbon nanotube (CNT) fibers, in animal models that could find useful applications also in peripheral nerves (Vitale et al., 2018). Indeed, following fluidic implantation into the nervous tissue, the authors were able to perform electrophysiological recordings, enhancing the stability of the device without the need of increasing the stiffness and thickness of the microdevices, and thus preventing also the onset of inflammatory responses. Fluidic microdrives were fabricated in PDMS by conventional replica molding technique and the microelectrodes insertion was obtained via viscous drag force due to the finely controlled liquid flow in the microfluidic channel, limiting tissue damage at a negligible extent. Such brilliant strategy could be further implemented for peripheral nerve electrodes, envisioning exciting opportunities for their chronic implants. Wireless and flexible film-based ion-selective electrodes (ISEs) have also been recently developed as miniaturized systems for performing highly sensitive and non-invasive measurements (Lim et al., 2020). These sensor systems, made of carbon–polymer composite transducers integrated onto a flexible circuit, enable ions detection in body fluids with high accuracy and selectivity and for prolonged lifetime, showing great potential for their application also in health studies and clinical systems. Another recent approach to drastically reduce the risk of alteration of the performance of the transducer material used for sensors and electrodes, was the development and characterization of solid contact ion-selective electrodes using novel composite material (Kałuża et al., 2019). The formulation of the present nanocomposite was based on multi-walled carbon nanotubes (MWCNTs) and poly(3-octylthiophene-2,5-diyl) (POT), with the immobilization of the polymer on the carbon nanostructures, preventing its spontaneous and unwanted partition to the membrane phase. The obtained sensors were characterized with good performance, high conductivity as well as high stability of potential readings over time. Nevertheless, although the remarkable electrical and physical properties of CNTs that can be exploited for enhancing the functionality of metallic electrodes (Aregueta-Robles et al., 2014), the main concern for their long-term use in vivo remains related to their cytotoxicity and to the risk of causing intracellular damages. Indeed, because of their elevated stiffness and reduced size (Krishnan et al., 1998), CNTs can easily penetrate cellular membranes (Kagan et al., 2006; Gilmour et al., 2013) and damage nuclei and cytoplasmic organelles. Additionally, they are known to be cytotoxic at high concentrations in different cell types (Bottini et al., 2006; Tian et al., 2006). In spite of such significant risks, which need to be carefully evaluated before clinical applications, nanoscale features of CNTs enable their escape from the immune system surveillance, thereby providing an undoubtedly appealing resource for the future development of innovative intraneural electrodes. A summary of the intervention strategies based on the design and geometry of the electrode with representative examples is reported in Table 1.


TABLE 1. Intervention strategies based on the design and geometry of the electrode.
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Developing Innovative and Advanced Functional Biomaterials

Recently, other research groups worked on the development of more suitable materials that can be tolerated by the neural tissue, leveraging on material chemistry, micro- and nano-fabrication techniques (Fekete and Pongrácz, 2017). Many different polymers turned out to be possible substrates of neural interfaces due to their proper flexibility, stability, insulation properties and biocompatibility (Svennersten et al., 2011; Ordonez, 2012; Ware et al., 2013; Nguyen et al., 2014; Arreaga-Salas et al., 2015; Boddupalli et al., 2016). Noteworthy, among these are: shape memory polymers (SMPs) [such as polyurethanes, polylactides, polystyrenes, poly(cyclooctene), thiol-enes and poly(vinyl acetate)]; the widely used micro-electro-mechanical systems (MEMS) polymer materials, namely polyimide, parylene C, PDMS and SU-8 (an epoxy-based photoresist suitable for microelectronic applications). In the soft neural tissue, the use of new smart SMPs is gradually overcoming the one of more stiff materials, as the former seem to drastically reduce the inflammatory response in the surrounding tissue becoming compliant after implantation (Ware et al., 2013; Nguyen et al., 2014; Minev et al., 2015). Likewise, in the PNS the use of flexible polymer materials seems to eliminate the mechanical mismatch of compliance between the implanted electrode and the biological tissue (Blakney et al., 2012; Nguyen et al., 2014).



MEMS POLYMER MATERIALS


Polyimide

It is a highly resistant and biocompatible polymer, made by imide monomers, among the most widely used substrates for the fabrication of the core of novel neural electrodes with metallic tracks, such as Pt and gold, often coated with different biomaterials for counteracting and delaying the onset of the FBR (Oddo et al., 2016; Delgado-Martínez et al., 2017; Wurth et al., 2017; de la Oliva et al., 2018c). Indeed, among the possible neuroprosthetic applications of this polymer, the group of Navarro X. developed a novel double-aisle electrode to regenerate separated nerve fascicles, made of a double-side thin-film of polyimide (Delgado-Martínez et al., 2017). Although such interface allowed regeneration of nerve branches, it caused FBR in chronic implants. The reaction was indeed similar to that obtained previously with other chronically implanted polyimide intrafascicular electrodes and non-obstructive regenerative electrodes (Lago et al., 2007; Garde et al., 2009), thus affecting the quality of neural signal over time. This common limitation when using polyimide electrodes might be overcome through the functionalization of the polyimide core with advanced biomimicry ultra-low fouling organic or synthetic coatings that can be much more tolerated by the implanted tissue. Toward this direction, diverse efforts have been made to reduce the inflammatory response and electrode encapsulation through new biomimetic solutions. One of these involved the coating with bioresorbable layers of molten saccharose for intracortical insertion in rat models (Hassler et al., 2016). Another option was a superhydrophobic coating from a natural Xanthosoma sagittifolium leaf nanocasted on an electroactive polyimide surface (Chang et al., 2013). A different nanotechnological approach was attempted using hybrid conductive material: an indium tin oxide substrate associated to a nanostructured polyimide film deposited on a glass surface, using a new and simple nanopatterning technique (Rombaut et al., 2019). Very recently, a flexible and transparent polyimide-based electrode was fabricated with a trilayer-stacked geometry that exploits the properties of a high-quality ultrathin film of graphene. This solution showed enhanced power and current efficiencies, with properties comparable to indium tin oxide-based diodes, increased flexibility and long-term stability in different devices (Lee et al., 2019). Finally, another strategy to increase the long-term reliability, while maintaining high flexibility, of a polyimide-based neural interface in free-moving rats, was the one adopted by a research group from China, through a MEMS fabrication approach (Ji et al., 2018). This group developed an innovative optogenetics tool consisting in a polyimide-based hybrid (opto-electric) flexible device that integrates 16 micro-LEDs and 16 IrOx-modified microelectrode arrays. Such device allowed simultaneous, high-resolution optical stimulation and electrical recording of cortical areas. Using this tool, they observed little reduction in the electrical or optical performance for 3 months. Although the fabrication process was quite complex, the device revealed itself to be a promising neural interface for further neuroscience applications, expandable also to larger animals (e.g., non-human primates) and possibly to human patients. However, in order to evade the issue of non-specific protein and cell absorption on the polyimide surface, several groups tried to devise valid alternatives to polyimide substrates, using either diverse MEMS polymers or newly emerged biomedical materials, as shown below.



Parylene C

Parylene C is a variety of high flexible and chemically inert poly(p-xylylene) polymer commonly used as biocompatible coating and substrate material of electrodes for soft neural implants (Fekete and Pongrácz, 2017). In a recent work, the authors tested parylene C as a substrate material for peripheral nerve interfaces both in vitro and in vivo (de la Oliva et al., 2018a). In this study, longitudinal devices made of parylene C and polyimide were implanted in the rat sciatic nerve for up to 8 months and the induced FBRs were compared one another. In spite of the advantage to produce parylene C-based thinner substrates than polyimide ones, with no harmful effect on nerve function, long-term stability of such electrodes could be affected by a thicker tissue capsule than polyimide devices. Indeed, the authors observed much more fibroblasts surrounding the former device, thus making parylene C not suitable for chronic implantations (Lecomte et al., 2017; Mueller et al., 2017; de la Oliva et al., 2018a). However, the diverse pattern of FBR around parylene C vs. polyimide, due to their different chemical structures, deserves further investigation before parylene C drops out of other possible invasive neural applications. For example, in another study the authors microfabricated and tested in vivo up to 24 months, even though in the rabbit brain, a sinusoidal probe electrode made of a tungsten titanium alloy (WTi) core encased in flexible layers of parylene C with novel design features (Sohal et al., 2014). Interestingly, over the chronic experimental period of the study the electrode performances and neuronal integration were better than other conventional electrodes used for recording of neuronal activity in humans, showing low levels of gliosis. Another interesting attempt to improve the long-term stability in vivo of an intrafascicular neural interface (i.e., a flexible microelectrode array with a recording system), was made through a mechanically enhanced flexible interconnection cable using a combination of parylene C and polyimide (Kang et al., 2019). The former provided chemical and electrochemical stability while the latter improved the mechanical strength and handling, with no damage reported, during the implantation procedure of the whole neural interfacing device in canine sciatic nerves. However, before clinical translation, these promising results need more investigation to test their reproducibility in chronic implants of peripheral nerves in larger animal models. Despite the many benefits of parylene C as conformational coating, such as its chemical inertness, there are also significant disadvantages that can limit its wider application compared to the liquid epoxy or silicon coatings. Notably, a better performance and a more controlled deposition process of the latter that are, moreover, much more cost-effective in their production-run make them a preferable choice for researchers. Furthermore, the chemical vapor deposition process required to apply parylene C onto a surface, especially a conductive-metal one, is not only time-consuming but also costly in the attempt to increase its metal adhesion through different methods.



Poly(Dimethylsiloxane) (PDMS)

This silicon-based organic polymer is the elective material for microfabrication of microfluidic devices including microelectrodes, with tissue-like elastic modulus, easily compliant to neural tissue. These flexible electrodes are usually realized through the process of replica molding, from a master obtained by soft photolithography with a SU-8 photoresist (Qin et al., 2010). Alternatively, they can be fabricated via simple and cost-effective photolithography-free methods, such as laser micromachining and master molding of PDMS. Such versatile processes give rise to planar metal electrodes with microfluidic channel geometries (Chatzimichail et al., 2018), and stable neural interfaces (Gao et al., 2013; Minev et al., 2015).

Poly(dimethylsiloxane) micromachining is not only cheap, and easy to realize with high parallelization, but also suitable for the fabrication of long-term neural implants that are able to produce lower inflammatory response than polyimide-based electrodes (Minev et al., 2015). Flexibility and elasticity of PDMS are clearly advantageous features for the fabrication of neural electrodes, as well as in promoting neuronal maturation (Teixeira et al., 2009; Yang and Suo, 2018). Notwithstanding, because of PDMS hydrophobicity, achieving its stable adhesion to hydrated surfaces and materials, such as hydrogels, can be problematic (Yang and Suo, 2018). Furthermore, the proper stability and adhesion between different layers of elastic polymers in implantable electronic devices, such as stretchable electrodes, is difficult to achieve. Actually, under the pressure of muscle contraction and of the strain imposed by the micromotion between nerve tissue and the implant, the electrode can crack. This issue can eventually jeopardize the device functionality. Therefore, alternative solutions have been pursued using all-polymer and metal-free microelectrode arrays with a mixture of various stretchable polymers and via replica molding with PDMS (Blau et al., 2011; Guo et al., 2014; Qi et al., 2017), although with mixed fortunes, as described in the next section.



OTHER ADVANCED BIOMEDICAL MATERIALS

From the close collaboration between the bioengineering field and the biomedical research area in the development of novel biomaterials for chronic neural applications, diverse strategies are being pursued to decrease the FBR in the next-generation neural interfaces. Some of them are based on the use of organic and synthetic polymeric coatings, including conductive polymers (CPs). Among organic coatings, CPs have been recently investigated with the aim to improve the long-term performance of neural electrodes as they can increase their effective surface, thereby decreasing the impedance, and enhance the electrical properties of neural interfaces, thus seeming the most promising materials (Wilks et al., 2011; Charkhkar et al., 2016). In particular, Poly (3,4-ethylenedioxythiophene) PEDOT, and some of its modified and hybrid versions, have been shown to be safe and reliable candidates in neuroprosthetic applications, being stable and able to improve neural adhesion, electrochemical impedance and dramatically reduce electrical noise and host tissue response (Abidian et al., 2010; Green et al., 2013; Ferlauto et al., 2018; Ganji et al., 2018). Moreover, PEDOT can be easily doped and bio-functionalized with anti-inflammatory drugs, such as dexamethasone (Alba et al., 2015; Boehler et al., 2017; Kleber et al., 2019). It can also be conjugated with other biocompatible and bioinert materials, such as PDMS thin films, CNTs, tetrafluoroborate (TFB), poly(styrenesulfonate), alginate and nafion to guarantee electrochemical stability both in vivo and in vitro (Blau et al., 2011; Alba et al., 2015; Charkhkar et al., 2016; Ferlauto et al., 2018; Carli et al., 2019). To date, PEDOT functionality has already been demonstrated in vitro in terms of improvement of neurite outgrowth bioactivity, and stability of neural micro-stimulation (Green et al., 2009; Mandal et al., 2015). Nonetheless, the long-term performance and integrity in vivo of such coatings for chronic recordings have yet to be verified, despite some interesting data collected from short-term epicortical and epidural recordings (Blau et al., 2011). However, these aspects start to be evaluated with promising long-term results, such as for the chronic intracortical neural recordings with high stability and activity in rat motor cortex and mice visual cortex, which deserve further investigation (Charkhkar et al., 2016; Ferlauto et al., 2018; Carli et al., 2019). Another important example was provided by a research team that developed a metal-free electrode array of polypyrrole/polycaprolactone-block-polytetrahydrofuran-block-polycaprolactone (PCTC) sandwiched in between films of PDMS. This group compared the in vivo performance of such all-polymer interface with a Pt electrode of the same area in a rat (Guo et al., 2014). They demonstrated a lower impedance of the metal-free device, along with excellent electrical stimulation performances in a stimulated rat hind-limb muscle following squeezing of the sciatic nerve and higher charge injection capacity compared to the Pt electrode, as well as to other PEDOT-coated metal electrodes. Future work from the same group will be necessary to improve and characterize the device physical integrity and mechanical performance in long-term in vivo assays also in peripheral nerves.

Two of the most widely used synthetic polymers for coating electrodes are poly (ethylene glycol) PEG (Drury and Mooney, 2003; Gutowski et al., 2015) and PHEMA (Jhaveri et al., 2009; Mario Cheong et al., 2014), as they can form hydrogels with low- or non-fouling characteristics in vivo, thus enhancing tissue response around implanted electrodes. However, their long-term use is limited by oxidative mechanisms that partially compromised non-specific protein absorption and device performance. Therefore, recent hybrid solutions have been proposed to overcome some of the issues related to their prolonged stability and sensitivity in vivo, such as hybrid thin film photopatternable polymers, combining the properties of PEDOT with the long-term (over 10 days) moisture stability of PEG (Zhu et al., 2017). Another successful test was the integration between PEDOT-poly(styrene sulfonate) (PSS)-CNT nanocomposites and biocompatible PHEMA hydrogels (Castagnola et al., 2016), for potential acute and chronic flexible and high sensitivity electronic applications in rat brains. Thus, the PHEMA hydrogel was able to guarantee the electrochemical performance of the device and improve the quality of intracortical recording until 28 days after the implant, along with the advantage of reducing the mechanical mismatch between neural tissue and device preventing the nanomaterial detachment. Instead, other researchers produced a polydopamine-based coating, resistant to protein adsorption, also for potential applications in intraneural electrodes (Kwon et al., 2016). They developed a polydopamine melanin (PDM) film in the nanometer-scale, a synthetic analog of the two naturally-occurring chemicals dopamine and eumelanin holding unique ionic and electronic properties (Ambrico et al., 2013, 2014; Wünsche et al., 2013), which could be harnessed to increase neural electrodes performance by improving their in vivo biocompatibility, while reducing their interfacial impedance. However, further studies will be needed to verify the potentiality of such PDM films. Another group biofunctionalized roughened Pt black (BPt) peripheral nerve cuff electrodes for chronic implantation in animal models using two coatings of PEG or nafion, with the latter showing low interfacial impedance, together with good stability and reduced fibrotic capsule, thus justifying deeper investigation also for possible clinical applications (Lee et al., 2017). A different research team developed a novel CP for neural electrodes made of a soft wire conductive matrix, which showed optimal mechanical (suitable flexibility) and electrochemical properties, as well as excellent biocompatibility after 1 month implantation in a rat sciatic nerve (Zheng et al., 2019). The conducting core of the electrode was based on silicone/poly(3,4-ethylenedioxythiophene)-polyethylene glycol (PEDOT-PEG) elastomer encapsulating 3D CNTs, and it was shown to be more compliant to soft nerve tissue than traditional polyimide implants in terms of FBR. Finally, another CP frequently used as electromechanically active coating for biosensors, implantable gold electrodes (Yamato et al., 1995; Cui et al., 2003; Green et al., 2008), fiber scaffolds capable of dynamic mechanical actuation (Gelmi et al., 2016) and microelectrode arrays (Qi et al., 2017; Du et al., 2018), is the polypyrrole (PPy). However, it has often shown limited performances and chronic recording failure over extended periods of time in vivo, also due to chronic inflammation and fibrotic encapsulation (Yamato et al., 1995; Cui et al., 2003; McConnell et al., 2009). In a recent work, a research group tried to improve the performance of biosensing interfaces based on copolymerization of benzenamine-2,5-di(thienyl)pyrrole (SNS-An) with 3,4-ethylenedioxythiophene (EDOT) (Altun et al., 2019). The so-developed copolymer films showed increased biosensing efficiency after the incorporation of CNTs and fullerene, albeit evidence of the effect of such copolymerization on their performance in vivo is still missing. Conversely, others observed high conductivity and good performances in their in vivo recordings of rat electrocorticographic signals, and in the stimulation of the sciatic nerve of the animals through the use of stretchable polymeric microelectrode arrays. These arrays were composed of PPy electrodes anchored to an underlying PDMS film using PPy nanowires. Moreover, these flexible devices showed high stretchability with no cracking, high resistance up to 100% strain and good electrode-substrate adhesion (Qi et al., 2017). To sum up, composite PEDOT-PEG or PEDOT-PHEMA solutions would seem to offer a suitable compromise between long-term mechanical and bio-stability as well as high electrical performance ensuring, at the same time, very good biocompatibility, if were not for the current limit of the few available in vivo results against FBR.



HYDROGELS

The use of highly hydrated and ultralow-fouling polymeric hydrogels outperforms other coating materials in terms of biocompatibility although the existing issue of the low electrical properties of some chemical hydrogel compositions. This drawback could be solved by including in hydrogels some of the conductive components examined above, such as CPs and CNTs (Green et al., 2012; Xiao et al., 2012). Another alternative solution could be the use of zwitterionic hydrogels with ionic conductive capacity as well as biomimetic and anti-inflammatory features, which can also resist the FBR for longer time-scale than other synthetic HEMA hydrogels (Zhang et al., 2013; Diao et al., 2019). For instance, in one of these most recent papers, it was demonstrated that highly stretchable, tough and flexible PVA/P(AM-co-SBMA) zwitterionic hydrogels possess high intrinsic ionic conductivity due to the zwitterionic counterions, and could therefore fulfill flexible electrical device applications (Diao et al., 2019). Further examples are represented by the synthesis of ultralow-fouling zwitterionic hydrogels and non-leaching polymeric sulfobetaine (polySB) coatings for subcutaneous implantation of medical devices in animal models up to 2—3 months (Smith et al., 2012; Zhang et al., 2013; Yesilyurt et al., 2017). Another recent paper showed the synthesis and in vitro validation of poly(carboxybetaine) zwitterionic hydrogel coating, with a Young’s modulus in the range of the neural tissue, of a polyimide-based device to minimize the fibroblast and macrophage adhesion (Trel’Ová et al., 2019). Similarly, a previous carboxybetaine methacrylate zwitterionic hydrogel synthesized via photopolymerization, rather than thermal polymerization, with a more reactive and functionalizable crosslinker showed superior stability at diverse pH values and improved mechanical properties than many other photopolymerized hydrogels (Carr et al., 2011). Finally, in their work some researchers developed a well-controllable electrochemically-mediated surface-initiated atom transfer radical polymerization (e-siATRP) method to fabricate a superlow protein absorption zwitterionic hydrogel coating that was based on poly(sulfobetaine methacrylate) (pSBMA) (Hu et al., 2015). The main advantage of the present method is represented by the usage of the commercially available SBMA and its very easy and controllable synthesis process, which can be also applied to implantable neural electrodes with optimal biocompatibility and antifouling capacity as proven by in vitro tests (Hu et al., 2015).

Besides, another frequently encountered issue related to such systems is the delamination of the hydrogel from the electrode surface, and thus the establishment of adequate patterning methods for binding it to the substrate. In a recent work, microsystem engineers and chemists addressed these problems by developing a new hybrid conductive system made from the combination between the synthetic hydrogel P(DMAA-co-5%MABP-co-2,5%SSNa) and the conducting polymer PEDOT, which can be covalently attached to the electrode surface and patterned using a photolithographic process via UV irradiation. In such a way, the authors created an interpenetrating network, suitable for coating neural microelectrodes, showing excellent electrochemical stability and no toxicity in vitro (Kleber et al., 2017). Conductive hydrogel coatings can ameliorate the electrical properties and performances of conventional metal electrodes, with lower energy demand to interface with and control target nerve activity. To achieve a suitable response from a distant stimulated nerve, the application of higher currents is necessary with possible adverse reactions, such as the corrosion of the uncoated metallic electrode and its failure over time. Hence, due to their high efficiency and electrochemical stability, conductive hydrogels can provide stable and long-term activity also when applied to stainless steel (SS) electrode arrays in peripheral nerves as showed in this work (Staples et al., 2018). The researchers fabricated planar electrode arrays by electrodepositing a thin layer of PEDOT/pTS onto the SS electrode and then coating it with a 20 wt% poly(vinylalcohol)-methacrylate-taurine (PVA-taurine) hydrogel. In their in vitro tests the conductive hydrogel coating improved electrochemical properties and device stability over 42 days regardless of the underlying metallic substrate of the electrode. Nonetheless, the authors used non-penetrating cuff-electrodes and only for in vitro analysis, thereby the benefit of such hydrogel coating against FBR over chronic invasive implant periods in vivo will be the focus of their future work. Accordingly, their principal task will be the demonstration of low scar tissue development due to the reduced hydrogel stiffness and to its natural anti-fouling properties.

Modulation of the FBR for intraneural interfaces can also be achieved taking inspiration from recent works in animal models of type-I diabetes (Vegas et al., 2016; Bochenek et al., 2018). In these in vivo studies the authors performed encapsulation of human pancreatic β-cells with chemically modified alginate formulations [i.e., triazole-thiomorpholine dioxide (TMTD) alginate, Z2-Y12 and Z1-Y15 immune-modulating alginate derivatives] to long-term protect cells from the chronic response of the immune system, without the need for broad immunosuppression. In particular, these different hydrogel formulations increased the immunoprotection of cells in immune competent mice and non-human primate models, successfully reducing FBR and preventing from pericapsular fibrotic overgrowth. Similar strategies with alginate hydrogels could therefore be translated into clinical practice to encapsulate intraneural electrodes, and exploited to overcome the challenge of foreign body rejection from the host immune system. Overall, despite the many advantages provided by conductive hydrogel coatings in terms of high electrochemical performance of the device, especially when using zwitterionic formulations, augmented quality of signal recording, reduction of the mechanical mismatch along with ultralow-fouling properties, their long-term stability and functionality in vivo still represent main limitations that need to be solved in the next future. In fact, because of their soft texture, highly hydrated jelly structure and low mechanical strength, hydrogels can be slowly degraded or damaged already during the implantation surgery, thus impairing their permanence and performance within neural tissue. However, to the best of our knowledge, at present they are by far the most promising biomimetic coatings in this context.

A summary of the intervention strategies based on the development of advanced functional biomaterials with representative examples is reported in Table 2.


TABLE 2. Intervention strategies based on the development of advanced functional biomaterials.
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Interface–Microenvironment Interaction

The aqueous characteristic of synthetic and organic hydrogel coatings, such as PEG-based and zwitterionic-based formulations, and their synthesis methods could be harnessed for therapeutic purposes. In order to modulate locally the immune response of the host tissue, various hydrogel formulations could represent a means to encapsulate or covalently incorporate growth factors, therapeutic anti-inflammatory and anti-fibrotic medications as well as small-molecule drugs (Jhaveri et al., 2009; Mario Cheong et al., 2014; Gutowski et al., 2015; Doloff et al., 2017). To this aim, a considerable list of potential therapeutic drugs could be loaded during polymer fabrication into biodegradable CPs, polymeric coatings and hydrogels (Lotti et al., 2017; Zeglio et al., 2019), and many others could be tested as good candidates for contrasting FBR. In the following sections we will take into account some of the most promising lead compounds and novel drug delivery strategies to further improve the biological response to the electrodes in chronically implanted nerve tissues.



DEXAMETHASONE

One of the most frequently anti-inflammatory agents loaded into electrode coatings for chronic applications is the corticosteroid drug dexamethasone and its phosphate derivative (Spataro et al., 2005; Kim and Martin, 2006; Mercanzini et al., 2010; Alba et al., 2015). Interestingly, in two FBR models in the rat sciatic nerve, one with longitudinal parylene C intraneural implants, and the other with longitudinal polyimide-based implants, the beneficial effects of dexamethasone were clearly demonstrated (de la Oliva et al., 2018b). In fact, in this work only subcutaneous administration of dexamethasone up to 8 weeks, compared to other anti-inflammatory drugs (i.e., ibuprofen, maraviroc, and clodronate liposomes), was able to reduce the inflammatory reaction as well as matrix deposition around the electrodes in a comparable manner. In another model of FBR, developed by the same group, using TIME interfaces implanted in the rat sciatic nerve, the long-term functionality (i.e., 3 months) of the electrodes was maintained by systemic administration of dexamethasone. The drug was indeed able to reduce the loss of functioning contacts of the TIMEs that stimulated the target nerves and evoked a muscle response while reducing the inflammatory cell infiltration during the first month, which is the critical time-frame for FBR development (de la Oliva et al., 2019). Since dexamethasone showed similar beneficial effects in different devices and substrates, it may represent an ideal drug treatment to extend the implant functionality over time in peripheral nerves. Accordingly, the use of dexamethasone could be combined with tissue engineering strategies, such as substrate functionalization with biodegradable hydrogels and porous CPs, for its controlled local release in order to specifically target its activity around the implant, while reducing potential side effects caused by its systemic toxicity at too high doses. In relation to this approach, one of the first in vitro attempts to control the release of dexamethasone from a conducting polymer coating of PPy on Au electrode sites was done through an electrochemically-controlled release of dexamethasone phosphate as a dopant (Wadhwa et al., 2006). The authors elicited an anti-inflammatory response in murine glial cells, although they experienced a low adhesion of the coating to the electrode, turning out to be unable to sustain an extended drug-delivery time. Instead, MWCNT and dexamethasone-doped electropolymerized PEDOT coatings have shown promise to improve chronic neural electrode performance. Indeed, despite the impedance increase, coated electrodes successfully recorded neural activity throughout the implantation period (Alba et al., 2015), and showed excellent stability and no signs of inflammation, in response to electrical stimulation, over 45 days in rat brain. Similarly, another team filled MWCNTs with a solution of dexamethasone phosphate and then sealed the open ends of the nanotubes with a film of PPy, via electropolymerization, as electrode coating for an on-demand drug release strategy (Luo et al., 2011). The researchers detected an effective anti-inflammatory activity in vitro, and the smaller the size of the nanotubes the higher the drug release. Furthermore, such PPy coating significantly decreased the electrode impedance. However, despite some preliminary evidence of the dexamethasone success, there are still a few reliable data in vivo and some considerable kinks to work out before long-term use of the drug as a resolutive anti-inflammatory treatment for clinical applications in humans. For instance, an important issue, not only related to dexamethasone but to any other loaded chemicals, is that of the drug exhaustion around the implant microenvironment.



ANTI-FIBROTIC DRUGS

It has recently been found another molecular target underpinning the development of the FBR. Actually, targeting colony stimulating factor-1 receptor (CSF1R), which is upregulated on the macrophage surface after implantation of different biomaterials, including biocompatible hydrogels, may represent a smart strategy to hamper fibrosis and capsule formation (Doloff et al., 2017). Such therapeutic approach may indeed avoid to directly targeting macrophages or applying massive immunosuppression with possible harmful side effects to the whole organism.

Another potential target protein is the connective tissue growth factor (CTGF), a key player underlying the progression of the fibrotic reaction driven by TGF-β, which is quickly induced by TGF-β in different contexts of fibrotic disease as a specific downstream effector of its activity (Leask et al., 2002). To date, the in vivo silencing of target genes involved also in chronic disease such as fibrosis, including CTGF, can be achieved through various therapeutic strategies, either via local or by means of systemic administration of viral and non-viral vectors. One of the most promising strategy is represented by the gene therapy through the selective gene knock-down mediated by the small interfering RNAs (siRNAs) or the microRNAs (miRNAs) (Lam et al., 2015; Salazar-Montes et al., 2015; Omar et al., 2016). These therapeutic molecules are short non-coding RNAs with a great potential for different clinical applications (Gori et al., 2015; Lam et al., 2015). However, in order to increase the silencing efficiency of siRNAs and miRNAs the search for the most suitable carrier in terms of low toxicity and immunogenicity to target cells remains an open challenge. In such a scenario, NP-based delivery of siRNAs might represent an ideal solution by improving not only the safety of this potential therapy, but also its effectiveness (Surendran et al., 2017; Yu et al., 2020). The main advantages of NPs are their tunable size, shape and surface features along with their adjustable biological properties (Miele et al., 2012). Among the various material formulations tested, including gold, silica, porous silicon, CNT and diverse polymers, magnetic iron oxide NPs seem to be the most interesting for gene therapy due to their reduced toxicity, easy surface modification and high versatility in a wide range of biomedical applications (Wu et al., 2008; Xiao et al., 2014; Saeed et al., 2018). In this regard, a research group has recently investigated in vitro the anti-fibrotic activity of polyethyleneimine (PEI)-functionalized magnetic iron oxide NP-mediated delivery of siRNAs against CTGF (Yu et al., 2020). The siRNA-loaded NPs showed low cytotoxicity and high transfection efficiency, along with significant CTGF silencing performance, reducing collagen production and deposition in the hepatic stellate cell line LX-2. Thus, taking the cue from this study one could envision the use of invasive electrodes with nanoparticle-embedded coatings, such as hydrogels, to regulate the controlled delivery of siRNAs or miRNAs for the specific silencing of CTGF, or other mediators of inflammation and fibrosis.



FURTHER TISSUE ENGINEERING STRATEGIES FOR TARGETED DRUG RELEASE

Ideally, drug loading within the coating of an implantable neural device with tunable physicochemical characteristics, can help avoid adverse side effects associated to systemic administration thanks to the controlled local delivery of the appropriate amount of the drug and for the desired time-window. In the last decades, a considerable number of brilliant approaches have been attempted in order to dope, absorb and incorporate in the interface coating the desired drug to accomplish a safe, effective, controlled and long-term pharmacological release as the aforementioned examples with dexamethasone. Drug loading into the coating can be realized through a self-assembly procedure, by means of electrostatic interactions, using a charged drug as dopant agent or hydrophobic interactions, via physical entrapment, as well as covalent bonding using degradable peptides or cleavable molecular linkers (Balint et al., 2014; Zeglio et al., 2019). The miniaturization of biomedical devices through the use of microfluidics is a novel opportunity for tuning the properties of flexible and stretchable biomaterials in many smart applications, from biology to medicine and tissue engineering, including drug delivery purposes (Fallahi et al., 2019). Also, novel technologies for long-term encapsulation using new arising materials have recently emerged with promising results. These include: thin-films of inorganic coatings of Al2O3 (alumina), SiO2 (silica), SiC (carborundum) and diamond; in addition, several organic coatings have been used, which are made of – among others - parylene C, polyimide, liquid crystal polymer (LCP), SU-8 and silicone elastomer for implantable microfabricated medical devices. Both chemical solutions, organic and inorganic, leverage on the miniaturization of the implants thanks to the material flexibility and scalability (Ahn et al., 2019). Although the extended suitability - over several decades – of these materials for the encapsulation of biomedical devices has been largely demonstrated in the literature, they have not yet been approved for chronic implantation in patients (Ahn et al., 2019). However, for the prospective chronic encapsulation of microfabricated implants, these novel materials could overcome the performances of conventional macroscale ceramics- or metal-based packaging technologies that offer scarce adaptability to the microfabrication processes; these emerging materials possess indeed largely tunable physicochemical properties and higher biocompatibility as well as reliability for clinical applications in order to control the FBR. Nevertheless, much efforts need to be done for their complete processing and engineering, in particular a multi-combinational approach with the association of various organic and inorganic materials will be advisable in the next future for developing an optimal deposition process and studying their barrier characteristics (Ahn et al., 2019). In a representative example of such approach, the authors compared the long-term behavior of Utah electrode array-based neural interfaces, encapsulated in a bilayer of Al2O3 and parylene C, vs. the same electrodes with parylene C-only encapsulation (Xie et al., 2014). They observed higher performance stability (i.e., stable power-up frequencies and constant radio-frequency signal strength) and thus increased lifetime of the bilayer encapsulated devices compared with the parylene-only devices. Moreover, the former represented a more reliable encapsulation method for the functionality of chronically implanted neural interfaces.

As regards the investigation of ideal biomaterials for controlled drug delivery, in an in vitro analysis three different types of carefully designed pHEMA hydrogel coatings were applied to microfabricated neuroprosthetic devices, through specific hydrogel casting methods, with incorporation of lysine and NaCl to increase both storage capacity and local pharmacological delivery rate in the brain (Jhaveri et al., 2009). Although promising in terms of favorable neural cell response upon Nerve Growth Factor (NGF) delivery, their study needs to be refined for extended in vivo applications. In fact, the mechanical properties of these coatings need to be improved to mimic more closely those of peripheral nervous tissue in order to avoid delamination following their insertion in the body; also, more detailed studies should be planned for determining specific local drug delivery and degradation time in vivo besides the NGF tested herein. In another interesting in vitro investigation on new smart multifunctional biomaterials, electrically-responsive core-shell hybrid microfibers, coated with PEDOT by chemical polymerization, were used for the controlled release of the anti-inflammatory diclofenac sodium salt (Chen et al., 2017). The microfibers were fabricated through a combination of co-axial wet spinning of a hydrogel core of bacterial cellulose, using a microfluidic device, and a dip-coating method of the hydrogel with a conductive polymer shell layer of PEDOT. The developed hybrid microfibers showed very high biocompatibility, electroactivity and allowed the researchers to control the diclofenac release via external electrical stimulation in a rat neural cell line. Instead, a remarkable intervention strategy at relevant time scales for chronic clinical applications was the one proposed by Boehler et al. (2017). They microfabricated flexible layers of polyimide on a Pt-IrOx electrode with subsequent coating of PEDOT to harness its conductive properties and drug delivery capacity, for sustained (12 weeks) dexamethasone delivery in implanted rat brains. The drug was incorporated during the polymerization step of PEDOT and released in a controlled manner for attenuating the FBR over the 12-week period that is way beyond the initial healing phase of 6 weeks. Instead, an engineered PEG-maleimide hydrogel coating for neural electrodes was developed to actively control the local release of an anti-inflammatory molecule (IL-1Ra) in vivo (Gutowski et al., 2015). They tuned the physiochemical properties of the hydrogel by developing a stimulus-responsive degradable portion for on-demand release of the anti-inflammatory agent in rat brain tissue. Indeed, by taking advantage of the high expression of matrix metalloproteinases (MMPs) in the inflamed rat brain, the authors functionalized the hydrogel coating with MMP-degradable crosslinking peptides that were able to release IL-1Ra at the brain-implant interface in response to inflammation. Altogether, they observed only a moderate reduction of inflammatory markers, although neuronal survival around the electrodes was higher than uncoated controls. However, further improvements are necessary to verify the efficacy of this strategy also in peripheral nerves and for chronic implants, such as a reduced adhesion to the coating of other cell types besides glial and neuronal cells. Importantly, since no evident differences were detected in the recruitment and activation of inflammatory cells involved in scar formation between coated and uncoated implants, it will be of utmost importance to work more on this aspect. Another interesting avenue leverages the properties of conducting and conjugated polymer-based devices to create a drug-eluting electrode. The device can be loaded with the drug of choice and the release is electronically triggered by electrostatic interactions and/or electrical stimulation. In one of these studies, the drug of interest was entrapped in an electropolymerized PEDOT:PSS film by means of a gentle supercritical carbon dioxide (scCO2) treatment and then gradually released in vitro via electrical stimulation, retaining an elevated activity while maintaining normal electrochemical properties of the polymer surface (Löffler et al., 2016). Such scCO2-based method could represent a smart approach for loading anionic and cationic drugs in any conductive bio-coating, which can be adjusted depending on the purpose. A different strategy that exploited the mixed conductivity of PEDOT:PSS is the one based on implantable ion pumps (Isaksson et al., 2007). Such technological platform can be potentially utilized not only for targeted ion delivery, but also for larger biomolecules, such as glutamate, aspartate and y-aminobutyric acid (GABA) (Simon et al., 2009), which can be particularly useful for the treatment of CNS disorders. For example, a clinically relevant in vivo application of an ion pump for controlled GABA delivery was carried out in rat models of peripheral nerve injury (Jonsson et al., 2015). In this study, a specific design of the outlets of the implantable organic electronic delivery device was developed for local GABA release along the spinal cord. It showed the ability to mitigate neuropathic pain with no side effects.

A recent advancement of this technology for in vivo applications, was the development of a microfluidic ion pump with high drug-delivery ability (Uguz et al., 2017). The major advantage of this novel configuration was represented by the reduced distance for the electrophoretic transport of the drug, requiring a low voltage for its delivery, and by the fact that the microfluidic channels were connected to an almost inexhaustible drug reservoir. A similar microfluidic ion device with PEDOT:PSS-based recording electrodes was fabricated for releasing GABA in a specific brain region of an epilepsy mouse model (Proctor et al., 2018). The device, composed by a neural probe incorporating a microfluidic ion pump and neural electrodes for recording neural activity, allowed the inhibitory neurotransmitter to be selectively delivered to the seizure source for its control and termination. Accordingly, these ion pump devices may represent very interesting spatially and temporally controlled electrophoretic drug delivery systems. These implanted platforms may hold tremendous potential for on-demand therapeutic drug delivery also when combined to intraneural electrodes. The authors speculate that their device could be useful also in chronic drug delivery settings for reducing the FBR after additional technological developments, especially related to the drug reservoir reloading and the improvement of their long-term biostability.

Other investigators generated graphene oxide (GO) nanocomposite films, deposited inside a conducting PPy scaffold, to enhance the dexamethasone phosphate-loading capacity of the graphene component, by means of physical adsorption, and to elicit its electrically controlled delivery (Weaver et al., 2014). In vitro tests carried out in primary rat astrocytes showed the possibility to finely control and adjust the drug-release time and dosage, depending on the need, by varying the ultrasonication time required to prepare the graphene oxide nanosheets. Thereby, modulating the ultrasonication treatment one can influence the film morphology, drug load and release profile in a versatile manner. However, many of these smart tissue engineering strategies have failed to reach patients’ bed because of a series of drawbacks. Among them, it is worth considering the frequent lack of a suitably charged dopant molecule and the poor drug loading performance with low and unsatisfactory concentration, particularly when using conjugated and conductive polymeric films. Besides, additional hurdles to be addressed include film instability and drug leakage. In particular, the undesired leakage of the drug from the polymeric coating may indeed occur when the loaded molecule is too small compared to the pore size of the releasing hydrogel (Zeglio et al., 2019). As for the limitation of poor drug loading performance, mostly for delivering large molecule therapeutics, it can be addressed through the use of NPs made of conductive polymers (such as PPy) (Hosseini-Nassab et al., 2017). Thanks to their higher surface area than conventional conductive thin films, the electroresponsive PPy NPs enabled a controlled and efficient release of surface-loaded bioactive insulin, triggered by electrical stimuli on a coated Pt electrode, also in in vivo tests of therapeutic delivery in mouse models. The authors speculate that such drug-loaded NPs may be enclosed into a semi-permeable hydrogel coating that allows only drug molecules to pass through. In conclusion, this strategy could be potentially envisioned also for peripheral neural interfaces. Such implantable drug delivery system could improve spatially and temporally controlled drug release by simply varying the ratio of the quantity of NPs to the concentration of the desired drug, while maintaining its bioactivity.

Lastly, alternative and smart methods for interfering with the interaction between device surface and tissue microenvironment, thereby evading the host immune response, could be represented by: (a) modifications of biomaterial surface with adhesive peptides (e.g., RGD cell adhesion ligand on PEG surfaces) to partially attenuate inflammatory reaction and capsule formation (Lynn et al., 2011); (b) functionalization of PEG-coated surfaces with synthetic human-based “self” peptides (e.g., the immunomodulatory membrane proteins CD47 and CD200) to inhibit macrophage-mediated clearance of the surface and prolong its in vivo survival (Rodriguez et al., 2013; Kim et al., 2014).

A summary of the intervention strategies based on the control of the interface-microenvironment interaction with representative examples is reported in Table 3.


TABLE 3. Intervention strategies based on the control of the interface-microenvironment interaction.
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FINAL REMARKS AND FUTURE DIRECTIONS

To date, the design of resolutive solutions to modulate the FBR, based on the exhaustive comprehension of its molecular mechanisms, represents a major challenge for a suitable and long-lasting implantation of intraneural devices.

Modern neuroprostheses may employ electrodes produced with microtechnology that, however, do not go below the size of some tens of micrometers. Various techniques of micromachining and micromolding of flexible and conductive polymer coatings may allow scientists to fine tuning the features of the electrodes to the characteristics of the host tissue, thus creating more stable devices over time. Furthermore, the integration of microfluidic ion pumps and channels into neural probes can be harnessed for extended drug delivery in the implanted tissue, so to dramatically reduce the FBR and to be much better tolerated than plain implants.

Indeed, microfluidics and, most of all, nanofluidics, although promising are still quite unexplored in neuroprosthetics, and deserve further investigation.

Strategies based on microfluidic, microscale and nanoscale technologies provide scalability. They can lead from the long-term and stable neurotransmission simultaneously to many tissue points, to an enhancement of spatial selectivity stimulation, through implantable microelectrode arrays and microscale actuators (Kozai, 2018; Kumar et al., 2020). Even more so because conventional electrodes and recording systems are bulky and unsuitable for single cell resolution. By micro- and nano-engineering the surface properties of the implant, one can obtain a better control of therapeutic drug release from artificial nanopores, NPs made of conductive polymers and other nanostructured materials. Compared to traditional bulk materials, this latter mechanism can take advantage of the higher surface area of loaded NPs, their variable degradation rate depending on the biomaterial used, and the adjustable selectivity and permeability of hydrogel coatings to drug molecules. Biofunctionalization of NPs with antigen-recognized antibodies may further ameliorate targeting efficiency by increasing the drug concentration within a specific tissue (Cai and Xu, 2011).

For example, bioinspired cellulose nanocomposites have higher versatility and functionality than rigid silicone implants, due to their switchable stiffness characteristics, reducing neuroinflammation in chronic implants (Nguyen et al., 2014). Indeed, these mechanically adaptive nanomaterials although initially rigid become compliant after intracortical implantation in rats. They have been proven to lower neuroinflammatory response at chronic time-points, with no neuronal loss, limited scarring, reduced blood-brain barrier damage as well as decreased accumulation of activated microglia and macrophages at the implant-tissue interface. Upon insertion in the brain, when exposed to physiological conditions, the nanocomposites exhibited a massive reduction in tensile storage modulus and, in turn, the induced tissue strain was dramatically lowered (Nguyen et al., 2014).

Moreover, nanofiber-formed nanogels and self-assembly nanoscaffold hydrogels are broadly adopted for targeted and controlled drug delivery. For instance, some antibody-drug conjugate payloads can be maintained in a target area by side chains, chemical moieties and interactions with the nanogel, thus prolonging their protective effect (Cai and Xu, 2011).

Taking into consideration all of the above reviewed biomedical strategies, ultraflexible nanosized devices, coated with biocompatible and mechanically dynamic materials, may represent an optimal solution. Owing to their advantageous features of stiffness/compliance in a neural context, such devices seem to be able to significantly attenuate the intraneural invasiveness, tissue strain, micromotion stress and, in turn, the chronic inflammatory response of the tissue.

It is worth noting, though, that there still remain several technical snags that must be overcome in the manufacturing of suitable nanofluidic components over the next decade. Because of its novelty, expertise in nanofluidics is not as robust as the one in microfluidics and it lacks standardized procedures for the fabrication of neural nanodevices. So, manufacturing accuracy of neural nanointerfaces still depends a lot on the ability of the single producer.

However, current fabrication technologies of advanced neural electrodes that combine the employment of new CPs with complex micro- and nano-structured configurations, such as fluidic microdrives, are based on rapidly growing micro- and nano-electronics expertise. These novel methodologies permit the development and use of flexible and small-sized devices with more targeted stimulation by applying low voltages in a safe manner. Therefore, they allow researchers to obtain very good neural signals while reducing the implant invasiveness and its mechanical deformation (Gerwig et al., 2012; Lorach et al., 2015; Samba et al., 2015; Bazard et al., 2017; Qi et al., 2017; Vitale et al., 2018). Furthermore, to match the mechanical texture of the neural tissue, especially of the brain, conductive and ultraflexible nanomaterials, such as CNTs, ultrathin films of graphene and nanowires have been explored. Such highly flexible and compliant electrodes can thus bend and adapt to the movements of the host tissue only in a slightly invasive and detrimental manner. Nevertheless, various methods for the implantation into the neural tissue of these nanofabricated devices require temporary stiffening factors that sometimes tend to augment the electrode size and stiffness, thereby increasing also tissue damage, cell death and eventually giving rise to a severe and unwanted inflammatory response (Vitale et al., 2018).

Hitherto, the majority of these studies that investigate alternative strategies against the FBR have been carried out either on the CNS or using other cell types in vitro, such as cardiac cells. Hence, many efforts have yet to be done to achieve suitable solutions also in peripheral nerves. Despite these hurdles, we believe that the challenge of ensuring a high-resolution release of bioactive chemicals against the FBR by minimally invasive neural interfaces while, at the same time, precisely controlling neurostimulation will need nanofluidics to be fully accomplished. Indeed, the smaller the size of the invasive electrode with an associated lower stiffness, the better the response of the neural tissue and the more selective and tailored will be the control over the device functionality. Among the main advantages for the use of nanoelectrodes, there is undoubtedly the enhanced mass transport, favored by the reduced dimensions, which determines an increased flow of Faradaic currents (Kotov et al., 2009). Another plus is represented by the increased spatial resolution of neural stimulation compared to microelectrodes (Fattahi et al., 2014), and the possibility to miniaturize several parallel nanoelectrodes within the same device, so to be used for simultaneous multiplexed measurements (Wang M. et al., 2018). Indeed, a more accurate control of the structural features of neural interfaces at subcellular level, with improved electrical properties, is preferable for neural recordings in vivo, while limiting detrimental side effects.

However, the chronic use of such invasive, although soft and small-sized electrodes, for neuroprosthetic applications will require biochemical functionalization of the surface with biocompatible coatings. These could be bioactive moieties (e.g., specific chemical signals from peptide epitopes) incorporated within conductive polymers, leveraging their tunable physicochemical properties that provide a wide versatility of intervention. A detailed investigation on how the nanotopography modifications and the chemical reactive potential of the surface can reduce plasma protein adsorption and immune cell adhesion will help control the inflammatory response. In addition, the controlled and continuous release of neurotrophic factors and the targeted delivery of therapeutic drugs to further improve the biological response to the implant and avoid the FBR will be of paramount importance. Accordingly, tailoring zwitterionic hydrogels to incorporate bioactive materials, such as ECM-derived organic components (e.g., RGD motifs that mediate the cell-fibronectin attachment) or neural cells will be pivotal (Von Der Mark et al., 2010). In this regard, it could be envisioned as particularly appealing a cell-based co-therapy, with the integration of autologous neural cells or patient-specific induced pluripotent stem cell (iPSC)-derived neural cells into the interface coating so to escape their recognition by the host immune system, hampering the consequent inflammatory cascade (Xu et al., 2013; Amin et al., 2016). Together with these solutions, loading the hydrogel with selected chemicals and drugs either linked to the surface or encapsulated into novel NPs seem the best routes to take (Aregueta-Robles et al., 2014; Lotti et al., 2017). Also, diffusion-mediated delivery systems based on micro-optical fluidic devices and microfluidic channels integrated into neural interfaces may represent another valid intervention strategy for a controlled release of therapeutics in chronic implants (Retterer et al., 2004; Takehara et al., 2014). These newly developed microfluidic devices have been characterized only in vitro and in vivo, though in mouse brain and in chronically implanted intracortical probes in rats, but they have been proven to be effective in controlling and hindering reactive responses in neural cells and brain tissue.

How limiting the leakage and the exhaustion of the drug payload in the microenvironment around the electrode site? This question still remains an open issue that the implementation of surface micromachining for the synthesis of NPs as ideal drug carriers, and microfluidic technologies could likely solve in the next years. For instance, integration and modification of the electrode surface through MEMS devices, microactuators and DSRs with permeable actuating membranes, may at least help control the pharmacological release and limit the drug leakage.

It is well known that biomaterials or tissue-engineered constructs can strongly influence the interactions between a foreign body and the host immune system. Therefore, the deposition technology of the most appropriate coating on the invasive electrode and its modification with biomimetic surfaces targeted to support tissue-specific cell functions will pave the way to the definitive solution for mitigating the FBR and for advancing the long-term use of neural-interfaced prostheses. It follows that, before in vivo testing, the choice of the best biomimetic coating to be used will rely on preliminary results gained from complex in vitro co-culture systems, as Lab-on-a-Chip devices. The latter should indeed be developed so as to recapitulate more closely all biological aspects of the intricate tissue damage, vascular injury and inflammatory cascade associated with electrode implantation. Thus, leveraging on complex microfluidic and, hopefully, nanofluidic co-culture platforms for mimicking both nervous tissue microenvironment, with patient-specific cell types, and the implant-induced FBR, one could preliminarily analyze the tissue response to a certain biomaterial coating in a physiologically relevant manner (Sharifi et al., 2019). Such opportunity raises the need for a strict collaboration between medical sciences and bioengineering. The former are necessary for having a detailed knowledge on specific mechanisms and timing of adsorption of the host proteins and cells on the implant surface; bioengineering expertise and technologies are instead essential to reproduce and simulate the entire environment, behavior and physiological responses of the nervous tissue to biomaterials. Additional work will be required to identify exactly and control the biological mechanisms of the wound healing process, and shed light on the causal connections between mechanical, chemical, immunological and inflammatory events underlying the acute and chronic peripheral nerve response. Notably, the important role played by the blood-nerve barrier must be better investigated, whose stability can be compromised by the traumatic event of the device insertion (Stubbs, 2020).

A further technical enrichment for increasing a priori our knowledge on the mechanisms underlying the development of the FBR for a more effective electrode engineering, comes from the use of in silico methods. In this respect, a very illuminating example showed a data-driven approach based on polynomial functions to simulate and investigate the development of scar tissue outgrowth around an implanted neural device over time (Sergi et al., 2020). Such computer-based approach could be combined with micro/nanofabrication and biochemical functionalization techniques for having a more representative prediction of the possible fibrous capsule consistency before collecting experimental data, thereby helping scientists in the choice of the most suitable surface coating against the development of the FBR (Di Pino et al., 2010). Overall, addressing these interesting challenges will require a close interaction between neuroengineering and biology on multiple levels for producing and, once inserted, stabilizing cutting-edge neural interfaces, and thus responding to the requests of the clinical therapy.
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The association between blood viscosity and pathological conditions involving a number of organ systems is well known. However, how the body measures and maintains appropriate blood viscosity is not well-described. The literature endorsing the function of the carotid sinus as a site of baroreception can be traced back to some of the earliest descriptions of digital pressure on the neck producing a drop in blood delivery to the brain. For the last 30 years, improved computational fluid dynamic (CFD) simulations of blood flow within the carotid sinus have demonstrated a more nuanced understanding of the changes in the region as it relates to changes in conventional metrics of cardiovascular function, including blood pressure. We suggest that the unique flow patterns within the carotid sinus may make it an ideal site to transduce flow data that can, in turn, enable real-time measurement of blood viscosity. The recent characterization of the PIEZO receptor family in the sinus vessel wall may provide a biological basis for this characterization. When coupled with other biomarkers of cardiovascular performance and descriptions of the blood rheology unique to the sinus region, this represents a novel venue for bioinspired design that may enable end-users to manipulate and optimize blood flow.
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DESCRIPTIONS OF THE CAROTID SINUS PHYSIOLOGY THROUGHOUT HISTORY

“I have gained the conviction through repeated and careful observations, that the slowing of the pulse when pressure is applied on the carotid is a frequent finding, in healthy, as well as in sick persons.” (Huth and Murray, 2006).

-Heinrich Irenaeus Quincke


The Carotid Bifurcation Before the “Carotid Sinus”

In 1875 Quincke, a German physician responsible for introducing the lumbar puncture, spoke of the commonly held association between compression of the carotid bifurcation and decreased cardiac output. The association between the very immediate effects of compression of the vessels in the neck and a drop in global blood flow has been noted for a very long time. (The Greek word for “stupefy”, “karos”, provides the basis for our modern “carotid.”). Indeed, Rufus of Ephesus, circa 50 AD, described the almost immediate change in blood flow and mentation when the vessels in the neck were compressed (Munster et al., 2016). For the 1,800 years that ensued, the notion that there was a profound slowing of the heart rate with compression of the neck vessels was attributed, somewhat correctly, to the nerves adjacent to the carotid (Glick and Covell, 1968; Persson and Kirchheim, 1991). As the heart rate was noted to decrease with manipulation of the dilated portion of the internal carotid, the vagus nerve was taken for granted up until the 1920s as being responsible for transmitting this signal to the autonomic nervous system.



The Current Paradigm of the Carotid Sinus as a Baroreceptor

It was Heinrich Ewald Hering in 1924 (Zimmer, 2004) who, through a series of experiments with over a hundred dogs, rationalized the anatomy and function of the carotid sinus and its nerve as it is currently understood. He observed that internal direct mechanical application of a pressure stimulus to the carotid sinus region using a brass probe had similar effects as direct electrical stimulation to the sinus. He realized that the nerve found to insert in the adventitia was distinct from the vagus nerve. Furthermore, he demonstrated that the electrical stimulation of this nerve also elicited the same effect as a clamp applied to the sinus–a reduction of heart rate and vasodilation with a resultant drop in blood pressure. The presumption is that this “vagal” parasympathetic effect does not originate in the vagus nerve. The role of the carotid sinus in global perfusion was further supported by Hering’s observation that systemic blood pressure reduced with increased pressure within the sinus itself (Persson and Kirchheim, 1991). His pursuit of a nerve responsible for mediating these observed cardiovascular responses led him to the eponymous Hering’s nerve, also known as the carotid sinus nerve, and helped complete our contemporary understanding of baroreception.



The Clinical Need for a Novel Biomarker of Blood Viscosity

The predictive relevance of blood viscosity in the literature has been suspected to be intrinsically germane to many disease processes. Types of problems where blood viscosity appears to play some pathophysiologic role include immunologic diseases (Gudmundsson et al., 1993), inflammatory diseases (Nwose, 2010), hemolytic anemias (Bowers et al., 2013, 2018; Kucukal et al., 2020), hearing loss (Hildesheimer et al., 1990; Garcia Callejo et al., 2006), diabetes (Nakanishi et al., 2004; Richards and Nwose, 2010; Schiapaccassa et al., 2019), renal disorders (Jung et al., 2017), sickle cell disease (Klug et al., 1974), and cerebrovascular disease (Song et al., 2017). However, the association between cardiovascular disease and blood viscosity has been looked at most extensively throughout the literature (Lowe, 1992; Kenyeres et al., 2008; Chevalier et al., 2013; Buyan et al., 2017; Celik et al., 2017; Peters et al., 2017; Sloop et al., 2018; Cekirdekci and Bugan, 2020; Engin and Guvenc, 2020).

In an attempt to determine whether increased blood viscosity has any predictive value as a biomarker in the setting of cardiovascular disease, Peters (Peters et al., 2017) compiled blood viscosity data from the Scottish Heart Health Extended Cohort (SHHEC). The SHEEC (Woodward et al., 2007) included participants without known cardiovascular disease recruited across Scotland from two different cohorts of men and women, one group from 1984–1987 and the other from north Glasgow in 1989, 1992, and 1995. For this prospective study, they compiled the data in the hopes of creating an ASSIGN (Assessing Cardiovascular Risk Using SIGN Guidelines) cardiovascular morbidity and mortality risk score. By taking venous blood samples, they calculated the relative blood and plasma viscosities. They uncovered a statistically significant association between cardiovascular and all-cause risk with blood viscosity, particularly plasma viscosity. More importantly, the study demonstrated that even when controlling for the normal increases in viscosity associated with age, sex, and other known cardiovascular risks, viscosity had predictive value in ultimate scoring for mortality risk.

In another study (Skretteberg et al., 2010) from Sweden, patients with no known cardiovascular disease were recruited into a study whereby hematocrit was related to long-term outcomes. After controlling for other known causes of cardiovascular mortality, they found an association between elevated sedimentation rate – a broad measure of inflammation – and elevated hematocrit. Remarkably, the association remained nearly as robust 26 years after enrollment as it did 10 years after enrollment. This study further corroborates the notion that blood viscosity may have predictive value independent of other known causes of cardiovascular mortality. The authors conclude that their findings support the theory that “hematocrit, plasma viscosity, and inflammation may increase… morbidity and mortality by promoting thrombotic complications and… atherosclerosis.” Based on its robust and long-lasting association, the authors argue that blood viscosity should be an independent prognostic indicator for cardiovascular events and mortality.

While increasing plasma viscosity leading to increased end-organ dysfunction may make intuitive sense, the question arises: “How does the body detect ‘optimal’ blood viscosity?” Is there an apparatus that can be described as the body’s own viscometer? Is that structure able, by virtue of its structure and function, to shed light on the rheology of global blood flow? Is this structure involved in the function of other organs whose functions titrate the fluid components involved in comprising blood viscosity?



THE CAROTID SINUS AS A VISCOMETER

The role of the carotid sinus as a pressure sensor is well-known (Andani and Khan, 2020). The present review discusses the intrinsic function of the carotid sinus as it relates to blood rheology and to the microanatomical apparatus responsible for initiation of its action. This review does not focus on the extensive and important work by many in the field of endothelial mechanobiology (a field which owes a great deal to Peter F. Davies for much of our understanding of the mechanics of endothelial transduction). This review is not a comprehensive review of the entire downstream pathway that follows after sinus activation – a pathway that we believe involves the vagus nerve and further neuromodulation by the central nervous system. Here, we aim to present aspects of the structure and function of the carotid sinus that may support its role as a blood viscometer.

As applied physiologists, clinicians manipulate cardiovascular homeostasis on a gross scale. For example, during carotid endarterectomy surgeries, glycopyrrolate is often given at the time of anesthetic induction to attenuate the reflex bradycardia that often ensues after carotid stent deployment. Despite our familiarity with this mechanism, clinicians often overlook the blood flow characteristics within the carotid sinus that may have a role in maintaining hemodynamics. This review presents recent improvements in our understanding of the blood rheology and microphysiology of the carotid sinus to enhance the clinician’s working knowledge. Considering the function of the carotid sinus and its possible role as a sensory organ may provide the basis for bioinspired design of devices that better enable clinicians to read, interpret, and manage blood viscosity.



THE UNIQUE FLOW AND SHEAR STRESS CHARACTERISTICS OF THE CAROTID SINUS

The salience of carotid ultrasound to anesthetic management is increasing. In many centers, carotid Doppler studies are part of the preoperative workup for many major surgeries. For patients undergoing cardiac surgery, carotid ultrasound is a cost-effective, non-invasive screening tool that most anesthesiologists probably take for granted and view as having somewhat of a distant relevance to patient evaluation. However, data obtained by carotid Doppler is now used to guide blood flow (Weber et al., 2016) and stratify delirium risk (Bernardi et al., 2019) in the immediate postoperative period, as well as for a longer-term perspective relating to post-operative cognitive dysfunction (Elias et al., 2019).


The Flow Dynamics Within the Carotid Sinus

The advent of clinically useful ultrasound examinations of the carotids created a need for a greater in-depth appreciation for the hemodynamic uniqueness of the sinus region. The very specific location of the sinus, immediately distal to the carotid bifurcation at the internal carotid artery inlet and above the level of the heart, lends its flow characteristics to vary over the cardiac cycle. The first comprehensive descriptions of the unique flow within the carotid sinus were first consolidated in 1983 (Ku and Giddens, 1983). The sinus is unique for the region of “flow separation” from the non-dividing wall at the origin of the internal carotid (Ku et al., 1985a,b; Ku and Giddens, 1987). Firstly, there is an effective coalescing of the flow streamlines in the origin of the internal carotid that results from the flow separation away from the non-dividing wall (Figure 1). Essentially, the flow vectors orient toward the carotid dividing wall and “make room” for the region of swirling, or recirculation, within the dilated region (Figure 2; Karner et al., 1999). This results in constant flow shear against the dividing wall throughout the cardiac cycle. Secondly, this high-velocity flow (Figure 2A) at the dividing wall leads to persistent reduced shear stress at the non-dividing wall of the sinus where the carotid sinus inserts into the adventitia. Lastly, the vortex of the fluid within the sinus, Figures 2B,C, causes alternating levels of shear stress “impulses” that change in the magnitude and polarity over the cardiac cycle. Direction change of wall shear stress (WSS) can be observed in Figure 2D, which results in oscillations of stress throughout the cardiac cycle. Interestingly, it is the oscillations from WSS that have long been accepted as the inciting factor for atheroma formation in this portion of the internal carotid (de Vecchis et al., 2010; Hirata et al., 2011; Leisser et al., 2015; Saba et al., 2015). It is therefore not surprising that the carotid atherosclerotic plaque is often found in the sinus (Gulevskaia et al., 2007).
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FIGURE 1. Schematic representation of an in-vitro experimental model of the carotid sinus (Ku and Giddens, 1983). (A) The presence of vortical or flow recirculation during the peak of systole results in sheer stress “impulses” against the sinus wall. (B) The anatomy of the sinus causes flow separation from the non-dividing wall resulting in a region of low wall shear stress.
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FIGURE 2. Flow dynamics inside the carotid artery at deceleration, (A) axial velocity profiles, (B) three-dimensional representation of axial velocity profile at 4, (C) representation of circulatory flow vectors at 4, (D) wall shear stress values along the outer carotid wall (Karner et al., 1999).


The advent of open-source platforms for computational fluid dynamic (CFD) simulations led to a more quantitative, data-driven understanding of the flow characteristics of the carotid vessels, especially of the shear stress-related flow patterns within the sinus (Marshall et al., 2004; Milos et al., 2011; Dong et al., 2013; Zhang et al., 2013; Sui et al., 2015; Cibis et al., 2016; Guo et al., 2018; Xu et al., 2018; Zhang D. et al., 2018; Dai et al., 2019; Iskander et al., 2020). Enabling visualization of flow makes this information more translatable to clinical practice by emphasizing the possible role of the shear-thinning aspects of blood flow. Patient-specific CFD studies suggest that the non-Newtonian behavior–including shear-thinning–of blood is negligible in large arteries (Lee and Steinman, 2007; Arzani, 2018). However, recent studies on simplified dilation geometries, such as is seen in the sinus, reveals the significant differences in WSS-related parameters seen with even small changes in the viscoelastic and shear-thinning behavior of blood (Bilgi and Atalik, 2019, 2020). Furthermore, experiments on Fontan hemodynamics highlight that neglecting non-Newtonian behavior like shear-thinning can produce significant errors and misinterpretation of the hemodynamics (Cheng et al., 2018a,b, 2019; Wei H. et al., 2020; Wei Z. et al., 2020). These studies demonstrate the important role of shear-thinning relevant to specific clinical problems such as Fontan flows and aneurysms.

The key parameter in triggering non-Newtonian effects is the shear rate, which depends on local fluid dynamics of the blood at any specific location. Shear-thinning is a property observed during low shear rate (low velocity gradient) in which the apparent viscosity increases as the velocity gradient (shear rate) decreases. Alternatively, at high shear rate, the apparent viscosity decreases until it reaches a constant viscosity value and it behaves Newtonian. Due to the Fahraeus-Lindqvist effect, the apparent viscosity further decreases in smaller vessels with diameters between 30 to 300 μm (Truskey et al., 2004). Ku and Giddens (1983) also demonstrated that in the sinus region, the wall is under less WSS throughout the cardiac cycle. This occurs since the sinus wall is drawn away from the opposing streamlined flow whose vector orients more toward the dividing wall than toward the sinus. Lee and Steinman (2007) developed a CFD model of the bifurcation and related changes in hematocrit to changes in the sinus region. In agreement with other models of the sinus, this area of low WSS corresponds to a zone of increased shear oscillation resulting from the vortical swirling characteristic of that region. They demonstrated that changes in the modeled root mean square WSS of 5–15% corresponded to hematocrit changes of 20% in the same direction. In short, they showed that the shear-thinning aspect of blood can be considered when modeling blood flow, and that this aspect is relatable to the velocity and hematocrit of blood, two immediately measurable clinical parameters.

Milos (Milos et al., 2011), looked at the CFD models of over 1,400 carotid arteries using data mining methods and began to draw generalizations about carotid geometry, blood viscosity, velocity, density, and several other clinically relevant parameters which correlates to the region of recirculation in the sinus. They aimed to determine the feasibility and logistics of using different machine learning models to associate local WSS and the region of recirculation with precision. Figure 3 shows a comparison of the WSS values of conventional CFD with their multilayer perceptron neural network (MPL) and k-nearest neighbors (k-NN) algorithms. They ultimately demonstrated the availability of clinically useful machine learning algorithms that can accurately predict the flow and stress fields by using anatomical data from ultrasound imaging. The required parameters like sinus diameter, sinus length, angle of the internal carotid relative to the common carotid, blood density, and velocity and clinically relevant proxies for hematocrit and cardiac output, can be easily and non-invasively collected from a patient.
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FIGURE 3. Wall shear stress (in Pa) on carotid bifurcations of differing geometries obtained by CFD (left), MPL (middle), k-NN (right) algorithms (Milos et al., 2011).


Extracting data from simulations has also led to parameters previously only available from Doppler data (Gates et al., 2018; Zhang B. et al., 2018). In the work by Zhang B. et al. (2018), they obtained ultrasounds of two groups of fifty patients. One group had “normal” intimal-media thickness ratios and the other was “thickened.” By taking dimensional measurements in and around the carotid sinus, they used conventional Doppler data to calculate values previously only available in a simulated setting: blood viscosity, WSS, and velocity gradients within the carotid sinus. When these parameters were correlated with blood pressure and cardiac output, in patients with higher blood pressures, the region of greatest WSS was smaller in volume and made contact with less area of the carotid sinus wall along the longitudinal orientation.

A more recent advancement is Vector Flow Imaging (VFI) which utilizes the Doppler data to visually construct the flow lines within the sinus. VFI is a robust method for obtaining 2D images of the velocity vector profiles well-suited for areas with vortical flow such as the sinus. The real advantage to this method is that the forward (i.e., toward the brain) vs. reverse flow can be depicted simultaneously, allowing for measurement of the degree of turbulence within the region of recirculation (Goddi et al., 2017). As VFI finds greater availability, more precise quantification of the non-laminar flow in the sinus is expected.



MECHANOTRANSDUCTION BY THE CAROTID SINUS


The Role of Shear Stress Mechanotransduction

The unique blood flow at the sinus creates flow patterns and shear forces that are transduced to the central nervous system. The term mechanotransduction refers to the transmission of a physical extracellular input or trigger to a cellular output. The physical forces that lead to these biological responses include direct cellular contact with shear forces, changes in transmembrane voltage, and mechanical stretch. The pervasive role of mechanotransduction in so many in vivo processes cannot be overstated. In the literature, there is a role for mechanotransduction in voluntary urination (Mukhopadhyay and Stowers, 2020), guiding cell proliferation during embryological development (Wozniak and Chen, 2009), cardiomyocyte shape and function (McCain and Parker, 2011), renal tubule function (Weinbaum et al., 2011), touch (Sanzeni et al., 2019), regulation of vascular smooth muscle tone (Sazonova et al., 2015), pulmonary smooth muscle tone (Noble et al., 2014), pain (Feng and Guo, 2019), and many others. As applied physiologists, the modulation of these mechanisms is likely to have an increased role in the management of patients undergoing anesthesia. A classic example is utilizing mechanical ventilation settings that mitigate lung injury from shear forces due to positive pressure ventilation (Jamaati et al., 2016).

Amongst the physical phenomena that serve as the triggers for mechanotransduction in endothelial cells, the most important is shear stress. Shear stress is defined as the force created when two adjacent parcels of fluid are traveling adjacent to each other at different velocities. The force created between the parcels by this difference in speed at the point of contact between them is shear. In the case of simple laminar flow (i.e., blood flow direction parallels the vessel wall), the blood velocity profile is fastest at the center of the lumen, and the velocity decreases in a series of concentric circles approaching zero flow when in contact with the endothelial surface.

The local environment of the sinus leads to a region of recirculation which makes one ponder the relationship between its structure and function. The structure of the sinus is a dilation just distal to a bifurcation. This dilation creates a sudden expansion, and it leads to disturbance of the flow and vortex formation (Nguyen et al., 2008). This geometry, together with the cardiac cycle, leads to a pulsatile wash-out of the carotid stretch that accompanies each systolic pressure peak with every beat (Ku and Giddens, 1983). In other words, the sinus, due to the dilation geometry, is also experiencing a non-uniform stress field with pulsatile flow (Bilgi and Atalik, 2020). These stress fields lead to the development of recirculation regions inside the sinus. The types of forces that act on vascular endothelium are broadly thought of as WSS or circumferential stretch (Lu and Kassab, 2011). Whereas circumferential stretch reflects blood pressure, WSS depends on fluid properties and flow conditions, and it is highly affected by viscosity (Lee et al., 2020). Therefore, the unique presence of such stress fields suggests that transduction at the sinus may be biased toward shear stress as it carries more information on the overall hemodynamics than just pulsatile pressure.

The characteristics of the shear stress patterns specific to the sinus have been studied extensively since these patterns are believed to underlie the pathophysiology for atherogenesis in the carotid. The regions noted to have the highest incidence are often associated with the lowest WSS (Zhang et al., 2012). The region of low WSS may independently cause intimal-medial thickening (Irace et al., 2004; Liu et al., 2016; Zhang H. et al., 2018). Also it is thought to be a contributing nidus in the inflammatory cascade that ultimately leads to atherogenesis, as endothelial cells at the arterial vessels require WSS values of ≈2 Pa to avoid morphological changes (Malek et al., 1999). As a result, there are many efforts to utilize non-invasive quantification of WSS aimed at identifying patients who will develop carotid plaques (Katakami, 2016).

The region of the lowest WSS is a consequence of the disruption of laminar flow in the sinus described by Ku. This area of lowest WSS correlates with the region of highest shear oscillation (Zhang et al., 2012). To describe this, Ku posited the Oscillatory Shear Index (OSI) (Ku and Giddens, 1983) metric to describe the degree of the WSS direction persistency during a cardiac cycle. Essentially, the OSI quantifies the amount of WSS deflection from the average over a cardiac cycle, due to flow disturbance, and OSI is reported between 0 and 0.5, where 0 denotes no change in the vector direction. In an idealized Y-shaped carotid bifurcation model, OSI peak corresponded to the region of greatest intimal thickening in the inner and outer wall of the sinus. However, there was a weaker correlation along the sides of the sinus, where plaque development still occurs. To Ku’s model, Ding et al. (2001) utilized a “tuning fork” shaped model more representative of actual carotid angiograms. He found that high OSI (>0.20) also correlated well with regions of the recirculation zones inside the carotid sinus and at the side-walls. As expected, a more anatomically realistic carotid model better reflected the accompanying sinus flow patterns. Furthermore, it demonstrated that flow changes throughout the cardiac cycle correspond to specific oscillation patterns in the low WSS region. The anatomy of the carotid sinus creates local secondary flows that “enhances the pulsation of WSS under pulsatile conditions” such as when the heart is beating and hence is a site well-suited for flow transduction. A patient-specific study supporting the relation between low WSS and high OSI regions can be seen in Figure 4. Here, the reader can note the discreet overlap between the region of lowest WSS and the region of most apparent shear oscillation. In that study, this region of low WSS may enhance the ability to detect and transduce the smaller oscillatory shear forces that result from recirculation. The low WSS environment makes it EASIER to transmit the oscillatory forces through the thinner medial layers where the carotid sinus nerve inserts (Porzionato et al., 2019).
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FIGURE 4. (A) Time-averaged wall shear stress, (B) oscillatory shear index on carotid artery. ICA, internal carotid artery; ECA, external carotid artery; CCA, common carotid artery; and CS, carotid sinus (Iskander et al., 2020).




The Role of PIEZO Receptors in Mechanotransduction of Flow

The roles of the carotid sinus apparatus in various homeostatic functions such as “cross-talk” (Wilson et al., 1990; Chen et al., 2007) between the cardiopulmonary and arterial reflexes, renal control of free water (Barger et al., 1984; Ouisuwan and Buranakarl, 2005), and regulation of vessel capacitance via smooth muscle tone (Risoe et al., 1994) suggest that mechanotransduction of blood flow in the sinus region plays a role in these processes. The breadth of functions underpinned by blood flow mechanotransduction across organ systems has led to increased interest in the relationship between shear force-gated receptors and blood rheology. An important family of shear-force gated channels are the PIEZO receptors. In vertebrates, this group is comprised only of the PIEZO1 and PEIZO2 receptors (Coste, 2012). The PIEZO1 receptor is involved in endothelial function and development (Li et al., 2014; Rode et al., 2017) as well as cardiovascular homeostasis (Rode et al., 2017). PIEZO2 receptors have a role in the function of the somatosensory apparatus involved in proprioception (Yang et al., 2016), pain sensation (Bai et al., 2017), and possibly as a coreceptor with PIEZO1 in the carotid sinus (Zeng et al., 2018).

To further support the basis of the role of the PIEZO receptors in a model of cellular transduction of mechanical stimulus, Coste et al. (2010) determined the numbers of PIEZO-containing cells in adult mice organs by mRNA quantitative polymerase chain reaction. Importantly, the average number of detected PIEZO2 cells shown in Table 1 are markedly increased for the cells that project from the dorsal root ganglia where mechanosenstive neurons originate and project to blood vessels in order to maintain vasomotor tone as shown by the presence of 478 PIEZO2 cells out of a total 2391 cells. The relative number of PIEZO cells are benchmarked on the assumption that bladder tissue has the same number of PIEZO1 cells as PIEZO2 cells. When the PIEZO2 cells were essentially deactivated, the dorsal root ganglion (DRG) cells were rendered insensitive to mechanical stimuli. Furthermore, when the PIEZO 1 and 2 receptors were over-expressed, the response to mechanical stimuli was increased exponentially. The origin of these neurons in a known mechanosensitive region of the DRG is consistent with previous studies (Coleridge and Coleridge, 1980; Westcott and Segal, 2013). Therefore, they concluded that the PIEZO receptors “are both necessary and sufficient” for mechanotransduction for cells in which they are expressed.


TABLE 1. PIEZO-containing cell numbers found in adult mice organs (Coste et al., 2010).
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PIEZO Receptor and Shear Stress From Blood Flow

There is increasing emphasis on the fundamental role of the PEIZO1 receptor in health and disease. In the commentary by Li et al. (2015) titled Endothelial Piezo1: life depends on it, he makes the argument that cation influx through the receptor results from shear force outside of the cell and leads to membrane tension proximal to the PIEZO channel. This triggers cation influx through the receptor into the cell. The resulting action depends on the cell in question. For example, if the relevant cell is a red blood cell, then the action may be to trigger downstream pathways meant to maintain the appropriate hydration (Cahalan et al., 2015) and turgidity of the cell, or the amount of iron turn-over from red blood cell turnover (Andolfo et al., 2020).

Similarly, in the case of the endothelial cell, the PIEZO1 receptor may enable the endothelium to serve its role as both a responder to and shaper of blood flow necessary for development and function throughout life. In a mouse model with mutated PIEZO1 activity (Li et al., 2015), the alignment of endothelial cells needed for vascular maturation was aberrant. In these embryos, the heart is developed and beating and the endothelial cells are present, yet are unable to align themselves to create mature vasculature in the direction of blood flow, leading to embryonic lethality. Without the maturation of major vessels, the development of downstream organs cannot complete. In adulthood, the alignment of endothelial cells may offer protection against atherosclerosis by reducing the local atherogenic effects of disturbed flow (Coleman et al., 2020). The alignment of endothelial cells, as mediated by mechanisms including the PIEZO protein within the cell membrane, supports the notion that the goal of transducing shear stress is highly dependent on the time and place of the cell in question.

When detecting regions of locally created secondary flows, the PIEZO receptors are well suited to detecting endothelial flow data (Murthy et al., 2017; Douguet et al., 2019). In the work by Li et al. (2014), they demonstrate that the PIEZO1 receptors mediate shear stress-related events in human and mouse embryonic endothelial cells (Figure 5). In the in vitro setting, the human endothelial cells deficient in PIEZO activity were unable to align themselves in the direction of an applied shear force as seen in vivo. They first attached Green Fluorescent Protein to PIEZO1 proteins and found that they aggregated near the apical lamellipodia of the endothelial cells. The cells that were +/+ for the PEIZO1 genotype linearly aligned in the direction of the applied shear force. Those that were +/− were aligned in a cobble-stone fashion, and those that were −/− demonstrated no alignment. Furthermore, they demonstrated that the lack of piezo activity eliminated shear stress-induced entry of Ca2+ into the human endothelial cells entirely. They isolated human embryonic kidney cells that lacked PIEZO1. It was only after adding exogenous PIEZO1 activity that Ca2+ entry was seen in these cells. This supports the hypothesis that the PIEZO1 receptor has an important role in the detection and cellular response to shear stress.


[image: image]

FIGURE 5. The role of PIEZO1 receptors in alignment of endothelial cells during cardiovascular embryological development (Li et al., 2014).


The pivotal role of the PIEZO receptor in the detection of endothelial flow data rather than blood pressure, per se, is demonstrated when considering how vasculature will remodel in response to chronic changes. In the study by Retailleau et al. (2015), a murine model of PIEZO knockout was developed. Importantly, they found that the PIEZO1 receptors were located primarily in the media of the smooth muscle portion of the smaller diameter arteries, particularly the cutaneous caudal artery and the cerebral arteries, but not the larger diameter arteries including the renal artery and the aorta. In the PIEZO knockout mice where both alleles for the receptor were absent, all stretch-activated channel activity (where a patch-clamp is applied to the cell membrane as a shear stimulus) was absent. This suggests an important role for the PIEZO1 in vessel myocyte mechanotransduction. But when vasoactive substances were used, they found that the PIEZO knockout tissue from the caudal and cerebral arteries did not require the receptor to respond to vaso-constricting or vaso-dilating drugs. They did find that in the small diameter-arterial smooth muscle tissue, the PIEZO receptor was a necessary requirement to respond to the patch clamp stimulus, however. In order to examine smooth muscle remodeling in a model of hypertension, their model used an infusion of angiotensin II (AT II) infusion versus a saline as a normotensive control. They found that the arterial diameter, wall thickness, and cross-sectional area (CSA) was unchanged in the PIEZO-absent mice under normotensive conditions. In the knockout mice who underwent AT II infusions, there was a significant decrease in diameter, thickness and in CSA. Finally, they used cells where “mechanoprotection” was removed in which the actin cross-linking element Filament A (FlnA) was deleted in vascular smooth muscle. Those “unprotected” cells with the FlnA deletion resulted in PIEZO receptors that were open even without hypertension–essentially reducing the shear stimulus threshold needed for them to open–demonstrating that remodeling of smooth muscle occurred in the caudal artery without hypertension and only with activated PIEZO receptors. Just replacing one of the PIEZO alleles in these unprotected cells was enough to reverse the increase in wall thickness seen from hypertension or the removal of the FlnA. This further supported the notion that the PIEZO receptor is central to the transduction and endothelial response to shear stress and not necessarily to blood pressure.

In addition to the possible role of the PIEZO receptor in vascular remodeling, elucidating the possible role of the PIEZO receptor in the proper functioning of the endothelium may suggest a line of inquiry aimed at examining the pathophysiology of atherosclerotic disease in the carotid sinus that results from the blood flow patterns unique to it. In the comprehensive review by Gimbrone, they discuss studies that compared atheroprone geometries such as the carotid sinus with its “oscillatory” flow patterns to atheroprotective geometries such as the distal internal carotid that have more consistent laminar flow (Gimbrone and Garcia-Cardena, 2016). In the region of atheroprone endothelium such as in the sinus, flow appears to demonstrate an “absence of undisturbed laminar shear stresses”. Just upstream, however, endothelium in the distal internal carotid demonstrated upregulation of those factors associated with an atheroprotective phenotype, particularly of Kruppel-like Factor 2 (KLF2). Importantly, KLF2 has also been demonstrated to regulate production of vasoactive substances used to mediate locally mediated vasomotor tone such as nitric oxide. This locally mediated sensing and responding to shear force is essential to the role of PIEZO channels in sensing of cardiovascular force as described by Li et al. (2014) More specifically, it appears that the PIEZO receptors could be the primary players in coupling endothelial response to regulation of blood flow. As such, when PIEZO genes were disrupted, the endothelial response to increased blood flow appears to be diminished (Beech and Kalli, 2019). Given the central role of the PIEZO in sensing shear forces and the apparent importance of shear forces in atheroma prohibition and formation, PIEZO dysfunction may have a role in the development of the atheroprone phenotype.

The activation physics of the PIEZO receptor is also particularly well-suited to the type of flow unique to the sinus region described above. The recirculatory region results in secondary flows that repeatedly cause shear oscillation patterns that create a cohort of vibrations detected at the endothelium (Ku et al., 1985b). This creates a composite picture of the blood flow that reflects the particular rheological state of blood for a given cardiac output. Factors that change the oscillatory footprint of blood in the sinus region, including viscosity, blood pressure, and temperature, may only exhibit subtle changes in corresponding shear stress peaks and troughs from beat to beat. The PIEZO1 receptors have the distinctive feature of a particularly short inactivation time (Zheng et al., 2019). This is due to what Zheng et al. (2019) describes as the physical constriction within the lumen of the receptor tubule and a hydrophobic layer across the pore. This yields inactivation kinetics that are incredibly fast with time to cessation of activation of the receptor in as little as 50 ms (Wu et al., 2017b). Indeed, disease may result from slower time to inactivation (Demolombe et al., 2013). Such inactivation kinetics having few receptor channels open at a given time leads to a “temporal frequency filtering” phenomenon in which repeated vibrational stimuli can be transduced with high precision by filtering out background frequencies (Lewis and Grandl, 2015; Lewis et al., 2017). This may explain the unique suitability of the PIEZO receptor to reacting to infinitesimally small, discrete changes in the shear-force waveform in a region of vortical flow as in the carotid sinus.



PIEZO and the Effect on Red Blood Cell Morphology

The role of the PIEZO1 receptor in blood rheology may be seen in the effects on the red blood cells themselves when the receptor function is altered. Blood viscosity and other flow parameters change with blood temperature, local microenvironments both inside and outside the cell, iron and hemoglobin state, as well as the size of the vessel and flow rate (Dupire et al., 2012). A major determinant of the intrinsic ability of a red blood cell, whose diameter ranges from 6–8 μm, to sufficiently contort itself through capillaries around 5 μm in diameter, Godwin et al. (2020) is intracellular hydration status.

The possible role of the PIEZO receptor in blood flow homeostasis is supported by PIEZO1 mutations that lead to erythrocyte changes. In the work by Cahalan (Cahalan et al., 2015), they demonstrate a relationship between PIEZO1 function and appropriate hydration of red blood cells. They showed that mechanical force applied to red blood cells by a pipette initiated entry of Ca2+ into cells through the PIEZO1 channel, leading to osmotic changes. Furthermore, the red blood cells of PIEZO1-deficient mice were overhydrated, more fragile, and underwent greater splenic sequestration. This suggests a role for shear forces acting on the red blood cells themselves in maintaining rheological homeostasis. This further supports the notion that PIEZO channels represent a major means by which shear forces are transduced into cellular responses.



The PIEZO Receptor and the Carotid Sinus

More specific to the sinus region, the recent evidence produced by Zeng et al. (2018) for the preponderance of PEIZO1 and PEIZO2 receptors in the carotid sinus represents a significant shift in researchers’ understanding the role of mechanotransduction in baroreception. Using a murine model, they injected fluorescent Cholera Toxin B (CTB) underneath the serosa of the sinus region. With the understanding of the location of the baroreceptor cell bodies in the nodose and petrosal ganglia, they quantified the number of CTB-labeled cells that expressed PIEZO1 or PIEZO2 transcripts. Of the total 95 cells that were labeled, six were PIEZO1 positive, and eight were PIEZO2 positive. Then they took knock-out mice for both alleles of the PIEZO genes and administered both phenylephrine and sodium nitroprusside. Essentially, the expected baroreceptor reflex was abolished with either drug. Knock-out mice with wild type PIEZO-intact phenotype who were awake and ambulating had a significantly higher average blood pressure and lability with a slightly higher average heart rate than their normal counterparts. This clinical picture is similar to the syndrome of “baroreceptor failure” described in the literature. Given this, the presence of the PIEZO receptor may be fundamental to the function of the carotid sinus.



DISCUSSION

With the discovery of PIEZO channel aggregation in the sinus region, the carotid sinus may eventually be characterized as a sensory organ in its own right. The uniqueness of the flow in that region combined with the receptor population exquisitely suited to detect it lends itself well to efforts to modulate the action of the carotid sinus to effect cardiovascular changes. The PIEZO receptor family was described by Coste in 2010 and has since been recognized in a remarkable array of cells in which mechanotransduction serves as a nidus for cellular activity. More developments in the PIEZO receptor’s role in baroreceptor mechanism are anticipated.

The variety of organ systems now known to employ the PIEZO channel in converting shear forces into physiologic responses has led to a better understanding of mediators of its activation (Wu et al., 2017a). Wu categorizes the effectors of PIEZO function into those that affect the shear effects on the membrane (i.e., the cell) to which the channel is attached, or the channel itself. Examples of known mediators of PIEZO function that alter the membrane and therefore shear properties include pH, cell hydration, osmotic pressure, and lipid composition. Direct channel mediators include pH, voltage, resting membrane potential, and isolated protein and pharmacologic mediators. For example, the isolation of a molecular agonist named Yoda1 (Syeda et al., 2015), which shortens the inactive state of PIEZO1, raises the possibility that there may be a method by which its inactivation kinetics may be manipulated. These mediators each represent potential methods by which the sinus region can be monitored and altered, and therefore another venue by which carotid sinus effects can be studied.

Furthermore, thanks to advances in researchers’ ability to mine large datasets, biological associations between the PIEZO gene and the carotid sinus can uncover other potential avenues for inquiry. An example of this is Phenoscanner (Staley et al., 2016; Kamat et al., 2019)1, with which traits can be cross-referenced with specific genes and gene variants. When examining the PIEZO1 gene, hemodynamically-relevant traits include mean corpuscular volume, hemoglobin concentration, red cell count, whole body water mass, and metabolic rate. It suggests at least a genetic link between blood composition homeostasis and PIEZO-mediated mechanotransduction. As for how and where that transduction of shear force to blood homology takes place, time will tell.

Numerous rheology studies have been conducted to understand the complex properties of blood (Thurston, 1973, 1976, 1979; Chien, 1975; Yeleswarapu, 1996). In Thurston’s work, an oscillating piston cylinder assembly was used to obtain the viscosity curves and showed that blood has both viscoelastic and shear-thinning properties. Blood was centrifuged to disturb any formation between the cells, and then plasma and cells were mixed to ensure certain hematocrit levels. Despite using an oscillatory piston-cylinder system in which fluid cannot experience high residence times–a reflection of the amount of flow recirculation as seen in the sinus–other complex rheological properties were captured in these experiments. In the work by Chien (1975), a Couette viscometer was used to demonstrate the association between hematocrit concentration and viscosity curves. Although more recent studies claimed that non-Newtonian behavior can be neglected in large arteries (Lee and Steinman, 2007; Khan et al., 2017; Arzani, 2018), this assumption for whole blood shall only be valid when the overall shear rate is higher than 100 s–1, which is similar to these older rheological experiments (Thurston, 1973, 1976, 1979; Chien, 1975; Yeleswarapu, 1996). Indeed, more recent studies of minimally dissipative CFD schemes have shown the importance of shear-thinning properties in pathological conditions (Bilgi and Atalik, 2019, 2020). An exquisite example of this is the decrease in shear rate with decreased cardiac function in Fontan circulation (Wei H. et al., 2020).


Understanding the Carotid Sinus to Achieve Homeostatic State and Future Directions

By quantifying the means by which the body “sees” blood flow, novel and more precise viscosity biomarkers may one day be available to clinicians. These, in turn, could facilitate care of patients undergoing resuscitation of their blood volume in order to better meet their needs. For example, when reconstituting blood volume lost during surgery, consideration for blood viscosity (itself a main component of the shear properties of blood)–in addition to volume and oxygen delivery–may facilitate improved outcomes and more cost-effective administration. Further supporting the sinus region’s possible suitability in this regard, Lee et al. (2020) performed a very elegant study in which they studied changing flow patterns that result from blood viscosity after a bolus of crystalloid. To eight healthy subject they administered a one-liter bolus of normal saline. Obtaining viscosity values before and after the bolus, they then simulated the blood flow at the carotid bifurcation and studied the effects on the region of recirculation due to changes in viscosity from the infusion. They observed that the bolus resulted in the accentuation of the shear rate and velocity in the region of recirculation with a measurable decrease in viscosity.

When considering the parameters that affect the activity of the PIEZO receptor and their location, possibly useful endpoints that reflect shear forces caused by blood flow can be studied. One means to approach this is to consider the known mutations in PIEZO genes and the diseases with which they are associated. Any reader with an interest in a more comprehensive review beyond the scope of this piece on physiologic force transduction as mediated by the PIEZO receptor is encouraged to read the review of the current state of knowledge by Beech and Kalli (2019). They include comprehensive descriptions of the PIEZO receptor and its genomic and protein structure and function as it relates to cardiovascular performance. Significantly, they point out that both PIEZO subtypes act as Ca2+ ion channels that appear exquisitely sensitive to fluid flows adjacent to cell membranes in which they are incorporated. They go on to suggest that this construct may be used to explain a possible role in the pathophysiology of diseases including lymphatic dysplagia, types of heart failure, hypertension, vascular diseases including aneurysmal ruptures, varicose veins, and anemia.

Looking at the location, morphology, distinctive flow patterns, and PIEZO receptor population of the carotid sinus, we are suggesting that the sinus may be a site of blood viscosity transduction. Given the presence on both the red blood cells and well as the vessel walls, a mutation of the PIEZO receptor may associate comorbid conditions such as anemia with cardiovascular disease that markedly alters blood viscosity–something we see when seeking links in genotype with phenotype. A mutation in the PIEZO receptor that affects the ability to accurately capture the fluid dynamics inside the sinus can alter feedback mechanisms mediated by the autonomic nervous system. This, in turn, can lead to a cardiovascular response that does not appropriately meet the real blood flow and metabolic needs of the patient.

Consider a theoretical mutation in the PIEZO1 receptor where the decrease in blood viscosity with decreased hematocrit is a well-described association (Quemada, 1981). Such a mutation would render a diminished/blunted signal that under normal conditions would correspond with a higher viscosity which would be perceived as a higher hematocrit when, in fact, it is normal or low. In order to increase sinus recirculation and decrease perceived viscosity (Perktold et al., 1991), other organ systems including the renal system, hepatic system, and cardiovascular system would act to retain free water, reduce the viscosity of blood, and increase blood velocity in order to reacquire a “normal” value.

In patients with aberrant blood viscosity of various etiologies, optimization of rheologic parameters, in addition to titrating to pressures, may enable more patient-specific management of blood flow. When trying to understand the physiological machinery the human body uses to detect and maintain hematologic homeostasis, clinicians may better mimic what the autonomic nervous system does to optimize viscosity and, therefore, perfusion. In emulating the apparent physiology utilized at the sinus to characterize blood’s viscometric and shear stress properties, we can design devices that better aid management of patients with compromised blood delivery, or mitigate the effects pathophysiologic shear patterns have on the carotid vessel walls. Certainly, the fact that the location of the carotid vessels in the neck lends itself to easy visualization by non-invasive methods, including ultrasound, facilitates this. By using parameters like sinus geometry and blood velocity that can be easily obtained by a Doppler scan, recent machine learning algorithms based on deep learning can be used to guide physicians. Administration of blood products, blood expanders, and other agents to either increase or decrease blood viscosity can be titrated to specific WSS parameters and, ultimately, affect viscosity homeostasis.
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A wearable device system was proposed in the present work to address the problem of facial emotion recognition disorders. The proposed system could comprehensively analyze the user’s own stress status, emotions of people around, and the surrounding environment. The system consists of a multi-dimensional physiological signals acquisition module, an image acquisition and transmission module, a user interface of the user mobile terminal, and a cloud database for data storage. Moreover, a deep learning based multi-model physiological signal pressure recognition algorithm and a facial emotion recognition algorithm were designed and implemented in the system. Some publicly available data sets were used to test the two algorithms, and the experiment results showed that the two algorithms could well realize the expected functions of the system.
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INTRODUCTION

As an important way of emotional expression and cognition, facial expressions are an indispensable part of our daily activities. Being a form of one’s response to happenings in the objective world, emotions play an important role in people’s real life and spiritual life. Obstacles in recognition of facial emotions will inevitably lead to problems in interpersonal communication. Shen et al. (2015) have found that the mechanisms of facial emotions recognition are complex and are not the functions of one single area in the brain; instead, different loops are formed between different regions, and damages to these loops would lead to facial emotion recognition disorders, manifested by such diseases as schizophrenia, cerebrovascular accidents, dementia syndrome, Parkinson’s disease, depression, autism, epilepsy, traumatic brain injury, and multiple sclerosis. Therefore, early detection and identification of potential facial emotion recognition disorders will facilitate the judgment, treatment and community management of nervous system diseases.

At the same time, with the rapid development of the wearable technology in recent years, wearable devices have provided a popular solution and played an important role in health monitoring, safety monitoring, family rehabilitation, efficacy evaluation, early detection of diseases, and other related fields (Jia et al., 2017). The purpose of this research is to design a wearable device system for facial emotion recognition disorders, and the system could comprehensively analyze the user’s own psychological stress, other people’s emotions and surrounding environment, thus contributing to the prevention, monitoring, and management of related diseases.

This system is expected to provide a solution to the following fields. (1) It can be used as a monitoring system for early diagnosis, prevention and treatment of diseases related to facial emotion recognition, such as anxiety, to prevent it from escalating into more serious diseases like depression. (2) The system can provide a technical basis for treatment of specific diseases. For example, in the case of patients with autism who are sensitive to mathematical laws, the system can transform the emotional data of others into more regular games to help autistic patients better recover and recognize their emotional recognition capacity. (3) The system can also be used as a data collection platform to provide more sample data for the research on neurological diseases.

Wearable devices for monitoring of users’ physiological signals and detection of psychological pressure have drawn wide attention from researchers around the world. Such signals come from all parts of the body, such as Electrocardiograph (ECG), Electro- myogram (EMG), Electroencephalogram (EEG), and respiration. A new wearable ECG monitoring system based on active cables and smart electrodes developed by the KTH Royal Institute of Technology includes a hand-held personal health assistant, an active cable and 10 smartelectrodes, which are attached to specific parts of the patient’s body from chest to calf, and can obtain high-quality ECG data (Yang et al., 2008). In a study by Hasanbasic et al. (2019), they monitored students’ ECG and skin electrical activity signals by wearable sensors in real time, and classified by machine learning algorithms such as SVM to identify the students’ stress level in a specific environment such as during exams (Hasanbasic et al., 2019). Montesinos et al. (2019) employed multi-modal machine learning and sensor fusion technology to detect the occurrence of acute stress events.

In these previous publications, researchers employed wearable sensors to collect physiological signals, discriminated and classified psychological pressure through machine learning. However, physiological-signal monitoring devices mentioned in the above studies are expensive and cumbersome. As a result, ordinary users often find it hard to afford these expensive devices and inconvenient to wear these devices in daily life, which makes it impossible to popularize these devices. Moreover, the previous studies have failed to measure the surrounding environment when stress occurs, and hence could not assess the impact of the surrounding environment on facial emotion recognition disorders.

Machine learning models, especially deep learning algorithms, are popular solutions to classification of physiological information and it is assumed that these models could bring new breakthroughs to facial emotion recognition disorders. In fact, research on facial emotion recognition based on deep learning has been relatively mature. Arriaga et al. (2017) proposed a lightweight convolutional neural network, which reached an emotion recognition accuracy close to human on the FER2013 database. Therefore, it is feasible to achieve the goal of recognizing emotions in interpersonal scenarios by improving machine learning models.

The present work proposes a wearable device system that is cost effective and can keep track of changes in the surrounding environment. The system achieves the expected functions by a self-designed multi-modal psychological signal-based stress recognition deep learning algorithm and an improved facial emotion recognition algorithm.

The software of the proposed system was designed as follows. A multi-modal psychological signal-based stress recognition multi-head Convolutional Neural Networks (CNN) model was designed, the facial emotion recognition model based on the mini_Xception CNN was improved; and the algorithms were deployed on the cloud server; A cloud database was constructed to store the physiological signals and analysis results obtained by the above-mentioned algorithms, and a mobile interface for user interaction was developed. The hardware of the system was developed as follows. An ergonomic ear wearable device was designed, which comprised of sensors for the photoelectric volumetric heart rate, triaxial acceleration, skin electricity and body temperature, cameras used for collection of the facial images of the people whom users interact with and the surrounding environment, and a Wi-Fi module for data transfer with the cloud server.



MATERIALS AND METHODS


Overall Framework of Wearable Device System

This system is composed of five sub-systems: an image acquisition and transmission system, a human physiological signal collection and transmission system, an algorithm analysis system deployed on cloud server, a cloud database and an user mobile APP, as shown in Figure 1. (1) The image acquisition and transmission system realizes real-time image acquisition through cameras, and transmits videos to the cloud server via intranet transparent transmission technology through module integrated WI-FI chips, thus completing wireless image transmission. (2) In the human physiological signal acquisition and transmission system, small-sized sensors are used to make the device portable and easy to use; the physiological signals collected by the sensors are input into the ESP8266 WI-FI communication module connected with the serial communication ports through the main development board, and the module further uploads the data to the cloud server using the Transmission Control Protocol (TCP) transmission protocol. (3) On the cloud server, a multi-modal physiological signal-based stress recognition model and a facial emotion recognition model are deployed to acquire and analyze data, and provide feedback to the cloud database. (4) The cloud database records the collects raw data and algorithm analysis results, and returns the user stress state and the facial emotion prediction result of people around to the user through the mobile APP. (5) The mobile APP receives the algorithm analysis results returned by the cloud database and displays them on the user interface for users to view.


[image: image]

FIGURE 1. Relations between the sub-systems in the proposed wearable device system.




Hardware Circuit and Appearance Design

In the hardware circuit design, the image acquisition and transmission system and the human physiological signal acquisition system are independent of each other. As shown in Figure 2, the image acquisition and transmission system is composed of the ESP32CAM module with integrated cameras and WI-FI chips powered by lithium batteries. In the human physiological signal acquisition system, STM32 is used as the main development board, and ADXL345 acceleration sensor, LM324 skin electrical sensor, MAX30205 body temperature sensor and photoelectric volumetric WRB002 heart rate sensor are connected to the corresponding serial ports of the development board, and are also powered by lithium batteries. The serial port data exchange end of the motherboard is connected to the WI-FI module ESP8266, through which physiological signals can be transmitted to the cloud server.


[image: image]

FIGURE 2. The hardware circuit.


The wearable device presents a U-shaped elastic ring structure, which is placed above the ear and close to the head. Each sensor opening is arranged on the side to facilitate physiological signal acquisition. U-shaped front-end cameras can collect the facial images of the people whom users interact with and the surrounding environment. Figure 3 presents the appearance and internal structure of the device.
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FIGURE 3. Wearable device appearance and internal structure.




Software Design

The experimental software includes a mobile APP, a cloud database and algorithm analysis system deployed on the cloud server. The mobile APP interface is written in Java and can be used on Android mobile devices. By receiving the algorithm analysis results returned from the cloud database, the app presents the user’s psychological stress status and the facial emotion recognition results of people around in real time (Figure 4). The cloud database uses MySQL language to record and store the raw physiological signals from sensors and algorithm analysis results. In order to facilitate the follow-up studies about the impacts of the scenes on the user’s stress state, the cloud database will also store the images collected by the camera module when the algorithm judges that the user is under stress. The cloud server adopts the Windows Server 2012 system. The working principles of the multi-modal physiological signal-based stress recognition model and the facial emotion recognition model deployed on the cloud server will be discussed in detail in Sections “Facial Emotion Recognition Algorithm Description” and “Multi-modal Physiological Signal-based Stress Recognition Algorithm.”
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FIGURE 4. Display of analysis results on the mobile app.




Facial Emotion Recognition Algorithm Description


Image Texture Feature Extraction

Texture, a common feature of images, has been widely used in various image segmentation, classification and recognition tasks. Tyagi (2018) points out that there is no universally-accepted definition for the image texture at present. However, in some studies (Smith and Chang, 1996; Hall-Beyer, 2007), texture is defined as the surface roughness and roughness of objects, which are unique and show certain patterns. Texture features are reflected by gray intensity distribution pattern in images, and these features have been described in diverse forms in the field of digital image processing. Khaldi et al. (2019) points out that gray level co-occurrence matrix (GLCM) is often considered as an accurate method of texture feature extraction, and has seen wide adoption in various fields because of its simplicity and high efficiency. For an image I of the size of N × M, with a given displacement vector (Δx, Δy), the gray level co-occurrence matrix M can be obtained by Eq. 1.

[image: image]

Usually, some statistical indicators are used to characterize the gray level co-occurrence matrix and hence reflect that texture features of images. In the present work, the following statistical indicators were employed to calculate the eigenvalue of the local gray level co-occurrence matrix of the images: the mean, standard deviation (std), contrast, dissimilarity, homogeneity, angular second moment (ASM), energy, maximum and entropy, so as to generate images that reflect the texture features of the image.

Figure 5 shows the pseudo-color images of a human face after extraction of texture features. An image with a size of 48 × 48 and a gray scale range of 0–255 is used for testing. The lighter colors corresponds to the higher gray values. The pseudo-color images clearly presents the texture features extracted by the gray level co-occurrence matrix based on different statistical indicators.


[image: image]

FIGURE 5. Grayscale pseudo-color images for nine features.




Algorithm Description

To solve the problem of parameter redundancy, improve the model’s generalization capacity, and reduce the processing burden of the hardware, Arriaga et al. (2017) proposed a lightweight CNN: mini_Xception. This network borrowed the ideas of deep segmentable volume and residual network from the Google mainstream CNN Xception (Chollet, 2017), to achieve higher accuracy under small model complexity.

In order to improve the performance of mini_Xception in facial emotion recognition task, the gray level co-occurrence matrix was introduced in our method to extract texture features from the input images so as to enrich the types and scale of data for the model. The algorithm implementation flow is shown in Figure 6.
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FIGURE 6. Algorithm implementation flow chart.


As Figure 6 shows, the algorithm first extracts the texture features of the input image to generate nine texture-feature images. After that, ten images including the original image are input into the algorithm through 10 separate channels, and are filtered by 3 × 3 convolution networks with the 16 dimensions. After passing the activation layer of the Rectified Linear Unit (ReLu) function, the features of each channel are fused and input into the mini_Xception model. At last, the mini_Xception model outputs the probabilities of seven predicted emotions through the softmax activation layer, and takes the emotion with the largest probability as the final predition outcome. The Adam optimizer is used as the weight optimizer of the algorithm network in the training process.



Multi-Modal Physiological Signal-Based Stress Recognition Algorithm


Batch Standardization

Firstly, the physiological signals of the input model are standardized in batches. The mean and variance of a batch of data can be calculated by Eqs 2 and 3, respectively, and then each indicator in the batch of data is standardized by Eq. 4, and finally the weight of the data is corrected to achieve the result. By standardizing the variance of the training set data, the values of feature vectors in each dimension are treated equivalently, and are made to follow the normal distribution with the mean value of 0 and the variance of 1. Thus the problem of unbalanced weight caused by the difference in the values of feature vectors can be avoided (Tang, 2017).
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Slicing

Usually, Eq. 5 is used to transform single-row single-dimension inputs into multi-row and multi-dimension. In Eq. 5, “input” is the input value of the model, “slice” is the slice length, and ak is a row of vector of the original data. The purpose of this method is to change the input from single time point to multi-points time period, and to provide the data with continuous physiological information. Because of the large individual differences of one-dimensional physiological data, it has poor robustness in model adaptation. In addition, the separate time points of physical signals are not all index data, and cannot be used to indicate a certain physiological state just because the value of which reach a specific threshold. Therefore, the input of multi-dimensional time period data is needed to ensure the introduction of continuous characteristics of signals, so as to make the model more robust and practical (Jia et al., 2017).
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Model Design

In the model proposed in this study, the multi-channel concatenate layer fusion model was used for training.

The main working principle is shown in Eq. 6.

[image: image]

The model structure is shown in Figure 7.


[image: image]

FIGURE 7. Model structure.


As shown in Figure 7, there are four basic input channels of the model in this experiment. The first three channels share the same workflow, all consisting of an input layer, a one-dimensional convolution layer, a random inactivation layer, a maximum pooling layer and a flattening layer. The convolution kernel size was set at 3, 5, and 11 to extract features from different scales. The fourth channel is composed of a Convolution+Long Short-Term Memory-2D (ConvLSTM-2D) model and a flatten layer. Among them, the traditional two-stream LSTM model cannot only improve the performance of the neural network by making better use of the dependency product between sequence frame data (Jie et al., 2021), but also introduce the long-term and short-term memory mechanism to the model. Through the convolution layer, the relationship between time series can be obtained, and at the same time, the spatial features can be extracted, and thus the spatio-temporal features are obtained. Therefore, the two-stream convolution of LSTM combined with Attention-Conv can better analyze the spatio-temporal relationship of local features. Then, the data from the four input channels are weighted and fused, and the feature dimension is reduced through the full connection layer, after which four kinds of stress recognition results are output: physiological stress, cognitive stress, emotional stress and relaxed state.



Evaluation Indicators

To evaluate the experimental results, the following evaluation criteria are defined and used.


Loss Function

In multi-classification problems, the cross entropy loss functions of Eqs 7 and 8 are often used, where y is the predicted value, and y_hat is the label value. By continuously reducing the value of the loss function L to 0, the predicted result and the actual label value could be matched.
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Accuracy

In evaluation of multi-classification tasks, multi-classification problems are often transformed into multiple two-classification problems. The selected class is set as positive (P), while the rest is set as negative (N). If the prediction result matches the label, the classified target is marked by a prefix T; otherwise, it is marked by the prefix F.

Equation 9 shows the calculation of the classification accuracy, which represents the ratio of correct prediction times to all prediction times.
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Evaluation Indicators of Test Set

Equation 10 is used to calculate the classification precision of a random class i, which describes the proportion of true positives in samples predicted to be positives.

[image: image]

Equation 11 is the recall rate of classification of Class i, which represents the number of samples predicted to be positive among the samples that are really positive.
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Equation 12 is the F1 score of the classification of Class i, which is the harmonic mean of the precision and recall rate.
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Equations 13–15 are the macro average calculation formulae of the precision, recall rate and F1 score, which are obtained as the arithmetic average of various components.
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Equations 16–18 are the weighted average calculation formulae of the precision, recall rate and F1 score, which represent the weighted coefficients of a certain class in the total sample.
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EXPERIMENTAL VERIFICATION


Experimental Verification of Facial Emotion Recognition Algorithm


Data Selection

In order to evaluate the performance of the proposed model, an evaluation experiment was designed. In the experiment, the CK+ data set of face emotion recognition was used. This data set has been widely used in experiments to evaluate the performance of facial emotion recognition algorithms, and consists of 593 video clips collected from 123 subjects of various races. Among them, 327 samples were marked with seven emotional labels: anger, contempt, disgust, fear, happy, sad and surprise. According to the recommendation of the data set, three frames from the middle of each video clip were intercepted as samples in our experiment to form a data set. This dataset is available online1.

As the number of data in the CK+ data set is limited, to enhance the generalization capacity of the model, the samples were rotated and balanced, and finally the data set was expanded to 16,890 samples.



Experimental Process

In the experiment, the data set to be tested was divided into a training set, a test set and a verification set by a ratio of 7:2:1, the data were randomly divided to ensure that the experimental results are reasonable and effective. In order to make the input samples compatible with the model, the images in the dataset were transformed into 8–8 bit gray images in 48 × 48 format prior to the experiment, and the label values were digitally encoded: 0–anger, 1–contempt, 2–disgust, 3–fear, 4–happy, 5–sad, and 6–surprise. The model was written in Python and trained with RTX-2070 graphics card. The number of training rounds were set to 500 rounds, but the training would be terminated if the loss function of verification set exceeded 50 rounds in the callback function, and the actual training rounds were about 60.

The loss function and accuracy curve of the training set and the verification set are shown in Figure 8.
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FIGURE 8. Loss and accuracy of the model on the training set and the verification set.


As shown in Figure 8, after 20 rounds of training, the loss function curves and accuracy curves of the training set and the verification set tend to flatten out, and there is no obvious decline. After 50 training rounds, the accuracy of the training set and verification set has reached more than 99%, which proves the good performance of our proposed algorithm.



Experimental Verification of Multi-Modal Physiological Signal-Based Stress Identification Algorithm


Data Selection and Preprocessing

In order to verify the effect of the proposed model, the published data set of multi-modal physiological stress identification (Birjandtalab et al., 2016) by the University of Texas was employed to test the model. This data set has collected five kinds of physiological signals from 20 college students (16 males and four females): triaxial acceleration, body temperature, galvanic skin response (GSR), Saturation of Peripheral Oxygen (SPO2) and heart rate, and in a period of time, a series of external environmental stimuli were applied to the subjects to direct them into four psychological stress states: physiological stress, cognitive stress, emotional stress and relaxed state. The relaxed state, as described in the work (Birjandtalab et al., 2016), was controlled to stay only within the first time period to make the quantity of data in each class of state more balanced. In addition, in the dataset, the sampling frequency of heart rate and blood oxygen signal in this data set is 1 HZ, while the sampling frequency of other physiological signals is 8 HZ. To make the sampling frequency of each physiological signal consistent, other physiological signals except the heart rate and the blood oxygen were down-sampled to a frequency of 1 HZ. After the above operations, four kinds of labels of physiological signals from 20 samples at 29,582 time points were obtained from the data set. In order to meet the requirements of the model input, the data was extracted by slices with 5 s as a unit. Label values were digitally coded beforehand: 0–relaxation, 1–physiological stress, 2–cognitive stress, and 3–emotional stress. This dataset is available online2.



Experimental Process

In the experimental, the data to be tested were divided into a training set and a test set by a ratio of 19:1; then, the verification set was separated from the training set by a ratio of 9:1. The data were randomly divided into different sets to ensure that the experimental results were reasonable and effective. The model was written in Python language, and RTX-2070 graphics card was used in the training process. The number of training rounds was set to 300, and the training would be terminated if the loss function of verification set exceeded 60 rounds in the callback function, and the actual training rounds were about 110 rounds. Figure 10 shows the loss and accuracy curves of the model on the training set and the verification set, and Figure 11 shows the confusion matrix on the test set.

As Figure 10 shows, the model achieves a good fitting effect, with an accuracy of 99.3% on the training set and 96.2% on the verification set, without overfitting. After 40 rounds of training, the loss and accuracy curves flatten out. As Figure 11 shows, cognitive stress marks the highest classification accuracy among all stress states.



DISCUSSION


Discussion of of Facial Emotion Recognition Algorithm Experimental Results

Furthermore, the confusion matrix obtained by using the test set is shown in Figure 12.

As Figure 12 shows, the model also achieves high accuracy on the test set. Table 1 shows the specific results on the test set.


TABLE 1. Specific evaluation results on the test set.

[image: Table 1]
As Table 1 reveals, the results of the test set have reached an ideal range in terms of accuracy, F1 score and recall rate. Among them, the model performs best in classification of the emotions of anger and surprise. The accuracy of the test set is 99%, and the weighted F1 score is 0.99.

Comparisons between our model and previous works are shown in Table 2. As it suggests, our model gain an advantage over the previous advanced methods, thus rationalizing the application of the improved algorithm of mini_Xception in face emotion recognition and classification. Besides, because the mini_Xception model has a small scale of parameters and is applicable to low-performance platforms, the proposed improved algorithm can be well applied to the system, providing support for the facial emotion recognition function. The future research work can make breakthroughs in these aspects: (1) The parameter scale of feature extraction and the running time of the algorithm can be reduced to improve the efficiency of the system. (2) The model can be further improved and applied to continuous emotion recognition to enhance the universality of the model. (3) The performance of the model on emotion recognition accuracy under the condition of partial occlusion of the face can be tested and improved to enhance the generalization capacity of the algorithm.


TABLE 2. Comparison of performance on the dataset between different algorithms.

[image: Table 2]


Discussion of Multi-Modal Physiological Signal-Based Stress Identification Algorithm Experimental Results

To verify the advantages of our model, it was compared with other machine learning models, including the support vector machine (SVM) model, decision tree model, classical Naive Bayes (NB) model, and gradient boosting decision tree (GBT) model. The form of data input remained the same on all the models for comparison. In addition, in order to better reflect the advantages of the proposed model, we compare with the Gaussian Mixture Model (GMM) used in the paper containing the original database and the Ensemble classifier based on statistical feature used in a research adopting the same database (Xin et al., 2019). Table 3 shows the comparison result between our model and the machine learning models as well as advanced methods from previous works, and Figure 9 show the performance of all the machine learning models that were compared.


TABLE 3. Model performance comparison.
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FIGURE 9. Confusion matrices of test set.
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FIGURE 10. Loss and accuracy of the model on the training set and the verification set.
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FIGURE 11. Confusion matrix of test set.
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FIGURE 12. Confusion matrix on the test set.


As Table 3 shows, our model has absolute advantages over the classical Naive Bayes and SVM models, and it outperforms the random forest model and the gradient boosting decision-tree model in terms of accuracy. It could be also found that the proposed method outweights that of the previous works in terms of several crucial parameters. In addition, the variables input in the models are sliced and extracted, which contain more time features, so the model is expected to have better robustness in real-world scenarios. Nonetheless, as the model merges inputs from diverse channels, which increases the number of parameters. Convolutional layers dominate the computation complexity and consequently affects the latency and throughput (Jafari et al., 2018). In the future, more research work needs to be devoted to achieve a balance between the complexity and accuracy of the model.



Discussion of Wearable Device System

Compared with previous work, the proposed wearable device has the following advantages: (1) a good balance is achieved between cost and functional effectiveness of the wearable device system; (2) the proposed device is portable and comfortable, thus making its application scenarios more general; (3) the system pays attention to the influence of external environment information, providing the basis for the follow-up research; (4) the integrated system could monitor both users’ stress and facial emotions of people around, which is suitable for research on facial emotion recognition disorders; (5) an original multi-modal physiological signal-based stress identification algorithm as well as an improved facial emotion recognition algorithm is carefully designed for the system.

However, this research also has many shortcomings. First of all, because facial emotion recognition disorders are related to mental illness, it is necessary to analyze the specific situation of different types of users to avoid the following problems: the users may not want to wear this device, and significant differences among specific users in the physiological signals would result in reduced accuracy of the model. In the future, surveys will be performed on the users to improve the shape, appearance and size of the device to increase its appeal to users. Moreover, more data on different groups of people should be collected to improve the model’s performance. Secondly, collecting information about emotions of people around and the surrounding environment by cameras may incur privacy disputes. Thus, in the future, it is necessary to improve the rules concerning the use of the device and the collected information to conform to the law and protect the privacy of users. Finally, the mobile APP designed in our system can provide only the result feedback function. Thus, it is necessary to expand the functions of the app to monitoring and analysis of the user’s movements, automatic emergency alarming and the like to improve user experience.



CONCLUSION

In the present work, an ear wearable device system was proposed. The system can analyze the user’s own stress state and recognize the facial emotions of people around the user. It will provide a solution to long-term supervision of patients with facial emotion recognition disorders. The contributions of this work are as follows: A new platform is proposed, which can be used to assist and study facial emotion recognition disorders. The system is expected to provide help for patients or potential sufferers of facial emotion recognition disorders. Specifically, it can collect information and keep track of the stress state of the user, the surrounding environment, the emotions of people whom users interact with through sensors and cameras to realize real-time monitoring of the user’s psychological stress and allow the user to identify emotions of people around. The system can also be used by hospitals to analyze the patients’ specific conditions and make corresponding treatment plans. Moreover, a novel multi-modal physiological signal-based stress identification algorithm and an improved facial emotion recognition algorithm are put forward in this work, and experimental results show that these two algorithms could well meet the functional requirements of the system.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.



AUTHOR CONTRIBUTIONS

As the project leader and the first author, ZL was responsible for project establishment and assignment, modeling, heart rate data, facial expression data collection and analysis, and paper writing. YG was responsible for appearance design, experimental data processing, and paper revision. XC was responsible for hardware module design, experimental data processing, and paper revision. WL was responsible for communications and APP interface design. All authors contributed to the article and approved the submitted version.


FOOTNOTES

1
http://www.pitt.edu/ẽmotion/ck-spread.htm

2
https://physionet.org/content/noneeg/1.0.0/


REFERENCES

Arriaga, O., Valdenegro-Toro, M., and Plöger, P. (2017). Real-time convolutional neural networks for emotion and gender classification. arXiv [preprint] arXiv:1710.07557

Birjandtalab, J., Cogan, D., Pouyan, M. B., and Nourani, M. (2016). “A Non-EEG biosignals dataset for assessment and visualization of neurological status,” in Proceedings of the IEEE International Workshop on Signal Processing Systems, Piscataway, NJ: IEEE. doi: 10.1109/SiPS.2016.27

Chollet, F. (2017). “Xception: deep learning with depthwise separable convolutions,” in Proceedings of the 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Piscataway, NJ: IEEE. doi: 10.1109/CVPR.2017.195

Hall-Beyer, M. (2007). The GLCM Tutorial Home Page. Current Version 2.10. Calgary: University of Calgary

Hasanbasic, A., Spahic, M., Bosnjic, D., Adzic, H. H., Mesic, V., and Jahic, O. (2019). “Recognition of stress levels among students with wearable sensors,” in Proceedings of the 18th International Symposium INFOTEH-JAHORINA, Piscataway, NJ: IEEE. doi: 10.1109/INFOTEH.2019.8717754

Jafari, A., Ganesan, A., Thalisetty, C. S. K., Sivasubramanian, V., Oates, T., and Mohsenin, T. (2018). “SensorNet: a scalable and low-power deep convolutional neural network for multi-modal data classification,” in Proceedings of the IEEE Transactions on Circuits and Systems I: Regular Papers, Vol. 66, Piscataway, NJ: IEEE, 274–287. doi: 10.1109/TCSI.2018.2848647

Jia, Z., Wang, W., Wang, C., and Xu, W. (2017). Application and development of wearable devices in medical field. Chin. Med. Dev. 32, 96–99.

Jie, Z., Zeng, M., Zhou, X., and He, Q. (2021). Two stream CNN with attention-ConvLSTM on human behavior recognition[J]. J. Chin. Mini Micro Comput. Syst. 42, 405–408.

Khaldi, B., Aiadi, O., and Kherfi, M. L. (2019). Combining colour and grey-level co-occurrence matrix features: a comparative study. IET Image Process. 13, 1401–1410. doi: 10.1049/iet-ipr.2018.6440

Lopes, A. T., Aguiar, E. D., Souza, A., and Oliveira-Santos, T. (2017). Facial expression recognition with convolutional neural networks: coping with few data and the training sample order. Pattern Recognit. 61, 610–628. doi: 10.1016/j.patcog.2016.07.026

Lu, G., He, J., Yan, J., and Li, H. (2016). Convolutional neural network for facial expression recognition[J]. J. Nanjing Univ. Posts Telecommun. 36, 16–22.

Montesinos, V., Dell’Agnola, F., Arza, A., Aminifar, A., and Atienza, D. (2019). “Multi-Modal acute stress recognition using off-the-shelf wearable devices,” in Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society. Annual Conference, Piscataway, NJ: IEEE, 2196–2201. doi: 10.1109/EMBC.2019.8857130

Shen, H., Kong, F., and Liu, S. (2015). Research progress of facial emotion cognitive impairment. Chin. J. Diffic. Compl. Cas. 14, 643–647.

Smith, J. R., and Chang, S. F. (1996). “Automated binary texture feature sets for image retrieval,” in Proceedings of the IEEE International Conference on Acoustics, Speech, and Signal Processing Conference Proceedings, Atlanta, GA, Piscataway, NJ: IEEE, 2239–2242.

Tang, R. Z. (2017). Research on Improving SVM Training Efficiency by Data Normalization Method. Jinan: Shandong Normal University.

Tyagi, V. (2018). Content-Based Image Retrieval: Ideas, Influences, and Current Trend[M], 1st Edn, Vol. 8. Singapore: Springer, 162–163.

Xi, Z., Niu, Y., Chen, J., Kan, X., and Liu, H. (2020). Facial expression recognition of industrial internet of things by para-llel neural networks combining texture features. IEEE Trans. Ind. Inform. 17, 2784–2793. doi: 10.1109/tii.2020.3007629

Xin, S. Q., Yahya, N., and Izhar, L. I. (2019). “Classification of neurological states from biosensor signals based on statistical features,” in Proceedings of the 2019 IEEE Student Conference on Research and Development(SCOReD), Piscataway, NJ: IEEE, 231–236. doi: 10.1109/SCORED.2019.8896286

Yang, G., Chen, J., Cao, Y., Tenhunen, H., and Zheng, L. R. (2008). “A novel wearable ECG monitoring system based on active-cable and intelligent electrodes,” in Proceedings of the 10th International Conference on E-health Networking, Piscataway, NJ: IEEE.

Yong, L. I., Lin, X. Z., and Jiang, M. Y. (2018). Facial expression recognition with cross-connect LeNet-5 network. Acta Automat. Sin. 44, 176–182.

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Lian, Guo, Cao and Li. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 02 July 2021
doi: 10.3389/fbioe.2021.696166





[image: image]

Bioaugmentation Technology for Treatment of Toxic and Refractory Organic Waste Water Based on Artificial Intelligence

Jiang Yanbo1,2*, Jiang Jianyi1, Wei Xiandong1, Ling Wei1 and Jiang Lincheng3

1Research Center of Wastewater Engineering Treatment and Resource Recovery, Guangxi Beitou Environmental Protection and Water Group, Nanning, China

2Institute of Ecological Engineering, Guangxi University, Nanning, China

3Guangxi Civil and Environment Co., Ltd., Nanning, China

Edited by:
Xiaoguang Zhou, Beijing University of Posts and Telecommunications, China

Reviewed by:
Guanglong Chen, South China Agricultural University, China
Hao Du, South China Agricultural University, China
Kai Huang, Guangxi Academy of Sciences, China

*Correspondence: Jiang Yanbo, yamboo@gxu.edu.cn

Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology

Received: 16 April 2021
Accepted: 26 May 2021
Published: 02 July 2021

Citation: Yanbo J, Jianyi J, Xiandong W, Wei L and Lincheng J (2021) Bioaugmentation Technology for Treatment of Toxic and Refractory Organic Waste Water Based on Artificial Intelligence. Front. Bioeng. Biotechnol. 9:696166. doi: 10.3389/fbioe.2021.696166

With the development of modern chemical synthesis technology, toxic and harmful compounds increase sharply. In order to improve the removal efficiency of refractory organic matter in waste water, the method of adding powdered activated carbon (PAC) to the system for adsorption was adopted. Through the analysis of organic matter removal rule before and after waste water treatment, it can be found that PAC is easy to adsorb hydrophobic organic matter, while activated sludge is easy to remove hydrophilic and weakly hydrophobic neutral organic matter. Powdered activated carbon-activated sludge SBR system (PAC-AS) system is obviously superior to AS and PAC system in removing organic matter of hydrophilic and hydrophobic components, that is, biodegradation and PAC adsorption are additive. Compared with the control system, the Chemical Oxygen Demand (COD) removal rate of refractory substances increased by 8.36%, and PAC had a good adsorption effect on small molecular weight organic compounds, but with the increase of molecular weight of organic compounds, the adsorption effect of PAC gradually weakened, and it had no adsorption effect on macromolecular organic compounds. Based on the research of fuzzy control theory, an Agent control system for ozone oxidation process of industrial waste water based on Mobile Agent Server (MAS) theory was established, which was realized by fuzzy control method. The simulation results showed strong stability and verified the feasibility and adaptability of the distributed intelligent waste water treatment system based on MAS theory in the actual control process.

Keywords: artificial intelligence, intelligent control, waste water treatment, biofortification, fuzzy neural network


INTRODUCTION

In recent years, with the rapid development of economy, a large number of domestic industrial parks have emerged. The emergence of various industrial parks has caused a large amount of industrial waste water discharge, while most of the industrial parks in China are chemical industrial parks (Wu et al., 2018). Chemical enterprises produce various chemical industrial waste water in their production activities, the main sources of which are as follows (Boonnorat et al., 2018; Zhang et al., 2018): (1) raw materials for production; (2) By-products discharged in the production process; (3) Part of the final products in the production process; and (4) The waste water produced in the above production process due to transportation, washing, rain erosion, or other accidental factors, such as leakage. The waste water produced by various chemical enterprises is discharged and collected into comprehensive chemical waste water through the pipeline network. Therefore, comprehensive chemical waste water usually contains a large number of chemical inorganic or organic pollutants.

In recent decades, a large number of synthetic compounds have entered the environment. Due to their structural complexity and biological strangeness, it is difficult for them to be utilized by microorganisms and enter the material circulation in a short time. Refractory organic compounds are the main components of these compounds, and their treatment challenges the original treatment facilities and technologies. Aniline is an important chemical raw material, which is widely used in national defense, printing and dyeing, plastics, pesticides and pharmaceutical industries. At the same time, it is also a harmful substance that seriously pollutes the environment and endangers human health. Due to the toxicity of aniline to ecological organisms, aniline has been listed in the “blacklist of China’s environmental priority pollutants,” which requires strict control in industrial drainage. At present, the treatment of aniline waste water at home and abroad mainly includes physical, chemical and biological methods (Fan et al., 2017; Ke et al., 2018), and the research results in recent years show that biological enhanced treatment is one of the important ways to eliminate amine in the environment (Weiwei et al., 2017; Santos and Daniel, 2020). Bioaugmentation technology can effectively remove target pollutants (Weiwei et al., 2019), accelerate system startup (Abbaslou et al., 2018), improve the system’s ability to resist hydraulic and organic loads (Jasper et al., 2017), and enhance the stability of system flora structure and function (Ying et al., 2018).

In industrial production, a considerable number of complex control processes are still dominated by manual operation and control, such as the control of some nonlinear objects with large time delay. In this way, not only the technology is imperfect, but also the error in operation is large, and the data detection cannot achieve the expected effect. The control object of waste water treatment system is also nonlinear and unstable, which limits the treatment efficiency and results of waste water treatment process. Artificial intelligence has gradually become an independent branch (Wang et al., 2018; Hong et al., 2020). In this paper, Mobile Agent Server (MAS) theory is applied to the field of waste water treatment combined with bioaugmentation technology, and a distributed waste water treatment intelligent system based on Multi-Agent is established, so that agents can run in parallel and cooperate with each other in distributed environment, and comprehensively realize the functions of measurement and analysis, intelligent control and fault diagnosis in waste water treatment process from the system point of view. Multi-level and multi-sided integrated research is not only beneficial to cross-infiltration among disciplines, but also of great significance to solve the problems faced by waste water treatment process control and keep up with the development of the frontier disciplines.



THE INNOVATION OF THIS RESEARCH

In this paper, the water quality and biodegradability of comprehensive chemical waste water in a chemical industry park are deeply analyzed, the treatment effect of conventional biological process on toxic and refractory organic waste water is evaluated, and feasible strengthening schemes are put forward. The removal effect and removal mechanism of the system after the implementation of each strengthening scheme are investigated, which provides theoretical guidance and technical support for practical sewage treatment plants to treat this kind of refractory comprehensive chemical waste water.



RESEARCH STATUS AT HOME AND ABROAD


Research Status of Bioaugmentation Technology in Waste Water Treatment

Bioaugmentation technology is to enhance biomass by adding microorganisms with special functions to natural flora, so as to enhance the response of biomass to a specific environment or special pollutants. The effects between the input strains and the sediment mainly include:


Direct Action of High-Efficiency Degrading Bacteria

The most common way to apply bioaugmentation technology is to directly add microorganisms with specific degradation ability to target pollutants. In this mechanism of action, firstly, one or more efficient microbial strains with high tolerance and degradation and transformation ability, which use one or a certain kind of pollutants as the main carbon source and energy, need to be obtained through domestication, screening, enrichment, separation, mutagenesis and gene recombination. After repeated cultivation and domestication, the microbial population grows continuously, and finally, it is put into the waste water treatment system that needs targeted degradation or treatment.



Co-metabolism of Microorganisms

Co-metabolism of microorganisms means that some organic matters can not be oxidized as carbon source or energy source of microorganisms, but only when the growth substrate exists can microorganisms biodegrade or oxidize the non-growth substrate. Literature (Singh et al., 2021) found that the coexistence of o-dichlorobenzene and m-dichlorobenzene was beneficial to the degradation of chlorinated aromatic hydrocarbons in the whole system. The research results of Xiaojian et al. also show that in anaerobic treatment system, glucose and other easily degradable organic compounds as co-metabolism matrix can obviously improve the degradation effect of biphenyl.

Literature (Park and Oh, 2020) using SBR process to treat landfill leachate, the removal effects of COD, ammonia nitrogen, chroma and total dissolved solids have been significantly improved after adding activated carbon into the system; Literature (Nath et al., 2018) used traditional activated sludge process to treat pharmaceutical waste water. By comparing the treatment effect of the system before and after adding activated carbon, the results showed that the treatment effect of the system after adding activated carbon was continuously improved, and antibiotic pollutants were better removed. Literature (Atashgahi et al., 2018) compares biological system with activated carbon, simple biological system and activated carbon system to treat waste water containing Cr. The results show that the removal effect of Cr is obviously improved after adding activated carbon.

One of the important benefits of bioaugmentation is that it can be processed on demand. Studies have shown that under the condition of limited space, direct inoculation of microorganisms can provide an immediate solution for a series of failed treatment systems without adding equipment or adding less equipment, which can maximize the operation of the treatment system and enhance the degradation ability of the system to organic pollutants (Rodriguez-Rodriguez et al., 2017), and may also be the only way to ensure closed circulation and zero emission of waste water without stopping production (Tigini et al., 2018).



Application Status of Artificial Intelligence Technology in Waste Water Treatment System

Artificial Intelligence (AI) is a discipline that simulates human intelligence. Since the rapid development of AI theory and technology in 1970s, foreign scholars began to explore the application of AI technology in waste water treatment field, in order to solve the key problems that depend on knowledge highly and determine the operation control effect of waste water treatment. After decades of development, many effective research results have been obtained.

Among many intelligent control methods, fuzzy control, expert control and neural network control are the three most typical methods.

At present, the application of fuzzy control in China mainly focuses on the design of lower-level fuzzy controller, while foreign countries have many successful experiences in upper-level and lower-level applications, and pay more attention to upper-level reasoning and decision-making applications. For example, literature (Boonnorat et al., 2018) proposed that six variables, such as effluent substrate concentration, effluent SS, MLSS, effluent ammonia nitrogen concentration, DO concentration and sludge discharge rate, were used in the upper reasoning of the control system, and the set values of DO, sludge reflux ratio and sludge discharge were given by fuzzy decision-making, which were implemented by the bottom control. Literature (Correa and Maranho, 2021) developed a simple, reliable, cheap and PLC-embedded fuzzy controller for waste water treatment. After fuzzification of input variables, the output of the controller was calculated by inference engine, and then the control quantity was obtained after anti-fuzzification.

From the current application point of view, there are few reports on the application of expert control in the field of waste water treatment and control in China, and expert systems are used more in the upper layer of control system in foreign countries to carry out reasoning and optimization calculation and generate the set value of the controlled quantity; The lower layer uses switch control, PID control, fuzzy control and other methods to control the set value. For example, in reference (Poddar et al., 2020), the expert system is used to monitor and diagnose the anaerobic treatment process of sewage; Document (Aparicio et al., 2020; Martinez-Gallardo et al., 2020; Raimondo et al., 2020) uses rule-based expert system to calculate the set value of DO according to influent flow rate and influent COD.

From the current application point of view, in the waste water treatment process control, ANN control mostly acts as a controller directly. For example, the real-time control of continuous flow SBR process was studied by using BP neural network to monitor ORP and pH on line in document (Tigini et al., 2019). The results show that BP network can not only accurately predict information for real-time process control, but also reduce hydraulic retention time and aeration energy consumption compared with fixed-time control, and at the same time improve total nitrogen removal rate and denitrification effect.



RESEARCH TECHNIQUE


Waste Water Treatment Control System Based on MAS


Distributed Control Design Idea

The problems to be solved by distributed control system are the coordination and scheduling among control flow systems, the synchronization of process data and the maintenance of process status in distributed control system because the control subsystems are distributed on different devices (Yue et al., 2018). The reason why the distributed control system is more complex than the centralized control flow system is that it has many nodes, and there may be various errors or anomalies in the process of coordinating various control flow subsystems to work together. The sources of these problems can be roughly divided into: 1) the problems of the control management system itself; 2) External factors, including human error, network or hardware abnormality. Designing a robust step-by-step control framework can deal with errors and recover from them, thus ensuring that the control process is not interrupted.



Mobile Agent Server Structure of Distributed Control System

Considering the initiative and mobility of Agent technology, according to the specific requirements of control tasks, the control MAS (Mobile Agent Server) system structure is constructed, as shown in Figure 1.


[image: image]

FIGURE 1. Mobile Agent Server (MAS) structure of distributed control system.


Among them, the functions of the control task cooperative Agent include: receiving the control plan of the control plan MAS and transforming it into a control task list; Maintain task list information, including the number, quantity and start time of controlled equipment, track the execution process, and send status information to the control decision MAS in real time. The functions of standby management Agent include: Store the control parameters and usage amount representing the control system, and maintain the basic information of equipment, including equipment functions, attributes, capability levels, subordinate units, historical records, use depreciation, etc.; After the equipment obtains the task control list information, record the task information that the equipment needs to complete; When the equipment status changes, the equipment Agent can obtain the real-time information of the equipment operation through the basic data management MAS interaction, and automatically update the data.



Operation Model of Distributed Control System MAS

Distributed control MAS can realize three functions: collaborative dispatching of control tasks, management of processing equipment Agent real-time data collection through multi-agent running process. In the process of control task collaboration, the control task collaboration Agent receives the control plan of the control decision MAS, sends a control task list and sends it to the equipment management Agent. At the same time, the water quantity distribution request is sent to the water quantity control Agent, which distributes the sewage to be treated. The equipment management Agent performs the operation tasks such as starting, stopping and numerical control adjustment of the control equipment, and feeds back the task execution. The interaction flow between Agent is shown in Figure 2.


[image: image]

FIGURE 2. Information processing flow of MAS task dispatching in distributed control system.




Fuzzy Neural Network Control System Model

The structure of fuzzy neural network control system combined with waste water treatment system is shown in Figure 3. The nonlinear state equation obtained by the following formula is taken as the controlled model, and the adaptive fuzzy neural network controller optimized by the above parameters is applied to the system structure.


[image: image]

FIGURE 3. Fuzzy neural network control simulation system.


According to the law of material balance, based on the first and second equations of Lawrence-McCarty model and Mckinney model, the following nonlinear state equation of waste water treatment system is obtained through analysis and calculation (Changotra et al., 2019; Wang and Chen, 2020):

[image: image]

In which:


S–aeration tank volume, m3;

η–the real yield of activated sludge microorganisms is obtained according to the empirical value of waste water treatment plant;

Ke–endogenous respiration rate constant, h−1;

K–maximum specific substrate concentration utilization rate, constant, d−1;

Ks–it is called half speed constant, and its value is equal to the substrate concentration at the maximum specific growth rate of half of microorganisms, mg/L;

λ–the reciprocal of water inflow time can be given according to the actual situation of waste water treatment plant, h−1;

Kd–microbial attenuation constant of activated sludge, constant, d−1;

μ –air flow in aeration tank, m3/h;

O–concentration of dissolved oxygen in aeration tank, mg/L.



In the figure:


e,ec–error and error rate of change;

Ke,Kec–quantization factors input by the controller, respectively;

E,Ec–respectively, expressed as the error and error change rate after system quantization;

Ku–the quantization factor expressed as the output of the controller;

y(t)–expressed as the concentration of a given dissolved oxygen;

u–expressed as controller output;

y–expressed as the actual output dissolved oxygen concentration.



There is the following formula for calculating Ke,Kec,Ku:

[image: image]

Set the physical domain:

N = [−n, n + 1, ⋯, −1,0,1⋯,n],

n = 6, e = [−2, + 2], ec = [−1.5, + 1.5], u = [−1, 1].

According to formula (2), the values of q[image: image] are: [image: image]



Bioaugmentation

In order to further improve the removal efficiency of waste water, physical and chemical methods and biological processes are generally used to improve the removal efficiency. Activated carbon adsorption, because of its large adsorption capacity and wide application range, is widely used in waste water and drinking water treatment. Activated carbon-activated sludge process, due to the simultaneous physical adsorption and biodegradation, further improves the treatment effect of the system.


Source and Characteristics of Sewage

The waste water studied was taken from the actual industrial waste water of a comprehensive waste water treatment plant in a chemical industry park. There are more than 50 different types of chemical enterprises in the industrial park, such as pharmaceutical, petrochemical, electronics, machinery manufacturing, daily chemicals, chemical reagents and so on. The waste water produced by these enterprises is discharged into the pipe network after preliminary treatment, and then collected into the comprehensive waste water treatment plant, and finally discharged into the polluted river after treatment by the waste water treatment plant. The waste water discharged into the pipe network after preliminary treatment by chemical enterprises is comprehensive chemical waste water, which has the characteristics of high pollutant concentration, poor biodegradability, toxicity and inhibition.



Test Equipment and Operating Conditions

The research on the removal effect and law of organic matter by adding powdered activated carbon (PAC) into activated sludge system is realized by three groups of SBR reactors, namely activated carbon-activated sludge SBR system (PAC-AS), activated sludge SBR system (AS) and activated carbon SBR system (PAC). The effective volume of each reactor is 2 L, and it runs for 24 h in each cycle. The operation mode is as follows: 1.2 l (15 min) water is fed; Anaerobic stirring (6 h); Aerobic aeration (14 h); Sedimentation (2 h); Drainage 1.2 l (15 min); and Idle (1.5 h).



Experimental Method


Microbic growth curve

Under aseptic operation conditions, EM bacteria, PP bacteria, and sukehan biological bacteria were mixed with glucose and distilled water according to the ratio of 1:1:100. 200 mL of the mixed solution was sealed in a 250 mL conical flask, and was placed in a shaking table at 25.0°C for shaking culture. Then, 4 mL of bacterial liquid is taken every 2 h, and the OD600 value is measured after dilution. If the OD600 value is within the confidence interval of 0.2–0.8, the final value is measured as x dilution multiple, and if the measured value is not within the interval, the dilution multiple is adjusted for re-measurement.



Activation method of microbial agent

According to the mass ratio of 1:9, brown sugar and water were mixed into the culture solution, PP and EM bacteria were inoculated into the brown sugar solution according to the inoculation amount of 10%, then mixed and shaken evenly, and then cultured in a water bath at a constant temperature of 30°C in a shaker at 120 r/min, and centrifuged at 10,000 r/min for 10 min to obtain the bacterial cake. Dilute the bacterial cake with distilled water to prepare bacterial suspension with OD of about 0.2. All centrifuge tubes were sterilized by high pressure steam (121°C, 30 min) before use. The following microbial agents have been activated.



Addition of strains

Take a reactor with a volume of 4.5 L and an effective volume of 3 L, clean and autoclave the reactor before use, inoculate the bacterial suspension prepared above into the experimental sewage according to the proportion in Table 1 with an inoculation amount of 10%, set the dissolved oxygen at 3.0 mg/L, react at 30°C for 48 h, take the mud-water mixed sample from the top with a syringe every 3 h, and measure the chroma, viscosity, and lignin after centrifugal separation.


TABLE 1. Operation of simulated waste water treatment by biological enhancement.

[image: Table 1]


EXPERIMENTAL ANALYSIS AND DISCUSSION


Bioenhanced Degradation of Toxic and Refractory Organic Waste Water

The activated sludge is put into a dynamic simulation reactor, and the sludge is cultured and domesticated with nutrients and toxic and refractory organic waste water until it matures. Toxic and refractory organic waste water is prepared from phenol, pyridine and naphthalene, in which pyridine concentration is 40 mg/L and naphthalene concentration is 30 mg/L. Co-metabolism primary matrix is added according to the experimental scheme. Measure COD concentration, MLVSS and dissolved oxygen concentration of inlet and outlet water regularly after the system runs stably. The test results are discussed below.

The test results are shown in Figures 4–6 and Table 1.
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FIGURE 4. Effect of adding glucose on COD removal rate.
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FIGURE 5. Effect of adding rice washing water on COD removal rate.
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FIGURE 6. Change curve of COD removal rate of control system.


It can be seen from Figures 4–6 and Table 1:


(1) Each treatment system has a high COD removal rate for toxic and refractory organic waste water, and the average COD removal rate in 21 days is above 85%, and the operation is stable. The COD removal rate of treatment system 3 is between 83.21 and 86.15%, and the average COD removal rate is 86.33%; 20% glucose was added in the treatment system 1, and the removal rate of COD of refractory substances was 85.33–89.21%, with an average of 88.01%. When 20% rice washing water is added into the treatment system 2, the COD removal rate of refractory substances is between 91.9 and 95.7%. The average is 93.14.



From the above data, it can be seen that adding co-metabolizing primary matrix can improve the COD removal rate of coking waste water in biological treatment system, which may be because the primary matrix promotes the growth of co-metabolizing degradation bacteria and improves the co-metabolizing degradation efficiency of refractory substances.


(2) When rice washing water was used as the primary matrix, the COD removal rate of refractory substances increased by 8.36% compared with the control system, while when glucose was used as the primary matrix, the COD removal rate only increased by 1.87%, indicating that rice washing water was better than glucose in co-metabolism primary matrix.





Analysis of Removal Characteristics of Organic Matter in Waste Water by Adding PAC


Removal Characteristics of Organic Compounds With Different Molecular Weights by Adding PAC

Comparison of molecular weight distribution changes of organic matter in waste water before and after being treated by PAC-AS, AS, and PAC system can reveal the removal rule of organic matter with different molecular weights in waste water by PAC-AS system, as shown in Figure 7. Among them, PAC-AS, AS, and PAC systems are running continuously, and PAC is added continuously. PAC dosing conditions: the initial concentration of PAC is 2 g/l; PAC continuous dosage is 0.25 g/L (0.25 gPAC/L per 4 days) every 4 days. Under this condition, the system can maintain a stable removal effect.
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FIGURE 7. Comparison of molecular weight distribution of organic matter in waste water before and after treatment.


As can be seen from Figure 7:

The AS system has obvious removal effect on organic matters with molecular weights less than 500 Da and 1 k–500 Da, slightly removes organic matters with molecular weights of 0.45 μm–100 kDa, and does not remove organic matters with molecular weights of 10 k–1 kDa and 100 k–10 kDa obviously. Therefore, activated sludge can remove biodegradable parts of organic matters with molecular weights less than 500 Da, 1 k–500 Da, and 0.45 μm–100 kDa, while organic matters with molecular weights of 10 k–1 kDa and 100 k–10 kDa are mainly difficult to biodegrade, so the removal is not obvious.

PAC system has obvious removal effect on organic matter with molecular weight less than 500 Da, and slightly removes organic matter with molecular weights of 1 k–500 Da and 10 k–1 kDa, but has no obvious removal effect on organic matter with molecular weights of 100 k–10 kDa and 0.45 μm–100 kDa. It shows that PAC has a good adsorption effect on small molecular weight organic matter, but with the increase of molecular weight of organic matter, the adsorption effect of PAC decreases gradually, and it has no adsorption effect on large molecular weight organic matter.

Powdered activated carbon-activated sludge SBR system system is obviously superior to AS and PAC system in removing organic matter with molecular weight less than 500 Da, indicating that PAC-AS system is superior to the combined action of PAC adsorption and biodegradation, which makes the removal of organic matter in this molecular weight range show the additive action of PAC adsorption and biodegradation.



Removal Characteristics of Different Hydrophilic and Hydrophobic Organic Compounds by Adding PAC

The analysis of changes in hydrophilicity and hydrophobicity of organic matter before and after waste water treatment can further reveal the removal rule of organic matter after adding PAC into biological system, as shown in Figure 8 and Table 2.
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FIGURE 8. Changes of hydrophilicity and hydrophobicity of organic matter before and after waste water treatment.



TABLE 2. Removal effect of organic matter in waste water by classification of hydrophilicity and hydrophobicity.

[image: Table 2]Comparing the raw water with the effluent of AS system, it can be seen that the biodegradable part of each hydrophilic and hydrophobic component can be removed by AS system to a certain extent, and the order of removal rate of each hydrophilic and hydrophobic component from large to small is as follows: TPI-N (73%) > HPI (60%) > HPO-N (55%) > HPO-A (49%) > TPI-A (<2%), That is, TPI-N and HPI are easy to biodegrade, followed by HPO-N and HPO-A, while TPI-A is difficult to biodegrade. It can be seen that hydrophilic components in organic matter are easily degraded and removed by activated sludge, while hydrophobic organic matter is difficult to be degraded by microorganisms. Therefore, the effluent from AS system is mainly hydrophobic organic matter.

Comparing the analysis results of hydrophilic and hydrophobic properties of raw water and PAC system effluent, it can be seen that the removal rate of hydrophilic and hydrophobic components in descending order is HPO-A (72.33%) > HPO-N (62.01%) > TPI-N (48.77%) > TPI-A (26.01%) > HPI (22.01%). It can be seen that PAC has strong adsorption capacity for hydrophobic organic matter (HPO-A and HPO-N), but poor adsorption capacity for hydrophilic organic matter (HPI). Therefore, the effluent from PAC system is mainly HPI component. This is similar to the results obtained in literature (Ran and Li, 2020; Wang et al., 2020), that is, activated carbon mainly adsorbs hydrophobic organic matters, while activated sludge mainly removes hydrophilic organic matters.

After the waste water is treated by PAC-AS system, the order of removal rate of hydrophilic and hydrophobic components is TPI-N (82.01%) > HPO-A (77.86%) > HPO-N (74.33%) > HPI (68.21%) > TPI-A (29.04%) It can be seen that all the components are well removed, and the removal effect is better than that of AS and PAC systems. This is because PAC adsorption and biodegradation can complement each other’s deficiencies in the removal of aqueous organic matter from different relatives, and the two removal effects are additive (Zhang, 2020). For TPI-A component, this part of organic matter is mainly difficult to biodegrade, so in PAC-AS system, the organic matter of this component is mainly removed by PAC adsorption.



Simulation Result Analysis of Waste Water Treatment System

The optimized adaptive fuzzy neural network control is applied to the established simplified model of waste water treatment. A given dissolved oxygen concentration is 2.0 mg/L, that is, a step signal with a value of 2 is added to the input of the control system, and an interference signal is added to the control model, and simulation experiments are carried out.

The control method is applied to the simplified mathematical model formula (1), that is, when the substrate concentration is high and the growth rate of microorganisms is fast, the simulation experiment is carried out, in which each coefficient in the dynamic parameter value of the state equation is uncertain and bounded, and the simulation result is shown in Figure 9. We can see that the controlled object can quickly reach the set value, and has strong anti-interference and the simulation result is stable.
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FIGURE 9. Output control curve of dissolved oxygen concentration.


In the practical application of waste water treatment, traditional control methods (such as PID control) are still adopted in most automatic control links at present, so taking simplified model formula (1) as an example, comparing the control method in this paper with the traditional control method, the simulation results can be obtained as shown in Figure 10. It can be seen from the figure that the optimized adaptive fuzzy neural network control can achieve the control requirements faster than the traditional control method.
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FIGURE 10. Output control curve of dissolved oxygen concentration.




CONCLUSION

In this paper, aiming at the time-varying and unstable system in the treatment process of toxic and refractory organic waste water, taking the aeration tank of the toxic and refractory organic waste water treatment system as the research object, the architecture of MAS distributed intelligent control waste water treatment system is determined from two aspects of hierarchical structure and model structure, and the system is divided into two parts: control decision system and treatment control system. By comparing the treatment effects of PAC-AS, AS, and PAC systems, the law and characteristics of organic removal after adding PAC into biological system are investigated, and the conclusions are as follows:


(1) Adding co-metabolism primary matrix plays an important role in improving COD removal rate of toxic and refractory organic waste water. The effect of rice washing water as primary substrate is better than that of glucose, and its average COD removal rate is increased by 8.36%, while the average COD removal rate of glucose dosing system is only increased by 1.87%.

(2) According to the classification and analysis of hydrophilicity and hydrophobicity of organic matter before and after waste water treatment, PAC mainly removes hydrophobic organic matter, while activated sludge mainly removes hydrophilic and weakly hydrophobic neutral organic matter. In PAC-AS system, the organic matter of each hydrophilic and hydrophobic component can be removed by microbial degradation and PAC adsorption, so the removal effect of organic matter of each component is further improved.

(3) Compared with the traditional control method, it shows that the fuzzy neural network controller with optimized parameters can achieve better stability when applied to this system, which further shows that the fuzzy neural network control has strong robustness.
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As one of the most vulnerable cancers of women, the incidence rate of breast cancer in China is increasing at an annual rate of 3%, and the incidence is younger. Therefore, it is necessary to conduct research on the risk of breast cancer, including the cause of disease and the prediction of breast cancer risk based on historical data. Data based statistical learning is an important branch of modern computational intelligence technology. Using machine learning method to predict and judge unknown data provides a new idea for breast cancer diagnosis. In this paper, an improved optimization algorithm (GSP_SVM) is proposed by combining genetic algorithm, particle swarm optimization and simulated annealing with support vector machine algorithm. The results show that the classification accuracy, MCC, AUC and other indicators have reached a very high level. By comparing with other optimization algorithms, it can be seen that this method can provide effective support for decision-making of breast cancer auxiliary diagnosis, thus significantly improving the diagnosis efficiency of medical institutions. Finally, this paper also preliminarily explores the effect of applying this algorithm in detecting and classifying breast cancer in different periods, and discusses the application of this algorithm to multiple classifications by comparing it with other algorithms.
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INTRODUCTION

Health is the foundation of all-round development of human beings. The incidence rate of breast cancer worldwide has been increasing since the end of 1970s. Breast Cancer is a malignant tumor of abnormal breast cell division and proliferation. The incidence of breast cancer is more prominent in female patients. A United States survey shows that in 2016, 16,85,210 cases of new cancer and 595 cases of cancer were found. Among 690 cancer deaths, breast cancer is the main cause of cancer death in women aged 20–59 (Siegel et al., 2016). Each year, the number of new breast cancer cases and deaths in China account for 12.2 and 9.6% of the world’s total, respectively. In view of this serious social reality, there is an urgent need to carry out research on the risk of breast cancer, including the cause analysis and prediction of breast cancer risk diagnosis based on historical data (Li Y. et al., 2020). In the examination, the characteristics of cell size, shape, and mass thickness are considered as the criteria to distinguish benign from malignant tumors, while the characteristics of age, tumor size, menopause, number of lymph nodes involved and radiotherapy are considered as the factors influencing the recurrence of breast cancer. It is difficult for doctors to manually determine whether breast cancer is benign or not and the recurrence of breast cancer according to the complex characteristic data, but computer technology can analyze and predict the existing data.

Artificial intelligence (AI) is the product of the rapid development of computer technology. It has a profound impact on the development of human society and the progress of science and technology. At this stage, artificial intelligence has been widely used in clinic. With the development of technology and the availability of big data, the application and development of artificial intelligence in medical disease diagnosis has become a research hotspot in today’s era. As one of the important means in artificial intelligence, in 1959, Arthur Samuel proposed the concept of machine learning, that is, using algorithms to make machines learn from a large number of data, to obtain the method of new data analysis and research (Skoff, 2017).

At present, researchers have used deep learning or machine learning methods to study different breast cancer data. Khan et al. (2019) used the method of combining transfer learning and deep learning to detect and classify breast cancer cells, and achieved high accuracy. Abbass (2002) proposed a neural network method based on differential evolution algorithm and local search to predict breast cancer, and the standard deviation of its test accuracy is 0.459 lower than that of Fogel et al. (1995). Abdikenov et al. (2019) used the evolutionary algorithm NSGA III (non-dominated sorting genetic algorithm – III) to initialize the deep neural network and optimize its super parameters for the prognosis of breast cancer. Liu et al. (2019) proposed an end-to-end deep learning system combined with full convolution network to extract breast region data, and the results are highly correlated with the diagnosis made by pathologists. Lu et al. (2019) proposed a novel genetic algorithm based online gradient boosting (GAOGB) model to predict the diagnosis and prognosis of breast cancer in real time through online learning (Oza, 2005) technology. The above research shows that the application of artificial intelligence in the medical field is practical and effective. The application of existing machine learning methods in the medical field helps medical workers improve work efficiency and reduce work burden. People are trying to improve the traditional algorithm while applying computer technology to the medical field.

In this paper, Support Vector Machine (SVM) is taken as a breakthrough point. The choice of penalty parameter c and g in SVM kernel function is directly related to the effectiveness and accuracy of SVM algorithm in solving dichotomy. According to previous research methods, there are mainly 5 optimization methods for the above two important parameters, namely, empirical selection method, grid selection method, genetic optimization algorithm, particle swarm optimization algorithm, and ant colony optimization algorithm so on (Ali and Abdullah, 2020; Kouziokas, 2020; Li X. et al., 2020; Arya Azar et al., 2021; Ramkumar et al., 2021). Although these optimization algorithms have been applied to some extent and achieved some effects, they all have problems of different degrees. For example, the empirical selection method is highly experienced by users and highly dependent on samples, which lacks sufficient theoretical support. The disadvantage of grid selection method lies in the step size selection. If the step size selection is too large, it is easy to fall into the local optimum; if the step size selection is too small, the calculation amount will be too large. The genetic optimization algorithm needs to go through three steps of selection, crossover and mutation. The parameter setting is relatively complex, the convergence speed is slow, and it is easy to fall into the local optimal solution. Particle swarm optimization (PSO) SVM has the advantage of faster convergence speed and fewer parameters, but it is also easy to fall into local optimal. The combination of genetic or particle swarm optimization and simulated annealing (SA) to optimize SVM parameters improves the convergence speed and improves the poor local optimization ability to some extent. However, poor stability may occur in some practical applications. Therefore, how to use the advantages of three heuristic algorithms to optimize the selection of parameters in support vector machines, so that the algorithm to achieve the best classification performance is the focus of this paper.



CONCEPTUAL PRINCIPLE


Support Vector Machine

Support vector machine was proposed by Vapnik (1995). The basic idea of the algorithm is to map the input data into a high-dimensional space through non-linear transformation and establish the optimal linear classification surface to classify the two sample categories correctly. Based on the principle of structural risk minimization, the SVM model is classified by calculating the optimal separating hyperplane (OSH) (Zhou et al., 2018). The larger the interval between the optimal hyperplanes, the stronger the generalization ability of the established SVM model. Suppose that the training sample set {(xi, yi), i = 1,2,…,l} with the size of 1, its data samples can only be divided into two categories. If it belongs to the first type of samples, it is recorded as positive (yi = 1), otherwise it belongs to the second category and is recorded as a negative value (yi = −1). At this time, we need to construct a discriminant function to make the function classify the test data samples as correctly as possible. If there is a classification hyperplane
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bring
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We call the training sample set is linearly separable. w⋅x is called the inner product of vector w ∈ RN and vector x ∈ RN, and w ∈ RN and b ∈ R in formula (2-1) and formula (2-2) are normalized. For formula (2-2), it can be rewritten as follows:

[image: image]

According to the definition of the optimal hyperplane, the following discriminant functions can be obtained

[image: image]

Its generalization ability is the best, and sign (⋅) is the symbol function. The solution of the optimal hyperplane needs to maximize 2/||w||, that is to say it can be transformed into the following quadratic programming problem composed of objective function and constraint conditions

[image: image]

When the training sample set is linear and indivisible, it is necessary to introduce a non-negative parameter, i.e., relaxation variable ξi, i = 1,2,…, l. at this time, the optimization problem of classification hyperplane is transformed into the form shown in formula (2-6).

[image: image]

Where c is the constraint parameter, also known as the penalty parameter. The higher the value of c, the greater the penalty for error classification. Using Lagrange multiplier method to solve the problem

[image: image]

Where αi and βi are Lagrange multipliers

[image: image]

By substituting formula (2-8) to (2-10) into formula (2-7), the dual optimization problem form is obtained

[image: image]

The αi obtained by optimization may be (a) αi = 0; (b) 0 < αi < c; (c) αi = c. According to formula (2-8), only when the support vector has a positive effect on the optimal hyperplane and discriminant function, the corresponding learning method is called support vector machine algorithm. In support vector, xi corresponding to c is called boundary support vector (BSV), which is actually the training sample points that are misclassified; (b) The corresponding xi is called normal support vector (NSV). According to Karush–Kuhn–Tucher condition (Chauhan and Ghosh, 2021), the product between Lagrange multiplier and corresponding constraint is equal to 0 when the sample point is optimal

[image: image]

For the standard support vector (0 < αi < c), βi > 0 is obtained from formula (2-10). Therefore, βi = 0 can be obtained from formula (2-12). Therefore, it can be seen that all the criteria satisfy the following requirements for any standard support vector xi,

[image: image]

the parameter b is calculated

[image: image]

The value of b is calculated for all standard support vectors, and then the average value of the results is obtained

[image: image]

Where NNSV is the number of the standard support vectors. According to formula (2-13), the support vector machine model is the sample data that meets the requirements of formula (2-3).



Kernel Function Selection for Support Vector Machine Algorithm

The use of support vector machines to solve pattern classification problems usually requires the selection of an appropriate kernel function. Since the low-dimensional space vector sample set is usually difficult to divide, we usually use to map the low-dimensional space vector sample set into the high-dimensional feature space, but the consequent problem is to increase the computational complexity, and the emergence of the kernel function is a good solution to the problem. Theoretically, any function that can satisfy the Merce condition can be used as the kernel function of a support vector machine algorithm, but the different choices of kernel functions can lead to different algorithms and directly lead to different performance of their classifiers. Therefore, the selection of the appropriate kernel function is crucial to effectively improve the distribution of feature vectors in the high-dimensional feature space, thus making the structure of the classifier simpler; at the same time, even if a certain kernel function is selected, the selection of the corresponding parameters in the kernel function, such as the order in the polynomial kernel function and the width parameter in the Gaussian kernel function, also needs to be deliberated.

The most studied kernel functions are mainly of the following types, one is linear kernel function, as shown in formula (2-16), which mainly solves linear classification problems.

[image: image]

Second, the polynomial kernel function, as shown in formula (2-17), is obtained as a polynomial classifier of order q.

[image: image]

Third, the radial basis function (referred to as the RBF kernel function), as shown in formula (2-18).

[image: image]

The resulting classifier differs from the traditional RBF method in that it has a support vector corresponding to the center of each basis function, where the weights of the output are determined automatically by the algorithm. A Sigmoid function can also be used as the inner product, i.e.,

[image: image]

The support vector machine algorithm implemented in this case is equivalent to a multilayer perceptron network with hidden layers, in which the number of hidden layer nodes is also determined automatically by the algorithm, and it is also able to better solve the problem of local minima in neural networks. Based on this, and also considering that the SVM algorithm is not sensitive to the selection of the kernel, this paper uses the radial basis kernel function, which is also called Gaussian Kernel. The classification accuracy factor σ in the RBF kernel is the parameter that needs to be adjusted, and the different values of σ will also have a great impact on the nature of the classifier and the correct recognition rate, etc.



Optimization Algorithm

For the improvement of local optimization and global optimization, this paper uses the genetic algorithm and particle swarm optimization algorithm in the algorithm to determine the respective population optimal solution, so as to seek the global optimal solution as the parameter input of SVM, so as to achieve a good balance between global and local search optimization. Through the assignment between the optimal particle and the worst chromosome or between the worst particle and the optimal chromosome, the two search algorithms complement each other and accelerate the convergence speed of the algorithm.

For the improvement that particle swarm optimization algorithm is easy to fall into local optimum, this paper takes into account the role of inertia factor ω in particle velocity and position update in formula (2-20), Because ω reflects the ability of particles to inherit the previous velocity, when the value is large, the particle swarm optimization has strong search ability in the early stage, but it is not conducive to ensure the optimal solution when the search enters the late stage; When the value of ω is small, the effect is just the opposite. When the value is small, the search ability of particle swarm optimization is enhanced, but the ability of global search for optimal solution is decreased. Therefore, in order to improve this deficiency, the harmonic inertia factor is adopted, as shown in formula (2-22).

[image: image]

The meanings of parameters in the above two formulas are as follows:

ω represents the inertia weight of particles, and c1 and c2 represent the self-learning factor and global learning factor of particles, respectively. r1 and r2 represent random numbers between [0–1]. In order to make particles search in effective space, it is generally necessary to limit the search space of particles, that is to limit the position to [xmin, xmax]. At the same speed, a range [vmin, vmax] should be set instead of blindly optimizing. This setting can control the movement of particles.

[image: image]

Where m is the number of iterations and t is the maximum evolution algebra.

In order to improve the local search ability of particle swarm optimization (PSO), a simulated annealing algorithm is introduced in this paper. Metropolis criterion (Wang et al., 2019) is used to determine whether to accept the new location of particles, suppose that the change of fitness of the particle in the new position is Δf, if Δf ≥ 0, then accept the new position of the particle at time t;If Δf < 0, the acceptance probability is calculated according to formula (2-23). By comparing with the threshold value, it is a standard normal distribution random quantity with a mean value of 0 and a standard deviation of 1. When Pa > P the bad position is accepted.

[image: image]

Where t is the control parameter, K is the Boltzmann constant in physics, and T is the temperature of the material.

Both genetic algorithm and particle swarm optimization belong to the branch of evolutionary algorithm. Both of them are suitable for solving discrete problems, especially 0–1 non-linear optimization, integer programming and mixed integer programming. Therefore, this paper selects GA and PSO as basic algorithms. At the same time, in order to make full use of the local search solution space of GA and the fast convergence ability of PSO algorithm, and to improve the poor local search ability of PSO algorithm in the later stage, the simulated annealing algorithm is introduced f or optimization. In this paper, a new algorithm combining three classical algorithms to optimize support vector machine (GSP_SVM) is proposed. By comparing the population optimal solutions obtained from GA and PSO algorithm, the overall optimal solution is found. In this paper, the accuracy of training classification is taken as fitness value. If the fitness of PSO optimal solution is higher than that of GA, it is regarded as the global optimal solution and assigned to the worst chromosome in GA. however, if the fitness of PSO optimal solution is lower than that of GA, the chromosome with the highest fitness is regarded as the global optimal solution and assigned to the particle with the worst fitness, and then iterative calculation is carried out until the algorithm is implemented Termination. The overall framework of the algorithm is shown in Figure 1.


[image: image]

FIGURE 1. Flow chart of GSP_SVM algorithm.





EXPERIMENT


Data Set

In order to verify the effectiveness and feasibility of the gsposvm algorithm proposed in this paper, we use the breast cancer data set1 provided by Dr. William H. wolberg of the Wisconsin Medical School in the United States. Each data sample in the medical data set has 10 attribute variables, which are case code number, tumor thickness value, cell size uniformity, cell shape uniformity, edge viscosity, single epithelial cell size, naked nucleus, boring chromosome, normal nucleus and mitotic number. Except the case code number, the values of the other 9 attributes were all [1,10]. The binary variable was to judge the characteristics of breast cancer. 1 was malignant and 2 was benign. In order to get a better prediction effect, this section makes a study on the original data set of “breast cancer”- wisconsin.data to preserve the authenticity of the data, the redundant attributes are removed 16 data samples were eliminated, and the final experimental data samples were 683. Finally, in order to reduce the value range of some attributes which are too large while others are too small, so that the large number will submerge the decimal. At the same time, in order to avoid the difficulties in numerical calculation due to the calculation of kernel function, the data of training set and test set are normalized, and the data is scaled to [0,1].



Evaluating Indicators

In order to better explain the evaluation index used in this paper, we first give a confusion matrix about binary classification problem, as shown in Table 1.


TABLE 1. Contingency table for binary classification problems.

[image: Table 1]
Based on the Precision and recall rate, the receiver characteristic curve, namely AUC, F-measure, total accuracy G are used to evaluate the application effect of the proposed optimization algorithm in unbalanced data sets.

Precision: refers to the ratio of the number of records that the classifier can correctly determine as the category and the total number of records that should be determined as the category. As shown in formula (3-1), the precision rate represents the classification accuracy of the classifier itself. If the TPi is larger and the FPi is smaller, the precision value will be larger, which means that the probability of the classifier’s misclassification on this category will be smaller.

[image: image]

Recall: refers to the ratio of the number of records that can be correctly determined by the classifier to the total number of records in the classification records that should be the category. As shown in formula (3-2), recall reflects the completeness of the classification results of the classifier. If the greater the TPi is, the smaller the FNi is, the greater the recall value is, which means that the fewer records should have been missed by the classification system.

[image: image]

Sensitivity: the proportion of correct number of multi class discrimination in all multi class samples, and the calculation method is consistent with the calculation formula of recall rate.

Specificity: the proportion of the correct number of minority discrimination in all minority samples. The calculation method is shown in formula (3-3).

[image: image]

Total accuracy G: considering the classification performance of minority and majority records, the calculation method is the geometric average of specificity and sensitivity. It can be seen from formula (3-4) for details. Therefore, G is also called geometric average, and the accuracy increases monotonically with the values of specificity and sensitivity in [0,1].

[image: image]

Fβ: considering the difference between precision rate and recall rate, the formula is as follows:

[image: image]

The Fβ measure value represents the trade-off between accuracy and recall when evaluating the performance of classifiers. β is used to adjust the proportion of precision and recall in the formula. Usually, when it is used in practice, it is taken as β = 1 to get the performance evaluation index F-measure of our common classifier. The calculation formula is as follows (3-6). F-measure is the harmonic mean of precision and recall. When the accuracy and recall are both high, the F-measure value will also increase. This index takes into account the recall and precision of minority records. Therefore, any change of any value can affect the size of F-measure. Therefore, it can show the classification effect of the classifier on the majority class and minority class, but it focuses on the classification effect of minority records is also discussed.

MCC: Matthew’s correlation coeffcient (3-7):

[image: image]

AUC (area under the ROC curve): the area under the ROC curve, between 0.1 and 1. It can quantify the ROC curve and present the algorithm performance more intuitively. The larger the value is better. The larger the value is, the more likely the positive samples will be placed before the negative samples, so as to better classify.



Results


Discussion of the Binary Classification Problems

In this paper, we use radial basis function, which is also known as Gaussian kernel function. The classification accuracy factor in RBF kernel is a parameter σ that needs to be adjusted. Different σ values will have a great impact on the properties of classifier and recognition accuracy. In this paper, a heuristic search method is used to find the optimal parameters in the model selection, so as to achieve the optimal performance for the classification and prediction.

In order to verify the effect of different optimization algorithms on the optimization of support vector machine parameters, this paper uses several algorithms for experimental comparison: (1) Based on the most original support vector machine algorithm; (2) Based on principal component analysis support vector machine algorithm (PCA_SVM) (Tao and Cuicui, 2020); (3) Support vector machine algorithm based on grid search optimization (GS_SVM) (Fayed and Atiya, 2019); (4) Support vector machine algorithm based on genetic algorithm optimization (GA_SVM) (Guan et al., 2021); (5) Particle swarm optimization based support vector machine algorithm (PSO_SVM) (Zhang and Su, 2020), in order to compare the genetic algorithm, particle swarm optimization algorithm and simulated annealing algorithm based on the fusion algorithm to optimize the parameters of support vector machine (GSP_SVM).

For better performance comparison and algorithm verification, we randomly take 50, 60, 70, and 80% of the data as labeled data and training data, and the remaining data as unlabeled sample data and test sample set. In order to balance the random effect, the average value of 10 repeated independent running results is used for the reported experimental results. The specific results are shown in Table 2.


TABLE 2. Experimental results.

[image: Table 2]
Since the parameters of SVM and PCA_SVM algorithms are set to fixed values, c is 100 and g is 4, all the other algorithms are optimized for SVM parameters except these two algorithms. On the whole, with the increase of training sample data, most of the values of the evaluation matrix have a positive growth trend. It can be seen from the above table that among all the optimization algorithms, the support vector machine algorithm (GSP_SVM) based on the fusion of three classical optimization algorithms has improved the value of each evaluation index to varying degrees compared with other algorithms. The accuracy rate, recall rate, sensitivity, F-measure measurement value and other four evaluation indicators are presented in 60, 70, and 80% training data, respectively, the best result, in AUC, the best is in 70 and 80% training data.

This paper also investigates the accuracy, the most basic evaluation index of classification algorithm. The calculation method is shown in formula (3-8). No matter which category, as long as the prediction is correct, the number is placed on the numerator, and the denominator is the number of all the data. It shows that the accuracy is the judgment of all the data, and it is the evaluation index that can directly reflect the advantages and disadvantages of the algorithm. The accuracy of each algorithm on the training data set with different proportions can be seen from Table 3.

[image: image]


TABLE 3. The experimental results of classification accuracy of algorithms.

[image: Table 3]
According to the above table, the results of the experiment on 50, 60, 80, and 90% training proportion data sets are the best, especially in the 90%, the training proportion data set reaches 0.9853. Therefore, combined with the experimental results of evaluation indexes in Table 2, it can be concluded that the algorithm proposed in this paper can obtain the optimal parameter values and classify more accurately.



Discussion of the Multiclass Problems

In the above study, we considered the effectiveness of the algorithm for evaluation on the dichotomous classification problem, and next, in this paper, we will initially explore the classification of the algorithm on the multiclassification problem. We use the dataset proposed by M. Zwitter and M. Soklic from the Institute of Oncology, University of Ljubljana, Yugoslavia (Bennett et al., 2002), which has 286 instances, each containing 10 attributes such as tumor size, number of invaded lymph nodes, presence or absence of nodal adventitious, mass location, etc., all of which are of enumerated type, according to which we ask experts to manually annotate The defective instances accounted for only 0.3% of the total data set, so they were directly discarded. A total of 277 instances consisting of 10 independent variables and 1 multicategorical variable were finally used for the experiment.

For the binary classification problem, we have many evaluation metrics because there are only two types of positive and negative classes, but they are not applicable for the multi-classification problem. In this paper, we choose the following evaluation metrics for the multi-classification problem: (1) Accuracy_score, which is the ratio of the total number of correctly classified data in the classification result. (2) Precision_score, i.e., the proportion of positive cases in the prediction results. (3) Recall_score, i.e., the proportion of true positive cases that are finally predicted to be positive. (4) F1_score, as a combination of accuracy and recall, is often used as a metric for multi-classification model selection. (5) Hamming_loss, which is a measure of the distance between the predicted label and the true label, takes a value between 0 and 1, the smaller the value the better, and a distance of 0 indicates that the predicted result is exactly the same as the true result. (6) Cohen_kappa_score, the value range is [0,1], the higher the value of this coefficient, the higher the accuracy of the classification achieved by the model. It is calculated as k = (Po − Pe)/(1 − Pe), Where Po denotes the overall classification accuracy and Pe denotes SUM (the number of true samples in class i ∗ number of samples predicted in class i)/total number of samples squared. (7) Jaccard_score, which is used to compare the similarity and difference between the true and predicted values. The larger the coefficient value, the higher the sample similarity, indicating the more accurate prediction.

The experiments in this section are in the form of ten-fold cross-validation, and the average of five experiments is calculated as the indicator results, where for the average price indicators (2)–(4) a micro-averaging approach is used, i.e., a global confusion matrix is established for each instance in the dataset without categorizing the statistics, and then the corresponding indicators are calculated. The experimental results are shown in Table 4.


TABLE 4. Evaluation results of multicategorical indicators.

[image: Table 4]




DISCUSSION


Discussion of the Binary Classification Problems

In this experiments, we all assume that the range of penalty factor c is [0.1, 100], which is mainly used to control the tradeoff between model complexity and approximation error of classification model. If the penalty factor c is larger, the better the fitting degree of the algorithm is, but at the same time, the generalization ability of the algorithm will be reduced, which is not conducive to the popularization and application of the algorithm. At the same time, we also assume that the value range of parameter g in the selected Gaussian kernel function is [0.01,1000], which determines the classification accuracy of the algorithm. Through parameter optimization, we get the optimal parameter values of each algorithm, as shown in Table 5. Figure 2 also shows the visualization of iterative optimization of parameters c and g based on the algorithm of optimizing support vector machine parameters based on GA_SVM and PSO_SVM.


TABLE 5. The optimal parameters of algorithms.

[image: Table 5]
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FIGURE 2. The visualization of iterative optimization.


From the above analysis, this paper uses the advantages of GA, PSO and SAA to improve the parameter optimization algorithm of support vector machine, which can balance the difference between global search optimization and local search optimization. Through the mutual assignment between the optimal particle and the worst chromosome or between the worst particle and the optimal dye, the genetic algorithm and particle swarm optimization algorithm complement each other. In the later stage, the local search ability of the sub group algorithm is insufficient, and the simulated annealing method is used to enhance it, the Metropolis criterion is used to select whether to accept new particles. According to the experimental results, we can also see that the improved SVM optimization algorithm can show good performance in the case of small samples and non-linear, and its robustness is high, the generalization ability is strong, and there is no problem of under fitting and over fitting.



Extension to Multiclass Problems

From Table 4, it can be seen that, overall, the performance of this paper’s algorithm is optimal compared with other algorithms on data with 50, 60, and 90% training share, and the algorithm of this paper applied on 70% of the training dataset is consistent with Accuracy_score, Precision_score, Recall_score, and F1_score metrics with PCA_SVM and GA_SVM exhibit consistent results with SVM and PCA_SVM on 80% of the training set datasets. As the most commonly used metrics in evaluating multi-classification problems, the smaller the value of Hamming_loss, the closer the predicted label is to the true label, and the higher the value of Cohen_kappa_score, the better the classification accuracy of the algorithm. The algorithm in this paper shows optimal results in both metrics, especially in the 90% training data share, the Hamming_loss decreases to 0.0148 and Cohen_kappa_score reaches 97.64%, and Figure 3 shows the classification results of the algorithm in this paper on different training sets. Therefore, the algorithm proposed in this paper can also show better classification results when extended to multi-classification problems.


[image: image]

FIGURE 3. (A–D) Classification results under 60, 70, 80, and 90% training percentages, respectively.





CONCLUSION

In this paper, through the simultaneous interpretation of traditional optimization algorithms and machine learning methods, an algorithm combining three classical algorithms for optimization of support vector machines is proposed and trained and tested based on different breast cancer datasets, and the experimentally obtained classification accuracy, MCC, AUC, and other indexes reach high levels on the binary dataset. On the multiclassification dataset, the experimentally obtained metrics such as Hamming_loss minimum, Cohen_kappa_score and classification accuracy are optimal, which fully demonstrate that the method can provide decision support for breast cancer assisted diagnosis and thus significantly improve the diagnostic efficiency of medical institutions. Our research work will be based on this and will be developed into a breast cancer diagnosis recognition system, using artificial intelligence methods and combined with computer visualization to provide an auxiliary diagnostic basis for clinicians’ decision making through a graphical interface.

From the perspective of medical risk, in order to maximize the accuracy of the classification of malignant tumors, further research can be done on the combination of more complex kernel functions for different classifications. At the same time, medical institutions need to collect typical sample data purposefully to prevent the serious asymmetry of the two types of sample data. Of course, if we want to comprehensively improve the level of computer-aided diagnosis of diseases in medical institutions, we need to do further research on other high-risk diseases.
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Aim: After neoadjuvant chemotherapy (NACT), tumor shrinkage pattern is a more reasonable outcome to decide a possible breast-conserving surgery (BCS) than pathological complete response (pCR). The aim of this article was to establish a machine learning model combining radiomics features from multiparametric MRI (mpMRI) and clinicopathologic characteristics, for early prediction of tumor shrinkage pattern prior to NACT in breast cancer.

Materials and Methods: This study included 199 patients with breast cancer who successfully completed NACT and underwent following breast surgery. For each patient, 4,198 radiomics features were extracted from the segmented 3D regions of interest (ROI) in mpMRI sequences such as T1-weighted dynamic contrast-enhanced imaging (T1-DCE), fat-suppressed T2-weighted imaging (T2WI), and apparent diffusion coefficient (ADC) map. The feature selection and supervised machine learning algorithms were used to identify the predictors correlated with tumor shrinkage pattern as follows: (1) reducing the feature dimension by using ANOVA and the least absolute shrinkage and selection operator (LASSO) with 10-fold cross-validation, (2) splitting the dataset into a training dataset and testing dataset, and constructing prediction models using 12 classification algorithms, and (3) assessing the model performance through an area under the curve (AUC), accuracy, sensitivity, and specificity. We also compared the most discriminative model in different molecular subtypes of breast cancer.

Results: The Multilayer Perception (MLP) neural network achieved higher AUC and accuracy than other classifiers. The radiomics model achieved a mean AUC of 0.975 (accuracy = 0.912) on the training dataset and 0.900 (accuracy = 0.828) on the testing dataset with 30-round 6-fold cross-validation. When incorporating clinicopathologic characteristics, the mean AUC was 0.985 (accuracy = 0.930) on the training dataset and 0.939 (accuracy = 0.870) on the testing dataset. The model further achieved good AUC on the testing dataset with 30-round 5-fold cross-validation in three molecular subtypes of breast cancer as following: (1) HR+/HER2–: 0.901 (accuracy = 0.816), (2) HER2+: 0.940 (accuracy = 0.865), and (3) TN: 0.837 (accuracy = 0.811).

Conclusions: It is feasible that our machine learning model combining radiomics features and clinical characteristics could provide a potential tool to predict tumor shrinkage patterns prior to NACT. Our prediction model will be valuable in guiding NACT and surgical treatment in breast cancer.

Keywords: breast cancer, multi-parametric MRI, neoadjuvant chemotherapy, radiomics, machine learning, tumor shrinkage pattern


INTRODUCTION

Neoadjuvant chemotherapy (NACT) has been used as the standard treatment to downstage tumor in inoperable patients with locally advanced breast cancer, while for operable patients, it is increasingly being used to reduce tumor size and increase the possibility of breast-conserving surgery (BCS) (Hennessy et al., 2005; Mathew et al., 2009; Mougalian et al., 2016). The 2017 St. Gallen International Expert Consensus Conference showed that NACT had been extensively used in patients with human epidermal growth factor receptor 2 positive (HER2+) and triple-negative (TN) breast cancer, especially those with axillary lymph node metastasis, to improve survivals (Curigliano et al., 2019). Pathological complete response (pCR), which is defined as ypT0/is after NACT according to the American Joint Committee on Cancer (AJCC) TNM Staging Manual, 8th Edition, has been proven as a good prognostic marker to predict a successful long-term survival in breast cancer (Kong et al., 2011; Giuliano et al., 2018). But only about 30% of the patients achieved pCR after NACT, and the pCR rate varied in different molecular subtypes, as tumor size and treatment regimen influence the treatment response (Chen et al., 2014; Cortazar et al., 2014; Goorts et al., 2017).

After NACT, breast cancer shows different shrinkage patterns as follows: (a) no residual tumor, (b) no invasive tumor but residual ductal carcinoma in situs (DCIS), (c) concentric shrinkage, (d) a main residual invasive focus with surrounding DCIS, (e) multicentric shrinkage (i.e., more than two invasive lesions), (f) stable disease (SD), and (g) progressive disease (PD). The former two patterns are considered as pCR after NACT while pCR and concentric shrinkage are both considered as sufficient tumor responses which can benefit from BCS, and the negative surgical margins are easier to achieve for them. The mechanism of how some biological factors such as tumor subtypes influence tumor shrinkage pattern is still unclear. Earlier studies showed that HER2+ and TN breast cancer had a higher possibility to achieve a sufficient tumor response than hormone receptor positive (HR+) but HER2– breast cancer after NACT. Breast pCR is rarely achieved in HR+/HER2– breast cancer due to the low chemosensitivity, but such molecular subtype of cancer can also benefit from BCS (Ballesio et al., 2017; Eom et al., 2017). The assessment of pCR is insufficient to determine patients suitable for BCS since tumor concentric shrinkage is also suitable. Hence, the tumor shrinkage pattern is a more reasonable marker than pCR to choose candidates for BCS. Another study has shown that about 10–35% of patients had a poor response to NACT (SD/PD), which indicates a high risk of local recurrence after surgery (Li et al., 2020). For these patients, it is imperative to avoid the associated adverse toxicity of chemo-drug and overtreatment.

In order to identify the patients who have a sufficient response to NACT and can benefit from BCS, it is essential to predict tumor shrinkage pattern prior to treatment. Lobbes et al. revealed that magnetic resonance imaging (MRI) has better accuracy in assessing residual tumor after NACT than physical examination, mammography, and ultrasonography in patients with breast cancer (Lobbes et al., 2013). The ACRIN 6657/I-SPY Trial has reported that MRI in the early stage of NACT could provide much helpful information about tumor pathological response (Hylton et al., 2012). Some studies have revealed that dynamic contrast-enhanced imaging (DCE) could distinguish residual tumor from therapy-induced non-vascularized fibrosis (Pickles et al., 2005; Manton et al., 2006; Padhani et al., 2006; Loo et al., 2008). The pre-NACT MRI can be used to assess the extent and morphology of primary breast cancer and may provide useful information about tumor shrinkage patterns. However, a meta-analysis reported that the MRI data had limited value for the prediction of pCR with the sensitivity of 64% in breast cancer (Yuan et al., 2010).

Radiomics is a frontier interdiscipline of medical imaging and computer field, and it has been used to extract much quantitative information from medical images (Lambin et al., 2012; Aerts et al., 2014; Yip and Aerts, 2016). The radiomics information has shown a great potential to assist clinicians, and several radiomics models had been constructed to better diagnose disease and monitor tumor response to treatment in breast cancer (Antunovic et al., 2019; Li et al., 2020; Zheng et al., 2020; Zhuang et al., 2020). Liu et al. developed a radiomics model for predicting pCR after NACT in breast cancer based on mpMRI and validated the model by multicenter datasets with the AUCs of 0.71–0.80 (Liu et al., 2019). Radiomics can help acquire more information from MRI to better predict tumor shrinkage patterns prior to NACT. However, to our knowledge, the feasibility of radiomics to predict tumor shrinkage pattern based on mpMRI and clinicopathologic characteristics prior to NACT still remains to be tested, and no study investigated the correlation between the tumor shrinkage pattern and the mpMRI radiomics features in different molecular subtypes of breast cancer using the machine learning method. Therefore, the purpose of our study is to explore the radiomics biomarkers of tumor shrinkage pattern from mpMRI, construct a prediction model combined with the clinicopathologic characteristics, and investigate the predictor based on the molecular subtype of breast cancer.



MATERIALS AND METHODS


Study Population

We retrieved 503 consecutive patients with breast cancer who were treated with NACT and followed by surgery in our center between March 2016 and July 2020. The inclusion criteria for this study were as follows: (1) the patient had a biopsy-proven unilateral breast cancer, (2) the patient successfully completed NACT and following breast surgery in our center, (3) the MRI examination of the breast was performed before the initiation of NACT in our hospital within 2 weeks, and (4) the baseline data were complete. The exclusion criteria were as follows: (1) the patient had prior treatment to breast cancer, (2) the pathological results or clinical data were unavailable, (3) the patient did not complete standard NACT, or the surgery was not performed in our center, (4) the MRI data were unavailable, or imaging quality was insufficient, and (5) the patient had a metastatic disease or other malignance. Finally, a total of 199 patients met the criteria. The clinicopathologic characteristics of each patient including age, menstrual state, clinical anatomical TNM staging according to the AJCC Manual, 8th Edition, and the pathological biopsy results including tumor type, receptor status, and tumor proliferation rate (i.e., Ki-67 index) were derived from the electronic medical records. The characteristics of all patients are summarized in Table 1.


Table 1. Clinical and histopathological characteristics of study population grouped by tumor shrinkage pattern.
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Treatment to Patients

All patients completed 6–8 cycles of chemotherapy and underwent breast surgery based on the current National Comprehensive Cancer Network (NCCN) guideline (Goetz et al., 2019). All patients with HER2– breast cancer received four cycles of epirubicin and cyclophosphamide and then followed by four cycles of taxotere (EC-T regimen), whereas patients with HER2+ breast cancer were treated with four cycles of epirubicin and cyclophosphamide and followed by four cycles of taxotere and trastuzumab (EC-TH regimen), or received six cycles of taxotere, carboplatin, and trastuzumab (TCH regimen). For HER2+ breast cancer, some patients received trastuzumab and pertuzumab dual-target therapy during their NACT (EC-THP or TCbHP regimen). After NACT, BCS, or mammectomy were performed. The staging of axillary nodes included sentinel lymph node biopsy (SLNB) or axillary lymph node dissection (ALND).



Pathological Assessment

All pre-NACT biopsy and postoperative pathological results were analyzed by a breast pathologist with more than 10 years of experience. The receptor status and Ki-67 index of the tumor were determined based on immunohistochemistry (IHC) staining. The HR was defined as positive for estrogen receptor (ER) or progesterone receptor (PR) expression when ≥1% of the tumor cells showed nuclear staining, and the HER2 expression graded 3+ was defined as positive while 0 and 1+ were negative (Hammond et al., 2010; Wolff et al., 2013). When the HER2 expression graded 2+ was reported, the gene amplification by the fluorescence in situ hybridization (FISH) was used to determine the HER2 status. Tumors were classified into three molecular subtypes as follows: (1) HR+/HER2–, (2) HER2+, and (3) TN. For Ki-67 index, we defined tumor cells with ≥30% staining as high expression and those with <30% staining as low expression.

The specimen pathology was used as the gold standard of tumor shrinkage pattern, and the largest diameter of the invasive tumor region on slides was measured by two pathologists in consensus. According to the surgical pathology, tumor shrinkage patterns were classified as follows: (a) pCR (i.e., no residual tumor or only residual ductal carcinoma in situs, defined as ypT0/is), (b) concentric shrinkage (i.e., only one residual invasive tumor focus, without DCIS), (c) diffuse shrinkage (i.e., a main residual invasive focus with surrounding satellite DCIS), (d) multifocal shrinkage (≥ 2 invasive tumor foci, with/without DCIS), (e) SD, and (f) PD. The former two are classified into type 1 shrinkage, which is called favorable shrinkage pattern, and the last four are classified into type 2 shrinkage, which is called the poor shrinkage pattern. Figure 1 shows the tumor shrinkage patterns after NACT.


[image: Figure 1]
FIGURE 1. Tumor shrinkage patterns after neoadjuvant chemotherapy. (A) Pathological complete response [i.e., no residual tumor or only residual ductal carcinoma in situ (DCIS), defined as ypT0/is], (B) concentric shrinkage (i.e., only one residual invasive tumor focus, without DCIS), (C) multifocal shrinkage (i.e., more than 2 invasive tumor foci, with/without DCIS), (D) diffuse shrinkage (i.e., a main residual invasive focus with surrounding satellite DCIS), (E) stable disease (SD), and (F) progressive disease (PD). (A,B) belong to type 1 shrinkage pattern. (C–F) belong to type 2 shrinkage pattern.


The longest diameter of the primary tumor on the segmented 3D regions of interest (ROI) was measured in the MRI workstation as well. According to the Response Evaluation Criteria in Solid Tumors (RECIST 1.1) guideline, patients were classified into response or non-response group to NACT as the following: patients who responded to NACT were determined when the invasive tumor area showed a decrease of largest diameter ≥30% compared with that in the MRI, while SD indicated a decrease of largest diameter <30% or an increase of largest diameter <20%, and PD indicated an increase of largest diameter ≥20% (Chalian et al., 2011; Schwartz et al., 2016). Concentric shrinkage is defined as only one invasive tumor focus without DCIS, and such a shrinkage pattern is more likely to achieve the negative surgical margins in BCS, while multifocal and diffuse shrinkages are both considered as significant responses to NACT but still unsuitable for BCS.



MRI Acquisition

All patients underwent MRI examination using a 3.0 Tesla system (Siemens Verio, syngo MR B17, Erlangen, Germany) with a dedicated 16-channel breast coil within 2 weeks prior to the initiation of NACT. The MRI sequences of each patient included as follows: an axial fat-suppressed T2-weighted imaging (T2WI), an axial T1-weighted DCE (T1-DCE), and an apparent diffusion coefficient (ADC) map derived from diffusion-weighted imaging. The details of the MRI examination and parameters for MRI images are shown in the Supplementary Material.



Tumor Segmentation and Features Extraction

Two radiologists with more than 10 years of experience in breast imaging performed the tumor segmentation with Segmentation Module in 3D Slicer software (version 4.10.2, www.slicer.org) (Fedorov et al., 2012; Cheng et al., 2016). On T1-DCE images, the high signal intensity of the tumor region after injection of the contrast agent allows an accurate delineation to the tumor margins. The semi-automatic algorithms did the preliminary segmentation according to the intensity threshold segmentation, and then, manual corrections such as relabeling and hole-filling were done by two professional radiologists in consensus. The masks of ROI on T1-DCE were then registered to the other two MRI sequences (i.e., T2WI and ADC map). Finally, we got three segmentation ROI masks per patient. More details about the tumor segmentation are shown in the Supplementary Material.

Feature extraction of ROI was performed with Pyradiomics Module in 3D Slicer software (https://github.com/Radiomics/pyradiomics) (van Griethuysen et al., 2017; Zwanenburg et al., 2020). Before features extraction, the voxel size of each sequence was resampled to 1 ×1 ×1 mm, and the bin width of the gray-level histogram was fixed as 25. Six Laplacian of Gaussian filters (i.e., kernel sizes were set as 1, 2, 3, 4, 5, and 6) and a wavelet-based filter were used to process the original MRI images. Then, 1,424 quantitative radiomics features could be extracted from each MRI sequence, and the features were divided into seven categories: (1) first-order statistics features, (2) shape-based features, (3) gray-level co-occurrence matrix (GLCM), (4) gray-level size zone matrix (GLSZM), (5) gray-level run length matrix (GLRLM), (6) neighboring gray-tone difference matrix (NGTDM), and (7) gray-level dependence matrix (GLDM). After removing the duplicate shape of features, a total of 4,198 radiomics features from three MRI sequences could be extracted per patient. The information of the various features is shown in Supplementary Material. The clinical characteristics such as age, menopausal status, histological type, clinical anatomical TNM stage, ER status, PR status, HER2 status, and Ki-67 index were also added in the feature set.



Feature Selection

Features selection was performed with Python 3.70 (https://www.python.org/). Before feature selection, the feature normalization was performed to ensure a relatively uniform range of all the radiomics features. The z-score normalization process is shown in the Supplementary Material. To achieve the dimensionality reduction, we used ANOVA and the least absolute shrinkage and selection operator (LASSO) logistic regression with 10-fold cross-validation to select the most significant features corresponding to the tumor shrinkage pattern. Then, the Pearson's correlation coefficient matrix (PCCM) was used to identify the multicollinearity between features. If there is any pair of features with a correlation coefficient of more than 0.85 or less than −0.85, then only one feature with a higher discriminative ability was selected. Finally, we selected the most significant features to make a combination with the best prediction performance.



Establishment and Assessment of Models

The establishment and evaluation of the machine learning model were performed with Scikit-learn 0.18 package in Python 3.70. All patients were randomly allocated to the training dataset and testing dataset by stratified cross-validation, which included a 6-fold outer loop and a 5-fold inner loop. The positive/negative sample ratio was similar in the training dataset and testing dataset. In the outer loop, 5-fold (83.4%, 166 patients) dataset was used as the training dataset to develop the model, and the independent testing dataset (16.6%, 33 patients) was used to evaluate the model performance. To determine the best optimal hyperparameters, grid searching, and cross-validation were employed in the inner loop, and 1-fold (16.6%, 33 patients) dataset, also called the inner validation dataset, was assessed to choose the best hyperparameters. The whole process (i.e., stratified splitting, subsequent model development, hyperparameters optimization, and performance evaluation) was repeated by a 30-round bootstrap method to assess the robustness.

The clinical model and radiomics model were constructed with selected significant clinicopathologic and radiomics features, respectively, and then, the total features were combined to establish a combined model. As our model construction was a task for the labeled data, we used 12 robust supervised classification algorithms as following: Logistic Regression, Support Vector Machine (i.e., linear or radial kernel), Linear Discriminant Analysis, Random Forest, Extreme Gradient Boosting, Gaussian Naïve Bayes, AdaBoost, Decision Tree, K-Nearest Neighbors, AdaBoost, and Multilayer Perception (MLP) neural network. Then, the performance of each model was evaluated using the receiver operating characteristic (ROC) curves, the area under the ROC curve (AUC), accuracy, sensitivity, and specificity. Each specific algorithm was designed to fit the training dataset in the inner loop and to correctly predict the independent testing dataset in the outer loop. The prediction results were used to assess the performance and generalization ability of the models. We divided our patients into three subgroups according to molecular subtypes as follows: (1) HR+/HER2–, (2) HER2+, and (3) TN. The stratified 5-fold cross-validation was used to evaluate the model performance for each subtype. Figure 2 shows the workflow of data input, feature extraction, selection, model construction, and performance assessment.


[image: Figure 2]
FIGURE 2. Outline of the workflow from the data input, feature extraction, selection, model construction, and performance assessment.




Statistical Analysis

The baseline data of the patient were evaluated with professional statistics packages in Python 3.7.0 and SPSS (version 20.0). The quantitative data were calculated and recorded as mean ± SD, and the qualitative data were summarized as frequencies and percentages. The Mann–Whitney U-test or Student's t-test was used for quantitative variables, and the chi-squared test or Fisher's exact test was used for qualitative variables. The normality test and Z-test were done for the comparison of performance indexes. The discrimination metrics of models, such as AUC, accuracy, sensitivity, and specificity, were also calculated. A two-sided p < 0.05 is considered statistically significant. The Wilson score interval method was used to calculate the CI of AUC.




RESULTS


Baseline Characteristics of Patients

In total, 199 eligible patients were enrolled in this study. The baseline data are presented in Table 1. The mean age was 46.85 ± 10.13 years (range 23–78 years), and 116 patients (58.3%) were premenopausal women. Among all patients, 66 were HR+/HER2– (33.2%), 99 were HER2+ (49.7%), and 34 were TN (17.1%). After NACT, 105 patients had achieved type 1 tumor shrinkage pattern (52.8%), whereas 94 had achieved type 2 tumor shrinkage pattern (47.2%) according to the histological confirmation. Significant differences of some baseline characteristics were detected between two groups, including ER, PR, and Ki-67 (p = 0.026, 0.019, and 0.049, respectively).



Feature Extraction and Selection

For each patient, 4,198 radiomics features and 10 clinical features were used in the followed machine learning process. The ANOVA and LASSO logistic regression were used to reduce dependency and redundancy, and finally, the 50 most optimal features were selected as follows: 2 clinicopathologic characteristics (ER and Ki-67), and 48 radiomics features, including 11, 16, and 21 features from T1-DCE, T2WI, and ADC map, respectively. The associations of these features were assessed using the PCCM Heatmap, which is shown in Figure 3. The features were considered independent of each other as there was no PCC value over 0.85 or < −0.85.


[image: Figure 3]
FIGURE 3. The Pearson's correlation coefficient matrix of the selected features. Red color denotes positive correlation, blue denotes a negative correlation, and the shade of the color indicates the correlation intensity.




Development and Performance of Models

In order to find the most suitable algorithm for the prediction of tumor shrinkage patterns, 12 robust machine learning algorithms were applied based on the total features we selected. Table 2 summarizes the performances of each algorithm. The MLP neural network outperformed all other classifier algorithms, with a mean AUC value of 0.939 (95% CI: 0.896–0.965), a mean accuracy of 0.870 (95% CI: 0.815–0.910), a mean sensitivity of 0.840 (95% CI: 0.781–0.885), and a mean specificity of 0.897 (95% CI: 0.846–0.933) in the testing dataset based on the 30-round bootstrap validation. Then, we chose the MLP neural network as the basic algorithm to construct the machine learning models. The MLP neural network contained input, hidden, and output layers, and the hyperparameters in each layer were trained in the inner loop. The prediction workflow of MLP classifier was as follows: all features of one patient were input to the first layer, and finally, the output layer provided a prediction result.


Table 2. Performances of the 12 machine learning classifiers on 30-round 6-fold cross-validation in testing dataset for predicting tumor shrinkage pattern based on all the selected features.

[image: Table 2]

Based on the MLP neural network, nine various models based on feature type were constructed and the prediction performances of various models were shown in Table 3. The accuracy of ModelRadiomics was 0.828 (95% CI: 0.767–0.874), which demonstrated a better performance than that in ModelT1−DCE (0.644, 95% CI: 0.573–0.708), ModelT2WI (0.606, 95% CI: 0.534–0.672), ModelADCmap (0.709, 95% CI: 0.641–0.768), and ModelClinical (0.561, 95% CI: 0.490–0.629). The AUC value (0.900, 95% CI: 0.849–0.935) of ModelRadiomics also outperformed that in the other four models (i.e., ModelT1−DCE: 0.712, 95% CI: 0.644–0.771; ModelT2WI: 0.661, 95% CI: 0.591–0.724; ModelADCmap: 0.795, 95% CI: 0.732–0.846; and ModelClinical: 0.611, 95% CI: 0.540–0.677) on testing dataset. On the training dataset, the ModelRadiomics achieved a mean accuracy of 0.912 and a mean AUC of 0.975. When the clinicopathologic characteristics were added to construct ModelRadiomics+Clinical, the accuracy was improved to 0.870 (95% CI: 0.815–0.911) and the AUC was improved to 0.939 (95% CI: 0.896–0.965) on testing dataset, which showed the highest performance in differentiating tumor shrinkage pattern. On the training dataset, the ModelRadiomics+Clinical achieved a mean accuracy of 0.930 and a mean AUC of 0.985.


Table 3. Diagnostic performances to classify tumor shrinkage pattern in testing dataset of different models based on the type of features using the Multilayer Perception (MLP) neural network.
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The results of 1-round 6-fold cross-validation of ROC curves of three representative models (i.e., ModelClinical, ModelRadiomics, and ModelRadiomics+Clinical) are shown in Figure 4. For the different molecular subtypes, the predictive performance was evaluated, respectively, and the results were shown in Table 4. The HER2+ subtype achieved the highest performance in ModelRadiomics+Clinical with an AUC value of 0.940 (95% CI: 0.873–0.973), while the TN subtype had a relatively low performance with an AUC value of 0.837 (95% CI: 0.699-1.0) in the testing dataset. The results of 1-round 5-fold cross-validation of ROC curves for three molecular subtypes are shown in Figure 5.


[image: Figure 4]
FIGURE 4. Receiver operating characteristic (ROC) curves of clinical prediction model, radiomics prediction model, and combined prediction model in testing dataset for 1-round cross-validation.



Table 4. Performance to classify tumor shrinkage pattern in three molecular subtypes.
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[image: Figure 5]
FIGURE 5. The ROC curves of prediction model based on three molecular subtypes in testing dataset for 1-round cross-validation.




The Stability and Interpretability of Models

The differences in accuracy and AUC between the validation dataset in the inner loop and the testing dataset in the outer loop were calculated 30 times to assess the reproducibility of the results. There are no significant difference in AUC and accuracy between the outer loop and inner loop (Figures 6, 7), so we considered that the results of our models are stabilized and representative. To evaluate the feature importance and predictive workflow of our model, the SHapley Additive exPlanations (SHAP) values were calculated (Rodríguez-Pérez and Bajorath, 2020a,b). The mean SHAP value of each feature was summarized based on its weight importance to the model, which calculated the number of times a feature was used to split the dataset in the model. For the prediction of tumor shrinkage pattern, each selected feature had a significant impact on the model output. Figure 8 lists the weight importance rank of the total features. Figure 9 shows the decision curve reflecting how each feature affects the predictive output for the patients in the testing dataset (i.e., one round of classical splitting method with a ratio of 7:3). The baseline SHAP value was set as 0, and in the workflow of our model, each feature has a positive or negative impact on the final output value. When the output value was over 0, the patient was considered achieving type 1 shrinkage pattern after NACT, and when the value was <0, type 2 shrinkage pattern was more likely considered.


[image: Figure 6]
FIGURE 6. The AUC between the validation dataset in the inner loop and testing dataset in the outer loop for 30-round cross-validation.



[image: Figure 7]
FIGURE 7. The accuracy between the validation dataset in the inner loop and testing dataset in the outer loop for 30-round cross-validation.



[image: Figure 8]
FIGURE 8. The weight importance rank of selected features. The feature with a longer bar contributes more to the model.



[image: Figure 9]
FIGURE 9. The decision curve that reflects how each feature affects the predictive output for the patients in testing dataset by classical splitting with a ratio of 7:3.





DISCUSSION

As there is an increasing need for BCS in patients with breast cancer, the accurate evaluation of tumor shrinkage patterns prior to NACT in a non-invasive way is essential. The aim of this study was to investigate the relationship among tumor shrinkage patterns, clinicopathologic characteristics, and MRI-derived radiomics features. We aimed to develop a model to assess tumor shrinkage patterns prior to NACT. The radiomics method could improve the diagnostic accuracy of MRI for tumor response to NACT. Enabling the prediction of tumor shrinkage pattern prior to treatment would help determine the feasibility of BCS and may lead to alterations in chemotherapy regimen or performing surgery earlier than initially planned.

The NACT benefits those patients who are willing to have BCS but the tumor size is large and not suitable for the surgery (Hennessy et al., 2005; Mathew et al., 2009; Mougalian et al., 2016). Wolmark et al. have reported that the ipsilateral recurrence rate of patients treated with BCS after NACT was 10.7%, and the rates were 7.6% in patients with primary tumors fit for BCS and 15.9% in patients with primary breast cancer unfit for BCS (Wolmark et al., 2001). Tumor downstaged by NACT and followed by BCS has a higher local recurrence rate than the primary tumor and is fit for BCS, which may be a result of incomplete resection of cancer cells. It has been clearly indicated that a clear surgical margin is essential to decrease the local recurrence rate. In clinical practice, however, the current criteria for the evaluation of tumor response, the RECIST 1.1, are used extensively to assess tumor response to NACT, but it cannot identify those patients with tumor concentric shrinkage (Chalian et al., 2011; Schwartz et al., 2016).

The MRI examination can accurately show the morphology and extent of breast cancer, and it guides surgical decisions to ensure a negative surgical margin. Several studies have divided tumor shrinkage into concentric shrinkage and dendritic shrinkage based on the MRI examination (Wang et al., 2013; Ballesio et al., 2017; Fukada et al., 2018; Goorts et al., 2018; Zhang et al., 2018; Zhuang et al., 2020). According to earlier studies, after NACT, about 70% of residual tumors were concentric and 30% were dendritic in MRI images. Post-NACT tumors that showed pCR and concentric shrinkage were easier to obtain negative surgical margins, so those patients were the candidates of BCS (Chen et al., 2004). In general, the tumor that shows dendritic shrinkage has multicentric and discontinuous residual tumor, which can cause postoperative local recurrence and metastasis, so it is unfit for BCS. However, some solitary residual tumors may be missed by conventional histological sections, and negative margins are still observed in surgical specimens. Favorable tumor shrinkage patterns, such as pCR and concentric shrinkage tumor after NACT, were included in the standards for BCS, while patients with poor shrinkage pattern show either multifocal residual tumors or no significant decline in tumor size. The post-NACT pCR is more difficult to obtain in luminal breast cancer than other subtypes, and dendritic shrinkage and mixed shrinkage are also more common in the luminal subtype. The accurate assessment of tumor shrinkage pattern can help in choosing an optimal treatment option for patients. To find patients suitable for BCS, our study divided the tumor shrinkage patterns into two types as well. Patients with type 1 shrinkage pattern showed an adequate response to NACT, with tumor complete remission or a significant decline in size. In our study, the percentages of type 1 shrinkage pattern in three subtypes were as follows: HR+/HER2– (45.5%), HER2+ (58.6%), and TN (50%). Consistent with the earlier studies, the concentric shrinkage patterns were more likely to occur in patients with HER2+ and TN subtype tumors.

The assessment of tumor size using MRI during NACT is a good predictor of the tumor response to NACT. Loo et al. reported that MRI was useful to monitor tumor response during NACT and massive tumor regression was more easily observed in HER2+ and TN tumors than in HR+/HER2– tumors (Loo et al., 2011). In a meta-analysis of Yuan et al., MRI had high specificity (91%) and relatively low sensitivity (63%) in predicting pCR after NACT in patients with breast cancer (Yuan et al., 2010). Liu et al. had reported that a radiomics model combining T1-DCE, DWI, and T2WI images had a great performance to predict the tumor response to NACT and achieved an AUC of 0.71–0.80 in the testing cohort, but the literature did not identify those patients with concentric shrinkage after NACT (Liu et al., 2019). Zhuang et al. established a nomogram to predict the tumor regression pattern using T2WI, DWI sequences, and clinical factors, and their model achieved an AUC of 0.826 in the testing cohort (Zhuang et al., 2020). Some studies have shown that the radiomics models had diagnostic value in tumor response to NACT, and most of the literature aimed to distinguish pCR and non-pCR (Antunovic et al., 2019; Liu et al., 2019; Li et al., 2020; Zhuang et al., 2020). Fukada et al. reported that the shrinkage pattern at MRI during NACT was the significant independent predictor and the radiomics features based on MRI had closer associations with the risk of recurrence and prognosis in low-grade early-stage luminal breast cancer (Fukada et al., 2018). Assessing tumor response to NACT has been reported, which could predict the prognosis of patients with luminal breast cancer. Richard et al. found that the patients with breast cancer with a high pretreatment ADC in DWI were more likely to respond completely to NACT (Richard et al., 2013). From the earlier studies in the literature, we knew that mpMRI had the potential in assessing tumor shrinkage pattern, so in our study, we extracted radiomics features from three MRI sequences (i.e., T1-DCE, T2WI, and ADC map), and we also added the clinicopathologic characteristics into the feature set.

The radiomics method offers the great potential to identify the tumor shrinkage pattern prior to NACT, whereas the clinical characteristics provide limited information about the tumor. There continues to face a challenge for the success of BCS, and there is still a lack of effective methods to assess the tumor response during NACT and risk of local recurrence postoperatively. In our study, after the feature selection, 50 features, including the clinicopathologic characteristics and the radiomics features from MRI were selected to develop the machine learning model. The mean AUC of the ModelClinical in the testing set was 0.611 (95% CI: 0.540–0.677), while the result of ModelRadiomics was 0.900 (95% CI: 0.849–0.935), and when combining the clinicopathologic characteristics with radiomics features, the result could rise to 0.939 (95% CI of the ModelRadiomics+Clinical: 0.896–0.965). We also found that when combining the clinical characteristics with radiomics features, the model had a more stable performance with a lower SD. Our radiomics model that combined the clinical and radiomics features might provide a more accurate assessment for tumor shrinkage pattern prior to NACT treatment and is worthy of further study.

This study has some limitations. First, our study was based on a retrospective design and the patient population is limited, and it is better if there are data from external institutions that could validate our model. Actually, NACT was mainly used in locally advanced breast cancer, and it spent several months of a patient to complete the standard NACT and followed surgery, so the patient population is limited in most studies. Second, the distribution of molecular subtypes was imbalanced due to less number of patients with TN breast cancer. But in the total population with breast cancer, the TN subtype occupied the lowest proportion, which could explain the imbalanced distribution of our patients. Third, only the pre-NACT MRI data were collected to construct models, and it is worthwhile to study further of the predictive potential to the tumor shrinkage patterns based on the sequential MRI examination during NACT. Delta-radiomics that combines pre-NACT with the early-NACT MRI data could provide tumor response information in the early stage of treatment, and that combines pre-NACT with the post-NACT MRI data could help distinguish pCR from radial complete response.



CONCLUSIONS

We constructed a model combining clinicopathologic characteristics and radiomics features to accurately predict tumor shrinkage pattern prior to NACT using the mpMRI data. The model performed well in different molecular subtypes, and this early prediction model can help clinicians make a clinical decision with the potential to evaluate the feasibility of BCS after effective chemotherapy. Further multicenter study with larger datasets could improve our prediction model and explore the potential for clinical application to the wider regions and population.
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Colonoscopy is currently one of the main methods for the detection of rectal polyps, rectal cancer, and other diseases. With the rapid development of computer vision, deep learning–based semantic segmentation methods can be applied to the detection of medical lesions. However, it is challenging for current methods to detect polyps with high accuracy and real-time performance. To solve this problem, we propose a multi-branch feature fusion network (MBFFNet), which is an accurate real-time segmentation method for detecting colonoscopy. First, we use UNet as the basis of our model architecture and adopt stepwise sampling with channel multiplication to integrate features, which decreases the number of flops caused by stacking channels in UNet. Second, to improve model accuracy, we extract features from multiple layers and resize feature maps to the same size in different ways, such as up-sampling and pooling, to supplement information lost in multiplication-based up-sampling. Based on mIOU and Dice loss with cross entropy (CE), we conduct experiments in both CPU and GPU environments to verify the effectiveness of our model. The experimental results show that our proposed MBFFNet is superior to the selected baselines in terms of accuracy, model size, and flops. mIOU, F score, and Dice loss with CE reached 0.8952, 0.9450, and 0.1602, respectively, which were better than those of UNet, UNet++, and other networks. Compared with UNet, the flop count decreased by 73.2%, and the number of participants also decreased. The actual segmentation effect of MBFFNet is only lower than that of PraNet, the number of parameters is 78.27% of that of PraNet, and the flop count is 0.23% that of PraNet. In addition, experiments on other types of medical tasks show that MBFFNet has good potential for general application in medical image segmentation.

Keywords: multi-branch feature, fusion network, colonoscopy, medical image segmentation, MBFFNet


INTRODUCTION

Medical image processing is an important part of medical processes. At present, the main research directions in medical image processing include image segmentation, structure analysis, and image recognition. Among these, image segmentation is very important for the detection of lesions and organs, which significantly aids the development of medical automation, reduces the burden on medical workers, and reduces the incidence of medical accidents caused by human error (Litjens et al., 2017). In 2018, there were an estimated 4.8 million new cases of gastrointestinal (GI) cancers and 3.4 million related deaths worldwide. GI cancers account for 26% of the global cancer incidence and 35% of all cancer-related deaths (Arnold et al., 2020). Endoscopy is the gold standard for GI examinations (Deeba et al., 2019; Li et al., 2021). Gastroscopy is an examination of the upper digestive tract, which includes the esophagus, stomach, and the first part of the small intestine, whereas colonoscopy covers the large intestine (colon) and rectum. Both tests involve the real-time viewing of the GI tract using a digital high-definition endoscope. Endoscopy is resource-intensive and requires expensive technical equipment and trained personnel (Pogorelov et al., 2017). Both endoscopy and the removal of potentially pre-cancerous lesions are essential for the prevention of colorectal cancer. The semantic segmentation method of artificial intelligence can be used to assist colonoscopy detection, which can significantly reduce the risk of misjudgment and the omission of medical workers for various reasons, resulting in polyp canceration, colorectal tumor lesions, and colorectal cancer from early to late stages, as well as delayed treatment (Akbari et al., 2018). It is thus important to achieve early prevention, early detection, and early treatment. A large number of experimental studies have shown that early colonoscopy can reduce the incidence of colorectal cancer by 30% (Haggar and Boushey, 2009). In clinical medical treatment, the accurate real-time segmentation of polyps is a challenging task. First, the same type of polyp may be due to different stages of colorectal cancer and may have a different constitution. In addition, there may be different sizes, shapes, and colors, which affects the actual segmentation result (Nguyen et al., 2020). Second, because polyps and surrounding mucosa possess similar characteristics, it is difficult to segment the boundary clearly, and commonly employed segmentation method cannot obtain ideal segmentation results (Ganz et al., 2012; Bernal et al., 2014). Third, owing to the specific nature of medical images, it is often difficult to achieve high accuracy and fast speed simultaneously. Therefore, commonly used medical image segmentation model often ignores the size of the model while ensuring accuracy, resulting in an oversized model and slow segmentation speed; it is thus unable to provide real-time segmentation for colonoscopy (Bernal et al., 2012, 2015). Therefore, in medical automation and to achieve the early prevention of colorectal cancer, it is important to propose a method that segments polyps with sufficient accuracy to prevent the missed detection of polyps and to ensure that the model will not be too bloated, leading to slow speed.

Based on the machine algorithm of manually extracted features, features such as color, shape, and appearance have been applied to the classifier to detect polyps (Armato et al., 2017). Because of the limitation of the expression ability of manually extracted features, sufficient features cannot be effectively obtained for classifier classification (Breier et al., 2011), and there is a high rate of missed detection, which cannot be effectively applied to accurately segment polyps. However, based on the depth study of the semantic segmentation method of the polyp segmentation method, there has been good progress so far. Armato et al. (2017) used the FCN8 (Long et al., 2015) semantic segmentation model to split polyps, but because FCN8 cannot effectively retain low-dimension detail characteristics, it cannot effectively segment polyps and membranes around the border, so the use of FCN8 polyp segmentation is mistakenly identified and residual (Xia, 2020). Other semantic segmentation models are applied to life scenarios, such as PSPNET (Zhao et al., 2017), and although they use a feature pyramid, retain as many low-dimensional features as possible, and improve the boundary extraction effect of FCN8, they still fail to meet the requirements of precision medicine. Meanwhile, other models, such as Deeplabv3 (Chen et al., 2017), Deeplabv3+ (Chen et al., 2018), LinkNet (Chaurasia and Culurciello, 2018), and FPN (Lin et al., 2017), all have similar problems. In UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), ResUNet++ (Jha et al., 2019), and U2Net (Qin et al., 2020), which are medical image segmentation models, the adoption of more detailed features has a good effect on the polyp boundary segmentation, but these methods with the characteristics of the UNet (Ronneberger et al., 2015) method to keep figure overlay information, model and quantity, and flop count are inevitable. In real-time polyp segmentation, there is still a disadvantage in that it is unable to meet real-time requirements. Fang et al. (2019) proposed a three-step selective feature aggregation network with area and boundary constraints, which was applied to the precise segmentation of polyps. Because the relationship between the area and boundary was considered in this network, excellent segmentation results were obtained. However, the PraNet (Fan et al., 2020) model proposed by Fan et al. (2020) adopted the reverse attention method and achieved excellent results in polyp segmentation. However, it aimed to achieve segmentation that was too precise, resulting in a large flow count, which could not be applied to general computer applications and could not be popularized on a large scale.

In this study, to better achieve the precise real-time segmentation task of polyps and considering these problems, we developed the following strategies:


(1)Avoid the loss of local low-dimensional features by large up-sampling directly, which leads to the loss of too many features on the segmenting boundary and the inability to restore complete edge information.

(2)Avoid superimposing feature information on channel dimensions only through feature maps to retain feature information, which will lead to an overbloated feature map in the last few layers of the feature map, resulting in the model requiring a large number of calculations.



Based on these strategies, we propose a multi-branching feature fusion network for polyp segmentation. We first propagated the context information to the higher-resolution layer through progressive up-sampling to obtain the preliminary polyp features. This method followed strategy 1, and we avoided the channel dimension superposition feature information of the UNet (Ronneberger et al., 2015) series-related models, and selected the method of feature graph multiplication to fuse features, which followed strategy 2. Thus, most of the feature information was well retained, and the boundary information could be obtained effectively. The accuracy is equal to that of UNet (Ronneberger et al., 2015), and the flop count was effectively reduced. Then, through the feature information of another branch, the concat method was adopted to provide more detailed low-dimensional feature information as a complement for feature fusion in order to ensure that the accuracy is slightly better than that of UNet++ (Zhou et al., 2018, 2020), ResUNet++ (Jha et al., 2019), and other networks, whereas the actual running speed is much better than other models; in addition, it has the advantages of high training efficiency and strong generalization ability. This study makes the following contributions:


(1)We propose a model improvement approach that provides effective support for the efficient application of deep learning models in large-scale medical environments.

(2)An efficient polyp segmentation network is proposed that can accurately and effectively segment polyp images without the need for costly computer resources. Real-time colonoscopy detection can be guaranteed using existing computer resources.



Our proposed model shows good performance and generalization ability in a variety of different medical image datasets and can be extended to the detection of other medical issues.

In this article, the detailed model structure and parameter number verification are described in section “Materials and Methods,” the experimental part of the model is discussed in section “Experiments,” and a summary of the model is presented in section “Conclusion.”



MATERIALS AND METHODS

In this section, we first introduce and analyze the advantages and disadvantages of PspNet (Zhao et al., 2017) and UNet (Ronneberger et al., 2015) models, and we make a detailed comparison with this model to provide a better understanding of our multi-branch feature fusion network (MBFFNet).


Baseline

With PspNet (Zhao et al., 2017), researchers believe that the existing models have segmentation errors owing to insufficient context information and global information under different receptive fields. PspNet model structure diagram as shown in Figure 1. Therefore, a hierarchical global priority containing information of different scales between different subareas is proposed, which is called the pyramid pooling module (Zhao et al., 2017). Four features of different pyramid scales are integrated, from the roughest feature in the first-row global pooling to a single output, and the next three are pooling features of different scales. After each level, a 1 × 1 convolution is used to reduce the level channel to the original 1/N. Then, it is converted to the pre-pooled size through bilinear interpolation, and finally, concatenation is carried out. In this way, the global features are obtained, the global information of different receptive fields is obtained, and good semantic segmentation results are obtained. However, as the pooled information of different scales is directly converted to the dimensions before pooling by an up-sampling method, the feature loss of the model is relatively large in the low-dimensional features. For medical image segmentation requiring accurate boundary results, although PspNet (Zhao et al., 2017) has a good overall effect, it is not suitable for application in medical image segmentation because of its incomplete retention of fine edge features and the inability to obtain complete boundary results.


[image: image]

FIGURE 1. Pspnet structure.


To solve the problem of medical image segmentation and accurate boundary segmentation, UNet (Ronneberger et al., 2015) employs a completely different method of feature fusion. UNet uses VGG16 (Simonyan and Zisserman, 2014) as the backbone network backbone, and through the different location of the backbone for the characteristics of the different size chart, on the four double sampling, and after each sampling on a layer to obtain the characteristics of the figure for Mosaic, UNet (Ronneberger et al., 2015), researchers in order to retain more features, will feature in the channel dimension stitching together, forming thicker characteristics (Simonyan and Zisserman, 2014; Ronneberger et al., 2015). It is used in the same phase in the jumping connections, rather than to directly supervise and experiences loss with respect to high-level semantic features. These characteristics of a graph are a combination of more low-level image edge features and features with different scales, so the multi-scale prediction can be performed, making the model on the edge of the segmentation image restoration have more detailed information. However, because UNet (Ronneberger et al., 2015) employs the channel dimension splicing characteristic figure, combining to form the characteristics of the figure will result in many similar repeated characteristics, and characteristics of the severe figure redundancy phenomenon are costly in later calculations, requiring a large number of calculations and a high flop count, which affects the speed of the model. The model diagram of UNet (Ronneberger et al., 2015) is shown in Figure 2.


[image: image]

FIGURE 2. Unet structure.




MBFFNet

Considering the above problems and the advantages and disadvantages of different models, we proposed the MBFFNet, which has a better lightweight network structure, and can simultaneously consider model accuracy and rapid deployment. Compared with UNet (Ronneberger et al., 2015) and its derivative versions, MBFFNet has better accuracy and requires fewer computations. In order to better validate the model of the network segmentation effect, we adopted the same approach as UNet (Ronneberger et al., 2015), with the VGG16 (Simonyan and Zisserman, 2014) network as the backbone, and multiple branch feature fusion network using the U-shaped structure of the UNet (Ronneberger et al., 2015) framework. We selected the Relu activation function to ensure that the model can reduce the flop count, and we abandoned the UNet (Ronneberger et al., 2015) channel dimension of the connection method. MBFFNet did not choose the method of FCN8 (Long et al., 2015) feature combination and fusion, but chose the method of feature multiplication for feature fusion. Therefore, there are two important advantages: (1) it avoids the burden of excessive computation owing to the excessive feature channels caused by the direct Mosaic of feature graphs; and (2) as the number of network layers increases, overfitting is easily caused, but considering that the use of feature information between the upper and lower layers can solve this problem well. We weighted the normalized weight to the features of each pixel of the next layer through a dot product operation. This is no longer an attention mechanism based on channels, but an attention mechanism based on the pixel level (Jie et al., 2018). However, it is inevitable that low-dimensional feature information will be lost to a certain extent. Although the loss of such low-dimensional feature information is not serious after our experiment, the loss of some low-dimensional feature information may prevent the segmentation of a complete and detailed boundary image during the precise boundary division of polyps. Therefore, after using the original U-shaped structure, our model maximizes the characteristics of the five branches in the figure. Through pooling, without processing, the bilinear interpolation method is used for samples of the same size two/four/eight times. This will be an hourglass-like combination that will sample the functional layers at different times and then add low-dimensional edge feature information through convolution after the channel dimension concat has passed, adding second information to integrate features with other maps, a complete multi-branch feature fusion model network structure diagram, as shown in Figure 3. In this way, we can ensure that the information of low-dimensional features is preserved as much as possible and avoid the loss of low-dimensional features caused by the direct use of single up-sampling. The continuous pixel-based attention mechanism makes the model more precise in the segmentation of image edges and other information. At the same time, it also avoids the excessive pursuit of keeping feature information of different scales as far as possible in UNet (Ronneberger et al., 2015), which adopts feature graphs to add channel dimensions, resulting in too many channels, the need for too many calculations, and increased computer burden.


[image: image]

FIGURE 3. Multi-branch feature fusion network. The backbone initially extracts the features of images, and images with different subsampling multiples are superimposed in an hourglass image pyramid (subsample images have a size larger than 128, and up-sample images have a size smaller than 128, which is equal to 1 × 1 standard convolution for images with size larger than 128). To maximize the use of cross-channel and cross-resolution image branches, each branch is up-sampled and multiplied by the previous layer. Finally, the predicted image of the original image size is obtained.





EXPERIMENTS


Dataset

The polyp images used in this section were derived from the following datasets: ETIS, CVC-ClinicDB, CVC-ColonDB, Endoscene, and Kvasir. Kvasir is the largest and most extensive dataset released in 2017, and we selected polyp images from a subcategory of the Kvasir dataset (polyps). CVC-ClinicDB, which is also known as CVC-612, consists of 612 open-access images from obtained 31 colonoscopy clips. The CVC-ColonDB is a small database containing 380 images from 15 short colonoscopy sequences. ETIS is an established dataset containing 196 images of polyps for the early diagnosis of colorectal cancer. Endoscene is a combination of CVC-612 and CVC300. We integrated these data and eliminated the fuzzy images and finally obtained 1450 polyp images as the experimental data in this section.

To prove that the proposed model has better generalization ability, we collected a variety of medical image segmentation datasets for verification of our model. Common medical images share certain similarities. Therefore, we selected a larger number of medical image datasets to verify the robustness of our model.

In addition, our datasets are obtained from publicly available competitive medical datasets online, follow standard biosecurity and institutional safety procedures, and can be downloaded online. The raw data are available in articles, supplements, or repositories.


Corneal Nerve Dataset

This dataset consists of 30 images from the subbasal corneal nerve plexus obtained in normal and pathological subjects. Thirty images were obtained from 30 different normal or pathological subjects (diabetes mellitus, pseudoextirpation syndrome, and keratoconus). The instrument used to acquire these data was a Heidelberg Retina Tomograph II with a Rostock Corneal Module (HRTII32-RCM) confocal laser microscope.



Liver Dataset

This dataset was provided by the MICCAI 2018 LITS Challenge and consisted of 400 CT scans. Two distinct labels were provided for ground truth segmentation: liver and lesion. In our experiment, we treated only the liver as positive and the other parts as negative.



Lung Dataset

This dataset was provided by the Lung Image Database Consortium Image Collection (LIDCIDRI) and was collected by seven academic centers and eight medical imaging companies. To simplify the processing, only the lungs were segmented, and the remaining non-lung organs were treated as the background.



Electron Microscopy (EM) Dataset

This dataset was provided by the electron microscopy (EM) Segmentation Challenge as part of ISBI 2012. The dataset consisted of 30 (512 × 512 pixels) continuous slice transmission electron microscope images of the ventral nerve cord of the first instar larvae of Drosophila melanogaster. Referring to the example in Figure 3, each image has a corresponding fully annotated base-instance split map of the cell (white) and cell membrane (black).



Neums Dataset

The dataset was provided by the HE Data Science Bowl 2018 Segmentation Challenge and consisted of 670 segmenting nuclear images from different patterns (bright and fluorescent). This is the only dataset in this work that uses instance-level annotation, where each kernel is colored differently.



Ocular Vascular Dataset

This task is based on the DRIVE dataset, which uses photographs from the diabetic retinopathy screening program in Netherlands. The aim was to isolate the blood vessels in the fundus image.



Dataset of Esophageal Cancer

This dataset was provided by the First Affiliated Hospital of Sun Yat-sen University and comprised a total of 13,240 CT images (80 × 80) labeled by professional doctors. The goal of this dataset was to segment the esophageal cancer region in the CT image, with the non-esophageal cancer region as the background.




Experimental Setting


Environment

For the polyp segmentation experiment in this section, the framework used for the training model was TensorFlow (Abadi et al., 2016). Using the ADAM optimizer, the initial learning rate was set to 0.001. The experiment was carried out on a platform with an Intel (R) Xeon (R) Silver 4208 CPU at 2.10 GHz, 2.10 GHz (two processors), 64.0 GB RAM, Windows 64-bit operating system, NVidia Titan V graphics card, and 12 GB video memory capacity. In actual production, we can choose a better lightweight backbone, such as GhostNet (Han et al., 2020) and MobileNetv3 (Howard et al., 2017, 2020; Sandler et al., 2018).



Data Enhancement

Considering the polyps, liver, bowel, and medical images compared to natural images, medical imaging has the following characteristics. First, compared to a variety of modes, different imaging mechanisms of different modal medical images also have different characteristics, such as format, size, and quality, and it is necessary to better design the network to extract features of different modes. Second, the shape, size, and position of different tissues and organs vary greatly. Third, the texture feature is weak and requires a higher feature extraction module. Fourth, the boundary is fuzzy, which is not conducive to accurate segmentation.

To train our model effectively, we divided the dataset into an 8:2 ratio. Eighty percent of the datasets were used for model training and 20% for model testing.

To improve the robustness of the model, appropriate image enhancement is required for the training image. In this study, brightness enhancement, scaling, horizontal flip, shift, rotation, and channel transformation were performed on the training image. Owing to the limited number of medical images, we could not use the limitation of commonly used image tasks, so we chose the most commonly used data enhancement parameters of existing medical images. The specific proportions and effects are listed in Table 1 and Figure 4, respectively.


TABLE 1. Image enhancement setting parameters.

[image: Table 1]
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FIGURE 4. Image enhancement renderings.




Accuracy Evaluation Index

To fully verify the accuracy of the proposed model, we chose three evaluation indicators to evaluate the model as a whole in order to more fully and intuitively prove the effect of our model. Three metrics are as follows.


mIOU

This calculates the ratio of the intersection and union of two sets of true and predicted values. This ratio is the sum of true positive (TP) divided by TP, false positive (FP), and false negative (FN). FN indicates that the prediction was negative, but the label result was positive; an FP is actually a negative case, and for a TP, the prediction is positive. In fact, it is also a positive example, indicating that the prediction result is correct, where pij represents the number of real values and is predicted to be j, and k+1 is the number of classes (including the background). Pii is the number of values predicted correctly, and pij, and pji represent FP and FN, respectively (Kingma and Ba, 2015). The formula for calculating mIOU is as follows:

[image: image]



F score

In an ideal situation, it would be best if both evaluation indexes were high. However, a high precision generally means low recall, and high recall means low precision. Therefore, in practice, it is often necessary to make a trade-off according to specific circumstances, such as the general search situation. To ensure the recall rate, the precision rate should be improved as much as possible. For example, for cancer detection, seismic detection, financial fraud, and so on, the recall rate should be increased as much as possible to ensure accuracy. A new index, the F score, is derived, which comprehensively considers the harmonic value of precision and recall (Flach and Kull, 2015). The calculation formula is as follows:
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The Dice coefficient is a set similarity measurement function, which is usually used to calculate the similarity between two samples, and its value range is [0,1]. The inclusion of [image: image] is real labels, and predicting the intersection between |y| and [image: image] indicates the number of elements in y and [image: image], respectively; among them, the coefficient of molecules is 2 because there is a common element in the denominator between the repeated calculation of y and [image: image]

The loss function (Dice loss) is formulated according to the Dice coefficient because the real goal of segmentation is to maximize the degree of overlap between the real tag and the predicted one, that is, the similarity. However, when the Dice loss is used, there is severe shock when positive samples are generally small targets. In the case of only the foreground and background, once some pixels of small targets are predicted incorrectly, the loss value will change significantly, leading to a drastic gradient change. In the extreme case, it can be assumed that only one pixel is a positive sample. If the prediction of this pixel is correct, the prediction results of the other pixels will be ignored, and the loss is always close to 0. The prediction error causes the loss to approach 1. For the cross-entropy loss (CE loss) function, CE is a proxy form, and it is easy to maximize optimization in the network by virtue of its characteristics, which averages the value as a whole. Therefore, the loss function adopted in our experiment is to add CE loss based on the Dice loss. This can compensate for some deficiencies in the Dice loss (Li et al., 2020). The calculation formula is as follows:

[image: image]





Model Accuracy on Polyp Datasets

This section discusses an experiment that was conducted on a dataset of polyps. In order to better verify the effectiveness of our proposed model on the CT images of polyp tumor lesions, we determine the effect on polyp segmentation. We compared popular medical image segmentation semantic segmentation models: UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), UNet+++ (Huang et al., 2020), U2Net (Qin et al., 2020), and PraNet (Fan et al., 2020), and we compared three general semantic segmentation models: PspNet (Zhao et al., 2017), Deeplabv3+ (Chen et al., 2018), and FCN8 (Long et al., 2015). To increase the reliability of our model, we added three new semantic segmentation networks: OcrNet (Yuan et al., 2020), DnlNet (Yin et al., 2020), and PointRend (Kirillov et al., 2019). For the experiment, the backbone of the model chooses the VGG16 (Simonyan and Zisserman, 2014) network as the comparison model. On the validation set data, the accuracy was analyzed based on two commonly used semantic segmentation evaluation indexes, mIOU and Dice loss with CE.

We randomly selected four test images from different angles and analyzed our model using multiple contrast models. The segmentation results are shown in Figure 5. The results of PspNet (Zhao et al., 2017), Deeplabv3+ (Chen et al., 2018), and FCN8 (Long et al., 2015), which are three general semantic segmentation models on the dataset segmentation effect, are poorer, produce serious false identification, and cannot effectively segment the region and segment the area completely, although the PraNet (Fan et al., 2020) effect is better; however, because its detection speed is much slower than MBFFNet, it does not have practical application value and is not suitable for rendering displays in the four models. As can be seen from the figure, UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), U2Net (Qin et al., 2020), and UNet+++ (Huang et al., 2020) all segment relatively good areas and can segment the contour of the area in which the polyp is located, but the precise boundary of the polyp cannot be obtained. There are some FN pixels, especially for small polyps, and the segmentation effect of MBFFNet is obviously better than that of the other models. OcrNet (Yuan et al., 2020), DnlNet (Yin et al., 2020), and PointRend (Kirillov et al., 2019) are semantic segmentation networks, but although they show relatively excellent performance, they cannot be properly segmented in the third line of small colonoscopy images, resulting in their omission. In this study, the multiple branches feature fusion network MBFFNet is compared with the multiple model above, although it significantly reduces the number of calculations and increases the detection speed; however, because of the way in which multi-branch feature fusion is used, even small polyps in segmentation, it still makes good corresponding image edges and accurately determines the image boundary. Therefore, the MBFFNet is more effective for segmenting polyps.
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FIGURE 5. Comparison of model effect. The red represents True Positive (TP), indicating that the predicted polyp area is actually a polyp area. Blue represents False Positive (FP), indicating that the predicted polyp area is actually a non-nuclear area. The green represents FN (False Negative), which means that the predicted polyp area is actually a polyp area.


As shown in Table 2, the evaluation index shows that the polyp divides the dataset on the test set, multiple-branch fusion network MBFFNet mIOU above LinkNet (Chaurasia and Culurciello, 2018), PspNet (Zhao et al., 2017), Deeplabv3+(Chen et al., 2018) general semantic network segmentation, segmentation, and medical UNet (Ronneberger et al., 2015), and the optimization model of the polyp has the same order of magnitude. Image segmentation results in a reduction in the number of calculations. The model precision does not decrease, and it can be seen that the model reduces the UNet (Ronneberger et al., 2015) redundancy phenomenon, making the model more efficient. However, in the evaluation index of Dice loss with CE, the loss value of the MBFFNet is slightly higher than that of medical networks such as UNet (Ronneberger et al., 2015), and it is much lower than that of networks such as LinkNet (Chaurasia and Culurciello, 2018). OcrNet (Yuan et al., 2020), DnlNet (Yin et al., 2020), and PointRend (Kirillov et al., 2019), which are the latest semantic segmentation networks, and they show very good performance in general semantic segmentation and show much better segmentation performance than FCN8 (Long et al., 2015), Deeplabv3+ (Chen et al., 2018), and PspNet (Zhao et al., 2017) for the colonoscopy segmentation dataset. However, because they focus more on semantic segmentation in common scenes, the segmentation effect on colonoscopy was lower than that of our proposed model and other medical image segmentation networks. This shows that the optimization of the model did not significantly affect the accuracy. It can be seen that the MBFFNet reduces redundancy in polyp segmentation, while ensuring that the accuracy does not change significantly.


TABLE 2. Evaluation index of polyp segmentation mIOU, F-score, and Dice loss with CE.

[image: Table 2]


Parameter Number Verification

To better verify whether our model reduces the redundancy of the feature map and the number of parameters and flops of the model, we calculated the number of parameters and flops of the MBFFNet and LinkNet (Chaurasia and Culurciello, 2018), FCN8 (Long et al., 2015), U2Net (Qin et al., 2020), UNet++ (Zhou et al., 2018, 2020), UNet+++ (Huang et al., 2020), PspNet (Zhao et al., 2017), and Deeplabv3+ (Chen et al., 2018). To better compare the differences between the model parameters and the number of computations, VGG16 (Simonyan and Zisserman, 2014) was used as the backbone for all semantic segmentation networks, and the same settings were used in all comparison experiments.

The number of parameters of the model mainly depends on the number of calculations of each convolution kernel in each convolution layer. Here, the size of each convolution kernel is kw × kh, the size of the input feature graph is ci, and the number of convolution kernels is the number of channels of the output feature graph, which is co. Therefore, the calculation formula for the number of parameters at each convolution layer is as follows:

[image: image]

The computation of the model is the sum of each convolution layer. The number of calculations of the convolutional layer is determined by the number of calculations of the convolutional kernel in each sliding window and the overall sliding duration. In each sliding window, the number of calculations of the convolution operation is approximately [image: image] is the size of the output feature graph, and the number of sliding times of the convolution kernel is the number of data of the output feature graph, that is, [image: image], so the overall number of calculations is:

[image: image]

Using the above formula, the number of parameters in the MBFFNet and the comparison model with flops are shown in Table 3. As can be seen in the table, our MBFFNet was compared with UNet (Ronneberger et al., 2015) because of the complex model structure. MBFFNET on FLOPS reduced to 26.79% of UNET’s FLOPS; compared with U2Net (Qin et al., 2020), the quantity decreased to 24.67%, and flops to 39.51%. The results were analyzed and compared with the UNet (Ronneberger et al., 2015) model, multiple branching feature fusion network, and there was a significant reduction in the number of parameters of the model and the flop count, decreasing to a certain extent the redundancy of the model. Compared with other networks, FCN8 (Long et al., 2015) and other classical semantic segmentation networks fail to meet the requirements with respect to both precision and number of parameters. OcrNet (Yuan et al., 2020), PointRend (Kirillov et al., 2019), and DnlNet (Yin et al., 2020) have improved their accuracy, but their very high flop count requires extremely high configurations to achieve excellent performance, and they can only be applied to workstations and other environments in the future. In addition, to more comprehensively show the light weight and popularity of our model, we added the convergence time of the training model to the evaluation index of the model. It can be seen that although our model did not achieve the fastest convergence, its training time was much lower than that of UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), and other networks.


TABLE 3. Analysis of the number of parameters and the number of calculation.

[image: Table 3]
To obtain a more intuitive understanding of the effects of different models, we used the flop count as the abscissa and mIOU as the ordinate, and we built a coordinate graph with the number of parameters to show the size of the model, as shown in Figure 6. From Figure 6, we observe that when the model is closer to the upper left corner, the model has a higher mIOU and a lower flop count. Although PraNet (Fan et al., 2020) possesses excellent mIOU precision, the high flop model in terms of the comprehensive income ratio is not ideal; further, although LinkNet (Chaurasia and Culurciello, 2018) has a very low flow count, the model does not have satisfactory accuracy and cannot meet the precision requirements of medical treatment, so it cannot be applied to health care.


[image: image]

FIGURE 6. Comparison between the accuracy of different models and flop count.




Real-Time Analysis of the Model

To verify that the detection rate of our model is improved when the number of parameters and number of calculations are significantly decreased, images with sizes of 256 × 256 and 64 × 64 are selected for experiments, and it is determined whether the model can meet the application standards in different computing resource environments. According to the sales data, we choose mainstream graphics cards currently on the market. GTX1060 represents the graphics card having a midrange productivity, which is the one with the highest production and the widest coverage at present. The 2060s is the midrange and top end graphics card and is the one expected to be most in use in the next 20 years. To meet the requirements of our model, it can be used in a wider range of medical environments worldwide to effectively prevent colorectal cancer and accurately separate polyps and adenomas. To test the actual operation effect of MBFFNet and considering the equipment environment in economically underdeveloped areas, we added the R5-3600 with an AMD platform and the I7-8750H CPU environment with an Intel platform, which are commonly used at present. In addition, considering that our proposed model will be applied on a large scale in medical environments, we did not choose traditional segmentation networks with poor segmentation results, such as Deeplabv3+ (Chen et al., 2018), PspNet (Zhao et al., 2017), and LinkNet (Chaurasia and Culurciello, 2018); nor did we choose PraNet (Fan et al., 2020) with poor real-time performance to conduct related experiments.

First, we selected a common medical image size of 256 × 256 as a test, and the test results are presented in Table 4. It can be seen that at 256 × 256, our model runs much faster in the CPU environment than other U-shaped networks; at its actual running speed, FPS is 100% higher than UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), etc. In a GPU environment, the actual segmentation approaches 30 FPS, even on today’s midproductivity graphics cards; in real life, 30 FPS can achieve a smoother detection effect to the naked eye to meet the real-time requirements. However, other semantic segmentation models with better medical segmentation effects cannot meet the real-time requirements. Although LinkNet (Chaurasia and Culurciello, 2018) has an excellent actual operating performance, its segmentation performance fails to meet the precision requirements. In accuracy verification, the LinkNet model (Chaurasia and Culurciello, 2018) cannot effectively segment the polyp boundary.


TABLE 4. 256 × 256 polyp image segmentation FPS.

[image: Table 4]
Subsequently, we conducted FPS test experiments on 64 × 64 images, and the experimental results are listed in Table 5. In the 64 × 64 image, our model can meet the real-time test requirement of 30 FPS even in a CPU environment, and the actual running fluency FPS is higher than that of other medical image segmentation networks. Thus, it can be seen that in existing common computer resources equipment, MBFFNet can meet the requirements of real-time observation of medical observation, even in economically underdeveloped areas. For low computer resources, it is seen that even in the case of infrequently used graphics resources configuration, our proposed model can also guarantee the real-time segmentation of polyps.


TABLE 5. FPS segmentation of 64 × 64 polyp images.

[image: Table 5]
Based on the experiment results, it can be seen that owing to the advantages of low flop count, our model displays excellent real-time performance in an environment with low computer resources, while the advantages of our model are very significant in environments with lower computer resources. Under the current computer resources, our model MBFFNet has been able to deal with a variety of different conditions of accurate basic real-time polyp segmentation and achieved a relatively good effect.



Model Generalization Experiment

For all of the experiments in this section, we chose the same experimental environment and image processing method as the polyp segmentation dataset in Dataset. The final evaluation indexes mIOU, F score, and Dice loss with CE were also evaluated based on validation set data. We chose U2Net (Qin et al., 2020), UNet++ (Zhou et al., 2018, 2020), and UNet+++ (Huang et al., 2020) as the semantic segmentation models for medical images; PraNet (Fan et al., 2020) as the semantic segmentation model for polyps; and PspNet (Zhao et al., 2017), Deeplabv3+ (Chen et al., 2018), and FCN8 (Long et al., 2015) as the comparison model for the experiment. For the demonstration, we selected the test sample for liver lesion segmentation, and the sample segmentation image is shown in Figure 7. It can be seen that, compared with other models, MBFFNet retains the edge feature information better, which makes the boundary of liver lesion segmentation clearer and more accurate, and ensures the accuracy of medical images.


[image: image]

FIGURE 7. Segmentation effect of liver lesions.


According to the analysis of the experimental results, similar to the results of colonoscopy segmentation, our model is better than PraNet (Fan et al., 2020), Deeplabv3+ (Chen et al., 2018), FCN8 (Long et al., 2015), and other general semantic segmentation models in various medical image segmentation datasets, but it is slightly better than UNet (Ronneberger et al., 2015), UNet++ (Zhou et al., 2018, 2020), and U2Net (Qin et al., 2020) and basically equal to UNet+++ (Huang et al., 2020). The segmentation results of the model are worse than those of PraNet (Fan et al., 2020). As these medical models can all achieve good segmentation effects, mIOU, F score, Dice loss with CE, and other indicators show excellent effects in intestinal cancer, liver cancer, DSB2018, lung, and other datasets, with little difference. In the face of a more complex medical image segmentation environment, for example, only in the eye blood vessels and ISBI2015 datasets can PraNet (Fan et al., 2020) show relatively good results. It can be seen that the PraNet (Fan et al., 2020) model can achieve a good segmentation effect in a very complex segmentation environment, but its extremely large flop count makes it impossible to carry out an effective real-time segmentation model in a generally productive equipment. However, our MBFFnet model retains edge feature information owing to multi-branch feature fusion. In most circumstances, it can achieve excellent segmentation results and has good generalization ability, which is sufficient to deal with most of the image segmentation, and because our model with network model structure is compact and lightweight, it enables very convenient deployment in most of medical environments, lesion image segmented (see the Appendix for detailed experimental results in Tables A1–A3). Because the ultimate purpose of this study is to find a network that can be applied in practice and that considers both speed and precision, it is not ideal to talk about precision without speed alone. Therefore, the ratio of mIOU, F score, and Dice loss with CE to flops was taken as the index of the new measurement model. It can be seen from mIOU (per flops) and F score (per flop) that our model has the highest return under the same computing resources (the higher the better), whereas the loss indicator indicates a faster and more stable convergence (the lower the better). The effect diagram is shown in Figure 8.


[image: image]

FIGURE 8. Comparison between the accuracy of different models and Flop count.





CONCLUSION

In this article, an MBFFNet is proposed to achieve the accurate and real-time segmentation of liver lesion images. A U-shaped structure such as UNet is used to gradually fuse shallow features with high-dimensional features. The method of superposition of feature graphs used by UNet is abandoned in the process of feature fusion, but the multiplication of feature graphs is chosen for feature fusion. A feature map with five branches is used, and then a pyramid feature map similar to PspNet is used to fuse the feature as a supplementary feature of the feature information. Finally, the two groups of features are fused to obtain the final segmentation result, and the experimental results show that the algorithm in the segmentation polyp area achieved the same results as the UNet segmentation results regardless of the polyp area size. In addition, it can complete the segmentation edge details such as features, get a better segmentation effect, and significantly reduce the network number and number of calculations, and it improved the real-time performance of the polyp of semantic segmentation model segmentation; at the same time, the segmentation experiments on other medical images show that MBFFNet has good robustness in medical image segmentation.
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APPENDIX


TABLE A1. mIOU evaluation index of multi-class medical image segmentation.
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TABLE A2. Multi-class medical image segmentation F-score evaluation index.
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TABLE A3. Dice loss with CE evaluation index for multi-class medical image segmentation.
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The segmentation of the left ventricle (LV) wall in four-chamber view cardiac sequential image is significant for cardiac disease diagnosis and cardiac mechanisms study; however, there is no successful reported work on sequential four-chambered view LV wall segmentation due to the complex four-chamber structure and diversity of wall motion. In this article, we propose a dense recurrent neural network (RNN) algorithm to achieve accurately LV wall segmentation in a four-chamber view MRI time sequence. In the cardiac sequential LV wall process, not only the sequential accuracy but also the accuracy of each image matters. Thus, we propose a dense RNN to provide compensation for the first long short-term memory (LSTM) cells. Two RNNs are combined in this work, the first one aims at providing information for the first image, and the second RNN generates segmentation result. In this way, the proposed dense RNN improves the accuracy of the first frame image. What is more is that, it improves the effectiveness of information flow between LSTM cells. Obtaining more competent information from the former cell, frame-wise segmentation accuracy is greatly improved. Based on the segmentation result, an algorithm is proposed to estimate cardiac state. This is the first time that deals with both cardiac time-sequential LV segmentation problems and, robustly, estimates cardiac state. Rather than segmenting each frame separately, utilizing cardiac sequence information is more stable. The proposed method ensures an Intersection over Union (IoU) of 92.13%, which outperforms other classical deep learning algorithms.

Keywords: four-chamber view cardiac, recurrent neural network, image segmentation, left ventricle wall, cardiac state estimation


1. INTRODUCTION

The sequential segmentation of the left ventricle (LV) wall in a four-chamber view MRI image plays an important role in clinical disease diagnosis and physiological mechanism research works. Compared with a two-chamber view cardiac image, a four-chamber view image has distinctive advantages in cardiac assessment. For example, it is needed to compare the four chambers of cardiac in size and contractility to diagnose congenital heart disease (Copel et al., 1987); an LV sequence image can be used to evaluate the LV wall motion, which has been used to evaluate the risk of heart

failure (Konstam et al., 2011); Many studies have focused on the mechanisms of excitable tissue in cardiac based on the morphological feature of an LV wall (Constantino et al., 2010). Furthermore, a four-chamber view sequence is used to measure the relationship between left ventricular diastolic dysfunction and exercise intolerance in obese heart failure with preserving (Samuel et al., 2021), the cardiac state estimate is critical for the assessment of cardiac function and morphology. Thus, it is desired to propose a method to solve the sequential LV wall segmentation problem in a four-chamber view MRI image.


1.1. Challenges of LV Segmentation

However, the automatic segmentation of LV wall in four-chamber view MRI images is still a challenge, as shown in Figure 1, (1) the complex structure of four-chamber view MRI image makes it hard to separate LV wall with other tissues. Figure 1A also shows that, compared with the two-chamber view cardiac image, the influence of the right ventricle (RV) and right atrium makes it harder to segment the LV wall. The similarity in intensity and structure feature with RV wall also increased the difficulty of LV wall segmentation. (2) High segmentation accuracy is desired in clinical for wall motion evaluation. Figure 1B shows LV wall changes at contraction state and diastole state. The difference between neighbor frames is small, which needs high accuracy on distinguishing contraction state and diastole state. (3) Segmentation error evaluation problem. Figure 1C shows that, the error area and IoU of the two error detection illustration examples are the same; however, in sequential image processing progress, their effect on clinical evaluation is different and may lead to misdiagnosis. Thus, a method is needed to be proposed to deal with time-sequential cardiac images and to achieve both frame-wise and sequence-wise accuracy.


[image: Figure 1]
FIGURE 1. Challenges for four-chamber view MRI image segmentation. (A) The structure of the four-chamber view cardiac image is more complex than that of the two-chamber view. (B) The LV wall difference between frames caused by cardiac motion is small, thus high accuracy is needed. (C) Detection error with the same area but the different effect to its subsequent frames.




1.2. Related Works
 
1.2.1. Automated Cardiac Segmentation Methods

Unfortunately, there is no successful reported research work focusing on automatic sequential LV wall segmentation due to the challenges mentioned above. Most research studies focus on the assessment of LV sequence parameters (such as LV wall thickness, area, and so on) and the LV wall segmentation of a single frame. Recently, the deep learning method is widely used in medical image processing. An anatomically constrained neural network (ACNN) based cardiac image enhancement and segmentation method is proposed in Oktay et al. (2018). The method works well on MRI images. In most previous segmentation works (Tran, 2016; Oktay et al., 2018; Khened et al., 2019), each frame of the MRI sequence is processed independently. To achieve continuity of segmentation or quantification and take advantage of the sequence information, a correlation between different frame must be established. In the language generative deep learning method, sequence generate adversarial nets (SGAN) proposed in Yu et al. (2017) performs well in sequence processing and achieves a good result; however, this model can-not get a satisfactory result when it comes to sequence image segmentation.



1.2.2. Deep Learning Architectures for Medical Image Segmentation

In the context of medical image segmentation method, convolutional neural networks (CNN)-based works have shown great potential in recent studies (Renard et al., 2020). In methods (Avendi et al., 2016; Ngo et al., 2017; Kasinathan et al., 2019; Ma and Yang, 2020), CNN and traditional methods (such as level set method and deformable models) are combined to achieve good segmentation accuracy. Fully convolutional networks (FCN) (Long et al., 2015) and U-net (Ronneberger et al., 2015) have achieved remarkable success in the image segmentation problem. Compared with original U-net, attention modules combined U-net (Dong et al., 2018; Schlemper et al., 2019), self-guided attention U-net (Ashish and Jose, 2021) has resulted in enhanced models for pixel-wise segmentation tasks. Based on U-net, a recurrent convolutional neural network (RCNN) is proposed in Alom et al. (2018). The feature accumulation in RCNN ensures better feature representation for segmentation tasks. In Peng et al. (2020), a deep snake method is proposed to segment image by controlling the movement of object boundaries. In Xie et al. (2020), a PolarMask method is proposed and contour of instance in a polar coordinate is predicted. These two methods are good at segment instance with less concave property.



Recurrent Neural Network

Recurrent Neural Network (RNN) (Zaremba et al., 2014) is specialized in processing sequential data. Long short term memory (LSTM) cell (Greff et al., 2015) or gated recurrent unit (GRU) Cho et al. (2014) are combined in RNN to transfer information. Promising results have been achieved by RNN or RNN variants in speech processing (Karita et al., 2019; Li et al., 2019), text generation (Pawade et al., 2018; Yang et al., 2019), classification (Premkumar et al., 2020), and image processing (Yao et al., 2019; Zhou et al., 2020). RNN has been used in Xue et al. (2017) regional wall thicknesses of LV.

Convolutional networks, such as FCN and U-net, focus on the problem of single-frame image processing. Compared with other neural networks, RNN is good at dealing with sequential image processing problems. The cardiac in MRI sequence contracts and diastole continuously. To make the best of information between frames, we choose RNN to achieve the LV wall segmentation goal.




1.3. Contributions

We proposed a dense RNN method to deal with the challenges and overcome the shortage of existing methods mentioned above. The details of highlights are as follows:

1. (1) It is the first time that an RNN successfully deals with a time-sequential cardiac segmentation problem. Existing methods focus on single frame segmentation or difference slice sequential segmentation. In this article, the time-sequential frames belong to one slice of cardiac, but with different cardiac state, which is able to observe cardiac structure change. Rather than segment a single image, segment sequence takes advantage of the relationship between frames, which makes it better to solve the complex structures and wall motion problems.

2. (2) A dense RNN is proposed to improve the effectiveness of the information transmitted between LSTM cells and achieve frame-wise accuracy. In RNN, the first frame acquires no hidden information, but its LSTM output is transmitted to the rest of the frames and plays a most important role. The proposed dense RNN contains two RNNs. The first RNN aims at providing dense hidden information for the first LSTM cell in the second RNN. The second RNN receives the hidden information and generates the segmentation result. This not only contributes to improving the accuracy of the first image but also makes the output of the first LSTM cell contain more useful information. It is the same with the subsequent cells. Thus, frame-wise accuracy is improved.

3. (3) Based on the LV wall segmentation result, an algorithm is proposed to determine the cardiac state. The algorithm uses mean cardiac change difference instead of the difference between frames, which is more robust. As the change of neighbor frames is relatively small, we first calculate the difference between two neighbor frames and then use the mean difference to determine the cardiac state.

This article is organized as follows: first, the background of cardiac LV segmentation and the existing method are introduced; second, the proposed method will be illustrated; third, the experimental result will be analyzed.




2. METHOD

The proposed network mainly contains two RNNs. In this section, RNN is first introduced. And then, the proposed dense RNN is described.


2.1. Recurrent Neural Network

Recurrent neural network is good at dealing with sequential information. It consists of several LSTM cells. Each unit receives a hidden layer from the former cell, together with the current input, the output layer is generated.

The method of RNN is shown in Figure 2. Each LSTM cell receives information from the previous cell and transmits information to the next one. For an input image sequence x1, x2, …, xn, each xt input into an LSTM cell. In general, an LSTM cell contains an input gate that generates it, a forget gate that generates ft, and a memory vector ct. The relationship between these gates and the vector of LSTM can be denoted as follows:

[image: image]

where ht−1 is the hidden layer of the former cell and b is the bias factor.


[image: Figure 2]
FIGURE 2. Recurrent neural network (RNN) method illustration.


Then, the memory cell of LSTM can be calculated as follows:

[image: image]

where * is convolution transform. The output ot and the hidden layer to the next LSTM are given by the following :

[image: image]

To formulate the segmentation result of one input xt, the current cell receives hidden layer ht−1 and memory vector ct−1 from former cell. The forget gate selects information that should be abandoned. Combining ht−1 and current input xt, the input gate selects new information that should be kept and generates a new cell state. The output of one cell is generated by the current input and formerly hidden layer.



2.2. Dense RNN

As illustrated in section RNN and shown in Figure 2, an LSTM cell Li receives a hidden layer and memory cell from LSTM cell Li−1, together with input image xi, its segmentation image is generated. The first image in the sequence receives no information from the former cell. Thus, the accuracy of the first image is lower than the others. The hidden layer information and memory cell it flows to its following frames contain lower effective information.

To improve the accuracy of the first frame and make the information transmitted between frames more efficient, we propose an improved RNN. The proposed dense RNN is constituted by two RNNs. As shown in Figure 3, dense generator, main RNN (RNN2 in Figure 3) is used to generate segmentation results, while compensation RNN(RNN1 in Figure 3) provides compensation for the first LSTM cell in main RNN. With this compensation, the first frame acquires more information and makes the information flow in the main RNN more effective.


[image: Figure 3]
FIGURE 3. The framework of the proposed dense RNN.


The first LSTM cell plays an important role in RNN. Its output information transmits to the subsequent LSTM cells; however, the first LSTM receives no hidden information, which means h0 = 0. The only input information it deals is x1. In this proposed dense RNN, the input hidden layer of the first LSTM cell in RNN2 can be denoted as follows:

[image: image]

where [image: image] denote the output hidden layer of each LSTM in RNN1. The proposed dense RNN allows the network itself to choose the proper input hidden layer for the main RNN. The weight [image: image] in Equation 4 is trained by the network. With the weighted input hidden layer, the accuracy of the first frame is improved and the output of the first LSTM in the main RNN contains more useful information. In this way, the segmented accuracy of the subsequent frames is also improved.

The loss function is calculated by measuring the difference of ground truth and the output of the second RNN:

[image: image]

where yt is the ground truth of frame t and ŷt is the output of RNN2.



2.3. Cardiac State Estimation

The LV wall becomes thick during the contraction state and becomes thin during the diastole state. However, the change is not obvious for adjacent frames. In this article, we first calculate the difference between two adjacent frames as a reference. The difference of frame k and frame k+1 is defined by comparing the area of LV wall using Equation 6.

[image: image]

where Area(fk) is the LV wall segmentation result of the area of the kth frame. Then, the cardiac state is estimated by the following equation:

[image: image]

With the result of equation 7, sk(k+1) <0.5 means that the cardiac frame is in a state of diastole, or else it is in a state contraction. By using Equation 7, the incorrect estimation by only two adjacent frames was reduced.




3. EXPERIMENTAL RESULTS AND DISCUSSION


3.1. Dataset and Setting

The proposed method is tested using 137 groups of four-chamber view MRI cardiac images from 137 patients. Each group contains 18 continuous frames of the image, and every group contains frames of contraction and diastole cardiac states. The images are resized to 64 ×64. The ground truth of the LV wall is manually marked by doctors. We adopt 130 groups of images for training and the other 7 groups for testing. During training process, we use different frames as start frames to improve the robustness of the networks. The proposed network is implemented based on PyCharm and performed on NVIDIA Tesla P100.



3.2. Evaluation Metrics

The proposed method performs better than SeqGAN (Yu et al., 2017) and CNN method. The segmentation result is evaluated using the IoU factor. The IoU factor is obtained by [image: image], where S is the segmentation result and G is the ground truth. ∩ and ∪ is the action of intersection and union.



3.3. Generation Performance

Figure 4 shows the experimental result of the proposed method. The frames in this sequence are during a contraction state, and the LV wall changes from thin to thick. The mean IoU of these frames is 91.64%. Though the changes between frames are little, the segmentation result reflex the change of LV wall thickness. Figure 5 shows the segmentation result during cardiac diastole. It can be seen from Figures 4 to 5 that the proposed method can obtain accurate diastole and contraction cardiac LV wall.


[image: Figure 4]
FIGURE 4. Experimental result of the proposed method during cardiac contraction. Red points in segmentation result: undetected LV pixels. Green points in segmentation result: error-detected pixels.



[image: Figure 5]
FIGURE 5. Segmentation result of the proposed method during cardiac diastole.


Figure 4 also illustrated the cardiac state method. All the frames are in a period of contraction. The difference of adjacent frames d′ incorrect estimate two frames as diastole with value 1. After the mean value calculated by equation 7, the incorrect estimate is corrected.

Figure 6 shows the IoU of the proposed method and other methods at different training interactions. The proposed method reaches an IoU of 92.13%, while the RNN method without dense net gets a result of 38.92%. We also use Unet (Ronneberger et al., 2015), a classic CNN deep learning method in image segmentation, to segment the LV wall. After 2000 times of interactions, the IoU reaches 61.75%. Compared with the other method, the proposed method highly improved the mean sequential segmentation accuracy.


[image: Figure 6]
FIGURE 6. IoU at difference training interactions. _f: IoU of the first frame; _m: mean IoU of the sequence. For illustration propose, the line in this figure is filtered.


The dense compensation for an RNN proposed in this method greatly improved the accuracy of the first frame in the sequence. Thus, the proposed method makes the hidden information flow in different LSTM cells more effectively, and the mean IoU is improved. It can be seen from Figure 6, the NoDense curve, that although the mean IoU by NoDense network is increasing with the increasing interaction, the IoU of the first frame remains unsatisfied. Each frame in the image sequence needed to be segmented with a promising result. The proposed dense RNN in DL-GAN works improves the mean accuracy and also ensures the accuracy of each frame. It can be seen from the DL-GAN curve in Figure 6 that the IoU factor of the first frame increases along with the mean IoU of the sequence. The mean accuracy is increased by 55.21% than the NoDense network.




4. CONCLUSION

In this article, a dense RNN method is proposed to segment the LV wall in a sequential four-chamber view MRI image. With the dense RNN, the segmentation accuracy of each frame in the sequence is guaranteed, and the accuracy of the first frame is greatly improved. The network reaches an IoU of 92.13%, which indicates the proposed method has prospects in cardiac disease diagnosis and cardiac mechanism analysis.
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Reliable validated methods are necessary to verify the performance of diagnosis and therapy-assisted models in clinical practice. However, some validated results have research bias and may not reflect the results of real-world application. In addition, the conduct of clinical trials has executive risks for the indeterminate effectiveness of models and it is challenging to finish validated clinical trials of rare diseases. Real world data (RWD) can probably solve this problem. In our study, we collected RWD from 251 patients with a rare disease, childhood cataract (CC) and conducted a retrospective study to validate the CC surgical decision model. The consistency of the real surgical type and recommended surgical type was 94.16%. In the cataract extraction (CE) group, the model recommended the same surgical type for 84.48% of eyes, but the model advised conducting cataract extraction and primary intraocular lens implantation (CE + IOL) surgery in 15.52% of eyes, which was different from the real-world choices. In the CE + IOL group, the model recommended the same surgical type for 100% of eyes. The real-recommended matched rates were 94.22% in the eyes of bilateral patients and 90.38% in the eyes of unilateral patients. Our study is the first to apply RWD to complete a retrospective study evaluating a clinical model, and the results indicate the availability and feasibility of applying RWD in model validation and serve guidance for intelligent model evaluation for rare diseases.

Keywords: childhood cataract, real-world data, surgical type, model validation, rare disease


INTRODUCTION

The application of artificial intelligence (AI) in medicine has achieved significant progress in medical researches (Crea, 2020; Xiang et al., 2020; Mervis, 2021). In most reported studies, medical AI systems perform excellently in both internal and external validations (Lin et al., 2018; Gurovich et al., 2019; Topol, 2019; Yamashita et al., 2021). However, the performances of AI systems in real-world applications are below expectations with much lower accuracies than the reported results (Lin H. et al., 2019; Baylor et al., 2020; Lee et al., 2021). More valid and exact methods are necessary to verify the effectiveness of the real application of medical AI systems to translate AI into clinical practice more safely (Cabitza et al., 2020; Lin and Yu, 2020).

A real-world clinical study (RWCS) was carried out to assess AI performance in clinical practice (Johnston et al., 2019; Nagendran et al., 2020), which is more objective and close to real application. However, the conduct of RWCS has executive risks for the indeterminate effectiveness of AI systems, especially in diagnosis (Sinha et al., 2020; Zhang et al., 2020) and therapy assistance (Schurink et al., 2005; Skrede et al., 2020). In addition, the RWCS probably takes a long time to validate clinical models for rare diseases, as it is not possible to accumulate enough cases in a short term for intelligent system evaluation.

Real-world data (RWD) can probably solve the executive risks of RWCSs. RWD is from patient medical chart reviews and registries rather than conventional randomized controlled trials (Elliott et al., 2016; Goldstein et al., 2019), which has been acknowledged as more favorable and valuable for guiding medical decisions (Goulooze et al., 2020). Published study has achieved a surgical decision model for a rare disease, childhood cataract (CC) (Lin et D. al., 2019). In our study, we collected RWD from 251 patients with CC and conducted a retrospective study to validate the CC surgical decision model. Our study applied RWD to complete a “retrospective RWCS” for model evaluation for the first time, and the results indicate the availability and feasibility of the application of RWD in model validation and serve as a guidance for AI system evaluation for rare diseases.



MATERIALS AND METHODS

A retrospective study was conducted from December 2018 to June 2020 at the Zhongshan Ophthalmic Center (ZOC), Guangdong, China. The RWD was collected from a national project for CC treatment and research, the Childhood Cataract Program of the Chinese Ministry of Health (CCPMOH) (Lin et D. al., 2019). This study followed the tenets of the Declaration of Helsinki and was approved by the Institutional Review Board of the ZOC at Sun Yat-sen University (IRB-ZOC-SYSU).


RWD Collection

Only patients diagnosed with CC and registered in CCPMOH were enrolled. The inclusion criteria were as follows: patients registered at CCPMOH (1) who were under the age of 18 years; (2) who were diagnosed with CC in the first year after birth; (3) who had surgical treatment at ZOC; (4) who had complete medical data before and after surgical treatment; and (5) for whom written informed consent was obtained from the legal guardian. The exclusion criteria were as follows: patients (1) who were diagnosed with CC complicated with other ocular lesions; and (2) who were diagnosed with other ophthalmic diseases.

The RWD included sex, laterality, axial length, anterior photography, surgical age, surgical type, surgical laterality and other examination and therapy information. The surgical plans were all designed and performed by three cataract professors (Yizhi Liu, WC, and HL). The primary surgical types included cataract extraction (CE) and cataract extraction combined with intraocular lens implantation (CE + IOL). Posterior continuous curvilinear capsulorhexis and anterior vitrectomy surgical procedures were also performed in CC patients younger than 6 years old at the time of surgery. All CC patients were regularly followed up at 1 day, 1 week, 1 month, 3 months, and 6 months postoperatively. At each follow-up, the best corrected visual acuity (BCVA), ocular pressure (non-contact tonometer, TX-F, Canon, Tokyo, Japan), and anterior photography were collected. The children unable to cooperate with ocular pressure examination and anterior photography were sedated with 10% chloral hydrate (0.6–0.8 ml per kilogram, oral or clyster) and tested with a Tonopen contact electronic tonometer (Reichert Inc., United States) and a slit-lamp (BX900, HAAG-STRETT, Switzerland) to record the occurrence of postoperative complications.



CC Surgical Type Decision Model

The CC surgical type decision model was established based on the data of 2421 CC patients recruited over 10 years from 1 January 2005 to 31 December 2014 (Lin et D. al., 2019). The original research aimed to provide timings of CE and IOL implantation for CC patients based on large-scale clinical experience, and to serve as a guidance for ophthalmologists to make treatment strategies. The model aimed to help choose the surgical type between CE and CE + IOL for CC patients.
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Notes: Age in months; laterality: 1 for bilateral patients and 0 for unilateral patients; axial length in mm. Logit (P) ≥ 0.5 suggested CE; Logit (P) < 0.5 suggested CE + IOL. The model behaved well in the internal validation and obtained an AUC of 0.96 [95% confidence interval (CI): 0.94–0.97] and a Youden index of 0.86.



Model Evaluation

We input the collected RWD into the surgical model to assess the consistency of the real surgical type and model-recommended surgical type. In addition, we compared the endpoint BCVAs, and the rates of complications between the real-recommended matched patients and the unmatched patients.



RESULTS

A total of 398 eyes of 251 patients with CC were enrolled. In total, 139 patients were male, and 112 patients were female. The mean follow-up time was 10.87 months [standard deviation (SD): 6.26 months]. The characteristics of RWD are shown in Table 1. There were 100 patients undergoing CE and 151 patients undergoing CE + IOL. The mean ages at surgery were 10.71 and 59.52 months in the two groups, respectively. The average endpoint BCVAs at 3 months after surgery were 0.52 ± 0.29 and 0.30 ± 0.28 for the right eyes of bilateral patients and the diseased eyes of unilateral patients, respectively.


TABLE 1. The characteristics of real-world data of enrolled patients with CC.

[image: Table 1]
The consistency of the real surgical type and model-recommended surgical type was 94.16% (Figure 1). In the CE group, the model recommended the same surgical type for 84.48% of eyes. In 15.52% of eyes, the model advised conducting CE + IOL surgery, which was different from the real-world choices. In the CE + IOL group, the model recommended the same surgical type for 100% of eyes. The real-recommended matched rates were 94.22% in the eyes of bilateral patients and 90.38% in the eyes of unilateral patients.
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FIGURE 1. The consistency of the real surgical type and recommended surgical type. In the CE group, the model recommended the same surgical type for 84.48% of eyes; In the CE + IOL group, the model recommended the same surgical type for 100% of eyes; In the eyes of bilateral patients, the model recommended the same surgical type for 94.22% of eyes; In the eyes of unilateral patients, the model recommended the same surgical type for 90.38% of eyes. CE, cataract extraction; CE + IOL, cataract extraction combined with intraocular lens implantation.


There were 27 eyes of 20 patients (17 eyes of 10 bilateral patients and 10 eyes of 10 unilateral patients) in RWD not consistent with the recommended surgical types in the CE group. The mean age was 23.41 ± 17.82 months and the mean axial length was 22.05 ± 1.20 mm in the 27 unmatched eyes. The mean visual acuity was 0.13 at 3 months after surgery and no complications occurred, which was not significantly different from the matched eyes in the CE group.

In our research, the mean axial lengths were 19.04 ± 1.97 mm and 22.39 ± 2.04 mm in CE group and CE + IOL group, respectively, at baseline. The axial lengths of unilateral patients were longer than those of bilateral patients before 7 years of age. The healthy eyes of unilateral patients had longer axial lengths than the diseased eyes before 6 years old, and the axial lengths of the diseased eyes of unilateral patients became close to the healthy eyes after the age of 6 years (Figure 2). In the bilateral patients, the axial lengths became longer than those in the unilateral patients after 7 years of age.
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FIGURE 2. The axial lengths and growing fit lines of patients according to laterality. The axial lengths of unilateral patients were longer than those of bilateral patients before 7 years of age, and the axial lengths of bilateral patients became longer than those of unilateral patients after 7 years of age. The axial lengths of the healthy eyes of unilateral patients were longer than those of the diseased eyes before 6 years of age, and the axial lengths of the diseased eyes of unilateral patients became close to the healthy eyes of unilateral patients after 6 years of age.




DISCUSSION

Our study adopted RWD to validate the performance of real-world applications, which is a more efficient and objective method with lower risks. The consistency of the real surgical type and recommended surgical type was 94.16% in our study, which proved that the CC surgical decision model was reliable but still needed some improvement to obtain higher accuracy in real-world applications.

Childhood cataract is a rare disease with a mean morbidity of 4.24/10000 (Wu et al., 2016), and is a leading cause of childhood blindness (Lenhart et al., 2015). Surgery is the only effective treatment for most CC patients (Lim et al., 2017). However, the ocular structure of CC patients is abnormal and smaller than that of adults (Gopinath et al., 2013; Lin D. et al., 2016; Lin H. et al., 2016); consequently, CC surgery is difficult and challenging. On account of the rarity and exceptionality of CC patients, there is no consensus regarding the surgery time and surgery type for CC, which remain controversial worldwide. CCPMOH is a hospital-based national program with the largest clinical database of CC patients (Lin et al., 2015), based on data of 2421 patients from which, a ZOC team constructed a CC surgical decision model (Lin et D. al., 2019). The model can potentially serve as an objective basis for ophthalmologists to decide on surgical plans after more validations. Our study can further validate the real-world performance of the model, and ensure that it can be safely applied to clinical work.

In our study, we adopted the RWD of 398 eyes of 251 patients with CC. The consistency of the real surgical type and model-recommended surgical type was 94.16%, and the recommended surgical types for 27 eyes of 20 patients were not consistent with the real surgical types in the CE group. The 27 eyes had longer axial lengths at younger ages, and the model might recommend CE + IOL based on the data. However, in clinical work, considering that younger patients will have myopia shift and eye growth (Weakley et al., 2017; Liu et al., 2019) afterward and the high morbidity of postoperative complications (Kumar and Lambert, 2016), ophthalmologists usually choose CE surgery for young patients with long axial lengths. Aphakic patients can wear frame glasses and contact lenses to achieve necessary refractive correction before IOL implantation surgery (Russell et al., 2017). In addition, other ocular parameters, including anterior chamber depth and capsular size, can be included in the model to improve its accuracy and general applicability. As most IOLs are designed for adults and too large for children, severe deformities of the anterior and posterior capsula were observed in 30% of CC patients with IOL, which potentially led to IOL eccentricity and dislocation (Lin et D. al., 2019). The model with capsular-associated parameters may have a higher applied effectiveness.

In the unilateral patients, the axial lengths of diseased eyes were shorter than those of healthy eyes before 6 years of age and then the axial lengths of both eyes became closer. CC may lead to the developing suppression of the diseased eyes of unilateral patients at a younger age (Lin H. et al., 2016). After that, the diseased eyes may undergo rapid secondary development and approach the healthy eyes. The eyes of bilateral patients had a similar developing pattern to the diseased eyes of unilateral patients. The myopia shift of bilateral patients has a larger span (Liu et al., 2019), and most bilateral patients have longer axial lengths than both eyes of unilateral patients after myopia shift.

Rare diseases have a low morbidity of 0.5–1‰ (Europe, 2005; Haendel et al., 2020). It is usually difficult to conduct clinical control studies on rare diseases (Dong and Wang, 2016). The applications of RWD may solve the validation problems regarding medical models for rare diseases. The retrospective study we conducted achieved close-to-real and reliable test results based on RWD, which proved the feasibility and availability of our method. By collecting the RWD retrospectively from clinical centers, model validations can be efficiently accomplished. Compared to RWCS, our method has fewer executive risks for the indeterminacy of the real-world application of diagnosis and therapy assistance, which is safer and more generally accessible.



LIMITATIONS

Some limitations of our research should be considered. RWD from more clinical centers is necessary to prove the general applicability of the surgical decision model. In addition, longer follow-up would contribute to the assessment of model efficacy. Additionally, the model may include more parameters to make it more precise.



CONCLUSION

Our study has brought up a new method to validate the performance of medical assistant models. This is the first research to apply RWD to retrospectively evaluate a medical model and the results indicate the availability and feasibility of our new method, which may serve guidance for intelligent model evaluation for rare diseases.
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Subretinal fluid (SRF) can lead to irreversible visual loss in patients with central serous chorioretinopathy (CSC) if not absorbed in time. Early detection and intervention of SRF can help improve visual prognosis and reduce irreversible damage to the retina. As fundus image is the most commonly used and easily obtained examination for patients with CSC, the purpose of our research is to investigate whether and to what extent SRF depicted on fundus images can be assessed using deep learning technology. In this study, we developed a cascaded deep learning system based on fundus image for automated SRF detection and macula-on/off serous retinal detachment discerning. The performance of our system is reliable, and its accuracy of SRF detection is higher than that of experienced retinal specialists. In addition, the system can automatically indicate whether the SRF progression involves the macula to provide guidance of urgency for patients. The implementation of our deep learning system could effectively reduce the extent of vision impairment resulting from SRF in patients with CSC by providing timely identification and referral.
Keywords: deep learning, central serous chorioretinopathy, subretinal fluid, serous retinal detachment, fundus image
INTRODUCTION
As the fourth most common nonsurgical retinopathy, central serous chorioretinopathy (CSC) is an idiopathic ophthalmopathy in which the neurosensory retina is often detached in the central macular region due to serous leakage from defects of the retinal pigment epithelium, causing a condition where fluid accumulates under the retina and thus causes a visual impairment (Wang et al., 2008; Manayath et al., 2018). In Western countries, such as the United States, a population-based study reported that annual age-adjusted incidences of CSC from 1980 to 2002 were 9.9 and 1.7 per 100,000 in men and women, respectively, in a predominantly Caucasian population (van Rijssen et al., 2019). In Eastern countries, however, pachychoroid diseases, such as CSC and polypoidal choroidal vasculopathy, have been considered to be more prevalent than in Caucasian populations (Wong et al., 2016; van Rijssen et al., 2019). Although CSC often causes irreversible visual disability in its later stage, the early diagnosis and timely and proper treatment, such as photodynamic therapy and other laser therapies, can improve the rate of complete absorption of subretinal fluid (SRF) and lead to a satisfactory prognosis of CSC (van Rijssen et al., 2019).
However, identifying all the serous retinal detachments (SRDs) at an early stage remains challenging, as a low volume of SRF often exists asymptomatically and leads to atrophy of the outer layers of the retina (Wong et al., 2016; Xu et al., 2020). Fundus fluorescein angiography (FFA) and optical coherence tomography (OCT) are more sensitive examinations for detecting CSC in clinical work. However, these imaging methods are still not widely available and expensive, especially in some less developed countries and regions (Daruich et al., 2015; Manayath et al., 2018; Zhen et al., 2020). In addition, FFA, as an invasive examination, sometimes leads to severe allergic reactions such as nausea and shock caused by fluorescent dye, which is not suitable for routine detection of SRD (Soomro et al., 2018; He et al., 2020). In the past, there have been some efforts on assessing CSC based on FFA and OCT (Narendra Rao et al., 2019; Zhen et al., 2020); however, considering the clinical practicality, a fundus photograph is the best imaging manner to routinely detect status and severity of patients with CSC. Unfortunately, it is not easy, even for experienced ophthalmologists, to reliably identify CSC on fundus photography. If a computer tool is available to automatically assess the status and severity of patients with CSC using a fundus photograph, an ophthalmologist can perform a timely intervention to avoid the possibility of severe poor prognosis. Consequently, it is essential to develop an intelligent screening approach to detect SRF at an early stage of CSC.
In addition to the presence or absence of SRF, the location of SRF is also a major factor affecting prognosis and treatment (Daruich et al., 2015; Manayath et al., 2018). The presence of macula-on SRF is a potential indicator of the urgency of intervention and the central visual prognosis after treatment, indicating that the macula-on SRF patient needs a more urgent intervention than those with macula-off SRF (Mrejen et al., 2019; Yu et al., 2019). Therefore, to assess the patient’s condition in more detail, we aimed to develop and evaluate a cascaded artificial intelligence (AI) system for detecting SRF and discerning the macular status in patients with CSC based on the fundus photograph.
MATERIALS AND METHODS
To develop the cascaded AI system, a total of 12,532 fundus photographs were retrospectively obtained from CSC patients presenting for retinopathy examinations or undergoing a routine ophthalmic health evaluation between February 2015 and January 2020 at the Zhongshan Ophthalmic Center (ZOC) using Zerss (FF-450plus), Topcon (TRC−NW8), and Newvision (RetiCam3100) fundus cameras with 30 or 50° fields of view. For each patient with CSC enrolled, we have both fundus photographs and their corresponding OCT images. We used the OCT images to determine the presence or absence of SRF (Figure 1). An experienced retinal specialist (Chenjin Jin) was responsible for reviewing OCT examinations. All privacy information was removed, and all images were deidentified before transfer to research investigators. Our ethics committee ruled that written informed consent was not required because of the retrospective nature of our study and all the images were fully anonymized. This study was approved by the Institutional Review Board of ZOC, Sun Yat-sen University, and adhered to the tenets of the Declaration of Helsinki.
[image: Figure 1]FIGURE 1 | Fundus image examples with OCT-verified CSC. Examples of three CSC states: non-SRD on the panel (A); macula-on SRD on the panel (B); and macula-off SRD in the panel (C). 
Image Classification and the Reference Standard
According to OCT images, all fundus photographs were classified into SRD and non-SRD. Then, we further classified SRD images into macula-on SRD and macula-off SRD according to whether SRF extended to involve the fovea within 300 microns. Image quality was defined as follows: 1) high quality referred to images without any problems; 2) relatively high quality referred to images with slight deficiencies in focus, illumination, or topo-artifacts, but the region of optic disc and macula could still be identified completely; 3) medium quality referred to images with an obscured view of the image (smaller than one-third of the image), but part of the SRD region could still be identified, and the region of the optic disc and the macula could be identified; 4) poor quality referred to images that were insufficient for any interpretation (an obscured area over one-third of the image), or the region of the optic disc and the macula could not be identified. To ensure the accuracy of image classification, all anonymous fundus photographs were classified separately by three board-certified retinal specialists with at least 5 years of clinical experience (Zhongwen Li, Fabao Xu, and Longhui Li). Any disagreement was arbitrated by another senior retinal specialist with more than 30 years of clinical experience (Chenjin Jin). Figure 2 illustrates the workflow of the study.
[image: Figure 2]FIGURE 2 | Overall Study Workflow. Workflow of developing deep learning systems for identifying SRD and discerning macula-on/off SRD based on fundus images. SRD, serous retinal detachment; CSC, central serous chorioretinopathy.
Data Preprocessing and Augmentation
The image data were standardized and normalized before deep learning model training. Firstly, all the images were resized to 512 × 512 pixels, where each pixel value was further rescaled to the range of 0–1. Secondly, to build deep learning models adapting different kinds of variations in fundus images, three data augmentation operations were deployed to expand our image datasets artificially, including random rotation (at the angle of 90, 180, and 270°, respectively), cropping (512 × 512 to 320 × 320, and then resize back to 512 × 512), and flipping.
Deep Learning System Development
To effectively detect SRD and discern macular status by fundus images, a cascaded architecture of convolutional neural networks (CNNs) was deployed. To be specific, cascaded systems have two separate CNN models. The model in the first stage focuses on the early identification of SRD by fundus images, whereas the model in the second stage focuses on further classifying SRD images into macula-on SRD or macula-off SRD (shown in Figure 3).
[image: Figure 3]FIGURE 3 | Framework of cascaded deep learning system and its corresponding clinical application. CSC often has a halo-like appearance in macula regions due to SRD. Top left, A fundus image of a normal subject without SRD; Top middle, A fundus image of a patient with SRD at macula; Top right, A fundus image of a patient with SRD away from macula (circled in yellow). SRD, serous retinal detachment; CSC, central serous chorioretinopathy.
Two models were trained separately using a state-of-the-art CNN model, EfficientNet-B0 (Zhao et al., 2020). EfficientNet is a powerful CNN model proposed by Google in recent years, which can automatically scale network height, width, and resolution to achieve an efficient classification effect. To train the first model, all the fundus images collected were used with labels of SRD or non-SRD. As for the second model, the SRD images were used with labels of macula-on SRD or macula-off SRD. To make models more reliable, a whole data set was randomly divided into three non-overlapping subsets, namely, training set, validation set, and testing set. The training set was used to produce candidate models; the validation set was used to assess these models and help determine the optimal ones as the final applied models. The final models were then evaluated using the testing set. We performed image standardization before deep feature learning, and data augmentation was applied to increase the diversity of the dataset and thus reduce the chance of overfitting. The implementation and training details of the models are as follows. Firstly, transfer learning from the pretrained EfficientNet-B0 was adopted to improve the training effect. Secondly, we use the focal loss as loss functions of the two EffecientNet models considering that the sample sizes for different classes are unbalanced. As is universally acknowledged, the focal loss function is specially designed for training problems with class imbalance. Therefore, the models can pay more attention to the samples in the minority class in the training process. To be concrete, we set the alpha parameter in the focal loss function to be 0.5 in both models. Lastly, we use Adam as the optimizer in training EfficientNet and set the learning rate to be 0.003, the learning rate decay factor as 0.99, the total number of epochs to be 50, and the batch size to be 16.
Model Evaluation
We evaluated the performance of the developed AI system using the independent testing data set, among which no image was involved in the training set. We accessed nonparametric receiver operating characteristic analysis on the testing data set and calculated the 95% confidence intervals. The sensitivity, specificity, and accuracy of the systems for detecting SRD and discerning the macular status were also computed. We asked three retinal specialists (Cong Li, Hongkun Zhao, and Lijun Zhou) who had 3, 5, and 10 years of experience, respectively, to independently assess CSC status in the testing data. Then, we compared their performance with the deep learning models.
RESULTS
Demographic Characteristics
As shown in Figure 1, 12,532 fundus photographs from 568 CSC patients (mean age 45.23 ± 7.45 years; range, 31–72 years) and 4,126 subjects (mean age 46.41 ± 8.84 years; range, 12–78 years) presenting for retinopathy examinations or undergoing a routine ophthalmic health evaluation were labeled for SRD or non-SRD. In the quality control phase, 1,974 poor-quality images of 51 CSC patients and 1,028 normal subjects were deleted due to the opacity of the refractive media or artifacts (e.g., images without decipherable optic disc or fovea, arc defects over one-third of the area, dust spots on the optic disc and/or fovea, or images with incorrect focus). The first AI system designed to identify SRD was developed using 10,558 fundus photographs, 1,183 of which were classified as SRD, whereas the remaining 9,375 images were classified as non-SRD. All eligible images were randomly divided into three sets in a patient-level (no overlapping patients), with 60% (6,398 images) as a training set, 20% (2,109 images) as a validation set, and 20% (2051 images) as a test set. Then, the second AI system was developed using 1,183 SRD images to discern macula-off SRD from macula-on SRD, with 60% (750 images) as a training set, 20% (237 images) as a validation set, and 20% (196 images) as a test set. The functions of the two AI systems are shown in Figure 3. The numbers of labels and demographic data in the training, validation, and test sets are shown in Table 1.
TABLE 1 | Patient demographics.
[image: Table 1]Performance of Deep Learning Models
The performance of the AI models and general ophthalmologists to detect SRD and discern the macular status is shown in Table 2. For SRD detection, the retinal specialist 1 with 3 years of experience had a sensitivity of 59.7% and a specificity of 66.7%, the retinal specialist 2 with 5 years of experience had a sensitivity of 63.7% and a specificity of 71.1%, and the retinal specialist 3 with 10 years of experience had a sensitivity of 65.6% and a specificity of 75.6%, whereas the first AI model had a sensitivity of 92.1% and a specificity of 92.0% (Figures 4A–C) with an area under the curve (AUC) of 0.961 (Figure 5A).
TABLE 2 | Performance of the AI systems vs. general ophthalmologists in the test sets.
[image: Table 2][image: Figure 4]FIGURE 4 | Performance of deep learning models vs. retinal specialists in test set. Summary of classification results by deep learning models and three retinal specialists on testing data set. (A–C) Identification performance of SRD; (D–F) Discern performance of macula-on SRD. Retinal specialist 1 with 3 years of working experience at a physical examination center; retinal specialist 2 with 5 years of working experience at a physical examination center; retinal specialist 3 with 10 years of working experience at a physical examination center.
[image: Figure 5]FIGURE 5 | The receiver operating characteristic curve of the deep learning models for evaluating CSC depicted on fundus images, compared with retinal specialists’ performance. (A) Detection performance of SRD; (B) Detection performance of macula-on SRD. AUC area under the receiver operating characteristic curve; Retinal specialist 1, 3 years of working experience; retinal specialist 2, 5 years of working experience; retinal specialist 3, 10 years of working experience.
For discerning macula-on SRD from macula-off SRD, the retinal specialist 1 with 3 years of experience had a sensitivity of 74.4% and a specificity of 33.3%, the retinal specialist 2 with 5 years of experience had a sensitivity of 76.0% and a specificity of 42.9%, and the retinal specialist 3 with 10 years of experience had a sensitivity of 77.3% and a specificity of 47.6%, whereas the second AI model had a sensitivity of 92.3% and a specificity of 82.0% (Figures 4D–F) with an AUC of 0.910 (Figure 5B).
DISCUSSION
In this study, we developed a cascaded deep learning system containing two models based on 11,087 fundus images and verified its feasibility. The first deep learning model was used to identify SRD and showed robust performance (AUC 0.961, a sensitivity of 92.1%, and a specificity of 92.0%). The second model used to discern macula-on SRD from macula-off SRD also exhibited ideal performance (AUC 0.910, a sensitivity of 92.3%, and a specificity of 82.0%). The deep learning models performed better than the retinal specialists in both tasks. These results validate that our deep learning models provide an objective SRD detection with high accuracy and efficiency in patients with CSC, while also precisely determining whether the macula is involved. Overall, the intelligent system achieved a better performance in classification, demonstrating the potential of the deep learning technology in evaluating CSC based on fundus photography.
As shown, the specificities of both deep learning models were higher than those of the retinal specialists (Table 2). As high sensitivity and specificity are a prerequisite for a screening tool and can reduce the workload and medical costs by avoiding the need for further examinations of evidently normal eyes. High-dose hormone shock therapy and long-term maintenance dose corticosteroids intake often lead to secondary CSC (Tsai et al., 2014; Daruich et al., 2015; Manayath et al., 2018), so this system can be used to screen CSC as a part of the ophthalmic routine evaluations in common corticosteroids therapy departments, such as endocrinology, gastroenterology, and rheumatology, that were lacking ophthalmologists or be deployed in hospitals with a large number of patients to assist ophthalmologists. Advances in OCT have enabled observation of the SRD, but not all hospitals and clinics possess OCT devices, especially in developing countries. If SRDs of patients with CSC could be detected by deep learning models with a fundus image instead of an OCT device, we could detect the status of patients more conveniently at a lower cost. Besides, the models could be used to alert patients to the emergency of SRD.
There have been a number of deep learning architectures developed for fundus disease evaluation, and they can be largely grouped into three different categories based on their objectives, including screening (Gulshan et al., 2016; Voets et al., 2019), prognosis prediction (Poplin et al., 2018), and computer-assisted system for diagnosis and treatment (Khojasteh et al., 2018; Shankaranarayana et al., 2019). AI is playing an increasingly important role in medical activities, such as diabetes screening systems, which has begun to serve ophthalmic health evaluations in physical examination centers or community hospitals lacking ophthalmologists, or be deployed in hospitals with a large number of patients for ophthalmologists’ assistance (Ting et al., 2017; Ting et al., 2019). Previously, Narendra Rao et al. (2019) reported a deep learning-based system for automatic detection and segmentation of sub-retinal fluid in CSC by OCT images. However, limited work has been dedicated to identifying CSC using color fundus. Compared with their study, the system developed in our study can detect SRDs based on fundus images and evaluate the emergency of CSC, which is more conformed to clinical application. The availability of such a tool could be helpful to ophthalmologists as a second eye to timely and accurately detect CSC with the wide-applied and noninvasive color fundus photography. In particular, it may reduce unnecessary fluorescein angiography and/or OCT examinations, which may involve adverse effects or additional cost and often not be available in developing areas.
Several limitations exist in this study. First, all follow-up data for a patient at different times were included, the variety and the number of the images were limited, and all these images were acquired from a single institution. We expect that the performance may significantly improve when using a large, diverse data set for training the deep learning network and dedicating additional effort to optimize the training parameters. Second, we did not verify whether, and to what extent, different fundus camera equipment may affect CSC assessment. It is well known that the standardization of train data remains a key point to the development of AI, such as image scope, light exposure, focus, and sharpness. Finally, the training set and test set did not distinguish between acute and chronic CSCs due to a lack of reference standards (Manayath et al., 2018). Despite the importance of defining a recognized classification system for CSC, no consensus has been reached so far. CSC is commonly divided into two categories based on the duration of symptoms (6 months), acute and chronic CSCs (Manayath et al., 2018). However, many of the enrolled patients were followed for more than 6 months, but their imaging findings may not change obviously before or after this demarcation line. Therefore, we did not conduct a subgroup analysis of acute and chronic CSCs in this study.
In conclusion, the present study verifies that our robust cascaded deep learning system can be applied to detect SRF and discern macula status efficiently in patients with CSC. Furthermore, our deep learning system provides a template to patients with fundus diseases, which are characterized by SRF progression. Due to the convenience and versatility of fundus images, a future effort is desirable to make it available to the clinical practice for initial CSC screening in common therapy departments and CSC follow-up departments. Prospective clinical studies to evaluate the cost-effectiveness and the performance of this system in real-world settings are needed.
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The image size is 64 x 64. AMD stands for the FPS test on AMD CPU (R5-3600),
Intel stands for the FPS test on an Intel CPU (17-8750H), 2060Super stands for the
FPS test in the GPU environment on a 2060Super graphics card, and 1060 stands
for FPS test in the GPU environment on an RTX1060 graphics card.
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the AMD platform (R5-3600), Inter represents the FPS test on the CPU of Intel
platform (17-8750H), 2060Super represents the FPS test in the GPU environment
of the 2060Super graphics card, and 1060 represents the FPS test in the GPU
environment of the RTX1060 graphics card.
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Retinal specialist 1 0.744 (0.701, 0.787) 0333 (0.287, 0.379) 0.725 (0.681, 0.769)
Retinal specialist 2 0.760 (0.718, 0.802) 0.429 (0.380, 0.478) 0.743 (0.700, 0.786)
Retinal specialist 3 0773 (0.732, 0.814) 0.476 (0.427, 0.525) 0.758 (0.716, 0.800)

Al, artificial intelligence. Ophthalmologist 1 with 3 years of working experience at a physical examination center; ophthalmologist 2 with 5 years of working experience at a physical
examination center- ophthalmologist 3 with 10 years of working experiance at a physical examination center. Cl. confidence intervel,
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Patients (n)

images (SRF label)

Age (years)

Males (%)

Train set (SRF label)
Validation set (SRF label)
Test set (SRF label)

CSC, central serous chorioretinopathy.

CSC group
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1,208
1,207
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Characteristics CE group CE + IOL
Number 100 151
Male/Female 47/53 92/59

Age (month) 10.71 £+ 13.455 59.52 + 32.325
Bilateral/Unilateral 74/26 73/78
Eyes 174 224

Axial length (mm) 19.04 + 1.97 22.39 £+ 2.04
Endpoint BCVA (snellen) 0.10 +£0.07 0.45 +0.30
Ocular hypertension 6/174 6/224
PCO 5/174 17224

CE, cataract extraction; CE + IOL, cataract extraction combined with intraocular
lens implantation; CC, childhood cataract; BCVA, best corrected visual acuity;

PCO, posterior capsule opacification.
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Classify PAC-AS system AS system PAC system
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Note “++” means that most of them are removed; “+” means part is removed. *-”
means difficult to remove.
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Number Reinforcer Water penetration Refractory Effluent COD COD removal rate MLVSS (g/L) Us (kg/kg-d) Dissolved

COD (mg/L) substance COD (mg/L) of refractory oxygen (mg/L)
(mg/L) substances (%)
1 20% 456.33 387.01 48.36 88.01 2.6 0.55 2.1
glucose + 0.25 mg/L
Fed+
2 20% rice washing 458.01 379.05 25.58 93.14 24 0.52 2.8
water + 0.25 mg/L
Fed+

3 Contrast 389.36 381.25 55.33 86.33 1.7 0.56 2.4
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Evaluating indicator Proportion of training data SVM PCA_SVM GA_SVM GS_SVM PSO_SVM GSP_SVM

Precision 50% 0.9853 0.9417 0.9906 0.9804 0.9450 0.9716
60% 0.9695 0.9519 0.9708 0.9711 0.9586 0.9818
70% 0.9841 0.9697 0.9853 0.9924 0.9927 0.9699
80% 0.9878 0.9667 0.9865 0.9667 0.9778 1.0000
90% 0.9773 0.9524 0.9722 0.9778 0.9778 1.0000
Recall 50% 0.9526 0.9713 0.9251 0.9524 0.9810 0.9716
60% 0.9578 0.9700 0.9595 0.9711 0.9701 0.9759
70% 0.9612 0.9771 0.9710 0.9489 0.9577 0.9847
80% 0.9529 0.9667 0.9359 0.9886 0.9670 0.9655
90% 0.9556 0.9756 0.9722 0.9565 0.9778 0.9762
G 50% 1.0009 0.9061 1.0214 0.9934 0.9172 0.9677
60% 0.9740 0.9112 0.9698 0.9640 0.9483 0.9839
70% 0.9928 0.9562 0.9841 1.0112 1.0053 0.9525
80% 1.0039 0.9508 1.0159 0.9429 0.9717 1.0177
90% 0.9785 0.9374 0.9825 0.9760 0.9673 1.0121
F-measure 50% 0.9687 0.9611 0.9567 0.9662 0.9626 0.9716
60% 0.9636 0.9648 0.9651 0.9711 0.9643 0.9789
70% 0.9725 0.9734 0.9781 0.9701 0.9749 0.9773
80% 0.9701 0.9667 0.9605 0.9775 0.9724 0.9825
90% 0.9663 0.9639 0.9722 0.9670 0.9778 0.9880
MCC 50% 0.9209 0.8933 0.8828 0.9146 0.9008 0.9254
60% 0.9082 0.8921 0.9058 0.9211 0.9073 0.9463
70% 0.9273 0.9252 0.9336 0.9150 0.9222 0.9358
80% 0.9226 0.9014 0.9122 0.9355 0.9176 0.9538
90% 0.9030 0.9077 0.9410 0.9009 0.9343 0.9696
AUC 50% 0.9707 0.9652 0.9561 0.9695 0.9681 0.9708
60% 0.9592 0.9761 0.9688 0.9705 0.9652 0.9865
70% 0.9737 0.9648 0.9758 0.9573 0.9752 0.9782
80% 0.9812 0.9708 0.9651 0.9711 0.9731 0.9864
90% 0.9729 0.9512 0.9679 0.9605 0.9720 0.9890

Bolded values represent the optimal values obtained by the algorithm for the evaluation metrics on this training set.
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0.8478
0.8455
0.9157
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0.9630
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0.8455
0.9157
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0.9630
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0.9157
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0.1522
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0.0843
0.0370
0.7533
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0.8602
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0.9363
0.7358
0.7264
0.8478
0.8110
0.9290

PSO_SVM

0.8261
0.8273
0.8193
0.9455
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0.8261
0.8273
0.8193
0.9455
0.8889
0.8261
0.8273
0.8193
0.9455
0.8889
0.8261
0.8273
0.8193
0.9455
0.8889
0.1739
0.1727
0.1807
0.1807
0.1111
0.7205
0.7149
0.7107
0.9127
0.8273
0.7006
0.6987
0.6901
0.8978
0.8008

GSP_SVM

0.8957
0.9527
0.9639
0.9636
0.9852
0.8957
0.9527
0.9639
0.9636
0.9852
0.8957
0.9527
0.9639
0.9636
0.9852
0.8957
0.9527
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0.9852
0.1043
0.0473
0.0361
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0.0148
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0.9255
0.9434
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0.8145
0.9111
0.9348
0.9340
0.9716
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0.9619
0.9560
0.9657
0.9630
0.9559
0.9605

PCA_SVM

0.9501
0.9524
0.9657
0.9559
0.9559
0.9560

GA_SVM

0.9443
0.9560
0.9706
0.9559
0.9706
0.9595

GS_SVM

0.9589
0.9634
0.9608
0.9706
0.9559
0.9619

PSO_SVM

0.9531
0.9560
0.9657
0.9632
0.9706
0.9617

GSP_SVM

0.9648
0.9744
0.9706
0.9779
0.9853
0.9746

Bolded values represent the optimal values obtained by the algorithm for the evaluation metrics on this training set.
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Intervention strategy

(ii) Advanced functional biomaterials

Examples

References

Novel flexible and biocompatible
polymers

SMPs

Micro-electro-mechanical systems
(MEMS) polymer materials

CP coatings
Hydrogels

Zwitterionic hydrogels

Extended overview

Polypyrrole microactuators

Hydrogel core of bacterial cellulose and
conductive polymer shell layer of PEDOT

PEG-RGD hydrogels

Extended overview

Bioinspired cellulose nanocomposites
Thiol-ene based softening substrates
Polyimide

Parylene C

PDMS

Extended overview

Alginate hydrogels

PEG-containing hydrogels

PEG-maleimide hydrogel coatings
Poly(SB) hydrogels

PEDOT:PSS/alginate conductive hydrogels
Conducting PEDOT/PDMAAp hydrogels
PHEMA hydrogels

Conducting hydrogels with biomolecules

SWNT-PPy/PEGDA composite hydrogels
Chemically-modified alginate microspheres
Phosphorylcholine polymer
PVA/P(AM-co-SBMA) polyelectrolyte
Poly(carboxybetaine) and pCBMA

Phosphorylcholine self-assembled
monolayers

Poly(sulfobetaine) and pSBMA

Zwitterionic hydrogels with bioactive
materials

Reviewed in Ordonez (2012); Ware et al. (2013), Boddupalli et al. (2016), and
Fekete and Pongracz (2017)

Svennersten et al., 2011
Chenetal., 2017

Blakney et al., 2012
Reviewed in Ware et al. (2013)
Nguyen et al., 2014
Arreaga-Salas et al., 2015

Reviewed in Kozai (2018)

Lago et al., 2007; Garde et al., 2009; Mercanzini et al., 2010; Chang et al., 2013;
Hassler et al., 2016; Oddo et al., 2016; Boehler et al., 2017; Delgado-Martinez
etal., 2017; Wurth et al., 2017; de la Oliva et al., 2018b,c; Ji et al., 2018; Kang
et al., 2019; Lee et al., 2019; Rombaut et al., 2019

Reviewed in Fekete and Pongracz (2017)
Ziegler et al., 2006; Sohal et al., 2014; Xie et al., 2014; Lecomte et al., 2017;
Mueller et al., 2017; de la Oliva et al., 2018a,b; Vitale et al., 2018; Kang et al., 2019

Blau et al., 2011; Gao et al., 2013; Guo et al., 2014; Minev et al., 2015;
Chatzimichail et al., 2018; Kumar et al., 2020

Reviewed in Aregueta-Robles et al. (2014) and Balint et al. (2014)
Reviewed in Lee and Mooney (2012)

Spencer et al., 2017; Zhang et al., 2017

Gutowski et al., 2015

Smith et al., 2012

Ferlauto et al., 2018

Kleber et al., 2017, 2019

Jhaveri et al., 2009; Castagnola et al., 2016; Zhang et al., 2017

Reviewed in Aregueta-Robles et al. (2014) and Lotti et al. (2017)
Green et al., 2012; Mario Cheong et al., 2014; Chen et al., 2017; Staples et al.,
2018

Xiao et al., 2012

Vegas et al., 2016; Bochenek et al., 2018

Yesilyurt et al., 2017

Diao et al., 2019

Jiang and Cao, 2010; Carr et al., 2011; Zhang et al., 2013; Trel'Ova et al., 2019
Chen et al., 2005

Reviewed in Sin et al. (2014a)
Jiang and Cao, 2010; Sin et al., 2014b; Hu et al., 2015; Wu et al., 2018

Reviewed in Von Der Mark et al. (2010)

SMPs, shape memory polymers; RGD, Arg-Gly-Asp motif; MEMSs, micro-electro-mechanical systems; PDMS, poly(dimethylsiloxane); CPs, conductive polymers;
PEG, polyethylene glycol; Poly(SB), polymeric sulfobetaine; PEDOT.PSS, poly(3,4-ethylenedioxythiophene):Polystyrene sulfonate; PEDOT/PDMAAp, poly(3,4-
ethylenedioxythiophene)/poly(dimethylacrylamide-co-4-methacryloyloxy benzophenone-co-4-styrenesulfonate; PHEMA: poly(2-hydroxyethyl methacrylate); SWNT-
PPy/PEGDA, single-walled carbon nanotubes-polypyrrole/poly(ethylene glycol) diacrylate; PVA/P(AM-co-SBMA), polyvinyl alcohol/acrylamide and sulfobetaine methacry-
late copolymer; pCBMA, poly(carboxybetaine methacrylate); pSBMA, poly(sulfobetaine methacrylate). References: except were specifically indicated as ‘Reviewed in,’ all

others are research articles.
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(iii) Interface-microenvironment interaction

Intervention strategy

Examples

References

Targeted drug delivery systems
Anti-inflammatory drugs

Anti-fibrotic drugs

Tissue engineering strategies
for targeted drug release

Extended overview
Dexamethasone

IL-1Ra

Ibuprofen

Clodronate liposomes
Diclofenac

RGD cell adhesion ligands on glass and
PEG surfaces

Functionalization of PEG surfaces with
human self-peptides

Extended overview
Targeted silencing of CTGF via siRNAs-,

miRNAs- and nanoparticle-based silencing

CSF1R inhibition
Extended overview

Human self-peptides

Conductive polymer films
Electrically-responsive microfibers
Milliscale dynamic soft reservoir (DSR)
Embedded microfluidic channels

Hydrogel coating (e.g., pHEMA,
PEG-maleimide, PVA-heparin)
CNTs nanoreserviors

Electronic ion pumps

Microencapsulation
Nanoparticle-based delivery

Electrically controlled drug delivery from

graphene oxide nanocomposite film of PPy

Reviewed in Cai and Xu (2011)

Reviewed in Lotti et al. (2017) and Zeglio et al. (2019)

Spataro et al., 2005; Kim and Martin, 2006; Wadhwa et al., 2006; Mercanzini et al.,
2010; Luo et al., 2011; Weaver et al., 2014; Alba et al., 2015; Boehler et al., 2017; de la
Oliva et al., 2018b, 2019; Kleber et al., 2019

Gutowski et al., 2015)
de la Oliva et al., 2018b
de la Oliva et al., 2018b

Reviewed in Zeglio et al. (2019)
Chen et al., 2017

Reviewed in Zeglio et al. (2019)
Anderson et al., 1999; Lynn et al., 2011; Blakney et al., 2012

Reviewed in Lotti et al. (2017)
Kim et al., 2014

Reviewed in Lotti et al. (2017)

Reviewed in Leask et al. (2002); Wu et al. (2008), Miele et al. (2012); Gori et al. (2015),
Salazar-Montes et al. (2015); Omar et al. (2016), Surendran et al. (2017), and Saeed
etal. (2018)

Xiao et al., 2014; Yu et al., 2020

Doloff et al., 2017

Reviewed in Ratner (2002); Drury and Mooney (2003), Knop et al. (2010); Balint et al.
(2014), Gori et al. (2015); Lam et al. (2015), Salazar-Montes et al. (2015), and Zeglio
etal. (2019)

Rodriguez et al., 2013

Wadhwa et al., 2006; Mario Cheong et al., 2014; Loffler et al., 2016
Chenetal., 2017

Dolan, 2019

Metz et al., 2004; Retterer et al., 2004; Ziegler et al., 2006; Gao et al., 2013; Takehara
et al., 2014; Minev et al., 2015; Elyahoodayan et al., 2020

Jhaveri et al., 2009; Mario Cheong et al., 2014; Gutowski et al., 2015

Luo et al., 2011

Isaksson et al., 2007; Simon et al., 2009; Jonsson et al., 2015; Uguz et al., 2017;
Proctor et al., 2018

Campioni et al., 1998

Reviewed in Wu et al. (2008); Cai and Xu (2011), Miele et al. (2012); Surendran et al.
(2017), and Saeed et al. (2018)

Kim and Martin, 2006; Xiao et al., 2014; Hosseini-Nassab et al., 2017; Yu et al., 2020
Weaver et al., 2014

IL-1Ra, interleukin-1 receptor antagonist; RGD, Arg-Gly-Asp motif; PEG, polyethylene glycol; CTGF, connective tissue growth factor; siRNAs, small interfering RNAS;
miRNAs, microRNAs; CSF1R, colony stimulating factor-1 receptor; DSR, dynamic soft reservoir; pHEMA, poly(2-hydroxyethyl methacrylate); PVA, polyvinyl alcohol; CNTs,
carbon nanotubes; PPy, polypyrrole. References: except were specifically indicated as ‘Reviewed in,’ all others are research articles.
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ii) Chemical Composition of the Coating
Intervention strategy:

(Development of innovative and advanced
functional biomaterials)

- SMPs
- MEMS polymer materials
(e.g., Polyimide, Parylene C, PDMS)
- Other Organic and Synthetic Polymers
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- Hydrogels
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of the Device . .

(Shape/morphology, size and iii) Interface-Microenvironment

stiffness effect) Interaction
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(i) Design and geometry

Features

Examples

References

Size effect

Surface morphology
Shape
Design and topography

Material morphology

Surface porosity

Size and spherical geometry
Intervention strategy
Soft robotics

Microfabrication

Nanofabrication

PEG-DMA hydrogel coatings and deep and spray coating method
PEG-based coatings

PHEMA-based coatings

FIB technology as machining technique to modify surface morphology
Flexible implants of multifunctional polymeric fibers

Physical properties, surface micro-/nano-topography and surface chemistry
modifications

3D design of spiked ultraflexible substrates
Neural probe with sinusoidal design and a 3D spheroid tip
Microgeometry and implant thickness effect

Cationic polymer coatings and PLA and electro-spun fiber meshes with
plasma-polymer coating

Channel size control through (pHEMA-co-MAA) hydrogels
PU-based porous implants
Alginate spheres/capsules

Control over fluid flow and shear stress through milliscale dynamic soft reservoir
with actuatable membrane

Micro-machined neural prosthetic devices: flexible polymer-based
microelectrodes with different shape, size and geometry

Encapsulation technologies of flexible microelectrodes

Electrically-responsive flexible microfibers

Microfabrication of a neural probe with sinusoidal design and a 3D spheroid tip
Wireless, flexible, film-based carbon-polymer composite microelectrode system
Additive manufacturing of microelectrode arrays and microneedle arrays

CNTs

Parylene-coated flexible CNTf microelectrodes
Conducting-polymer carbon nanotubes

PPy nanowires

PPy nanoparticles

SWCNT-PPy/PEGDA composite hydrogels
PPy/CNT films

Graphene oxide nanocomposite films of PPy

PLGA nanoparticles embedded in alginate hydrogels
Nanoparticle-coated nanoelectrodes

Nanoscale biomimetic surfaces

Spencer et al., 2017

Reviewed in Knop et al. (2010)
Wichterle and Lim, 1960; Rao et al., 2011; Gutowski
et al., 2015; Heo et al., 2016; Lee et al., 2017

Reviewed in Ratner (2002)
Campioni et al., 1998; Jhaveri et al., 2009; Zhang et al.,
2017

Raffa et al., 2007
Canales et al., 2015

Reviewed in Ware et al. (2013)

Anderson et al., 1999; Thull, 2002; Fink et al., 2008;
Chen et al., 2010; Gamboa et al., 2013; Hulander et al.,
2013

Rubehn and Stieglitz, 2010; Wang M. et al., 2018
Sohal et al., 2014

Ward et al., 2002

Ma et al., 2011; Lucke et al., 2018

Madden et al., 2010
Ward et al., 2002
Veiseh et al., 2015

Dolan, 2019

Reviewed in Szarowski et al. (2003); Lee et al. (2004),
Metz et al. (2004); Polikov et al. (2005), Spataro et al.
(2005); Ziegler et al. (2006), Winslow and Tresco (2010);
Blau et al. (2011), Gerwig et al. (2012); Gao et al.
(2013), Minev et al. (2015); Qi et al. (2017), Vitale et al.
(2018); Kozai (2018), Fallahi et al. (2019), and Kumar

et al. (2020)

Elyahoodayan et al., 2020

Reviewed in Ahn et al. (2019)
Chen et al., 2017

Sohal et al., 2014

Lim et al., 2020

Yang et al., 2016; Morrison et al., 2019; Soltanzadeh
et al., 2020

Reviewed in Aregueta-Robles et al. (2014)
Castagnola et al., 2016

Vitale et al., 2018

Abidian et al., 2010; Gerwig et al., 2012; Alba et al.,
2015; Mandal et al., 2015; Samba et al., 2015; Du
et al., 2018; Altun et al., 2019; Katuza et al., 2019;
Zheng et al., 2019

Reviewed in Qi et al. (2017)
Hosseini-Nassab et al., 2017

Xiao et al., 2012

Luo etal.,, 2011

Weaver et al., 2014

Kim and Martin, 2006

Bazard et al., 2017

Reviewed in Von Der Mark et al. (2010)

PEG, polyethylene glycol: DMA, dimethacrylate; PHEMA, poly(2-hydroxyethyl methacrylate); FIB, focused ion beam; PLA, poly(l-lactide-co-d/I-lactide); pHEMA-co-MAA,
poly(2-hydroxyethyl methacrylate-co-methacrylic acid); PU, polyurethane; CNTs, carbon nanotubes; CNTT, carbon nanotube fiber; PPy, polypyrrole; SWCNT-PPy/PEGDA,
single-walled carbon nanotubes-polypyrrole/poly(ethylene glycol) diacrylate; PLGA, poly(lactic-co-glycolic acid). References: except were specifically indicated as
‘Reviewed in,” all others are research articles.
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Applied external force load pressure Pressure of eight punctuation points in lymph and blood layers (MPa)

0.002 MPa external pressure D1:0.010069, D2: 0.009233, D3: 0.008162, D4: 0.011672,D5: 0.009917, D6: 0.009678, D7: 0.009818, D8: 0.009378
0.003 MPa external pressure D1:0.013695, D2: 0.013680, D3: 0.012525, D4: 0.019515,D5: 0.014657, D6: 0.014517, D7: 0.014832, D8: 0.013393
0.004 MPa external pressure D1:0.019196, D2: 0.017577, D3: 0.0156895, D4: 0.025154D5: 0.020066, D6: 0.019100, D7: 0.019635, D8: 0.017832
0.005 MPa external pressure D1:0.023423, D2: 0.022601, D3: 0.020397, D4: 0.029481D5: 0.024755, D6: 0.023875, D7: 0.024041, D8: 0.022321

0.006 MPa external pressure D1:0.028075, D2: 0.026861, D3: 0.024651, D4: 0.035986D5: 0.030325, D6: 0.028782, D7: 0.029061, D8: 0.027190
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Applied external force load pressure

Mean pressure (MPa)

Variance (S2: x 10-9)

Standard deviation (S)

0.002 MPa external pressure of upper arm
0.002 MPa external pressure of forearm
0.003 MPa external pressure of upper arm
0.003 MPa external pressure of forearm
0.004 MPa external pressure of upper arm
0.004 MPa external pressure of forearm
0.005 MPa external pressure of upper arm
0.005 MPa external pressure of forearm
0.006 MPa external pressure of upper arm
0.006 MPa external pressure of forearm

0.0110
0.0097
0.0161
0.0146
0.0210
0.0193
0.0251
0.0239
0.0308
0.0289

0.4225
84.456
2.3716
3.9601
2.2801
6.4516
12.2500
6.0516
17.7241
9.7344

0.00065
0.00919
0.00154
0.00199
0.00151
0.00254
0.00350
0.00246
0.00421
0.00312
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Rehabilitation module

Upper arm rehabilitation module

Forearm rehabilitation module

Massage belt

Upper arm low stretch massage belt A

Upper arm low stretch massage belt B

Upper arm low stretch massage belt C
Forearm low stretch massage belt A
Forearm low stretch massage belt B
Forearm low stretch massage belt C

Weak (MPa)

0.0028
0.0030
0.0032
0.0033
0.0035
0.0037

Medium (MPa)

0.0038
0.0040
0.0042
0.0043
0.0045
0.0047

Strong (MPa)

0.0048
0.0050
0.0052
0.0053
0.0055
0.0057
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Model Training Param (M) Flops (B)

time (h)

UNet (Ronneberger et al., 2015) 12 24.89 56.33
LinkNet (Chaurasia and Culurciello, 2018) 3 11.53 1.23

U2Net (Qin et al., 2020) 18 96.25 40.24
UNet++ (Zhou et al., 2018, 2020) 20.5 36.16 135.24
UNet+++ (Huang et al., 2020) 16 18.27 211.02
PraNet (Fan et al., 2020) 13 16.16 20.37
PspNet (Zhao et al., 2017) 11.5 15.11 25.57
Deeplabv3+ (Chen et al., 2018) 16.5 134.27 27.78
FCN8 (Long et al., 2015) 78.5 30.34 6390

DniNet (Yin et al., 2020) 155 50.13 50110
OcrNet (Yuan et al., 2020) 5 70.35 40530
PointRend (Kirillov et al., 2019) 37.5 47.69 14640

MBFFNet 5.5 23.74 15.09
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Model mlOU F-score Dice loss with CE

UNet (Ronneberger et al., 2015) 0.8883 0.9354 0.1719
LinkNet (Chaurasia and Culurciello, 2018) 0.8711 0.9238 0.1911
U2Net (Qin et al., 2020) 0.8950 0.9398 0.1528
UNet++ (Zhou et al., 2018, 2020) 0.8895 0.9364 0.1642
UNet+++ (Huang et al., 2020) 0.8831 0.9312 0.1827
PraNet (Fan et al., 2020) 0.9347 0.9612 0.1012
PspNet (Zhao et al., 2017) 0.8612 0.8972 0.2453
Deeplabv3+ (Chen et al., 2018) 0.8452 0.8872 0.3214
FCN8 (Long et al., 2015) 0.8563 0.8945 0.2752
DniNet (Yin et al., 2020) 0.8657 0.9143 0.2064
OcrNet (Yuan et al., 2020) 0.8801 0.9210 0.1953
PointRend (Kirillov et al., 2019) 0.8585 0.9074 0.2153

MBFFNet 0.8952 0.9450 0.1602
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Characteristic

Eyes
Patients
Male

Surgical age (months)

Photo age (months)

Endpoint BCVA (logMAR)

BCVA, best corrected visual acuity.

3-Year prediction

197
131
85 (64.8%)
46.74 £ 3417
55.40 + 34.12
0.45 4+ 0.49

5-Year prediction

172
114
76 (66.6%)
46.70 + 34.75
54.68 + 34.83
0.33 4+ 0.42
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Model

Validation set

3-Year prediction

MAE

RMSE

5-Year prediction

MAE

RMSE

Random forest
ExtraTrees
GBDT

Ridge regression
Lasso regression
ElasticNet

Test set
Random forest
ExtraTrees
GBDT

Ridge regression
Lasso regression
ElasticNet

0.2121 £0.0153
0.2252 + 0.0009
0.2234 + 0.0024
0.2253 + 0.0203
0.2362 £+ 0.0179
0.2154 £ 0.0176
MAE
0.15615 £ 0.0025
0.1676 + 0.0024
0.1482 + 0.0065
0.2117 £ 0.0401
0.2046 + 0.0374
0.2089 £ 0.0517

0.2841 £ 0.0230
0.3044 £ 0.0012
0.3172 £ 0.0034
0.2994 + 0.0322
0.3073 £ 0.0249
0.2973 £ 0.0191
RMSE
0.1916 + 0.0040
0.2108 £ 0.0022
0.2024 + 0.0048
0.2942 £+ 0.0716
0.2909 + 0.0768
0.2937 + 0.0971

0.1685 £ 0.0011
0.1558 £ 0.0012
0.1807 £ 0.0023
0.1709 + 0.0207
0.1743 £ 0.0139
0.1719 £ 0.0172
MAE
0.1315 £ 0.0031
0.1334 £ 0.0019
0.1198 £ 0.0040
0.1475 £ 0.0430
0.1845 + 0.0669
0.1778 £ 0.0345

0.2414 £ 0.0019
0.2250 £ 0.0015
0.2564 + 0.0026
0.2566 + 0.0430
0.2425 + 0.0261
0.2478 + 0.0308
RMSE
0.1752 £ 0.0045
0.1692 + 0.0022
0.1734 £ 0.0034
0.2135 + 0.0664
0.2637 £ 0.1172
0.2487 + 0.0604

BCVA, best corrected visual acuity; GBDT, gradient boosting decision tree; MAE, mean absolute error; RMSE, root mean square error.
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