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Diagnosing Alzheimer’s disease (AD) in the preclinical stage offers opportunities for early intervention; however, there is currently a lack of convenient biomarkers to facilitate the diagnosis. Using radiomics analysis, we aimed to determine whether the features extracted from multiparametric magnetic resonance imaging (MRI) can be used as potential biomarkers. This study was part of the Sino Longitudinal Study on Cognitive Decline project (NCT03370744), a prospective cohort study. All participants were cognitively healthy at baseline. Cohort 1 (n = 183) was divided into individuals with preclinical AD (n = 78) and controls (n = 105) using amyloid-positron emission tomography, and this cohort was used as the training dataset (80%) and validation dataset (the remaining 20%); cohort 2 (n = 51) was selected retrospectively and divided into “converters” and “nonconverters” according to individuals’ future cognitive status, and this cohort was used as a separate test dataset; cohort three included 37 converters (13 from the Alzheimer’s Disease Neuroimaging Initiative) and was used as another test set for independent longitudinal research. We extracted radiomics features from multiparametric MRI scans from each participant, using t-tests, autocorrelation tests, and three independent selection algorithms. We then established two classification models (support vector machine [SVM] and random forest [RF]) to verify the efficiency of the retained features. Five-fold cross-validation and 100 repetitions were carried out for the above process. Furthermore, the acquired stable high-frequency features were tested in cohort three by paired two-sample t-tests and survival analyses to identify whether their levels changed with cognitive decline and impact conversion time. The SVM and RF models both showed excellent classification efficiency, with an average accuracy of 89.7–95.9% and 87.1–90.8% in the validation set and 81.9–89.1% and 83.2–83.7% in the test set, respectively. Three stable high-frequency features were identified, all based on the structural MRI modality: the large zone high-gray-level emphasis feature of the right posterior cingulate gyrus, the variance feature of the left superior parietal gyrus, and the coarseness feature of the left posterior cingulate gyrus; their levels were correlated with amyloid-β deposition and predicted future cognitive decline (areas under the curve 0.649–0.761). In addition, levels of the variance feature at baseline decreased with cognitive decline and could affect the conversion time (p < 0.05). In conclusion, this exploratory study shows that the radiomics features of multiparametric MRI scans could represent potential biomarkers of preclinical AD.

Keywords: Alzheimer’s disease, preclinical AD, radiomics, MRI, multiparametric MRI, features, imaging biomarker, cross-validation


INTRODUCTION

Alzheimer’s disease (AD) is an evolving medical challenge that represents the largest unmet medical need because of its epidemiology and irreversible as well as incurable nature (Long and Holtzman, 2019; Jia et al., 2020). A series of disappointing large-scale clinical trials in symptomatic patients have resulted in clinical consensus that efforts should move forward to the early stages of the disease (Sperling et al., 2011b; Golde et al., 2018). According to the latest National Institute on Ageing–Alzheimer’s Association (NIA-AA) diagnostic framework, cognitively healthy individuals with brain amyloid-β (Aβ) deposition have already entered the irreversible Alzheimer’s continuum (Jack et al., 2018) and have a higher risk of developing cognitive and functional decline (Papp et al., 2017; Insel et al., 2018). These individuals can be defined as preclinical AD patients. The accurate ultra-early diagnosis of the preclinical stage of AD exactly provides a window of opportunity for intervention and is thus of great clinical importance and being the first imperative.

As Aβ deposition is the criterion standard for the diagnosis of preclinical AD, its detection has become a crucial issue. Currently, the internationally recognized state-of-the-art biopsy assessment for brain Aβ depends on amyloid positron emission tomography (PET) imaging and cerebrospinal fluid analysis (Jack et al., 2018); however, their popularization has been limited by cost and the invasiveness of the procedure (Li T. R. et al., 2019). Hence, there is an urgent need for a convenient and inexpensive diagnostic technique. Magnetic resonance imaging (MRI) has been widely used in the clinical evaluation of neurodegeneration and has been incorporated into the AD diagnostic framework (Jack et al., 2018); comparatively, functional MRI (fMRI) and diffusion tensor imaging (DTI) are essentially limited to scientific research. Considerable research progress has been made in the discrimination of mild cognitive impairment (MCI) and dementia through the use of these different imaging modalities (Promteangtrong et al., 2015), which have shown promise in the identification of preclinical AD; however, there is currently a lack of diagnostic biomarkers.

Radiomics, a method of high-dimensional minable data analysis, can quantitatively examine a large set of phenotypic features and has previously been successfully applied to the evaluation of multiparametric MRI (MPMRI) and PET as imaging biomarkers in AD (Rathore et al., 2017; Zhou et al., 2018; Li Y. et al., 2019). Many studies have shown changes in the volumetric and morphometric indices of specific brain regions, including the hippocampus, thalamus, callosum, and cingulate gyrus, in the prophase of cognitive decline (Baron et al., 2001; Thomann et al., 2006; Balthazar et al., 2009; Pedro et al., 2012; Guo et al., 2014). Recent studies of texture analysis have suggested that abnormalities of textural features occur early (Sørensen et al., 2016; Feng F. et al., 2018; Lee et al., 2020) and can also distinguish between healthy controls, AD-MCI, and AD–dementia patients based on cortical, subcortical, or whole-brain analysis (de Oliveira et al., 2011; Li et al., 2014; Chaddad and Niazi, 2018; Chaddad et al., 2018; Feng F. et al., 2018; Feng Q. et al., 2018; Luk et al., 2018; Kun et al., 2020), and their accuracy in predicting the transition from MCI to dementia is higher than that of volume reduction (Sørensen et al., 2016; Luk et al., 2018; Lee et al., 2020). Relative to controls, both AD-MCI and AD–dementia patients showed widespread changes in multiple indices of DTI (Alves et al., 2012; Gyebnár et al., 2018). These findings highlight the potential use of MPMRI radiomics analysis as a measure of neurodegenerative processes in AD, which may contain unique information about changes at the microscopic level that can occur before changes at the macroscopic level, such as atrophy. However, to the best of our knowledge, no such studies focusing on preclinical AD have been previously reported. Deep learning is another effective classification method, but it requires a large number of image datasets, and clinicians cannot obtain interpretable features as imaging biomarkers (Yamanakkanavar et al., 2020); thus, we did not utilize this methodology.

With this study, we aimed to (a) explore novel imaging biomarkers based on radiomics analysis of MPMRI [structural MRI (sMRI), fMRI, and DTI]; and (b) employ classification models to discriminate preclinical AD based on radiomics features.



MATERIALS AND METHODS


Study Design

The comprehensive workflow is shown in Figure 1, including establishment of the cohorts (A), preprocessing of images (B), extraction and selection of radiomics features (C), model establishment, classification experiments, correlation analysis (D), and longitudinal studies of typical features (E).
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FIGURE 1. Workflow diagram. (A) Three cohorts were enrolled. Cohort 1 (n = 183) and cohort 2 (n = 51) were both from the SILCODE project and divided qualitatively by Aβ status or future cognitive outcomes, respectively. Cohort 3 (n = 37) included 24 “converters” from SILCODE and 13 from the ADNI. All participants were cognitively healthy at baseline and were evaluated in a standardized protocol. (B) Preprocessing of amyloid PET and MPMRI was performed for each modality. (C) Radiomics features were extracted from each modality, and a novel method characterized by the combination of function perturbations (t-test, autocorrelation test, and three independent algorithms) and sample perturbations (five-fold cross-validation and 100 repetitions) was performed to select features from the training dataset (80% of cohort 1). (D) Retained features were incorporated into classification models and verified in the validation (the remaining 20% of cohort 1) and test dataset (cohort 2), respectively. Furthermore, during the process of selection, stable high-frequency features were identified that were undisturbed by perturbations and correlated with the SUVR values, which played a good role in predicting prospective cognitive decline (cohort 2). (E) Levels of stable high-frequency features were tested to determine whether they change with cognitive decline or impact the conversion time. ADNI, Alzheimer’s Disease Neuroimaging Initiative; MRI, magnetic resonance imaging; sMRI, structural MRI; fMRI, functional MRI; DTI, diffusion tensor imaging; MPMRI, multiparameter MRI; PET, positron emission tomography; FA, fractional anisotropy; MD, mean diffusivity; AD, axial diffusivity; RD, radial diffusivity; SUVR, standard uptake value ratio; Aβ, amyloid β; Lasso, least absolute shrinkage and selection operator; mRMR, max-relevance and min-redundancy; SVM, support vector machine; RF, random forest; ROC, receiver operating characteristic; AUCs, areas under curve; NC, normal control; CI, cognitive impairment.




Participants

The study was part of the Sino Longitudinal Study on Cognitive Decline (SILCODE), an ongoing prospective cohort study (ClinicalTrials.gov identifier: NCT03370744; the protocol can be accessed at ClinicalTrials.gov) (Li X. et al., 2019), which centers on Xuanwu Hospital in cooperation with an alliance of 94 hospitals from 50 cities in China. The SILCODE project is a constellation of interconnected substudies, and one of its aims is to assess the diagnostic application of imaging in different stages of the cognitive continuum. Therefore, baseline standardized clinical evaluation and MPMRI were offered to all participants, resulting in the enrollment of 1,594 individuals with different diagnoses and ranging from being cognitively unimpaired to a confirmed diagnosis of dementia. In this study, we established three cohorts from the database and the Alzheimer’s Disease Neuroimaging Initiative (ADNI, 1) with high selectivity. In cohort 1, 183 cognitively healthy participants with amyloid-PET imaging were recruited between July 2016 and November 2018 sequentially, all from the SILCODE project (Supplementary Figure 1A). In cohort 2, 51 participants were included; they participated in the SILCODE project between December 2009 and December 2015, were selected retrospectively, and were interviewed every 10–15 months until the end of 2019, with 24 later experiencing cognitive decline and 27 remaining healthy (Supplementary Figure 1B). In cohort 3, the 24 “converters” from cohort 2 and an additional 13 individuals from ADNI were included; they all underwent MPMRI examinations at baseline and also when cognitive deterioration was first identified. The entry criteria for healthy individuals have been described previously (Chen et al., 2019; Li X. et al., 2019). The diagnosis of dementia was based on the guidelines of the NIA-AA workgroups (McKhann et al., 2011), and of MCI was based on Petersen’s criteria (before 2016) (Petersen, 2004) or a neuropsychological method (after 2016) (Bondi et al., 2014).

Participants in cohort 1 underwent a dynamic scan with Florbetapir F-18 (AV45). The whole brain voxel-wise standardized uptake value ratio (SUVR) was normalized to the whole cerebellum, representing the mean cortical SUVR. For the dichotomy, amyloid-PET positivity (that is, participants who in the preclinical stage of the Alzheimer’s continuum) was defined a priori with the established cutoff of >1.18 (Fakhry-Darian et al., 2019). The results for each participant were confirmed by two senior radiologists who were blinded to any clinical information and made positive or negative judgments. If the judgment was inconsistent, a third radiologist was consulted to arbitrate in the dispute.

Informed consent was obtained from all participants. Further details regarding the rigorous evaluation of our participants are presented in Supplementary Figure 1 and Material.



Imaging Acquisition and Preprocessing

The MRI data of participants from SILCODE project were acquired using a 3.0-T MRI scanner (Magnetom Sonata; Siemens Healthineers AG, Erlangen, Germany) before 2016, or an integrated simultaneous 3.0-T time-of-flight PET/MR (SIGNA; GE Healthcare, Chicago, IL, United States) after that time point. Before undergoing imaging, subjects were instructed to keep their eyes closed but not fall asleep, relax their minds, and move as little as possible during imaging. Foam pads and headphones were used to minimize head movement and scanner noise. The sMRI was obtained with a magnetization prepared rapid gradient echo sequence (Siemens/GE): repetition time (TR) = 1,900 ms/6.9 ms, echo time (TE) = 2.2 ms/2.98 ms, slice number = 176/192; fMRI was obtained with a single-shot gradient-echo echo planar imaging (EPI) sequence (Siemens/GE): TR = 2,000 ms/2,000 ms, TE = 40 ms/30 ms, slice number = 28/28; and a single-shot spin-echo diffusion-weighted EPI sequence was used for the DTI data (Siemens/GE): TR = 11,000 ms/16,500 ms, TE = 98 ms/95.6 ms, slice number = 60/75. The detailed protocols can be found in the Supplementary Material.

The images of the ADNI participants were downloaded from the ADNI database. Detailed information regarding the acquisition protocol is publicly available on the LONI website2.

The standardized preprocessing of amyloid PET and MPMRI has been described in previous studies (Hassan et al., 2016; Li X. et al., 2019; Tian et al., 2019). The original DICOM data were converted to the NIfTI file format by using DCM2NII3. We then processed the MPMRI and amyloid-PET imaging data separately for each participant. For sMRI, the images were normalized and showed a spatial resolution of 91-mm × 109-mm × 91-mm with a 2-mm × 2-mm × 2-mm voxel size after being segmented into gray matter, white matter, and cerebrospinal fluid tissues. We then smoothed them using an isotropic Gaussian smoothing kernel with a full width at half maximum of 4 mm × 4 mm × 4 mm. For fMRI, the first 10 time-point images were discarded for magnetization balance. After that, the remaining 230 time-point images were corrected and aligned to the first time-point image to correct for head movements. The resulting motion-corrected volumes were coregistered to the anatomical T1-weighted images and normalized to the Montreal Neurological Institute template, resampling to a 3-mm cube voxel resolution. For DTI, we employed the Eddy Correct tool to correct the head motion and eddy current distortions (Wang et al., 2016; Tang et al., 2017) and used the brain extraction tool to remove the nonbrain tissues of the B0 image and create the brain mask (Smith, 2002). We then adopted the DTIFIT tool to fit the diffusion tensor at each voxel and produced four parameter maps encompassing fractional anisotropy, mean diffusivity, axial diffusivity, and radial diffusivity (Basser et al., 1994). For amyloid PET, the structural images were individually registered to the averaged PET images. We then performed segmentation of all the coregistered structural images, spatially normalizing the PET images to the Montreal Neurological Institute standard space by using the forward parameters (estimated during the segmentation), and smoothed the images with an 8-mm full width at half maximum Gaussian kernel.

The sMRI and fMRI images were preprocessed using the Data Processing Assistant for resting-state fMRI (DPASF; 4) implemented in MATLAB R2018a (MathWorks, Natick, MA, United States) (Chao-Gan and Yu-Feng, 2010). DTI was performed using the pipeline for analyzing brain diffusion images (PANDA) implemented based on the FMRIB Software Library (Smith et al., 2004); amyloid-PET data were obtained using the Statistical Parametric Mapping (SPM12; 5) implemented in MATLAB.



Feature Extraction

Feature extraction was performed for each modality separately. For sMRI, 43 texture features and 172 wavelet features of each region of interest (ROI; 116 in total, based on the AAL template) were extracted. For fMRI, 43 texture features of each ROI were extracted. For DTI, we calculated the white matter tracts and viewed the fractional anisotropy, mean diffusivity, axial diffusivity, and radial diffusivity as features. All extracted features were adjusted before selection using linear regression to control for the impact of age, gender, and education.

Feature extraction of the sMRI and fMRI data was performed using the Texture Toolbox from radiomics tools developed by Vallières et al. (2015)6 based on MATLAB; for DTI, the procedure was carried out using the PANDA (Smith et al., 2004; Cui et al., 2013). Further details are described in the Supplementary Table 1 and Material.



Feature Dimensionality Reduction and Selection

This step was achieved using MATLAB. More specifically, we performed a five-fold cross-validation on the dataset of cohort 1; that is, the data were randomly divided into a training set (80%) and a validation set (the remaining 20%). In the training set, three steps including t-tests, autocorrelation tests, and three independent algorithms [Fisher score, least absolute shrinkage and selection operator (Lasso), and max-relevance and min-redundancy (mRMR)] were adopted to filter the redundant and meaningless features. The remaining features were retained and incorporated into classification models. Importantly, we repeated the above steps 100 times. More details can be found in the Supplementary Material.

In addition, for each type of the above three algorithms, we calculated the number of occurrences of each retained feature, ranging from 0 to 500. The top 10 most frequently appearing features were defined as high-frequency features, and the stable high-frequency features represented the overlaps among the three perturbations.



Classification Experiments

The support vector machine (SVM) and random forest (RF) are both popular and mature machine learning algorithms with a solid theoretical basis (Uddin et al., 2019). Here, these two classification models were established to verify the performance of retained features in the validation (20% of cohort 1) and test set (cohort 2), respectively. The SVM model employed three different kernels: sigmoid, linear, and radial basis. Corresponding to the retained features, there were 500 permutation experiments using the Fisher score, Lasso, or mRMR algorithm. The final accuracy, sensitivity, and specificity results were presented as average values ± standard deviation (SD) for each model.

In addition, receiver operating characteristic (ROC) analyses were performed to evaluate the ability of each stable high-frequency feature in predicting prospective cognitive decline of participants in the test set, and the areas under curve (AUCs) were calculated. The analysis was performed using SPSS 13.0 software (SPSS Inc., Chicago, IL, United States). Further details are provided in the Supplementary Material.



Longitudinal Analyses

As an independent longitudinal research study, this aspect of the study aimed to further clarify the role of the stable high-frequency features identified from the training dataset (80% of cohort 1) in another separate test dataset, that is, cohort 3. The feature extraction was identical to that mentioned above. In order to test whether the levels of stable high-frequency features changed with cognitive decline, we performed comparisons at two different time points of cognitive stages and verified whether these features affected the conversion time of individuals using survival analyses.



Statistical Analysis

The demographic data of participants are summarized as numbers (%) or mean ± SD for categorical and continuous variables, respectively. The between-group comparisons were performed using the χ2 test for categorical variables or the two-sample t-test for continuous variables (two-tailed). A p < 0.05 was considered statistically significant.

In the process of dimensionality reduction, the two-sample t-test was two-tailed and considered significant when p < 0.05; for the autocorrelation test, we calculated the Pearson correlation coefficients between features and considered the paired features to have a high correlation when values in the pairwise correlation were greater than 0.8. Furthermore, in order to better understand the association between radiomics features and iconic pathological changes in AD, we created Pearson correlations to evaluate the relationship between stable high-frequency features and mean cortical SUVR values and acquired the results after adjusting for age, gender, education, and Montreal Cognitive Assessment (MoCA) scores.

In the longitudinal analyses, we mapped out the changing trajectory of each stable high-frequency feature at the individual level and performed paired two-sample t-tests at the group level (two-tailed, p < 0.05). In the survival analyses, individuals of cohort 3 were divided into two parts, the high-level group (n = 18) and low-level group (n = 19), according to the median level of each stable high-frequency feature. Subsequently, cumulative probabilities of clinical conversion by the two groups were displayed according to the Kaplan–Meier method, and the survival curves were compared between groups in a univariate analysis using the log-rank test.

These above analyses were performed in SPSS or MATLAB.




RESULTS


Participants

In cohort 1,183 healthy participants were included. Their clinical and MPMRI examinations were almost continuous, and amyloid PET was performed within 3 months of the MPMRI scan. Eventually, 78 amyloid-positive and 105 negative participants were identified. Compared to the negative individuals, individuals who were positive were older (p = 0.039) and had a higher AV45 SUVR (p < 0.0001), but there were no statistical differences in the other clinical data collected (Table 1).


TABLE 1. Clinical characteristics of participants.

[image: Table 1]
In cohort 2, an additional 51 healthy participants were dichotomized according to their future cognitive outcomes. They were interviewed every 10–15 months, and we found the cognition of 24 of these participants deteriorated after an average of 41.2 months [interquartile range (IQR), 24.5–52.7], with 23 progressing to MCI and one to dementia. The others remained healthy after at least three follow-up visits (54.8 months; IQR, 48.9–58.9). As shown in Table 1, there were no differences between the two groups.

Cohort 3 included the 24 converters from cohort 2 as well as 13 from ADNI. Their average score on the MoCA scale dropped from 23.7 ± 2.7 at baseline to 20.5 ± 3.8 at the follow-up time point. The average conversion time of ADNI participants was 62.1 months (IQR, 55.1–66.5), compared to 48.1 months (IQR, 27.8–61.7) across the whole group. The individuals from ADNI were used as an additional supplement, with 12 progressing from cognitively healthy individuals to MCI and one to dementia. Other data are shown in Table 1.



Radiomics Features Selection

For each participant in the three cohorts, 30,128 features were extracted, including 24,940 features from sMRI, 4,988 from fMRI, and 200 from DTI. To avoid overfitting, these features were screened before being included in the classification models. In the training set, 9,000–11,000 features were retained after the two-sample t-tests (p < 0.05) and 2,200–2,500 types of uncorrelated features were reserved after the autocorrelation tests. The remaining features were further filtered by three independent selection algorithms. More specifically, we retained the top 50 ranked features using the Fisher score test, 50–70 features using the Lasso method, and the top 50 ranked features after the mRMR test.

Generally, the retained features were consistent in repeated experiments. As shown in Table 2, there were 10 high-frequency features of each composite function disturbance; notably, they were all based on the sMRI modality. For the features selected from the disturbance containing the Fisher score test, the frequency was 420–500 times, mainly originating from the posterior cingulate (left, 3/10; right, 3/10). For the features selected from Lasso, the frequency was 383–468, and no specific regions were identified. Regarding the features selected from mRMR, the frequency was 320–495, also mainly from the posterior cingulate (left, 4/10; right, 2/10).


TABLE 2. The high-frequency features selected by cross-validation with different methods.
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Three stable high-frequency features were identified during the process as follows: the large zone high-gray-level emphasis (LZHGE) feature of the right posterior cingulate gyrus on sMRI (ID: 11517; 459 times on average), the variance feature of the left superior parietal gyrus on sMRI (ID: 27442; 450 times on average), and the coarseness feature of the left posterior cingulate gyrus on sMRI (ID: 6489; 387 times on average). They were undisturbed by the combined disturbances and may be of great importance in the preclinical stage of AD. Additionally, among features and the number of occurrences greater than 300, another two were also identified as overlaps: the LZHGE feature of the left posterior cingulate gyrus on sMRI (ID: 6486; 458 times on average) and the zone-size variance feature of right cerebellum-crus2 on sMRI (ID: 28977; 319 times on average).

Other retained features that occurred more than 300 times and the meanings of stable high-frequency features are described in Supplementary Table 2 and Material.



Classification Performance

We introduced two types of models to determine whether the retained features were compatible for classification analysis. Table 3 presents the classifier performance results in terms of accuracy, sensitivity, and specificity. As shown, the SVM model (radial basis kernel) showed excellent classification efficiency, with an average accuracy of up to 90.2–95.9% (sensitivity, 85.9–92.8%; specificity, 93.7–98.3%) in the validation set and 84.5–88.9% (sensitivity, 79.8–82.9%; specificity, 86.0–96.7%) in the test set. Similar results were obtained in the RF model (Table 3) or the SVM models with the other two kernels (Supplementary Table 3). In contrast, the average accuracy of pure clinical data–based models in diagnosing preclinical AD reached only random-level accuracy at 55.9–56.0% (details are presented in the Supplementary Table 4 and Material).


TABLE 3. Classification performance of the SVM model (radial basis kernel) and RF model.
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We further verified the classification efficiency of stable high-frequency features on the test set and found that their individual AUCs ranged from 0.649 to 0.761, and when we combined them, the predictive ability improved (AUCs = 0.839; Figures 2A–D). In addition, feature 6486 also had a good classification effect (AUCs = 0.739) and improved the AUCs to 0.863 when combined with the three stable features (Supplementary Figure 2). In contrast, the performance of feature 28977 was too poor to create an ROC curve. These results indicate that radiomics analysis is a reliable feature extraction method in the preclinical stage of AD and provides promising imaging biomarkers for identifying cognitively healthy individuals that go on to experience future cognitive decline.


[image: image]

FIGURE 2. The ROC curves of stable high-frequency features and correlation analysis. (A–D) Show the ROC curves of stable high-frequency features in the test dataset; they all have high discriminating power. In detail, the 6489 feature AUCs = 0.649 (A), 11517 feature AUCs = 0.729 (B), and the 27442 feature AUCs = 0.761 (C). The value increased to 0.839 when combined (D). E–G show the correlations between the levels of these features and the mean cortical SUVR values in participants of cohort 1. The features were the coarseness feature of the left posterior cingulate gyrus on sMRI (ID: 6489; A,E), the LZHGE feature of the right posterior cingulate gyrus on sMRI (ID: 11517; B,F) and the variance feature of the left superior parietal gyrus on sMRI (ID: 27442; C,G). LZHGE, large zone high-gray-level emphasis; SUVR, standardized uptake value ratio; ROC, receiver operating characteristic; AUCs, areas under curve; sMRI, structural magnetic resonance imaging; Num, number.




Correlation Analysis

In order to further understand the association between radiomics features and pathological changes in AD, we performed a correlation analysis between stable high-frequency features and mean cortical SUVR values on amyloid PET and found that they were highly correlated. In detail, feature 6489 levels were positively correlated with SUVR values (r = 0.433, p < 0.0001, Figure 2E), whereas the feature 11517 and 27442 levels were both inversely correlated with SUVR values (r = -0.416, p < 0.0001, Figure 2F; r = -0.348, p < 0.0001, Figure 2G). Similar results were found for feature 6486 (r = -0.400, p < 0.0001, Supplementary Figure 2). The correlation results did not change after adjusting for age, gender, education, and MoCA score (Supplementary Figure 3). Our findings revealed high correlations between the levels of these features and Aβ deposition, suggesting that radiomics features based on MPMRI may reflect pathological changes in the brain and can be used for the diagnosis of AD.



Longitudinal Analyses

In this study, 37 participants from cohort 3 were followed up until cognitive impairment was identified. First, we detected the longitudinal changes of each stable high-frequency feature. As shown, features 6,489 and 11,517 did not show isotropic changes in the two cognitive stages at the individual level (Figures 3A,B); correspondingly, there were also no statistical differences between the two paired groups (Figures 3D,E). Similar results were obtained for feature 6486 (Supplementary Figures 4A,B). Although some individuals had a heterogeneous change pattern of feature 27442 (Figure 3C), its levels in the cognitive impairment stage were still lower than those in the cognitively healthy stage (p = 0.0403; Figure 3F). Second, we performed survival analyses of these features. In detail, the median baseline levels of features 6489, 11,517, and 27,442 were 0.0297356, 17228.308, and 0.865647, respectively; Figures 3G–I show the probability of cognitive impairment by levels of features > and ≤ these cutoffs. Notably, in the comparison between paired groups, only grouping by feature 27,442 was meaningful (log rank p = 0.015). The result of feature 6,486 was also unsatisfactory when grouped by the median level of 48.967 (log-rank p = 0.442; Supplementary Figure 4C). These results indicated that the levels of feature 27,442 decreased with cognitive decline, and the deterioration occurred earlier when the baseline level was less than 0.865647. However, considering the limited sample size, the value is for reference only, and it is more accurate to state that the baseline level can affect the conversion time.
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FIGURE 3. The longitudinal changes and survival analyses of stable high-frequency features. In Study 2, 37 participants were included. Their cognition was normal at baseline and impaired during follow-up, with two progressing to dementia and 35 to mild cognitive impairment. We compared the levels of each stable high-frequency feature between the two time points. (A–C) Show the changing trajectory at the individual level; (D–F) are at the group level, with paired two-sample t-tests (two-tailed, p < 0.05). Furthermore, these individuals were stratified into high-level (n = 18) and low-level group (n = 19) groups by the baseline median level of each stable high-frequency feature. (G–I) Show Kaplan–Meier curves demonstrating the cumulative probabilities of conversion of the two groups (shaded area represents the 95% confidence interval); differences are displayed by log-rank tests (p < 0.05). Only feature 27,442 was different at the two time points (p = 0.0403), and its low-level group had a shorter conversion time than the high-level group (p = 0.015). The features were the coarseness feature of the left posterior cingulate gyrus on sMRI (ID: 6489; A, D, G), the LZHGE feature of the right posterior cingulate gyrus on sMRI (ID: 11517; B, E, H), and the variance feature of the left superior parietal gyrus on sMRI (ID: 27442; C, F, I). NC, normal control; CI, cognitive impairment; sMRI, structural magnetic resonance imaging; LZHGE, large zone high-gray-level emphasis.





DISCUSSION

Using cross-validations with widely used machine learning techniques, this study demonstrated that radiomics features appear to be robust imaging biomarkers of preclinical AD. The real pathophysiological process of AD is thought to begin several decades before symptom onset and is generally followed by a rigid progress pattern, such as Aβ accumulation-neurofibrillary tangles-neuronal damage; neurons are already damaged to some extent when cognitive impairment begins (Li T. R. et al., 2019; Long and Holtzman, 2019). Radiomics analysis can extract high-dimensional features of MPMRI and may identify imaging patterns in the preclinical stages that cannot be recognized by human readers; however, there is a paucity of published literature assessing the radiomics features of individuals in the preclinical stage of AD and those who go on to develop future cognitive decline. In this ongoing prospective cohort study, we adopted a novel composite method to select features from the training dataset, established classification models, and verified them in the validation and test sets. We found that both models could distinguish whether individuals were in the preclinical stage of AD or whether their cognition will decline in the future, with an accuracy of more than 80%. In addition, three stable high-frequency features were identified, which were independent of perturbations, correlated with Aβ deposition, and classified the test set accurately (AUCs 0.649–0.761). In the independent longitudinal analyses, we further verified that levels of the feature 27,442 (variance feature of the left superior parietal gyrus on sMRI) decreased with cognitive decline and affected individuals’ conversion time. Together, these data showed that radiomics features of MPMRI could be important imaging biomarkers for identifying patients with preclinical AD.

Our previous studies confirmed that cognitively normal individuals at high risk of developing AD already appeared to have altered brain functional networks (fMRI), white matter networks (DTI), or some refined areas (sMRI) (Li et al., 2016; Shu et al., 2018; Yan et al., 2018; Zhao et al., 2019), suggesting that there may be more unmined MPMRI data in the preclinical stage of AD. As expected, the pure clinical data–based classification models were meaningless at this stage, and the traditional volumetric and functional indices were also not sensitive enough (details are presented in the Supplementary Table 5 and Material). Although it is generally believed that radiomics analysis is more sensitive, current studies are still limited to the symptomatic stages of the disease (Alves et al., 2012; Chaddad and Niazi, 2018; Feng F. et al., 2018; Kun et al., 2020; Lee et al., 2020). Chaddad et al. found that the features derived from a single subcortical region produced AUCs up to 80% for identifying AD–dementia in healthy individuals and reached 91.5% when combined with all regions (Chaddad and Niazi, 2018). By using hippocampal features, researchers can distinguish AD–dementia with an accuracy of 86.7 and 70.5% of MCI (Feng F. et al., 2018). Identical conclusions were obtained in a recent large-scale multicenter study where the hippocampal features served as robust biomarkers for clinical identification of AD–dementia/MCI and further predicted whether MCI patients would convert to dementia (Kun et al., 2020). In contrast, the deep learning method can indeed acquire slightly better diagnostic capabilities in the Alzheimer’s continuum (Jo et al., 2019; Yamanakkanavar et al., 2020); however, it is difficult to explain the clinical correlations between these deep features and AD itself, and notably, Li et al. (2017) have proved that the performance in identifying dementia from controls using radiomics is comparable to deep learning (91.4 and 93.9%, respectively). Here, in distinguishing preclinical AD patients or clinical converters, the accuracy of our models reached 81.9–95.9%, even higher than when distinguishing symptomatic patients from controls. We believe that several reasons may account for this. First, compared with extracting features solely on sMRI, we utilized MPMRI. Second, instead of selecting regions based on prior knowledge, we adopted template segmentation and extracted features. Third, among the 30,128 features, we used an innovative selection method to improve robustness. Four, we diagnosed individuals based on Aβ profile and not purely on clinical data, significantly reducing the heterogeneity of participants. Moreover, the use of different types of models further verified the reliability of our findings.

The Aβ deposition associated with neuronal degeneration may have resulted in subtle alterations in MRI signal intensity; therefore, we speculate that radiomics features could reflect changes at the microscopic level during the early pathological stages, which occur before changes at the macroscopic level. In addition to the computer-aided classification, three stable high-frequency features that were not affected by function perturbations (three different algorithms) and sample perturbations (five-fold cross validation and 100 repetitions) were identified during the selection process: the LZHGE feature of the right posterior cingulate gyrus, the variance feature of the left superior parietal gyrus, and the coarseness feature of the left posterior cingulate gyrus (all on the sMRI modality). Importantly, the earliest accumulation of Aβ deposition is also in the superior parietal gyrus and posterior cingulate (Long and Holtzman, 2019). More specifically, in symptomatic AD patients, previous autopsy findings and amyloid-PET studies have suggested that the parietal lobe and posterior cingulum are vulnerable to Aβ invasion during the early stages of AD (Thal et al., 2002; Cho et al., 2018). In cognitively normal individuals, the annual increase in Aβ also localizes to these two regions (Sojkova et al., 2011). From other perspectives, Aβ deposition is associated particularly with cortical atrophy of the superior parietal gyrus (Becker et al., 2011; Weston et al., 2016) and the rate-limiting enzyme of Aβ production is also significantly elevated in this area (Coulson et al., 2010). These developments prove the accuracy of the identified anatomical locations and support our findings that these features were correlated with SUVR values and played a good role in predicting future cognitive decline (AUCs 0.649, 0.729, and 0.761, respectively; 0.839 when combined) and thus probably represent the imaging biomarkers of preclinical AD. Interestingly, we found that retained features only came from the sMRI modality, which is probably in part due to the relatively small number of fMRI and DTI features utilized in our study. Additionally, a recent study concluded that DTI parameters are not useful for the identification of preclinical AD (Teipel et al., 2019). To the best of our knowledge, this is the first time that texture analysis of fMRI has been applied to the field of AD (Hassan et al., 2016). Uncertainty still exists, and the significance of DTI and fMRI radiomics features cannot be completely ruled out in this exploratory study.

In the longitudinal analyses, we found that the variance feature of the left superior parietal gyrus on sMRI decreased with cognitive impairment, suggesting that it may be of great importance in the whole cognitive continuum and not just in the preclinical stage. This feature is extracted from the gray-level co-occurrence matrix category and is an indicator of dispersion of the unit values around the mean. With cognitive decline, the cortical accumulation of Aβ will increase continuously to a certain extent (Long and Holtzman, 2019) and may result in alterations in signal intensity, with subtle changes captured by the radiomics analysis of sMRI. Next, we conducted survival analyses to compare the conversion time between groups within cohort 3. The median value was chosen subjectively for grouping; coincidently, we found that the variance feature can affect the conversion time, further suggesting its predictive effects on clinical outcome.

Our study had some limitations. First, the small sample number limited the statistical power of our data. We tried to overcome this issue by enrolling participants from other subcenters and the ADNI, but the requirement of amyloid PET, long-term follow-up, or MPMRI data greatly limited the quantity of potential participants. Moreover, the performance of our models may differ when using different imaging protocols. Second, considering there is no standard definition of “unstable preclinical AD”, we referred to the 36 months of “unstable MCI” and required the nonconverters to remain cognitively stable for at least three follow-up visits. The average conversion time of converters was 41.2 months, which needs to be verified. Third, other anatomical regions, such as the anterior cingulate, are also susceptible to Aβ attack (Thal et al., 2002; Cho et al., 2018). However, we did not find any stable features in these regions; some high-frequency features came from regions that are not or are weakly related to AD, such as the cerebellum, and it is difficult to associate these regions with clinical significance. Fourth, in cohort 3, most of the patients were limited to the MCI stage and few to the dementia stage at the follow-up time point; thus, it is not clear whether features were related to the degree of cognitive deterioration. Fifth, the positive result of Study two was not significant (p = 0.0403), and the feature levels of some individuals increased disparately, which was probably due to the heterogeneity of MCI and the relatively older age of the ADNI participants. Sixth, age may cause differences in our results because of its impact on Aβ and atrophy. Seventh, the positive rate of amyloid PET (42.6%) was higher than that reported in previous studies (10–30% mostly) (Chételat et al., 2013), partly because of the exclusion of some negative individuals (Supplementary Figure 1A) and the existence of individuals with subjective cognitive decline, itself a high-risk state for developing AD (Jessen et al., 2020). This bias may increase uncertainty. Eighth, different guidelines have inconsistent definitions of preclinical AD (Dubois et al., 2007, 2010, 2014; Sperling et al., 2011a; Jack et al., 2018). The latest NIA-AA 2018 definition requires additional evidence of tau deposition in patients with preclinical AD (Jack et al., 2018), but the tau status of participants was not clear in our study. Considering these limitations, multicenter collaboration to include more participants is needed in the future.

In conclusion, radiomics analysis of MPMRI is expected to become a new evaluation method for Aβ deposition and future cognitive decline in cognitively healthy individuals, which would be of great importance in diagnosing preclinical AD and targeting ultra-early secondary prevention clinical trials. Additionally, we have proposed a novel feature extraction paradigm and preservation method for feature subsets, solving the problem of instability and nonrepeatability for future studies.



DATA AVAILABILITY STATEMENT

The datasets used and/or analysed during the current study are available from the corresponding authors on reasonable request.



ETHICS STATEMENT

The study was approved by the Medical Ethics Committee of Xuanwu Hospital of Capital Medical University and was carried out in accordance with the Declaration of Helsinki. We confirm that we have read the Journal’s position on issues involved in ethical publication and affirm that this report is consistent with those guidelines. All subjects gave written informed consents and written consent to permit publication of clinical details.



AUTHOR CONTRIBUTIONS

YH and T-RL provided the data. J-HJ designed the study. T-RL and YW assembled and analyzed the data, consulted literatures, and drafted the manuscript. J-JJ drawn the Figure 1. HL and C-LH polished the manuscript. YH and J-HJ critically revised the manuscript for important intellectual content. All authors read and approved the final manuscript.



FUNDING

This work was supported by grants from the National Key Research and Development Program of China (2016YFC1306300 and 2018YFC1312001), the National Natural Science Foundation of China (61633018 and 82020108013), and the 111 Project (D20031).



ACKNOWLEDGMENTS

Data collection and sharing for this study was funded by the Sino Longitudinal Study on Cognitive Decline (SILCODE) project in China and the Alzheimer’s Disease Neuroimaging Initiative (ADNI; National Institutes of Health Grant U19 AG024904), the authors wish to thank all the individuals who participated in the study and every staff member behind both projects. This manuscript has been released as a pre-print at Research Square (doi: https://doi.org/10.21203/rs.3.rs-49621/v1) (Li et al., 2020).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fcell.2020.605734/full#supplementary-material


FOOTNOTES

1www.loni.ucla.edu/ADNI

2https://ida.loni.usc.edu/login.jsp

3https://people.cas.sc.edu/rorden/mricron/dcm2nii.html

4http://www.rfmri.org/DPARSF

5https://www.fil.ion.ucl.ac.uk/spm/software/spm12

6https://github.com/mvallieres/radiomics


REFERENCES

Alves, G. S., O’Dwyer, L., Jurcoane, A., Oertel-Knöchel, V., Knöchel, C., Prvulovic, D., et al. (2012). Different patterns of white matter degeneration using multiple diffusion indices and volumetric data in mild cognitive impairment and Alzheimer patients. PLoS One 7:e52859. doi: 10.1371/journal.pone.0052859

Balthazar, M. L., Yasuda, C. L., Pereira, F. R., Pedro, T., Damasceno, B. P., and Cendes, F. (2009). Differences in grey and white matter atrophy in amnestic mild cognitive impairment and mild Alzheimer’s disease. Eur. J. Neurol. 16, 468–474. doi: 10.1111/j.1468-1331.2008.02408.x

Baron, J. C., Chételat, G., Desgranges, B., Perchey, G., Landeau, B., de la Sayette, V., et al. (2001). In vivo mapping of gray matter loss with voxel-based morphometry in mild Alzheimer’s disease. Neuroimage 14, 298–309. doi: 10.1006/nimg.2001.0848

Basser, P. J., Mattiello, J., and LeBihan, D. (1994). MR diffusion tensor spectroscopy and imaging. Biophys. J. 66, 259–267. doi: 10.1016/S0006-3495(94)80775-1

Becker, J. A., Hedden, T., Carmasin, J., Maye, J., Rentz, D. M., Putcha, D., et al. (2011). Amyloid-β associated cortical thinning in clinically normal elderly. Ann. Neurol. 69, 1032–1042. doi: 10.1002/ana.22333

Bondi, M. W., Edmonds, E. C., Jak, A. J., Clark, L. R., Delano-Wood, L., McDonald, C. R., et al. (2014). Neuropsychological criteria for mild cognitive impairment improves diagnostic precision, biomarker associations, and progression rates. J. Alzheimers Dis. 42, 275–289. doi: 10.3233/JAD-140276

Chaddad, A., Desrosiers, C., and Niazi, T. (2018). Deep radiomic analysis of MRI related to Alzheimer’s Disease. IEEE Access 6, 58213–58221.

Chaddad, A., and Niazi, T. (2018). “Radiomics analysis of subcortical brain regions related to Alzheimer disease,” in Preceding of the 2018 IEEE Life Sciences Conference (LSC), Montreal, QC.

Chao-Gan, Y., and Yu-Feng, Z. (2010). DPARSF: a MATLAB toolbox for “Pipeline” data analysis of resting-state fMRI. Front. Syst. Neurosci. 4:13. doi: 10.3389/fnsys.2010.00013

Chen, G., Yang, K., Du, W., Hu, X., and Han, Y. (2019). Clinical characteristics in subjective cognitive decline with and without worry: baseline investigation of the SILCODE study. J. Alzheimers Dis. 72, 443–454. doi: 10.3233/JAD-190501

Chételat, G., La Joie, R., Villain, N., Perrotin, A., de La Sayette, V., Eustache, F., et al. (2013). Amyloid imaging in cognitively normal individuals, at-risk populations and preclinical Alzheimer’s disease. Neuroimage Clin. 2, 356–365. doi: 10.1016/j.nicl.2013.02.006

Cho, H., Lee, H. S., Choi, J. Y., Lee, J. H., Ryu, Y. H., Lee, M. S., et al. (2018). Predicted sequence of cortical tau and amyloid-β deposition in Alzheimer disease spectrum. Neurobiol. Aging 68, 76–84. doi: 10.1016/j.neurobiolaging.2018.04.007

Coulson, D. T., Beyer, N., Quinn, J. G., Brockbank, S., Hellemans, J., Irvine, G. B., et al. (2010). BACE1 mRNA expression in Alzheimer’s disease postmortem brain tissue. J. Alzheimers Dis. 22, 1111–1122. doi: 10.3233/JAD-2010-101254

Cui, Z., Zhong, S., Xu, P., He, Y., and Gong, G. (2013). PANDA: a pipeline toolbox for analyzing brain diffusion images. Front. Hum. Neurosci. 7:42. doi: 10.3389/fnhum.2013.00042

de Oliveira, M. S., Balthazar, M. L., D’Abreu, A., Yasuda, C. L., Damasceno, B. P., Cendes, F., et al. (2011). MR imaging texture analysis of the corpus callosum and thalamus in amnestic mild cognitive impairment and mild Alzheimer disease. AJNR Am J Neuroradiol. 32, 60–66. doi: 10.3174/ajnr.A2232

Dubois, B., Feldman, H. H., Jacova, C., Cummings, J. L., Dekosky, S. T., Barberger-Gateau, P., et al. (2010). Revising the definition of Alzheimer’s disease: a new lexicon. Lancet Neurol. 9, 1118–1127. doi: 10.1016/S1474-4422(10)70223-4

Dubois, B., Feldman, H. H., Jacova, C., Dekosky, S. T., Barberger-Gateau, P., Cummings, J., et al. (2007). Research criteria for the diagnosis of Alzheimer’s disease: revising the NINCDS-ADRDA criteria. Lancet Neurol. 6, 734–746. doi: 10.1016/S1474-4422(07)70178-3

Dubois, B., Feldman, H. H., Jacova, C., Hampel, H., Molinuevo, J. L., Blennow, K., et al. (2014). Advancing research diagnostic criteria for Alzheimer’s disease: the IWG-2 criteria. Lancet Neurol. 13, 614–629. doi: 10.1016/S1474-4422(14)70090-0

Fakhry-Darian, D., Patel, N. H., Khan, S., Barwick, T., Svensson, W., Khan, S., et al. (2019). Optimisation and usefulness of quantitative analysis of 18F-florbetapir PET. Br. J. Radiol. 92:20181020. doi: 10.1259/bjr.20181020

Feng, F., Wang, P., Zhao, K., Zhou, B., Yao, H., Meng, Q., et al. (2018). Radiomic features of hippocampal subregions in Alzheimer’s Disease and amnestic mild cognitive impairment. Front. Aging Neurosci. 10:290. doi: 10.3389/fnagi.2018.00290

Feng, Q., Chen, Y., Liao, Z., Jiang, H., Mao, D., Wang, M., et al. (2018). Corpus callosum radiomics-based classification model in Alzheimer’s Disease: a case-control study. Front. Neurol. 9:618. doi: 10.3389/fneur.2018.00618

Golde, T. E., DeKosky, S. T., and Galasko, D. (2018). Alzheimer’s disease: the right drug, the right time. Science 362, 1250–1251. doi: 10.1126/science.aau0437

Guo, Y., Zhang, Z., Zhou, B., Wang, P., Yao, H., Yuan, M., et al. (2014). Grey-matter volume as a potential feature for the classification of Alzheimer’s disease and mild cognitive impairment: an exploratory study. Neurosci. Bull. 30, 477–489. doi: 10.1007/s12264-013-1432-x

Gyebnár, G., Szabó, Á, Sirály, E., Fodor, Z., Sákovics, A., Salacz, P., et al. (2018). What can DTI tell about early cognitive impairment? - Differentiation between MCI subtypes and healthy controls by diffusion tensor imaging. Psychiatry Res. Neuroimaging 272, 46–57. doi: 10.1016/j.pscychresns.2017.10.007

Hassan, I., Kotrotsou, A., Bakhtiari, A. S., Thomas, G. A., Weinberg, J. S., Kumar, A. J., et al. (2016). Radiomic texture analysis mapping predicts areas of true functional MRI activity. Sci. Rep. 6:25295. doi: 10.1038/srep25295

Insel, P. S., Hansson, O., Mackin, R. S., Weiner, M., Mattsson, N., Alzheimer’s Disease, et al. (2018). Amyloid pathology in the progression to mild cognitive impairment. Neurobiol. Aging 64, 76–84. doi: 10.1016/j.neurobiolaging.2017.12.018

Jack, C. R. Jr., Bennett, D. A., Blennow, K., Carrillo, M. C., Dunn, B., Haeberlein, S. B., et al. (2018). NIA-AA research framework: toward a biological definition of Alzheimer’s disease. Alzheimers Dement. 14, 535–562. doi: 10.1016/j.jalz.2018.02.018

Jessen, F., Amariglio, R. E., Buckley, R. F., van der Flier, W. M., Han, Y., Molinuevo, J. L., et al. (2020). The characterisation of subjective cognitive decline. Lancet Neurol. 19, 271–278. doi: 10.1016/S1474-4422(19)30368-0

Jia, L., Quan, M., Fu, Y., Zhao, T., Li, Y., Wei, C., et al. (2020). Dementia in China: epidemiology, clinical management, and research advances. Lancet Neurol. 19, 81–92. doi: 10.1016/S1474-4422(19)30290-X

Jo, T., Nho, K., and Saykin, A. J. (2019). Deep learning in Alzheimer’s Disease: diagnostic classification and prognostic prediction using neuroimaging data. Front. Aging Neurosci. 11:220. doi: 10.3389/fnagi.2019.00220

Kun, Z., Yanhui, D., Ying, H., Yong, F., Aaron, F., Tong, H., et al. (2020). Independent and reproducible hippocampal radiomic biomarkers for multisite Alzheimer’s disease: diagnosis, longitudinal progress and biological basis. ence Bull. 65, 1103–1113.

Lee, S., Lee, H., Kim, K. W., and Alzheimer’s Disease Neuroimaging Initiative (2020). Magnetic resonance imaging texture predicts progression to dementia due to Alzheimer disease earlier than hippocampal volume. J. Psychiatry Neurosci. 45, 7–14. doi: 10.1503/jpn.180171

Li, H., Habes, M., and Yong, F. (2017). Deep ordinal ranking for multi-category diagnosis of alzheimer’s disease using hippocampal MRI data. arXiv [Preprint]. Available online at: https://arxiv.org/abs/1709.01599

Li, S., Yuan, X., Pu, F., Li, D., Fan, Y., Wu, L., et al. (2014). Abnormal changes of multidimensional surface features using multivariate pattern classification in amnestic mild cognitive impairment patients. J. Neurosci. 34, 10541–10553. doi: 10.1523/JNEUROSCI.4356-13.2014

Li, T. R., Wang, X. N., Sheng, C., Li, Y. X., Li, F. Z., Sun, Y., et al. (2019). Extracellular vesicles as an emerging tool for the early detection of Alzheimer’s disease. Mech. Ageing Dev. 184:111175. doi: 10.1016/j.mad.2019.111175

Li, Y., Jiang, J., Lu, J., Jiang, J., Zhang, H., and Zuo, C. (2019). Radiomics: a novel feature extraction method for brain neuron degeneration disease using 18F-FDG PET imaging and its implementation for Alzheimer’s disease and mild cognitive impairment. Ther. Adv. Neurol. Disord. 12:1756286419838682. doi: 10.1177/1756286419838682

Li, X., Wang, X., Su, L., Hu, X., and Han, Y. (2019). Sino longitudinal study on cognitive decline (SILCODE): protocol for a Chinese longitudinal observational study to develop risk prediction models of conversion to mild cognitive impairment in individuals with subjective cognitive decline. BMJ Open 9:e028188. doi: 10.1136/bmjopen-2018-028188

Li, T. R., Wu, Y., Jiang, J. J., Jiang, J. H., and Han, Y. (2020). Radiomics analysis of magnetic resonance imaging helps to identify preclinical Alzheimer’s disease: an exploratory study. Res. Square 12:1756286419838682. doi: 10.21203/rs.3.rs-49621/v1

Li, X. Y., Tang, Z. C., Sun, Y., Tian, J., Liu, Z. Y., and Han, Y. (2016). White matter degeneration in subjective cognitive decline: a diffusion tensor imaging study. Oncotarget 7, 54405–54414. doi: 10.18632/oncotarget.10091

Long, J. M., and Holtzman, D. M. (2019). Alzheimer Disease: an update on pathobiology and treatment strategies. Cell 179, 312–339. doi: 10.1016/j.cell.2019.09.001

Luk, C. C., Ishaque, A., Khan, M., Ta, D., Chenji, S., Yang, Y. H., et al. (2018). Alzheimer’s disease: 3-Dimensional MRI texture for prediction of conversion from mild cognitive impairment. Alzheimers Dement. 10, 755–763. doi: 10.1016/j.dadm.2018.09.002

McKhann, G. M., Knopman, D. S., Chertkow, H., Hyman, B. T., Jack, C. R. Jr., Kawas, C. H., et al. (2011). The diagnosis of dementia due to Alzheimer’s disease: recommendations from the national institute on Aging-Alzheimer’s association workgroups on diagnostic guidelines for Alzheimer’s disease. Alzheimers Dement. 7, 263–269. doi: 10.1016/j.jalz.2011.03.005

Papp, K. V., Rentz, D. M., Mormino, E. C., Schultz, A. P., Amariglio, R. E., Quiroz, Y., et al. (2017). Cued memory decline in biomarker-defined preclinical Alzheimer disease. Neurology 88, 1431–1438. doi: 10.1212/WNL.0000000000003812

Pedro, T., Weiler, M., Yasuda, C. L., D’Abreu, A., Damasceno, B. P., Cendes, F., et al. (2012). Volumetric brain changes in thalamus, corpus callosum and medial temporal structures: mild Alzheimer’s disease compared with amnestic mild cognitive impairment. Dement. Geriatr. Cogn. Disord. 34, 149–155. doi: 10.1159/000342118

Petersen, R. C. (2004). Mild cognitive impairment as a diagnostic entity. J. Intern. Med. 256, 183–194. doi: 10.1111/j.1365-2796.2004.01388.x

Promteangtrong, C., Kolber, M., Ramchandra, P., Moghbel, M., Houshmand, S., Schöll, M., et al. (2015). Multimodality imaging approach in Alzheimer disease. Part I: structural MRI, functional MRI, diffusion tensor imaging and magnetization transfer imaging. Dement. Neuropsychol. 9, 318–329. doi: 10.1590/1980-57642015DN94000318

Rathore, S., Habes, M., Iftikhar, M. A., Shacklett, A., and Davatzikos, C. (2017). A review on neuroimaging-based classification studies and associated feature extraction methods for Alzheimer’s disease and its prodromal stages. Neuroimage 155, 530–548. doi: 10.1016/j.neuroimage.2017.03.057

Shu, N., Wang, X., Bi, Q., Zhao, T., and Han, Y. (2018). Disrupted topologic efficiency of white matter structural connectome in individuals with subjective cognitive decline. Radiology 286, 229–238. doi: 10.1148/radiol.2017162696

Smith, S. M. (2002). Fast robust automated brain extraction. Hum. Brain Mapp. 17, 143–155. doi: 10.1002/hbm.10062

Smith, S. M., Jenkinson, M., Woolrich, M. W., Beckmann, C. F., Behrens, T. E., Johansen-Berg, H., et al. (2004). Advances in functional and structural MR image analysis and implementation as FSL. Neuroimage 23(Suppl. 1), S208–S219. doi: 10.1016/j.neuroimage.2004.07.051

Sojkova, J., Zhou, Y., An, Y., Kraut, M. A., Ferrucci, L., Wong, D. F., et al. (2011). Longitudinal patterns of β-amyloid deposition in nondemented older adults. Arch. Neurol. 68, 644–649. doi: 10.1001/archneurol.2011.77

Sørensen, L., Igel, C., Liv Hansen, N., Osler, M., Lauritzen, M., Rostrup, E., et al. (2016). Early detection of Alzheimer’s disease using MRI hippocampal texture. Hum. Brain Mapp. 37, 1148–1161. doi: 10.1002/hbm.23091

Sperling, R. A., Aisen, P. S., Beckett, L. A., Bennett, D. A., Craft, S., Fagan, A. M., et al. (2011a). Toward defining the preclinical stages of Alzheimer’s disease: recommendations from the National Institute on Aging-Alzheimer’s association workgroups on diagnostic guidelines for Alzheimer’s disease. Alzheimers Dement. 7, 280–292. doi: 10.1016/j.jalz.2011.03.003

Sperling, R. A., Jack, C. R. Jr., and Aisen, P. S. (2011b). Testing the right target and right drug at the right stage. Sci. Transl. Med. 3:111cm33. doi: 10.1126/scitranslmed.3002609

Tang, Z., Liu, Z., Li, R., Yang, X., Cui, X., Wang, S., et al. (2017). Identifying the white matter impairments among ART-naïve HIV patients: a multivariate pattern analysis of DTI data. Eur. Radiol. 27, 4153–4162. doi: 10.1007/s00330-017-4820-1

Teipel, S. J., Kuper-Smith, J. O., Bartels, C., Brosseron, F., Buchmann, M., Buerger, K., et al. (2019). Multicenter tract-based analysis of microstructural lesions within the Alzheimer’s Disease spectrum: association with amyloid pathology and diagnostic usefulness. J. Alzheimers Dis. 72, 455–465. doi: 10.3233/JAD-190446

Thal, D. R., Rüb, U., Orantes, M., and Braak, H. (2002). Phases of A beta-deposition in the human brain and its relevance for the development of AD. Neurology 58, 1791–1800. doi: 10.1212/wnl.58.12.1791

Thomann, P. A., Wustenberg, T., Pantel, J., Essig, M., and Schroder, J. (2006). Structural changes of the corpus callosum in mild cognitive impairment and Alzheimer’s disease. Dement. Geriatr. Cogn. Disord. 21, 215–220. doi: 10.1159/000090971

Tian, Y., Liu, Z., Tang, Z., Li, M., Lou, X., Dong, E., et al. (2019). Radiomics analysis of DTI data to assess vision outcome after intravenous methylprednisolone therapy in neuromyelitis optic neuritis. J. Magn. Reson. Imaging 49, 1365–1373. doi: 10.1002/jmri.26326

Uddin, S., Khan, A., Hossain, M. E., and Moni, M. A. (2019). Comparing different supervised machine learning algorithms for disease prediction. BMC Med. Inform. Decis. Mak. 19:281. doi: 10.1186/s12911-019-1004-8

Vallières, M., Freeman, C. R., Skamene, S. R., and El Naqa, I. (2015). A radiomics model from joint FDG-PET and MRI texture features for the prediction of lung metastases in soft-tissue sarcomas of the extremities. Phys. Med. Biol. 60, 5471–5496. doi: 10.1088/0031-9155/60/14/5471

Wang, B., Liu, Z., Liu, J., Tang, Z., Li, H., and Tian, J. (2016). Gray and white matter alterations in early HIV-infected patients: combined voxel-based morphometry and tract-based spatial statistics. J. Magn. Reson. Imaging 43, 1474–1483. doi: 10.1002/jmri.25100

Weston, P. S., Nicholas, J. M., Lehmann, M., Ryan, N. S., Liang, Y., Macpherson, K., et al. (2016). Presymptomatic cortical thinning in familial Alzheimer disease: a longitudinal MRI study. Neurology 87, 2050–2057. doi: 10.1212/WNL.0000000000003322

Yamanakkanavar, N., Choi, J. Y., and Lee, B. (2020). MRI segmentation and classification of human brain using deep learning for diagnosis of alzheimer’s disease: a survey. Sensors 20:3243. doi: 10.3390/s20113243

Yan, T., Wang, W., Yang, L., Chen, K., Chen, R., and Han, Y. (2018). Rich club disturbances of the human connectome from subjective cognitive decline to Alzheimer’s disease. Theranostics 8, 3237–3255. doi: 10.7150/thno.23772

Zhao, W., Wang, X., Yin, C., He, M., Li, S., and Han, Y. (2019). Trajectories of the hippocampal subfields atrophy in the Alzheimer’s Disease: a structural imaging study. Front. Neuroinform. 13:13. doi: 10.3389/fninf.2019.00013

Zhou, H., Jiang, J., Lu, J., Wang, M., Zhang, H., Zuo, C., et al. (2018). Dual-model radiomic biomarkers predict development of mild cognitive impairment progression to Alzheimer’s Disease. Front. Neurosci. 12:1045. doi: 10.3389/fnins.2018.01045


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Li, Wu, Jiang, Lin, Han, Jiang and Han. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 11 January 2021
doi: 10.3389/fcell.2020.610569





[image: image]

Constructing Dynamic Functional Networks via Weighted Regularization and Tensor Low-Rank Approximation for Early Mild Cognitive Impairment Classification

Zhuqing Jiao1,2*, Yixin Ji2, Jiahao Zhang1, Haifeng Shi3 and Chuang Wang4*

1School of Microelectronics and Control Engineering, Changzhou University, Changzhou, China

2School of Computer Science and Artificial Intelligence, Changzhou University, Changzhou, China

3Department of Radiology, Changzhou Second People’s Hospital Affiliated to Nanjing Medical University, Changzhou, China

4School of Medicine, Ningbo University, Ningbo, China

Edited by:
Chencheng Zhang, Shanghai Jiao Tong University, China

Reviewed by:
Lishan Qiao, Liaocheng University, China
Xia-an Bi, Hunan Normal University, China

*Correspondence: Zhuqing Jiao, jzq@cczu.edu.cn; Chuang Wang, wangchuang@nbu.edu.cn

Specialty section: This article was submitted to Molecular Medicine, a section of the journal Frontiers in Cell and Developmental Biology

Received: 26 September 2020
Accepted: 12 November 2020
Published: 11 January 2021

Citation: Jiao Z, Ji Y, Zhang J, Shi H and Wang C (2021) Constructing Dynamic Functional Networks via Weighted Regularization and Tensor Low-Rank Approximation for Early Mild Cognitive Impairment Classification. Front. Cell Dev. Biol. 8:610569. doi: 10.3389/fcell.2020.610569

Brain functional networks constructed via regularization has been widely used in early mild cognitive impairment (eMCI) classification. However, few methods can properly reflect the similarities and differences of functional connections among different people. Most methods ignore some topological attributes, such as connection strength, which may delete strong functional connections in brain functional networks. To overcome these limitations, we propose a novel method to construct dynamic functional networks (DFN) based on weighted regularization (WR) and tensor low-rank approximation (TLA), and apply it to identify eMCI subjects from normal subjects. First, we introduce the WR term into the DFN construction and obtain WR-based DFNs (WRDFN). Then, we combine the WRDFNs of all subjects into a third-order tensor for TLA processing, and obtain the DFN based on WR and TLA (WRTDFN) of each subject in the tensor. We calculate the weighted-graph local clustering coefficient of each region in each WRTDFN as the effective feature, and use the t-test for feature selection. Finally, we train a linear support vector machine (SVM) classifier to classify the WRTDFNs of all subjects. Experimental results demonstrate that the proposed method can obtain DFNs with the scale-free property, and that the classification accuracy (ACC), the sensitivity (SEN), the specificity (SPE), and the area under curve (AUC) reach 87.0662% ± 0.3202%, 83.4363% ± 0.5076%, 90.6961% ± 0.3250% and 0.9431 ± 0.0023, respectively. We also achieve the best classification results compared with other comparable methods. This work can effectively improve the classification performance of DFNs constructed by existing methods for eMCI and has certain reference value for the early diagnosis of Alzheimer’s disease (AD).

Keywords: dynamic functional network (DFN), weighted regularization (WR), tensor low-rank approximation (TLA), early mild cognitive impairment (eMCI), classification


INTRODUCTION

Alzheimer’s disease (AD) is a typical dementia disease, which accounts for about 60–70% of patients with dementia diseases (Atangana et al., 2018). Notably, AD is a neurodegenerative disease mainly characterized by memory dysfunction and with an increasing morbidity, mortality, and economic cost (Lu et al., 2019). However, it is unclear that AD biomarkers are critical for catching the disease early to allow for preventative interventions. Mild cognitive impairment (MCI) is a transitional state between normal senility and AD (Muldoon and Bassett, 2016). Recent researches show that about 10–12% of MCI patients deteriorate to AD patients every year, while only 1–2% of normal senilities deteriorate to AD patients every year. MCI patients are considered to be a high-risk group among AD patients (Jiao et al., 2014; Zhang et al., 2015b). The brains of patients with early mild cognitive impairment (eMCI) have very subtle changes compared with those of normal people, which mainly manifest in abnormal functional connections between certain regions (Bi et al., 2020a,b; Tobia et al., 2017). If treatment and intervention can be carried out in time after eMCI is discovered, we can greatly delay or prevent the development of eMCI to MCI and AD.

Interestingly, non-genetic AD or MCI biomarkers are also being extensively explored. With the development of neuroimaging techniques, data collection technologies and analysis methods are constantly being improved. Scientists can directly and non-invasively study the structure and functional activities of brains, thereby they can reveal the functional and structural characteristics from the brains. Neuroimaging techniques have become important tools for humans to explore and study the brains (Zhang and Raichle, 2010; Zhang et al., 2016b). Specially, the spatial resolution of functional magnetic resonance imaging (fMRI) technology can reach the millimeter level, and fMRI has the characteristics of higher temporal resolution at the same time. Thus, it has been widely used in clinical and scientific research. Compared with task-state fMRI, resting-state fMRI has advantages such as simple and easy operation, which provides great convenience for the diagnosis of brain diseases (Du et al., 2012; Zhang et al., 2015a). However, the spontaneous brain activity and the state of the scanning instruments are usually random and asynchronous, so it is a big challenge to identify eMCI patients with resting-state fMRI (Wee et al., 2016a). Brain functional networks can effectively describe the way of transmitting information inside the brain, especially based on resting-state fMRI, have been widely applied to the study of brain diseases (Zhang et al., 2018a,b; Bi et al., 2021).

Currently, Pearson’s correlation (PC) is one of the most common methods to construct brain functional networks. However, brain functional networks constructed by PC are often dense and with a large number of redundant and false functional connections (Lee et al., 2011). To solve this problem, one solution is to set some thresholds (Jiao et al., 2018); another solution is to use partial correlation method to construct sparse brain functional networks (Marrelec et al., 2006; Peng et al., 2012; Zhou et al., 2018). In fact, both methods have drawbacks. There is no uniform requirement for the setting of threshold in the method of thresholding processing, while usually a singular solution is obtained by the partial correlation method which involves the problem of solving the inverse of the matrix. The regularization method converts some prior information into regularization terms, which not only fits the data well but also effectively utilizes the prior information. It makes the method for constructing networks scalable (Karen et al., 2018).

The regularization method based on L1-norm has been successful in the construction of brain functional networks and in the auxiliary diagnosis of brain diseases. For example, sparse representation (SR) (Lee et al., 2011) is a regularization method based on L1-norm to construct brain functional networks (Liu et al., 2010). But, it has many deficiencies. First, due to the same penalty constraints, there is a lot of noise in constructed networks, which may lose some important functional connections (Li W.K. et al., 2020). Second, this method does not consider the relationships among different subjects, and sparsity constraint, when applied at an individual level, will cause inter-subject variability and reduce classification performance (Wee et al., 2016b). Wee et al. (2014) used group-constrained sparse representation (GSR) to overcome these limitations, and introduced the L2,1-norm regularization term into the construction model of brain functional networks. GSR makes brain functional networks of different people share the similar topological structure, but the group-constraint cannot well reflect the differences of functional connections among different people.

The data in the brain functional network is high-dimensional and redundant, and most of the high-dimensional data is located in a low-dimensional subspace (Meinshausen and Bühlmann, 2006). Relevant studies have shown that high-dimensional redundant data can be obtained by calculating the low-rank approximation of the matrix, so matrix low-rank approximation (MLA) is a solution to find useful information from complex data (Halko et al., 2010). Compared with MLA, tensor low-rank approximation (TLA) can fully consider the correlation and prior knowledge between the data, remove the redundant information of the data, and retain valuable information (Jiang et al., 2019). Jiang et al. (2019) used TLA to make the brain functional networks have similar but not necessarily identical topology across subjects. Although TLA can effectively overcome the limitations of GSR, it is difficult to well reflect some discriminative functional connections. This is a very common disadvantage, because some prior knowledge may be explained by discriminative topology properties in brain functional networks, and the classification performance may be determined by some discriminative functional connections.

To address above problems, we propose a method for constructing dynamic functional networks (DFN) via weighted regularization (WR) and TLA (WRTLA), and apply it to distinguish eMCI subjects from normal subjects. First, we formulate PC as an optimization model, and integrate the connection strength into WR and derive the DFN based on WR (WRDFN). Then we combine all the WRDFNs of all subjects into a third-order tensor for TLA processing and obtain the DFN based on WR and TLA (WRTDFN) of each subject in the tensor. Next, we calculate the weighted-graph local clustering coefficient of each brain region as an effective feature and use t-test to select features from WRTDFNs. Then, we train a linear support vector machine (SVM) to classify the WRTDFNs of all subjects and evaluate the classification results. Finally, we discuss the classification performance of WRTDFNs with different regularization parameters, the influence of window widths and step sizes, and discriminative regions and functional connections.



MATERIALS AND METHODS


Framework

Figure 1 shows the framework of constructing DFNs via WRTLA for eMCI classification.


[image: image]

FIGURE 1. The framework of constructing DFN via WRTLA for eMCI classification, including the following steps: (A) Preprocessing the original resting fMRI data of normal subjects and eMCI subjects, (B) Extracting the time series containing all brain regions according to the AAL template, (C) Using sliding window method to divide the entire time series into several overlapping segments, (D) Introducing the WR term into the construction of DFNs to obtain WRDFNs, (E) Stacking all WRDFNs of subjects into a tensor and optimizing it using TLA and obtaining WRTDFNs, (F) Calculating and extracting the weighted-graph local clustering coefficient of each brain region in WRTDFNs as the effective feature, and using the t-test to select features, and (G) Training a linear SVM classifier to classify the WRTDFNs of all subjects and evaluating the classification performance.




Data Acquisition and Processing

The resting-state fMRI data is derived from the ADNIGo and ADNI2 datasets1 of the Alzheimer’s disease neuroimaging initiative (ADNI) project. A total of 60 subjects are selected, including 30 normal subjects and 30 eMCI subjects. The raw resting-state fMRI data is preprocessed by using the SPM8 toolbox2 of Matlab R2012a software with further correction and normalization. The process of preprocessed operations contains slice timing, realignment, spatial normalization, smoothing, detrend, filtering, etc. Then, we use the Anatomical Automatic Labeling (AAL) template in the DPARSF3 toolbox to divide the brain into 90 brain regions (45 brain regions for the left and right brains), and the time series of each brain region are extracted (Tzourio-Mazoyer et al., 2002). The filtering range is 0.01–0.08 Hz, the standardized bounding box is [−90, −126, −72; 90, 90, 108], and the voxel size is [3 3 3]. It takes a certain amount of time for both the machine and the subjects to enter a stable state. The first 3 time points are removed during preprocessing, and the remaining 137 time points are used for subsequent analysis. Subjects’ data with large head movements (translation > 2 mm, rotation > 2°) are removed after realigning.



Conventional DFN Construction

Conventional DFNs are constructed by using sliding windows (Chen et al., 2016, 2017). Suppose X = [x1,x2,…,xp] ∈ ℝV×P is a time series matrix, V is the length of the time series, P is the number of brain regions, and xi ∈ ℝV×1 are the time series of the i-th brain region. Assuming that the window width is N and the step size is S, the total number of windows K is expressed as [image: image]. Then, we calculate the PC coefficient between time series in each sliding window. [image: image] denotes the time series of the i-th brain region in the k-th window, and the time series matrix [image: image] in the k-th window concatenate [image: image] in series. After centralizing and normalizing, the correlation coefficient matrix of brain functional network W(k) in the k-th sliding window is constructed as follows:

[image: image]



DFN Construction Based on WR

Li et al. (2017) reconstructed the PC method as an optimization model and introduced WR into the construction of the bbrain functional networks, while Yu et al. (2017) adopted weighted sparse representation (WSR) to construct brain functional networks. We refer the former method, which formulate PC into an optimized model and add a WR term based on connection strength. The WR term is used to restrict the strength of each connection in brain functional networks. On this basis, the objective function can be formulated as:

[image: image]

where [image: image] represents the square of the F-norm, and X(k) represents the time series of the k-th window. λ is a regularization parameter that controls the degree of sparsity, and [image: image] represents the correlation coefficient between the time series of the i-th region and the time series of the j-th region in the k-th window. cij represents the weight penalty for the functional connection between the i-th region and the j-th region, and we define cij as follows:

[image: image]

where σ is a parameter used to adjust the decay speed of the weight of the corresponding connection strength. The solution method is to calculate the standard deviation (STD) of the absolute value of all elements in the correlation coefficient matrix of brain functional networks.

In Eq. (2), the fitting term is derivable, but the regularization term based on L1-norm is a convex function and is non-differentiable. To solve the non-differentiable objective function, we use the proximal operator method (Yan et al., 2013) to optimize and solve the objective function. First, we calculate the derivative of Eq. (2):

[image: image]

The proximal operator based on L1-norm is obtained with the expression as follows:

[image: image]

where ∥⋅∥1 represents the L1-norm. After each gradient descent calculation is completed, the proximal operator can be used to solve the constraint of W(k).

The correlation coefficient matrices of the WRDFNs constructed by regularization methods are mostly asymmetric without constraints. Therefore, we adopt the same strategy in the study as Elhamifa and Vidal (2013) to perform symmetry operation on W(k) and obtain [image: image] to represent the correlation coefficient matrix of WRDFN.



Tensor Low-Rank Approximation

Jiang et al. (2019) adopted TLA to optimize the tensor composed of brain functional networks of different subjects via SR. The specific method is to “assemble” all brain functional networks of different subjects together to form a third-order tensor and then use tensor robust principal component analysis (TRPCA) to optimize the third-order tensor (Lu et al., 2016). Separately, we stack the WRDFNs of all subjects into a third-order tensor and then use TLA to process this tensor from which the WRTDFN of each subject is obtained. The optimization problems in TLA are as follows:
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where Ω ∈ ℝN×N×K is the low-rank tensor finally obtained, and ∥⋅∥* represents the trace norm. E ∈ ℝN×N×K is the noise tensor representing the difference between W ∈ ℝN×N×K and Ω. W is combined by WRDFNs of all subjects, and γ is a percentage parameter, which is used to remove some weak connections and can be calculated by [image: image].

Since the objective function in Eq. (2) is a convex function, we adopted the alternating direction method of multipliers (ADMM) algorithm to solve the objective function (Zhang et al., 2014). The augmented Lagrange multiplier is defined as follows:

[image: image]

where Y is the Lagrange multiplier matrix, and μ is the iterative step size of the dual variable in the augmented Lagrange function.

According to the solution framework of the ADMM algorithm, each tensor and variable can be solved and updated as follows:
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where Yk is the dual matrix in the k-th iteration, μk is the iteration step size of the k-th dual variable, and ρ is the ratio of increasing μ in each iteration.

The convergence conditions of the ADMM algorithm are:
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Feature Extraction, Feature Selection, and Classification

The weighted-graph local clustering coefficient describes the local connectivity of the network and quantifies the density of the local structure, which generally decreases with increasing node degree (Jiao et al., 2019). Assuming that there is a network of N nodes, the weighted-graph local clustering coefficient of node i is defined as:

[image: image]

where ωij(i ≠ j) represents the weight of the connection between node i and node j, vi denotes the set of nodes directly connected to node i, and | vi| represents the number of elements in vi.

SVM has unique advantages in solving small samples, non-linear and high-dimensional data (Li et al., 2018). The goal of SVM is to find an optimal hyperplane that maximizes the separation between each type of sample and the hyperplane, so as to classify the samples. In this study, we extract the weighted-graph local clustering coefficients in WRTDFN as features, use the simplest t-test for feature selection, and finally perform the linear SVM classifier (C = 1) to classify the WRTDFNs of different subjects. It should be noted that only the training dataset participates in the feature selection process. The dimension of the test dataset is reduced according to the feature index of the training dataset after feature selection, and then the test dataset is classified by the trained classifier. To characterize the classification performance, we use four metrics including classification accuracy (ACC), sensitivity (SEN), specificity (SPE), and area under curve (AUC) (Li et al., 2019). Let TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative, respectively. Then, ACC, SEN, and SPE can be respectively defined as:
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RESULTS


Visualization of Brain Functional Networks

Zhang and Wang (2015c) discussed the influence of window width and step size in the classification of eMCI patients. They found that the classification results were best when the window width was set to 70 and the step size was set to 1. The DFNs constructed by their methods have many parameters, as well as a large number of samples result from sliding windows. Like WRTLA, it is difficult to use nested cross-validation to select optimal parameters. Setting the same window width and step size facilitates the comparison of classification results with different methods, as shown in Figure 2. The comparable methods include PC and SR (Jiang et al., 2019), the PCscale–free method based on PC and scale-free prior proposed by Li et al. (2017), the WSR proposed by Yu et al. (2017), the group-constrained sparse representation (GSR) proposed by Wee et al. (2014), the TLA method based on sparse representation (SRTLA) and the TLA method based on PC (PTLA) proposed by Jiang et al. (2019), the low-rank tensor regularization method based on PC (PLTR) involved in the study by Gao et al. (2020), and the sparse low-rank representation method (SLR) based on partial correlation proposed by Qiao et al. (2016). Table 1 shows the data-fitting terms and the regularization terms in some aforementioned methods. It is worth noting that all brain functional networks constructed by these methods are DFNs. We select a subject randomly and visualize the brain functional network in the same time window, as shown in Figure 2.
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FIGURE 2. Visualized results of brain functional networks in the same time window. The brain functional network in (A) is dense, whereas the brain functional network in (B) is sparse, and there is a lot of noise in it. The topologies of brain functional networks in (F,G) are clearer than those in (A,B) respectively, which indicate that TLA has not changed topologies much but effectively removed some noise connections to improve qualities of brain functional networks, which have certain modularity. The brain functional network in (E) is sparser than that in (F), and the brain functional network in (H) and (I) is sparser and more modular than those in (A,B) respectively. In (D,J), some strong functional connections are enhanced, while some weak functional connections are suppressed, which reflects the effectiveness of introducing the weight penalty regularization term. In addition, as shown in (C), we obtain a clearer brain functional network with Hub structure because of the WR term, but some strong functional connections are also penalized.



TABLE 1. Data-fitting terms and regularization terms in some aforementioned methods.

[image: Table 1]Since the Hub structure does not have a unified metric, we refer to the method of Jiang et al. (2019) and design the following steps. Firstly, we find the top ten nodes with the largest degree in the brain functional network and calculate the sum of these ten node degrees. Secondly, we divide the sum of these ten node degrees by the sum of all node degrees to get a percentage value representing the Hub score. The higher the Hub score, the more obvious the Hub structure. We calculate the Hub score of the brain functional network via WRTLA with that via PCscale–free, and find the former is 15.16% and higher than the latter which is 14.88%. The brain functional network constructed by PCscale–free has an obvious scale-free characteristic.



Classification Results

We calculate the weighted-graph local clustering coefficient of each region as the effective feature, and use t-test to select the feature, with the significance level of 0.05. Then, we employ a SVM with a linear kernel to classify all subjects, which is implemented by using LIBSVM toolbox (Chang and Lin, 2011). The eMCI subjects are treated as positive samples and normal subjects as negative samples. We use ACC, SEN, SPE, and AUC at the end of each classification to evaluate the effectiveness of different methods, and verify the classification results by 10-fold cross-validation (Friston et al., 2003). Specifically, all features are divided into 10 parts, of which 1 part is left for testing in each cross-validation, and the remaining 9 parts are used for training. The regularization parameter is λ = 0.2. The process is repeated 10 times independently, and the average value of each classification after 10 times of 10-fold cross-validation is taken as the final result. Table 2 shows the classification results of different methods with their STD, where the highlighted results indicate the best classification performance.


TABLE 2. Classification results of different methods.

[image: Table 2]As shown in Table 2, the classification performance of WRTLA is better than other methods. In particular, its ACC, SEN, SPE, and AUC are 87.0662% ± 0.3202%, 83.4363% ± 0.5076%, 90.6961% ± 0.3250% and 0.9431 ± 0.0023, respectively. PCscale–free achieves the classification performance second only to WRTLA, and its ACC, SEN, SPE, and AUC are 86.7034% ± 0.3064%, 83.4951% ± 0.5754%, 89.9118% ± 0.3526% and 0.9413 ± 0.0025, respectively. In addition, the ACC of PLTA is higher than that of PC method, but the ACC of SRTLA is not as high as that of SR. It means that TLA can effectively remove noise connections to improve the quality of DFNs and improve the ACC, but it is not ideal for the SR. The classification performance of WSR and GSR are better than that of SR, which shows that the WR term and the L2,1-norm regularization term are conducive to constructing a more biologically meaningful DFN, and can improve the classification performance of brain diseases. In addition, WRTLA has a higher ACC compared with PLTR and SLR. WRTLA, PLTR and SLR all introduce modularity priors. The classification accuracy of WRTLA and PLTR are higher than PC, but the classification accuracy of SLR is not as good as SR. It indicates that the introduction of modularity priors in the construction of DFN based on PC is beneficial to improve the classification performance, but the introduction of modular priors in the construction of DFN based on SR may not improve classification performance well.

In WRTLA, the purpose of L1-norm regularization term is mainly to remove redundant features and improve generalization performance of the model. The regularization parameter λ is used to adjust the complexity of the model. We test the classification performance between normal subjects and eMCI subjects with different regularization parameters. Figure 3 shows the specific results, where the range of λ is [2–4, 2–3, 2–2, 2–1] (Li et al., 2019; Xu et al., 2020). As can be seen, the classification performance iterating through four parameters just changes a little, but it still has differences. Specifically, the best classification performance is achieved when λ = 0.2, and ACC, SEN, SPE, and AUC are 87.0662% ± 0.3202%, 83.4363% ± 0.5076%, 90.6961% ± 0.3250%, 0.9431 ± 0.0023, respectively. With the changes of λ, the range of the classification performance is not very obvious but shows a downward trend. The reason for this situation may be: as the λ decreases, the features that are useful for classification are also less and less likely to be selected, which ultimately leads to the fitting ability of the classification model worse.


[image: image]

FIGURE 3. Classification performance of WRTLA with different regularization parameters.


Since the number of samples is very big, all subjects are repeatedly classified to find the optimal combination of window width and step size. Table 3 shows the classification results by different combinations of window widths and step sizes, where the highlighted results indicate the best classification performance. Among them, the step sizes vary from 1 to 4, the window widths vary from 50 to 80, and the regularization parameter λ = 0.2.


TABLE 3. Classification results by different combinations of window widths and step sizes.

[image: Table 3]From Table 3, we can find that the classification rsults is best when the window width is set to 60 and the step size is set to 2. When the step size is set to 1∼3, the classification performance is higher when the window width is 70. As the step size increases, the classification performance shows a downward trend. This is consistent with the conclusion of Jiao et al. (2019). The season is that a larger step size tends to ignore the part of the dynamic information of the functional connection between regions that changes over time, and the classification performance gradually decreases.



Discriminative Brain Regions and Functional Connections

The selected features in each 10-fold cross-validation are different, namely, the selected weighted-graph local clustering coefficients are different, so we count the features that have been selected more times in ten times of 10-fold-cross-validation. These features correspond to 24 brain regions, known as discriminative brain regions. Table 4 shows the discriminative brain regions, which are visualized by using BrainNet Viewer toolbox4 (Xia et al., 2013). Figure 4 shows the visualization results of these discriminative brain regions on the Jet template, where each node corresponds to a brain region.


TABLE 4. Discriminative brain regions.
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FIGURE 4. Visualization of discriminative brain regions. (A) Cornal plane. (B) Axis plane. (C) Sagittal plane.


In Table 4, we find that some regions corresponding to features in the default mode network (DMN) are selected, such as left posterior cingulate gyrus (PCG.L), right posterior cingulate gyrus (PCG.R), left hippocampus (HIP.L), left inferior parietal, supramarginal and angular gyri (IPL.L), right inferior parietal, supramarginal and angular gyri (IPL.R), right angular gyrus (ANG.R), left precuneus (PCUN.L), right precuneus (PCUN.R), left inferior temporal gyrus (ITG.L), and right inferior temporal gyrus (ITG.R), etc. Most of the selected brain regions have been widely considered to be related to AD. Taking left hippocampus (HIP.L) as an example, the hippocampus structure is considered to play an important role in memory, spatial navigation, and attention control, and the hippocampus structure is also the first part to lose the memory and disorientation damage. It was found that the hippocampus structure of AD patients has been severely damaged. The left hippocampus (HIP.L) is selected, indicating that eMCI patients already have a chance to transition to AD, and it also shows that DMN plays an important role in cognitive function (Jiao et al., 2017a,b, c). In addition, some brain regions belong to the frontal lobe are extracted, such as left superior frontal gyrus, orbital part (ORBsup.L), left middle frontal gyrus, orbital part (ORBmid.L), right inferior frontal gyrus, opercular part (IFGoperc.R), right inferior frontal gyrus, triangular part (IFGtriang.R), right inferior frontal gyrus, orbital part (ORBinf.R), right olfactory cortex (OLF.R), and right gyrus rectus (REC.R), etc. It demonstrates that the language and mental activities of eMCI patients have changed a lot compared with normal people (Wee et al., 2011).

In order to explore the relationships between discriminative brain regions, we first sum all WRTDFNs of each type of subjects and then average them to obtain their average functional network (AFN), respectively. As there are many functional connections in AFN, the effect is not obvious after all of them are visualized, and a specific number of functional connections are selected for visualization. Related studies have shown that it is more obvious to select a specific number of functional connections with the highest correlation coefficient as significant functional connections (Ou et al., 2015; Jiao et al., 2020). Accordingly, we select the top 100 functional connections with the highest correlation coefficients as the significant functional connections for visualization. On this basis, we also find the functional connections between discriminative brain regions for further analyzing the physiological significance of DFN. Figures 5A,B, respectively, show the top 100 functional connections with the highest correlation coefficients in the AFNs of the two types of subjects. Figures 5B, 6A, respectively, show the functional connections between discriminative brain regions of the two types of subjects, where the width of the arc represents the connection strength between two brain regions.


[image: image]

FIGURE 5. Top 100 functional connections with the highest correlation coefficients in AFN. (A) Normal subjects. (B) eMCI subjects.



[image: image]

FIGURE 6. Functional connections between discriminative regions in AFN. (A) Normal subjects. (B) eMCI subjects.


As shown in Figure 5, there are some Hub nodes in the AFN of normal subjects and eMCI subjects, and the Hub nodes are only a small proportion of the whole brain regions, illustrating the scale-free property of the AFN. The Hub nodes of the normal subjects are left precental gyrus (PreCG.L), right precental gyrus (PreCG.R), left superior frontal gyrus, dorsolateral (SFGdor.L), right superior frontal gyrus, dorsolateral (SFGdor.R), left postcentral gyrus (PoCG.L), left calcarine fissure and surrounding cortex (CAL.L), right calcarine fissure and surrounding cortex (CAL.R), right cuneus (CUN.R), and left precuneus (PCUN.L). The Hub nodes of the eMCI subjects are left precental gyrus (PreCG.L), right precental gyrus (PreCG.R), left superior frontal gyrus, dorsolateral (SFGdor.L), right superior frontal gyrus, dorsolateral (SFGdor.R), right postcentral gyrus (PoCG.R), and right rolandic operculum (ROL.R). These nodes are mainly concentrated in the prefrontal lobe, which shows that these parts of normal subjects and eMCI subjects are relatively active, involving some complex cognition, such as memory, judgment, analysis, thinking, and manipulation. Comparatively, functional connections have changed in the prefrontal lobe of eMCI subjects. While in Figure 6, the same functional connectivity between the discriminative regions in two types of subjects are PCUN.L-PUCN.R, IPL.L-IPL.R, PreCG.L-PoCG.L, ORBsup.L-ORBmid.L, IFGoperc.R-IFGtriang.R, PCG.L-PCG.R, LING.L-CAL.L, and LING.L-CAL.R, among which IFGoperc.R-IFGtriang.R and ORBsup.L-ORBmid.L are consistent with previous studies (Jiao et al., 2019; Li et al., 2020). Moreover, compared with the normal subjects, eMCI subjects have different functional connections between the discriminative brain regions, such as PreCG.R-PoCG.L and PreCG.L-PreCG.R, which may be of great significance to the diagnosis of eMCI.



DISCUSSION

We propose a method for constructing DFNs based on WR and TLA and apply it to eMCI classification. First, we formulate the DFN construction method based on PC into an optimization model, and add a WR term to obtain a WRDFN, and then concatenate the WRDFNs of all subjects into a tensor for TLA processing. The DFN of each subject in the tensor after TLA is its WRTDFN. Finally, the obtained WRTDFNs are used to classify eMCI subjects and normal subjects, and the classification performance is better than the comparable methods.

By the results above, we find that PC method with a regularization term has generally better classification performance for eMCI than the SR method with a regularization term. The reason is mentioned in the research by Li et al. (2017) and Qiao et al. (2016). Since SR involves the inverse operation of the covariance matrix, there may be an ill-posed problem (Michel and Telschow, 2016). It means that the singularity of the covariance matrix makes it impossible to directly inverse the covariance matrix. PC does not involve inverse operations, thus adding a regularization term can better construct DFNs. In addition, WRTLA achieves better classification performance than PCscale–free, although both of them all involve WR. One of the important reasons is that PCscale–free has the function of modeling Hub nodes in brain functional networks, which can cover functional connections closely related to neural disorders. We develop WRTLA to construct DFNs through a unified learning framework that integrates functional connection strength, sparsity, and group constraints, and the obtained DFNs are also more biologically meaningful.

However, WRTLA also has some limitations, which need to be improved in our future work. First, the topological properties of brain functional networks are far more than sparsity, low-rank property, and scale-free property. How to use other topology properties of complex networks as prior information to construct the optimal brain functional network is a worthy problem. In addition, we focus on construction of DFN, and we apply the t-test for feature selection. The improvement strategies are as follows: simply improving the feature selection and combining the test dataset on the training dataset to select features iteratively, and gradually select the features that improve the classification performance.

In conclusion, WRTLA utilizes some functional connections between discriminative regions to construct DFNs. The innovation of WRTLA is that, it solved the problems that most methods cannot properly reflect the similarities and differences of functional connections among different people in constructing brain functional networks. We apply WRTDFNs to classify eMCI subjects and normal subjects, and the experimental results show that the classification performance of this method is better than other methods. Our work can effectively improve the classification performance of DFN constructed by existing methods for eMCI, and has certain reference value for the early diagnosis of AD. Additionally, the above work will provide some enlightenment for us to carry out other auxiliary diagnosis of cognitive disorders in the future.
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Autophagy dysfunction has been directly linked with the onset and progression of Parkinson’s disease (PD), but the underlying mechanisms are not well understood. High-mobility group A1 (HMGA1), well-known chromatin remodeling proteins, play pivotal roles in diverse biological processes and diseases. Their function in neural cell death in PD, however, have not yet been fully elucidated. Here, we report that HMGA1 is highly induced during dopaminergic cell death in vitro and mice models of PD in vivo. Functional studies using genetic knockdown of endogenous HMGA1 show that HMGA1 signaling inhibition accelerates neural cell death, at least partially through aggravating MPP+-induced autophagic flux reduction resulting from partial block in autophagic flux at the terminal stages, indicating a novel potential neuroprotective role for HMGA1 in dopaminergic neurons death. MicroRNA-103/107 (miR-103/107) family, which is highly expressed in neuron, coordinately ensures proper end-stage autophagy. We further illustrate that MPP+/1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-induced HMGA1 elevation counterparts the effect of miR-103/107 downregulation by directly binding to their promoters, respectively, sustaining their expression in MPP+-damaged MN9D cells and modulates autophagy through CDK5R1/CDK5 signaling pathway. We also find that HMGA1 is a direct target of miR-103/107 family. Thus, our results suggest that HMGA1 forms a negative feedback loop with miR-103/107-CDK5R1/CDK5 signaling to regulate the MPP+/MPTP-induced autophagy impairment and neural cell death. Collectively, we identify a paradigm for compensatory neuroprotective HMGA1 signaling in dopaminergic neurons that could have important therapeutic implications for PD.
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INTRODUCTION

The high-mobility group A1 (HMGA1) proteins are members of the high mobility group (HMG) superfamily, which mainly locate in the nucleus and function as chromatin remodeling factors (Resar, 2010; Schuldenfrei et al., 2011). Prior studies reveal that HMGA1 proteins regulate the transcription of genes primarily through binding to specific DNA sequences (AT-rich regions in the minor groove), altering chromatin structure, and recruiting other transcription factors (D’Angelo et al., 2017; Sgarra et al., 2018). They are considered to serve as critical genetic regulators and involve in diverse physiological and pathological progresses, including cell cycle regulation (Fedele et al., 2005), differentiation (Giannini et al., 2000), apoptosis (Pierantoni et al., 2007), cellular metabolism (Ha et al., 2012), mitochondrial regulation (Dement et al., 2007; Mao et al., 2009), and autophagic signaling pathway (Conte et al., 2017; Wu et al., 2020). Indeed, a large amount of evidence has demonstrated the pivotal role of HMGA1 in diverse, aggressive cancers and normal development (Schoenmakers et al., 1995; Wood et al., 2000; Reeves, 2001). Moreover, recent studies have also shown a relationship between aberrant high expression of HMGA1 and Alzheimer’s disease, a famous neurodegenerative disorder (Sumter et al., 2016). It has been shown that HMGA1a functioned as a pre-mRNA binding protein inducing aberrant alternative splicing of PS2 pre-mRNA (Ohe et al., 2018), indicating its implication in neurodegenerative conditions. However, its role in Parkinson’s disease (PD), another most common movement disorder, has remained elusive.

Since the first description of PD nearly two centuries ago, tens of thousands of studies have been conducted to dissect the underlying molecular mechanisms of dopaminergic neuron loss in the substantia nigra (Surmeier et al., 2017; Ye et al., 2018; Van Bulck et al., 2019). Autophagy, a major lysosomal-dependent protein degradation process used to eliminate damaged organelles and protein aggregates, is now receiving particular attention, as compelling evidences show that dysfunctional autophagy might contribute to the cascade of events leading to neuronal death (Nixon, 2013; Wang et al., 2016; Menzies et al., 2017). Indeed, autophagy is defective at multiple stages in Parkinson’s disease, such as autophagy induction, cargo sequestration, and lysosomal digestion of substrates (Nixon, 2013). Increasing autophagosome formation is found in postmortem PD brains (Parekh et al., 2019), 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) and A53T α-synuclein mutant mouse model of PD (Jiang and Dickson, 2018). Neurotoxin MPTP treatment also induced impaired autophagosome degradation resulting from impaired lysosomal activity (Lim et al., 2011; Miyara et al., 2016). Importantly, based on current evidence, autophagy modulation seems to be an effective interventional strategy for most of the neurodegenerative disorders. Thus, uncovering the critical autophagic events underlying PD is of great importance.

Here, by using series of in vitro and in vivo experiments, we demonstrated autophagy regulation as a mechanism by which HMGA1 contributes to neuronal loss in PD models. We found that HMGA1 was highly induced during dopaminergic neural cell death triggered by MPTP/MPP+ (1-methyl-4-phenylpyridinium, active metabolite of MPTP) treatment. Functional studies using genetic knockdown of endogenous HMGA1 showed that HMGA1 signaling inhibition accelerated neural cell death through promoting MPP+-induced autophagy impairment, indicating a novel potential neuroprotective role for HMGA1 in dopaminergic cells during neuronal death. Given that HMGA1 is involved in regulation of microRNAs (miRNAs) expressions, we further illustrated that HMGA1 regulated the expression of miR-103/107 family by directly binding to their promoters, respectively, and modulated CDK5R1/CDK5 signaling pathway. More importantly, we surprisingly found that HMGA1 was also a direct target of miR-103/107 family. Thus, in this study, we proposed a negative feedback loop between HMGA1 and miR-103/107 family and depicted its pivotal role during autophagy impairment and neural cell death in PD.



MATERIALS AND METHODS


Cell Culture and Treatment

MN9D cells were maintained in Dulbecco’s modified Eagle’s medium (DMEM; Invitrogen, Carlsbad, CA, USA) supplemented with 10% fetal bovine serum (Gibco, Grand Island, NY, USA), penicillin (100 IU/ml), and streptomycin (100 mg/ml) at 37°C in a humidified incubator with 5% CO2. For cell treatment, MN9D cells were treated with MPP+ (Sigma–Aldrich, St. Louis, MO, USA) at different concentrations for indicated times. Bafilomycin A1 (100 nM, Selleck Chemicals, Shanghai, China) was used in this study. Cell death assays were analyzed by flow cytometry (Becton-Dickinson Immunocytometry Systems, San Jose, CA, USA) using an Annexin V-FITC and propidium iodide (PI) kit (Invitrogen, Carlsbad, CA, USA).



Oligonucleotide Transfection

Small-interfering RNA (siRNA) oligos targeting mouse HMGA1 (#1 GACCAAAGGGAAGCAAGAAUA, #2 AGUGAUCACCACUCGCAGUGC), mouse CDK5 (#1 UAUAAGCCCUAUCCGAUGU, #2 GGAUUCCCGUCCGCUGUUA), and negative control (NC) siRNA (UUCUCCGAACGUGUCACGUTT) were synthesized by GenePharma Biotechnology (Shanghai, China). MiR-103/107 mimics, inhibitors, and negative controls (mimic control, inhibitor control) were purchased from RiboBio (Guangzhou, China). These oligonucleotides were all transfected into MN9D cells using Lipofectamine® RNAiMAXTM (Invitrogen) at a final concentration of 100 nM, according to the manufacturer’s instructions.



Adenoviral Constructions and Purification

The HMGA1 knockdown adenoviruses were constructed as previously described (Ye et al., 2018). Briefly, HMGA1 short hairpin RNA (shRNA) harboring siRNA#1 (Ad-HMGA1-shRNA) or control shRNA (Ad-control) were inserted into pDC315-U6-shRNA, respectively. Adenoviruses were then produced by cotransfecting HEK293T cells with each adenoviral construct together with the packaging vectors pBHGloxdelE13cre (Microbix Biosystems, Mississauga, ON, Canada) using Lipofectamine 2000 (Life Technologies), according to the instructions of the manufacturer. Adenoviruses were then amplified and purified using the ViraTrapTM adenovirus purification kit (Biomiga Inc., San Diego, CA, USA).



RNA Isolation and Real-Time PCR

Total RNA was extracted from cells and mouse brain tissue samples using RNAiso Plus (Takara, Japan) according to the manufacturer’s protocol. For messenger RNA (mRNA) expression assessments, 1 μg total RNA was used to synthesize complementary DNA using a PrimeScriptTM RT reagent kit with gDNA Eraser (Takara, Japan). Complementary DNA (cDNA) products were then diluted 1:10 in ddH2O. Quantitative real-time PCR (qRT-PCR) was performed using the Roche LightCycler480 (Roche Diagnostics, Mannheim, Germany) with SYBR® Premix Ex TaqTM II.

The primer sequences used were as follows: mouse HMGA1, forward CAAGACCCGGGAAAGTCA, reverse CAGAGGACTCCTGGGAGATG; β-actin, forward CTAAGGCCAACCGTGAAAAG, reverse ACCAGAGGCATACAGGGACA. For microRNAs, total RNA was reverse transcribed using the mmu-miR-103 and mmu-miR-107 qRT-PCR kit (RIBOBIO, Guangdong, China) according to the manufacturer’s instructions. U6 small nuclear RNA (snRNA; for miRNAs) or β-actin expression (for mRNAs) were used as control for normalization, and the relative gene expression levels were calculated using the 2−ΔΔCt method.



Immunoblot Analysis

Total protein samples were collected from cells or selected mouse midbrain with standard radioimmunoprecipitation assay (RIPA) buffer (Beyotime, Jiangsu, China) containing protease and phosphatase inhibitor cocktails (Selleck Chemicals, Shanghai, China). Equal amounts of the proteins were loaded on sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS–PAGE) gels for separation and transferred to polyvinylidene fluoride (PVDF) membrane (Immobilon-P, Millipore, Danvers, MA, USA) in a Mini Trans-Blot electrophoretic transfer cell (Bio-Rad). After blocking with 5% nonfat milk, the membranes were incubated with one of the following primary antibodies: anti-HMGA1 (1:1,000, Abcam, ab4078), anti-LC3 (1:5,000, Sigma–Aldrich, L7543), anti-p62 (1:5,000, Sigma–Aldrich, P0067), anti-AKT (1:1,000, Cell Signaling, #4685), anti-p-AKT (Ser473, 1:1,000, Cell Signaling, #9271), anti-mTOR (1:1,000, Cell Signaling, #2983), anti-p-mTOR (Ser2448, 1:1,000, Cell Signaling, #2971), anti-4EBP1 (1:1,000, Cell Signaling, #9644), anti-p-4EBP1 antibody (Ser65, 1:1,000, Cell Signaling, #9451), anti-CDK5 (1:1,000, Cell Signaling, #14145), anti-CDK5R1 (1:1,000, Cell Signaling, #2680), or anti-β-actin (1:1,000, Cell Signaling, #4970) overnight at 4°C. Horseradish peroxidase (HRP)-conjugated secondary antibody (goat antirabbit IgG 1:5,000) was used for antibody detection with the immobilon ECL kit (Merck Millipore). Relative intensities of each band were measured using ImageJ.



Luciferase Reporter Assay

The sequence from wild-type or mutants 3′-untranslated region (3′-UTR) of HMGA1 containing miR-103/107 family binding site were synthesized and cloned into the pmirGLO vector (Promega, Madison, WI, USA). For mutated 3′-UTRs, seven bases of seed region were replaced with complementary bases. For the microRNA luciferase reporter assays, HEK293T cells were cotransfected with the indicated luciferase constructs with miR-103 or miR-107 mimics (Ribobio, Guangzhou, China). After 48 h, the luciferase activity was measured using the dual-luciferase reporter assay system (Promega) according to the manufacturer’s instructions.



Autophagic Flux Analysis

The mRFP-GFP-LC3 adenoviral particles were purchased from HanBio (Shanghai, China). For the assessment of autophagic flux, MN9D cells were infected with Ad-mRFP-GFP-LC3 according to the manufacturer’s instructions. Twenty-four hours after, MN9D cells infected with Ad-mRFP-GFP-LC3 were transfected with HMGA1 siRNA or NC, followed by MPP+ (200 μM) or phosphate-buffered saline (PBS) treatment. LC3 puncta were examined with a Zeiss LSM 880 laser-scanning microscope fitted with Airyscan module and Plan-Apochromat 63× 1.4 oil DIC lens (Carl Zeiss, Jena, Germany). To quantify the LC3 punctate staining pattern per cell, at least 30 cells were randomly selected from each of three independent experiments and analyzed using ImageJ Imaging software.



Chromatin Immunoprecipitation Assay

MN9D cells were processed for chromatin immunoprecipitation (ChIP) experiments as reported (Fu et al., 2018) using the EZ ChIPTM Chromatin Immunoprecipitation Kit (Millipore, Danvers, MA, USA). The chromatin of MN9D cells was cross-linked and immunoprecipitated with the specific HMGA1 (Abcam, ab4078) antibody and rabbit IgG (Beyotime, A7016). The purified DNAs were analyzed by qRT-PCR using the following primer sequences: miR-103 ChIP1, forward TCACTGTGAAGCCCAGGTC, reverse TGCTAAGCATGGTGGCACAG; ChIP2, forward TCAGTGCTCTTACACTGAGCC, reverse ACACATGTGCTCTTAACACAAAAA; ChIP3, forward GACAGGGAATGCTACCTGTTCA, reverse GATGGGAGCATCCACTGAAA; miR-107 ChIP1, forward GTCCCCAGCTACACCAAGAC, reverse TTATAACGCTGGCCCCTGAC.



Animals and Animal Model

C57BL/6 mice (male, 8–10 weeks) were purchased from the Laboratory Animal Centre of Southern Medical University. Animal care and procedures were carried out with the approval of the Southern Medical University Ethics Committee and strictly complied with the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory Animals. The well-characterized subacute MPTP mouse model of PD was used. In brief, a single injection of MPTP-HCl (25 mg/kg free base) or equivalent saline was administered subcutaneously to the mice daily for five consecutive days. Mice were sacrificed at indicated time points: 0 (immediately after the last MPTP injection), 1, 2, 4, and 7 days after the last MPTP injection for either immunofluorescence, qRT-PCR, or Western blotting.



Stereotaxic Surgery

Stereotaxic surgery was carried out with a stereotaxic frame (Stoelting, Wood Dale, IL, USA) and a 5-μl Hamilton syringe to inject the adenoviruses directly into the right substantia nigra region. The following stereotaxic coordinates were used: AP, 3.1 mm; ML, 1.2 mm; DV, 4.0 mm from Bregma. After drilling a hole in the skull, adenoviruses (2 μl; 1 × 1010 IFU/μl per construct) were stereotactically delivered into the brain. Four weeks later, the mice were treated with either saline or MPTP as described above. All mice were sacrificed at the indicated time points.



Immunofluorescence and Image Analysis

For immunofluorescence study, cells were fixed with 4% paraformaldehyde (PFA) at room temperature (RT) for 10 min. Slides were incubated overnight with antibodies against HMGA1 (1:500, Abcam, ab4078). After washing, slides were incubated with goat antirabbit IgG conjugated to Alexa Fluor 488 (1:400, Servicebio, Wuhan, China). 4,6-Diamidino-2-phenylindole (DAPI, 1:1,000, Roche) was used to identify nuclei. For histology, animals were anesthetized and transcardially perfused with PBS followed by ice-cold 4% paraformaldehyde. Brains were postfixed in the same fixative for 2 days at 4°C and then cryoprotected in 30% sucrose for another 2 days at 4°C. A series of mesencephalic coronal sections (12 μm) were collected using a freezing microtome (Leica) and mounted on poly-D-lysine (PDL)-coated slides. Rabbit anti-HMGA1 (1:500, Abcam, ab4078) or mouse anti-TH (1:250, Millipore, Danvers, MA, USA) antibodies were incubated with the sections overnight at 4°C, followed by incubation with goat antirabbit IgG conjugated to Alexa Fluor 488 (1:400, Servicebio, China) or Cy3-conjugated goat antimouse IgG (1:300, Servicebio, Wuhan, China), respectively. DAPI was used to identify nuclei. For each animal, total numbers of TH+ neurons in the substantia nigra region were manually counted as previously described (Zhang et al., 2004; Wang et al., 2015). Briefly, TH+ cell counting was performed under an Olympus DP70 microscope (200×; Olympus America Inc., Melville, NY, USA). The boundary between the SNpc and the adjacent ventral tagmental area was defined following the mouse brain atlas (Nelson et al., 1996). The total number of immunoreactive cells in the entire extent of the SNpc was counted from four mouse brains per group. Each brain contained eight sections/brain, which was performed by three to four individuals who were blind to the treatment. A mean value for the number of SNpc TH+ neurons was then deduced by averaging the counts of the eight sections for each animal; the results were expressed as the average number of TH+ neurons per SNpc.



Statistical Analysis

The data are shown as means ± standard error (SEM). Statistical significance was determined by two-tailed unpaired Student’s t-test or analysis of variance (ANOVA) with Bonferroni post hoc tests. P < 0.05 was considered statistically significant.




RESULTS


HMGA1 Is Upregulated During MPP+-Induced Neuronal Cell Death

To explore the role of HMGA1 in PD, we first measured the expression levels of HMGA1 in Parkinsonian toxicant MPP+-treated MN9D cells (mesencephalon-derived dopaminergic neuronal cell line). As shown in Figures 1A,B, the HMGA1 protein was significantly upregulated at both 24 and 48 h following treatment with different concentrations of MPP+ (0.2, 1, and 2 mM). To further analyze the expression level and localization of HMGA1, immunofluorescence detection was also performed. As shown in Figure 1C, HMGA1 was elevated and showed a primary nuclear localization pattern in MN9D cells. Thus, these results identify HMGA1 as an inducible mediator during neurotoxic stress.
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FIGURE 1. High-mobility group A1 (HMGA1) is upregulated during MPP+-induced neuronal cell death. (A,B) MN9D cells were treated with different concentrations of MPP+ for 24 or 48 h, and expression levels of HMGA1 were analyzed by Western blotting. (C) Localization of HMGA1 (green) in MN9D cells was determined by immunofluorescence after exposure to MPP+ for 24 h. 4′,6-Diamidino-2-phenylindole (DAPI) was used to stain the nuclei (blue). Scale bar: 50 μm. Data are expressed as mean ± SEM (n = 3). *P < 0.05, **P < 0.01, ***P < 0.001 vs. control using one-way analysis of variance (ANOVA) followed by Bonferroni test.





HMGA1 Is Induced in Nigral DA Neurons in MPTP-Treated Mice

We next determined HMGA1 expression in the substantia nigra (SN) region in vivo. The well-characterized subacute MPTP mouse model of PD was used, that is, five daily injections of MPTP (25 mg/kg/day intraperitoneally). Western blot and densitometric analysis (Figure 2A) revealed that, in concordance with our in vitro results, MPTP treatment greatly induced the expression of HMGA1 in nigral tissue lysates at different timepoints after the final MPTP injection. qRT-PCR analysis also confirmed the upregulation of HMGA1 mRNA (Figure 2B). Moreover, we further identified that, in MPTP-treated mice, intense HMGA1 staining was largely localized with surviving tyrosine hydroxylase positive (TH+) dopaminergic neurons, and HMGA1 elevation was observed both in the cell nucleus and cytoplasm, while in the saline-treated group, HMGA1 was mainly expressed in cell nucleus with low expression level (Figure 2C, Supplementary Figure 1). Notably, as shown in Figure 2C, elevated HMGA1 was also found in other cell types (TH-negative) both in saline/MPTP-treated mice, indicating its multiple roles in regulating cell functions. Indeed, Rayaprolu et al. (2020) recently reported that HMGA1 was most highly expressed at the protein level in the microglia. Together, these results demonstrate for the first time that HMGA1 expression is elevated in subacute MPTP mouse model of PD.
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FIGURE 2. High-mobility group A1 (HMGA1) is highly induced in nigral DA neurons in 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) mouse model of Parkinson’s disease (PD). (A,B) Mice received five daily injections of MPTP (25 mg/kg/day intraperitoneally) or saline and were sacrificed at indicated time. Total protein and RNA isolated from dissected ventral mesencephalon were subjected to (A) Western blot and (B) qRT-PCR analysis of HMGA1. Data are expressed as mean ± SEM (n = 6 mice per group). *P < 0.05, ***P < 0.001 vs. control group using one-way analysis of variance followed by Bonferroni test or two-tailed unpaired Student’s t-test. (C) Representative immunofluorescence double staining for tyrosine hydroxylase (TH; red) and HMGA1 (green) showing increased HMGA1 expression in nigral dopaminergic neurons. Scale bar: 50 μm.





Knockdown HMGA1 Exacerbates Dopaminergic Cell Death

We then examined the physiological roles of HMGA1 during dopaminergic cell death. Prior studies have been reported that HMGA1 promotes an antiapoptotic response (Pierantoni et al., 2007). We than used two siRNAs targeting HMGA1 to specifically suppress its level in MN9D cells and studied the dopaminergic cell death under MPP+ treatment. Successful suppression of HMGA1 protein was confirmed by Western blotting (Figure 3C). Twenty-four hours after transfection with HMGA1 siRNA or NC, MN9D cells were treated with 200 μM MPP+ for another 48 h and resorted to flow cytometry analysis. Not surprisingly, MPP+ exposure led to significant cell death, while HMGA1 knockdown further exacerbated MPP+-mediated cell death, indicating that HMGA1 may be protective in dopaminergic cells during neuronal death (Figures 3A,B). In summary, our data demonstrate that HMGA1 induction is critical to protect dopaminergic cells against MPP+-induced degeneration.
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FIGURE 3. Loss of high-mobility group A1 (HMGA1) exacerbates dopaminergic cell death. (A,C) MN9D cells were transfected with two HMGA1 small-interfering RNAs (siRNAs) or negative control (NC), respectively, and exposed to MPP+ (200 μM) for 48 h. Representative images of MN9D cell deaths assessed by flow cytometry (A) analysis and (B) quantification were shown. (C) MN9D cells were transfected with HMGA1 siRNA or NC, and HMGA1 levels were analyzed by Western blot. ***P < 0.001 vs. control using one-way ANOVA followed by Bonferroni test.





HMGA1 Depletion Promotes MPP+-Induced Autophagy Impairment

Having found that HMGA1 depletion is neurotoxicity, we next investigated the mechanisms underlying this effect. A connection between HMGA1 and autophagy regulation has already been reported by Conte et al. (2017). Given the emerging link between autophagic flux deregulation and neuronal loss triggered by MPTP/MPP+ toxicity, it is plausible that the effect of HMGA1 on autophagy contributes to the pathophysiology of PD. We thus examined whether HMGA1 takes part in the regulation of autophagy in MN9D cells. During autophagosomes formation, LC3-I converses to LC3-II, a common hallmark of autophagy, by being conjugated to the membrane lipid phosphatidylethanolamine (He and Klionsky, 2009). As shown in Figures 4A,B, HMGA1 knockdown alone induced the accumulation of endogenous LC3-II. This can result from either enhanced autophagosome formation or impaired degradation or both. We thus further performed LC3-II turnover assay (Sarkar et al., 2009), with the use of lysosomal vacuolar-type H+-ATPase (V-ATPase) pump inhibitor Bafilomycin-A1 (Baf-A1), to inhibit autophagosome fusion with lysosomes and subsequent degradation by preventing autophagosome acidification and maturation. As shown in Figure 4A, the knockdown of HMGA1 plus Baf-A1 did not further increase LC3-II levels compared to Baf-A1 alone, indicating that the knockdown of HMGA1 induced a block in autophagic flux at the terminal stages. While the knockdown of HMGA1 plus baf-A1 caused a massive increase in LC3-II compared with HMGA1 knockdown alone, this indicated that the autophagic flux at the terminal stages was not completely blocked. The increased expression of p62, a well-known autophagic cargo protein constantly degraded by the autophagy-lysosome system (Klionsky et al., 2016), further supported the reduction in autophagic flux in HMGA1-knockdown MN9D cells (Figures 4A,B). We then identified the potential roles of HMGA1 in regulating MPP+-induced autophagic flux impairment. We and other previous studies (Lim et al., 2011; Miyara et al., 2016) demonstrated that mild MPP+ exposure predominantly inhibited impaired autophagosome degradation in MN9D cells (Supplementary Figure 3). Twenty-four hours after transfection with two specific HMGA1 siRNA or NC, MN9D cells were treated with 200 μM MPP+ for another 48 h with or without 100 nM Baf-A1 for the last 4 h and subjected to Western blot analysis. As expected, knockdown of HMGA1 further increased the accumulation of LC3-II induced by MPP+ treatment, while with the cotreatment of Baf-A1, HMGA1 silencing did not further increased the MPP+-induced LC3-II expression (Figures 4A,C). Moreover, levels of p62 were also higher in the MPP+-treated HMGA1 silencing cells compared with the MPP+-treated alone group (Figures 4A,C). To further support our hypothesis, the flux rate of autophagy was measured with an mRFP-GFP-LC3 reporter construct (Mizushima et al., 2010). We found that in control cells, most of the puncta were red only (autolysosomes, mRFP+/GFP−), confirming that autophagosomes are degraded by acidic lysosomes. While MPP+ treatment significantly increased the number of yellow puncta (autophagosomes, mRFP+/GFP+) and decreased the number of red-only puncta, indicating the partial blockage of autophagosome degradation. Moreover, knockdown of HMGA1 in the MPP+-treated cells led to more yellow puncta and less red-only puncta (Figures 4D,E). Altogether, these results provided direct evidence that HMGA1 depletion could accelerate cell death through exacerbating MPP+-induced autophagy impairment.
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FIGURE 4. High-mobility group A1 (HMGA1) depletion promotes MPP+-mediated autophagy impairment. (A–C) MN9D cells were transfected with two HMGA1 small-interfering RNAs (siRNAs) or NC, respectively, and exposed to MPP+ (200 μM) for 48 h in the presence or absence of lysosomal pump inhibitor Bafilomycin A1 Baf-A1; (100 nM) for the last 4 h. (A) Immunoblot analysis of LC3 and p62 levels and (B,C) quantification were shown. (D) MN9D cells infected with Ad-mRFP-GFP-LC3 were transfected with HMGA1 siRNA or NC, followed by MPP+ (200 μM) or phosphate-buffered saline (PBS) treatment.Representative confocal images are shown. Scale bar, 5 μm. (E) Quantification of the number of puncta per cell that were mRFP+/GFP+ or mRFP+/GFP− were shown. Data are expressed as mean ± SEM (n = 3). N.S., not statistically significant. *P < 0.05, **P < 0.01, and ***P < 0.001 vs. control using one-way or two-way ANOVA followed by Bonferroni test.





HMGA1 Forms a Negative Feedback Loop With miR-103/107

We then began to ask how HMGA1 regulates MPP+-mediated MN9D autophagy. It has been shown that HMGA1 is involved in the direct regulation of miRNAs expression (De Martino et al., 2009; Fu et al., 2018). Recently, an miRNA family, miR-103/107, has been reported to coordinately regulate autophagy and apoptosis (Park et al., 2016). They are both highly expressed in brain tissue and especially enriched in neuron (Wang et al., 2014). However, it is still unknown whether miR-103/107 participated in the HMGA1-mediated autophagy of MN9D cells. We than surveyed the miR-103/107 abundance in MN9D cells. It showed that both miR-103/107 were obviously decreased following different concentrations of MPP+ treatment (Figure 5A). Considering its direct regulation on miRNA expression, we speculated whether HMGA1 affected the expression of miR-103/107. Surprisingly, HMGA1 silencing by two specific siRNAs in MN9D cells resulted in further downregulation of miR-103/107 induced by MPP+ treatment (Figure 5B). To understand how miR-103/107 expression was regulated by HMGA1, we analyzed the promoter regions of miR-103 and miR-107 (2-kb upstream the transcription start site), respectively, and found the presence of putative HMGA1-binding sites by using ConTra v3 web server1 (Kreft et al., 2017). ChIP assay with anti-HMGA1 or rabbit IgG antibodies was then performed. The results shown in Figure 5C demonstrated that HMGA1 was able to bind to these sequences in MN9D cells. These results suggest that HMGA1 can directly regulate the transcription of the miR-103/107 by binding to their promoters, and elevated HMGA1 can sustain their expression in MPP+-damaged MN9D cells.
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FIGURE 5. High-mobility group A1 (HMGA1) forms a negative feedback loop with miR-103/107 family. (A) MN9D cells were treated with different concentrations of MPP+ for 48 h, and expression levels of miR-103/107 family were analyzed by quantitative real-time PCR (qRT-PCR). (B) qRT-PCR analysis of miR-103/107 family in MN9D cells treated with MPP+ (200 μM) following transfection of cells with HMGA1 siRNA or NC. (C) Chromatin immunoprecipitation (ChIP) assays were carried out in MN9D cells. qRT-PCR was performed with specific primers for predicted promoter binding sites. (D) Illustration of putative miR-103/107 binding site in HMGA1. The potential complementary residues are underlined, and mutated bases are indicated in red. (E) Relative luciferase activity was measured in HEK293T cells at 48 h cotransfection of miR-103 or miR-107 mimics with Luc-HMGA1-WT or Luc-HMGA1-MUT vector. A representative experiment with triplicates of two independent experiments is shown. (F,G) MN9D cells were treated with miR-103/107 inhibitors or anti-NC and treated with 200 μM MPP+ or phosphate-buffered saline (PBS) for 24 h. (F) Western blot analysis and (G) qRT-PCR analysis were performed to detect HMGA1 protein and messenger RNA (mRNA) expression. Data are expressed as mean ± SEM (n = 3). *P < 0.05, **P < 0.01, and ***P < 0.001 vs. control using one-way ANOVA followed by Bonferroni test or two-tailed unpaired Student’s t test.



Moreover, through bioinformatics prediction using starBase v2.02, we surprisingly found that HMGA1 presented putative binding site for miR-103/107 family. Therefore, we constructed luciferase vectors of wild HMGA1 3′-UTR (Luc-HMGA1-WT) and the mutated form (Luc-HMGA1-MUT). Dual-luciferase assays revealed that both miR-103/107 greatly reduced the luciferase activities of Luc-HMGA1-WT in HEK293 cells, while it had no effect on the mutated form of HMGA1 (Figures 5D,E). Furthermore, to validate the influence of miR-103/107 on HMGA1 expression, MN9D cells were transfected with miR-103/107 inhibitors and treated with 200 μM MPP+ or PBS for 24 h. As expected, the knockdown of miR-103/107 resulted in further increased expression of HMGA1 both in protein (Figure 5F) and mRNA levels (Figure 5G). Taken together, we show evidences that HMGA1, together with the miR-103/107 family, forms a negative feedback loop during the progress of MPP+-induced cell death.



miR-103/107 Regulate MPP+-Induced Autophagy by Targeting CDK5R1/CDK5 Signaling

We next validated the role of miR-103/107 family in the regulation of autophagy in MN9D cells. Twenty-four hours after transfection with miR-103/107 inhibitors or control, MN9D cells were treated with 200 μM MPP+ for another 48 h with or without 100 nM Baf-A1 for the last 4 h. In line with a previous report (Park et al., 2016), the loss of miR-103/107 further increased the amount of LC3-II induced by MPP+ treatment, while in the presence of Baf-A1, no obvious difference was detected (Figures 6A,B). Moreover, in MN9D cells treated with miR-103/107 inhibitors, an increase in p62 levels was also noted compared with control treatment (Figures 6A,B). In contrast, ectopic overexpression of miR-103/107 alleviated the increased amount of LC3-II and p62 induced by MPP+ treatment (Supplementary Figure 4). These results provided strong evidence that the autophagy flux inhibition induced by MPP+ was mediated, at least partially, by miR-103/107 family. Accordingly, flow cytometry analysis showed that anti-miR-103/107 exposure led to higher cell death compared with anti-NC treatment (Figures 6C,F). Considering that cyclin-dependent kinase 5 (CDK5) has been reported to be an essential mediator for autophagy and neuronal loss in models of PD (Wong et al., 2011; Cheung and Ip, 2012), and its activatory subunit CDK5R1 (also known as p25 or p35) is a well-known target of miR-103/107 (Moncini et al., 2011, 2017), we tended to determine whether CDK5R1/CDK5 signaling mediates the effect of miR-103/107 family. Indeed, anti-miR-103/107 treatment of MN9D cells increased the levels of CDK5R1 (Figure 6C), and knocked down endogenous CDK5 markedly attenuated LC3-II accumulation (Figure 6D, Supplementary Figure 5) and neuronal cell death resulting from miR-103/107 inhibition in response to MPP+ treatment (Figures 6E,F). Collectively, these findings strongly indicate the involvement of CDK5R1/CDK5 signaling pathway in miR-103/107-mediated autophagy and neuronal cell death.
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FIGURE 6. MiR-103/107-CDK5R/CDK5 signaling regulate MPP+-induced autophagy impairment. (A,B) MN9D cells were treated with miR-103/107 inhibitors or anti-NC and treated with 200 μM MPP+ or phosphate-buffered saline (PBS) for 48 h in the presence or absence of Baf A1 (100 nM) for the last 4 h. (A) Immunoblot analysis of LC3 and p62 levels and (B) quantification were shown. (C) Immunoblot analysis of CDK5R1 in MN9D cells treated with MPP+ (200 μM) following transfection of cells with miR-103/107 inhibitors or anti-NC. (D–F) MN9D cells were cotransfected with miR-103/107 inhibitors in the presence of CDK5-specific siRNAs, followed by the treatment of 200 μM MPP+ for 48 h. Cells were harvested and assessed for (D) LC3 expression and cell death. Representative images of MN9D cell deaths assessed by (E) flow cytometry analysis and (F) quantification were shown. Data are expressed as mean ± SEM (n = 3). N.S., not statistically significant, *P < 0.05, **P < 0.01, and ***P < 0.001 vs. control using one-way ANOVA followed by Bonferroni test.





HMGA1 Regulates Dopamine Cell Death Through miR-103/107/CDK5 Signaling

We next evaluated whether miR-103/107 signaling pathway participated in the HMGA1-mediated autophagy and cell death of MN9D cells. We knocked down endogenous HMGA1 and ectopic overexpressed miR-103/107 with miRNA mimics simultaneously and found that the elevation of LC3-II (Figure 7A), as well as neural cell death (Figures 7B,C), induced by HMGA1-deleption, was abrogated in MPP+-treated MN9D cells in the presence of miR-103/107 mimics. Taken together, our observations reveal that loss of HMGA1 aggravated autophagy-mediated neuronal loss in MPP+-treated MN9D cells, which is dependent on miR-103/107/CDK5 signaling pathway.
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FIGURE 7. miR-103/107/CDK5 signaling mediates high-mobility group A1 (HMGA1)-regulated dopamine cell death. (A) MN9D cells were cotransfected with HMGA1 small-interfering RNAs (siRNAs) in the presence of miR-103/107 mimics or miR-NC, followed by the treatment of 200 μM MPP+ for 48 h. Cells were harvested and assessed for LC3 expression and cell death. (B,C) Representative images of MN9D cell deaths assessed by (C) flow cytometry analysis and (B) quantification were shown. Data are expressed as mean ± SEM (n = 3). *P < 0.05, **P < 0.01 vs. control using one-way ANOVA followed by Bonferroni test.





HMGA1-Mediated Loop Contributes to the Death of TH+ Neurons in the Subacute MPTP Mouse Model of PD

To further demonstrated the physiological roles of HMGA1 on neural cell death in vivo, the well-characterized subacute MPTP mouse model of PD was used. As shown in Figures 2A–C, MPTP treatment induced the expression of HMGA1, while it suppressed the expression of miR-103/107 (Figure 8F) in the SN tissue, indicating their important role in regulating MPTP-induced neurotoxicity. Adenovirus encoding shRNA against HMGA1 (Ad-sh-HMGA1) or control shRNA (Ad-control) were stereotaxically injected into the right SN region. Western blot analysis showed that Ad-sh-HMGA1 efficiently reduced HMGA1 in the SN region (Figure 8C). Four weeks later, mice were exposed to the subacute MPTP paradigm. TH+ immunofluorescence staining 7 days after the last MPTP injection revealed that, while HMGA1 depletion alone in vivo did not affect the nigrostriatal dopaminergic system, it augmented MPTP-induced TH+ neurons death in the SN region (Figures 8A,B). Western blotting of nigral tissue lysates showed that, in Ad-control injected mice, MPTP injections significantly reduced TH expression, whereas in Ad-sh-HMGA1-injected mice, HMGA1 depletion greatly enhanced MPTP-induced TH loss (Figure 8D). Moreover, LC3-II, p62, and miR-103/107 expression changes were also detected in the SN tissues (Figures 8E,F). Similar results were obtained in vivo compared with the results obtained from MN9D cells. In conclusion, our results further support that blocking endogenous HMGA1-mediated loop aggravates TH+ neurons degeneration in the MPTP model of PD.
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FIGURE 8. High-mobility group A1 (HMGA1)-mediated loop contributes to the death of TH+ neurons in the subacute 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) mouse model of Parkinson’s disease (PD). Ad-sh-HMGA1 or Ad-control were stereotaxically delivered into the right substantia nigra region of C57BL/6 mice as described in “Materials and Methods” section. Four weeks later, MPTP-HCl (25 mg/kg free base) or equivalent saline was administered subcutaneously to the mice daily for five consecutive days. (A) Representative immunofluorescence staining for TH (green) in the substantia nigra region 7 days after the last MPTP injection. Scale bar: 100 μm. (B) Stereological counting of TH-positive cells in the entire substantia nigra are shown (n = 4 mice per group). (C,F) Total protein and RNA isolated from dissected ventral mesencephalon were subjected to Western blot analysis of (C) HMGA1 levels, (D) TH levels, (E) LC3 and p62 levels, and qRT-PCR analysis of (F) miR-103/107 family levels. (G) Schematic illustration of the proposed model. MPP+ treatment inhibits autophagy flux through downregulating miR-103/107 and activating CDKR51/CDK5 signaling pathway. While MPP+/MPTP-induced HMGA1 elevation counterparts the effect of miR-103/107 downregulation by directly binding to their promoters, respectively, sustaining their expression in MPP+-damaged MN9D cells. Moreover, HMGA1 is also a direct target of miR-103/107. Thus, HMGA1 forms a negative feedback loop with miR-103/107 and drives neuroprotection through autophagy modulation. In addition, HMGA1 may modulate autophagosome formation through the activity of the mTOR pathway. Data are expressed as mean ± SEM (n = 6 mice per group). N.S., not statistically significant. *P < 0.05, **P < 0.01 vs. control using one-way ANOVA followed by Bonferroni test. ***P < 0.001.






DISCUSSION

Even though the pathogenesis of Parkinson’s disease is still not fully decoded, accumulating evidence has linked autophagy dysfunction to a number of neurodegenerative disorders including PD (Nixon, 2013; Menzies et al., 2017). Indeed, autophagy deregulation have been detected in the SN of PD patients and in vivo experimental animal models (Wang et al., 2016). PD-related genes, for example, SNCA (Winslow and Rubinsztein, 2011), PINK1/Parkin (Vincow et al., 2013), KRRK2 (Orenstein et al., 2013), and so on, are known to be involved in the regulation of autophagic pathway. However, there has been a long-standing controversy concerning the precise nature of autophagy in neurodegenerative diseases during the past decades. Recent findings suggest that either excessive autophagic activation (Wong et al., 2011) or basal neuronal autophagy defect eventually leads to autophagic programmed cell death (Hara et al., 2006; Komatsu et al., 2006). It is true that basal neuronal autophagy is required for clearance of ubiquitinated proteins and is essential for neuron survival. While aberrant activation of autophagy may also result in neuronal loss. There are other studies demonstrate autophagic flux impairment due to blocking autophagosome degradation (Dehay et al., 2010; Lim et al., 2011). Thus, knowledge of how the critical autophagic events happen during neurodegeneration and their association with continuous neuron damage is of great importance. In the present study, we uncover a novel neuroprotective role for HMGA1 through functioning as an essential autophagy regulator in both cell culture and murine models of PD (Figure 8G).

HMGA1 is a well-known architectural factor that frequently elevates in rapidly proliferative cells (such as embryonic stem cells) and diverse cancer cells (Sumter et al., 2016), with absent or low levels in normal, differentiated, adult tissues (Giancotti et al., 1993). Accordingly, it has been shown that high levels of HMGA1 expression play a central role in driving cancer progression and aggressiveness (Shah and Resar, 2012). In addition, HMGA1 was also found to be overexpressed in intestinal stem cells and exhibited a reveal a pivotal role in stem cell self-renewal (Xian et al., 2017). These studies demonstrate that HMGA1 appears to exert diverse functions in multiple diseases. However, its role in neurodegeneration diseases, such as PD, is remain elusive. Here, we focused on the novel role of HMGA1 in regulating neural cell death in PD, which has not yet been clearly illustrated. Indeed, we demonstrated for the first time that HMGA1 was rapidly induced following neuronal injury in MN9D cell culture, supporting the involvement of HMGA1 in PD pathogenesis. HMGA1 has been shown to contribute to carcinogenesis by inactivating apoptosis signal pathway (Cheng et al., 2019). We showed that inhibition of endogenous HMGA1 further promoted MPP+-induced neural cell death, as confirmed by the flow cytometry, indicating a novel potential neuroprotective role for HMGA1 in dopaminergic cells during neuronal cell death. Moreover, we found that HMGA1 knockdown alone greatly induced the accumulation of endogenous LC3-II and p62, demonstrating a basal autophagic flux impairment of MN9D cells resulting from partial autophagosome degradation blockage, which further exacerbated MPP+-induced autophagy impairment and promoted neural cell death. Our observation provided direct evidence that HMGA1 depletion could accelerate cell death through exacerbating MPP+-induced autophagy impairment. Notably, previous studies demonstrated that HMGA1 knockdown increased autophagosome formation by constraining the activity of the mTOR pathway in cancer cells (Conte et al., 2017). They further showed that such an increase in autophagosomes formation is not mirrored by an equal increase in their maturation, with a consequent reduction in the autophagic flux. We also observed the activation of mTOR-dependent autophagic pathway in HMGA1-knockdown MN9D cells (Supplementary Figure 2). However, we could not observe any significant increase in LC3-II with the cotreatment of Baf-A1, indicating that HMGA1 knockdown decreases autophagic flux mainly by partially blocking autophagosome degradation in MN9D cells, which was further supported by the measurement of flux rate of autophagy using mRFP-GFP-LC3 construct. In fact, an earlier study has suggested that HMGA1 function depends on the specific cellular context (Martinez Hoyos et al., 2004).

We further extended our in vitro findings to in vivo experimental models of PD. In agreement with our in vitro data, we observed the upregulation of HMGA1 after the last MPTP injection, reaching a maximum by 2–4 days. Moreover, we also found that ablation of HMGA1 in SN region significantly induced more TH+ neurons death with the treatment of MPTP, accompanied with the elevation of LC3-II and p62. Thus, considering the autophagosome accumulation in PD resulting from defective lysosomal system (Dehay et al., 2010), it may be beneficial for HMGA1 elevation in protecting dopaminergic neural cells through maintaining proper end-stage autophagy.

To uncover the detailed mechanism, we showed that HMGA1 forms a negative feedback loop with miR-103/107-CDK5 signaling pathway to regulate the MPTP/MPP+-induced autophagy impairment and neural cell death (Figure 8G). Our results demonstrated that HMGA1 could enhance the transcription of miR-103/107 family by directly targeting their promoters, consistent with its particular role in the regulation of miRNAs expression.

We found that MPTP/MPP+ treatment significantly decreased the expression of miR-103/107 family both in vitro and in vivo model of PD. Therefore, the elevated expression of HMGA1 in PD would sustain the levels of miR-103/107, preventing their continuous decrease in PD. Obviously, there are other stronger negative regulators indued by MPTP/MPP+ treatment finally decreasing the expression of miR-103/107 family. Furthermore, the specific role of miR-103/107 family during the progression of PD is still unclear. Previous studies have shown the important role of miR-103/107 family in regulating autophagy, especially end-stage autophagy, mediated by CDK5R1/CDK5 signaling pathway (Wang et al., 2018, 2020). In addition, CDK5 has been demonstrated to induce MPTP-induced neuronal death by regulating autophagy (Wong et al., 2011) and survival factor MEF2, antioxidant enzyme Prx2, and DNA damage repair enzyme Ape1 (Cheung and Ip, 2012). Thus, it is plausible that the effect of miR-103/107 family on autophagy contributes to the pathophysiology of PD. Indeed, we observed that loss of miR-103/107 further augmented the MPP+-induced autophagosome degradation partial blockage and neural cell death by targeting CDK5R1/CDK5 signaling pathway. Ectopic overexpressed miR-103/107 simultaneously could abrogate the effect of endogenous HMGA1 knockdown, indicating that miR-103/107 family mediated the HMGA1-induced autophagy and neuronal death. Finally, concerning the transcriptional mechanisms of HMGA1 upregulation in MN9D cells, we found that HMGA1 was also the direct target of miR-103/107 family. Loss of miR-103/107 resulted in further increased expression of HMGA1 both in protein and mRNA levels. Therefore, we conclude that HMGA1, together with miR-103/107 family, forms a negative feedback loop during the progression of autophagy and neural cell death in PD.

In summary, our study provided evidence depicting a pivotal role for HMGA1 in the regulation of neuronal loss in PD models through autophagy regulation. We identify a regulatory circuit, which is composed of HMGA1, miR-103/107 family, and CDK5R1/CDK5 signaling pathway, mediating a regulatory signal that is critical for maintaining autophagic flux balance and preventing neuronal death in PD. Future studies are required to fully clarify the role of HMGA1 in PD pathogenesis and the development of autophagy regulators as therapeutics for PD.
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Objective: To investigate the correlation between preoperative response to the L-dopa challenge test and efficacy of deep brain stimulation (DBS) on motor function in Parkinson’s disease (PD).

Methods: We retrospectively reviewed the data of 38 patients with idiopathic PD who underwent DBS surgery with a median follow-up duration of 7 months. Twenty underwent bilateral globus pallidus interna (GPi) DBS, and 18 underwent bilateral subthalamic nucleus (STN) DBS. The Movement Disorder Society Unified Parkinson Disease Rating Scale-Motor Part (MDS UPDRS-III) was assessed before surgery and at the last follow-up in different medication and stimulation conditions, respectively.

Results: Pearson’s correlation analysis revealed a positive correlation between preoperative L-dopa challenge responsiveness and GPi-DBS responsiveness on the total score (R2 = 0.283, p = 0.016) but not on the non-tremor total score (R2 = 0.158, p = 0.083) of MDS UPDRS-III. Such correlation remained significant (R2′ = 0.332, p = 0.010) after controlling for age at the time of surgery as confounding factor by partial correlation analysis. The preoperative L-dopa challenge responsiveness was significantly correlated with the tremor-controlling outcome of GPi-DBS (R2 = 0.390, p = 0.003). In contrast, we found a positive correlation between preoperative L-dopa challenge responsiveness and STN-DBS responsiveness on the non-tremor total score (R2 = 0.290, p = 0.021), but not on the total score (R2 = 0.130, p = 0.141) of MDS UPDRS-III. The partial correlation analysis further demonstrated that the predictive value of preoperative L-dopa challenge responsiveness on the non-tremor motor outcome of STN-DBS was eliminated (R2′ = 0.120, p = 0.174) after controlling for age at the time of surgery as confounding factor.

Interpretation: The short-term predictive value of preoperative response to the L-dopa challenge test for the motor outcome of GPi-DBS in PD was systematically described. Our findings suggest: (1) a solid therapeutic effect of GPi-DBS in treating L-dopa-responsive tremors; (2) a negative effect of age at the time of surgery on motor outcomes of STN-DBS, (3) a possible preference of STN- to GPi-DBS in L-dopa-resistant tremor control, and (4) a possible preference of GPi- to STN-DBS in elderly PD patients who have a satisfactory dopamine response.

Keywords: Parkinson’s disease, L-dopa challenge test, deep brain stimulation, globus pallidus interna, subthalamic nucleus


INTRODUCTION

Parkinson’s disease (PD) is the second most common neurodegenerative disorder characterized by striatal dopamine deficiency, resulting from a selective neuronal loss in the substantia nigra (Kalia and Lang, 2015). The cardinal motor dysfunctions of PD include bradykinesia, tremor, rigidity, and axial symptoms (Armstrong and Okun, 2020). Deep brain stimulation (DBS) is a well-established neurosurgical treatment for motor fluctuations and dyskinesia in patients with advanced PD (Li et al., 2013; Zhou et al., 2019). The subthalamic nucleus (STN) and globus pallidus interna (GPi) are most studied for DBS surgery in PD. Randomized clinical trials have reported similar, consistent, and notable motor benefits with subtle differences between these two areas (Ramirez-Zamora and Ostrem, 2018).

Satisfactory L-dopa responsiveness, a critical component of the diagnosis of idiopathic PD (Rizzo et al., 2016; Armstrong and Okun, 2020), has been the widely accepted criterion for DBS surgery patient selection (Pollak, 2013). Nonetheless, the predictive value of preoperative L-dopa responsiveness for the outcome of DBS remains controversial. Charles et al. (2002) and Welter et al. (2002) reported the value of preoperative L-dopa responsiveness as a predictor of STN-DBS efficacy on motor function in PD during the 3- and 6-month follow-up, respectively. However, Piboolnurak et al. (2007) argued that the magnitude of the preoperative response to L-dopa was limited in predicting the benefits of STN-DBS at the 3- and 5-year follow-up. Zaidel et al. (2010) also had indicated the methodological drawbacks of previous studies and the need for the reassessment of such strong correlations. Moreover, most previous studies only enrolled patients undergoing STN-DBS, while the value of preoperative L-dopa responsiveness as a predictor for GPi-DBS responsiveness has not been adequately studied.

In this retrospective study, we aimed to describe the value of preoperative L-dopa responsiveness following the L-dopa challenge test for predicting motor outcomes of GPi-DBS in PD. We also focused on revisiting the predictive value of preoperative L-dopa challenge responsiveness for the effects of STN-DBS. Propositions for target selections were further proposed based on this study.



MATERIALS AND METHODS


Participants

We retrospectively studied 38 patients with PD who underwent simultaneous bilateral GPi- (20 patients) or STN-DBS (18 patients) from November 2017 to July 2019 at the Center for Functional Neurosurgery, Ruijin Hospital (Shanghai, China). The Ethical Committee of Ruijin Hospital approved the study protocol. All patients provided written informed consent for surgery and participation in the follow-up. The authors have no ethical conflicts to disclose. The GPi group was predominantly selected before mid-2018, while the STN group was selected after mid-2018 during the study period. The inclusion criteria for DBS surgery were as follows: (1) diagnosis of idiopathic PD by an experienced movement disorder specialist based on the UK PD Brain Bank Criteria (Hughes et al., 1992); (2) response to L-dopa following a preoperative L-dopa challenge test (see below); (3) experiences of disabling motor fluctuations, wearing-off phenomena, or dyskinesia; (4) consent to undergo DBS surgery; and (5) accommodation of regular postoperative programming and follow-ups. The exclusion criteria were as follows: (1) contraindication for neurosurgery, (2) comorbidities such as dementia or severe neuropsychiatric disorders, (3) comorbidities including other organic cerebral abnormalities, and (4) contraindication for high-field magnetic resonance imaging (MRI).



Clinical Assessment

We collected the clinical information (e.g., demographics and medical history) of all patients before surgery. The L-dopa equivalent dose (LED) in the preoperative medication regimen was calculated according to Tomlinson et al. (2010). Motor function was evaluated preoperatively using the Movement Disorder Society Unified Parkinson Disease Rating Scale-Motor Part (MDS UPDRS-III) (Goetz et al., 2008) and was scored in both off (MedOff) and on antiparkinsonian medication (MedOn) conditions. Similarly, MDS UPDRS-III was assessed at the last follow-up in both off-medication/off-stimulation (MedOff/StimOff) and off-medication/on-stimulation conditions (MedOff/StimOn).

Patients were evaluated in a fasting state and after stopping antiparkinsonian medication for at least 12 h (usually overnight) for the MedOff condition. A single supra-threshold dose of L-dopa (the usual effective dose taken in the morning ×1.5) (Pollak, 2013) was administered subsequently for the MedOn condition, in which the patient and the investigator agreed that the best functional benefits were achieved (Defer et al., 1999). A mild degree of dyskinesia was observed in a few cases following the L-dopa challenge test, and had insignificant impact on motor function evaluation. Similarly, at the last follow-up, the evaluation for the MedOff/StimOff condition was performed following overnight dopaminergic medication cessation and turning stimulation off for 0.5 h. For the MedOff/StimOn condition, evaluations were performed 1 h after restarting stimulation. The motor examination was performed and videotaped by one evaluator and independently scored (excepted for the rigidity item) by one experienced movement disorder specialist; the rigidity subscore was directly scored by the evaluator during the examination. Both of these two raters were blinded to medication and stimulator statuses.



Levodopa Responsiveness

The L-dopa responsiveness for motor functions, which refers to the relative improvement in the MDS UPDRS-III score after the L-dopa challenge test, was calculated using Eq. 1:
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The cut-off value for preoperative L-dopa responders and non-responders was 24% (Merello et al., 2011). The postoperative DBS responsiveness, adapted from Zaidel et al. (2010), was defined as follows:
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A series of parkinsonian symptoms were analyzed individually: (1) rigidity (item 3.3); (2) tremor (items 3.15–3.18); (3) bradykinesia (items 3.2, 3.4–3.8, and 3.14); and (4) axial symptoms (items 3.1 and 3.9–3.13). The non-tremor total score of MDS UPDRS-III was calculated as the sum of subscores of rigidity, bradykinesia, and axial symptoms.



Surgical Technique and Planning

All patients underwent preoperative MRI (3.0 T) before surgery. On the day of surgery, a Leksell stereotactic frame was mounted followed by a head CT scan. The specific target coordinates and trajectory were defined using the SurgiPlan system (Elekta AB, Sweden) after the coregistration of MRI-CT images, targeting the dorsolateral STN and the posterior GPi. All surgical procedures were performed under general anesthesia. The implantable pulse generator (IPG) was placed subclavicularly and was connected with electrodes via subcutaneous wires. Postoperative imaging was performed to confirm the satisfactory placement of DBS leads.

Implantable pulse generator programming was initiated on the following day, and parameters including voltage, pulse-width, and frequency were optimized within the first 3 months of surgery and adjusted by two experienced movement specialists (HZ and DL) who referred to the Chinese standardized protocol (Chen et al., 2018). Briefly, monopolar stimulation was preferred during the initial programming sessions. The contacts were individually tested to inspect patients’ motor response and assess side effects. Generally, the initial parameters were set to monopolar mode, with a pulse-width of ∼60 μs and a frequency of ∼130 Hz, and a stepwise increase in amplitude according to the patient’s response. A bipolar mode was preferred when the stimulating response was limited by side effects under monopolar settings (Chen et al., 2018). The mean stimulating parameters at the last follow-up are provided in Supplementary Table 1.



Data Analyses

Statistical analyses were performed using SPSS software (Version 23.0. Amonk, NY, United States: IBM Corp.). Continuous variables were presented as means ± standard deviations with or without a range. The categorical variables were expressed as frequencies (%). We used Student’s t-test or Wilcoxon signed-rank test to compare between the preoperative and postoperative baselines (i.e., MedOff and MedOff/StimOff, respectively), and between the MedOff/StimOff and MedOff/StimOn conditions. Pearson’s correlation analysis was performed to determine the relevance of the relationship between preoperative L-dopa challenge responsiveness and postoperative DBS responsiveness. The potential contribution of baseline characteristics (e.g., age at the time of surgery, disease duration, and LED) was also evaluated by Pearson’s correlation. Baseline factors that were significantly correlated with the motor outcomes of DBS were then entered into the partial correlation analysis as confounding factors. A p-value < 0.05 was considered statistically significant.



RESULTS


Demographic and Clinical Information

A total of 38 patients (25 men and 13 women) were included in the analysis, of whom 20 were implanted with GPi and 18 with STN. The mean disease duration was 10.2 ± 3.8 years, and the mean age at the time of surgery was 58.8 ± 11.2 years. The mean Hoehn–Yahr stage was 3.2 ± 0.9 and 2.6 ± 0.8 in the off- and on-medication states, respectively. The median follow-up duration was 7 [interquartile range (IQR): 6–12] months. Dyskinesia was reported in 53% (20/38) of patients. The LED was 747.0 ± 302.7 mg/day. The demographic characteristics are listed in Table 1.


TABLE 1. Patients’ demographics and clinical information.
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Pre- and Postoperative Baselines of MDS UPDRS-III Total Score and Subscores

A comparison of the total MDS UPDRS-III scores between the MedOff and the MedOff/StimOff condition showed no statistical significance in both GPi (46.2 ± 12.4 versus 48.4 ± 10.1, p = 0.371) and STN groups (61.6 ± 15.8 versus 60.5 ± 13.6, p = 0.761). Similarly, there was no significant difference of the total non-tremor MDS UPDRS-III scores between the MedOff and MedOff/StimOff states in both GPi (40.4 ± 12.7 versus 44.0 ± 9.2, p = 0.132) and STN (50.5 ± 13.8 versus 52.5 ± 13.0, p = 0.478) groups. Regarding MDS UPDRS-III subscores, the tremor score was significantly lower in the MedOff/StimOff state (8.0 ± 5.5) than that in the MedOff state (11.1 ± 6.4) (p = 0.021) in STN group. This tendency was also observed in GPi group, although it was not statistically significant (4.4 ± 5.4 versus 5.8 ± 5.7, p = 0.107). Moreover, in GPi group, the bradykinesia score in the MedOff/StimOff condition (24.9 ± 6.3) was significantly higher compared with the MedOff condition (20.4 ± 6.1) (p = 0.008). A similar trend was observed in the STN group (29.2 ± 8.2 versus 26.2 ± 8.5, p = 0.058). There were no significant differences of rigidity and axial symptom subscores between the MedOff and MedOff/StimOff states in both GPi and STN groups (Table 2).


TABLE 2. Efficacy of globus pallidus interna or subthalamic nucleus deep brain stimulation on off-medication MDS UPDRS-III total score and subscores.
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L-Dopa Responsiveness on Motor Functions

Overall, the percentage improvement in the MDS UPDRS-III total score following the L-dopa challenge test before surgery was 50.8 ± 16.3 and 50.9 ± 12.1% for the GPi and STN groups, respectively. Similarly, the L-dopa challenge responsiveness on the total non-tremor MDS UPDRS-III scores, and the rigidity, tremor, bradykinesia, and axial symptom subscores for the GPi (47.0 ± 17.5, 51.1 ± 25.4, 56.9 ± 44.3, 45.0 ± 22.5, and 48.6 ± 24.7%, respectively) and STN groups (44.9 ± 12.8, 44.1 ± 24.8, 79.1 ± 30.0, 41.8 ± 14.3, and 53.8 ± 20.8%, respectively) are presented in Table 3.


TABLE 3. Preoperative L-dopa responsiveness and deep brain stimulation responsiveness at the last follow-up on the MDS UPDRS-III score and subscores.
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DBS Responsiveness on Motor Functions

The total MDS UPDRS-III score and tremor score demonstrated a significant improvement in the MedOff/StimOn condition compared with that in the MedOff/StimOff condition in patients with GPi-DBS. The total MDS UPDRS-III score improved by 26.7 ± 19.0% from 48.4 ± 10.1 at postoperative baseline to 35.7 ± 12.9 (p = 1.9 × 10–5). Similarly, compared to the MedOff/StimOff state, the total non-tremor MDS UPDRS-III score as well as the rigidity, tremor, bradykinesia, and axial symptom subscores all showed significant amelioration in the MedOff/StimOn state in GPi group (p = 3.0 × 10–6, 0.029, 4.2 × 10–4, 4.0 × 10–6, and 0.001, respectively). For STN group, the total MDS UPDRS-III score improved by 42.5 ± 15.5% from 60.5 ± 13.6 at postoperative baseline to 36.9 ± 14.4 (p = 4.0 × 10–6). The total non-tremor MDS UPDRS-III score and the subscores of rigidity, tremor, bradykinesia, and axial symptoms were significantly lower in the MedOff/StimOn condition than in the MedOff/StimOff condition (p = 1.7 × 10–4, 9.7 × 10–4, 6.4 × 10–4, 2.5 × 10–3, and 2.1 × 10–4, respectively) (Tables 2, 3).



Correlation Between L-Dopa Challenge Responsiveness and DBS Responsiveness on MDS UPDRS-III Score and Subscores

As illustrated in Figure 1, correlation analysis showed a significant and positive correlation between the preoperative response to L-dopa and response to GPi-DBS on the total MDS UPDRS-III score (R2 = 0.283, p = 0.016) (Figure 1A). Such correlation disappeared when the tremor subscore was excluded (R2 = 0.158, p = 0.083) (Figure 1C). Regarding patients with STN-DBS, there was no significant correlation between preoperative L-dopa responsiveness and STN-DBS responsiveness on the total MDS UPDRS-III score (R2 = 0.130, p = 0.141) (Figure 1B). However, STN-DBS responsiveness was positively correlated with preoperative L-dopa challenge responsiveness with statistical significance (R2 = 0.290, p = 0.021) on the non-tremor total score of MDS UPDRS-III (Figure 1D).
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FIGURE 1. Linear regression between preoperative L-dopa challenge responsiveness and DBS responsiveness on the total score (A,B) and the non-tremor total score (C,D) of MDS UPDRS-III. The left column is the GPi group and the right column is the STN group. Individual data are represented as black circles. The 95% confidence interval for the linear regression is shown as dotted lines.


Analysis of the MDS UPDRS-III subscores (Figure 2) revealed a significantly positive correlation between the preoperative response to L-dopa and response to GPi-DBS on the tremor subscore (R2 = 0.390, p = 0.003) (Figure 2C). However, the response to STN-DBS was not correlated with preoperative L-dopa challenge responsiveness on the tremor subscore (R2 = 0.035, p = 0.456). Moreover, STN-DBS responsiveness was positively correlated with preoperative L-dopa challenge responsiveness, with statistical significance regarding the subscores of bradykinesia (R2 = 0.228, p = 0.045) and axial symptoms (R2 = 0.461, p = 0.002), respectively (Figures 2F,H). No correlation was observed in the GPi and STN groups on the rigidity subscore (R2 = 0.028, p = 0.482; R2 = 0.053, p = 0.358, respectively).
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FIGURE 2. Linear regression between preoperative L-dopa challenge responsiveness and DBS responsiveness on the MDS UPDRS-III subscores. The left column is the GPi group and the right column is the STN group. The rigidity (A,B), tremor (C,D), bradykinesia (E,F), and axial symptom (G,H) subscores are, respectively, plotted. Individual data are represented as black circles. The 95% confidence interval for the linear regression is shown as dotted lines.


One baseline factor, age at the time of surgery, was entered into the partial correlation analysis as significant negative correlations with STN-DBS responsiveness on the total and non-tremor total scores of MDS UPDRS-III were observed (R2 = 0.228, p = 0.045; R2 = 0.263, p = 0.030, respectively). There were no significant correlations between the other two baseline factors (i.e., disease duration and LED) and DBS responsiveness on the total score and non-tremor total score of MDS UPDRS-III in the GPi and STN groups. Partial correlation analysis further revealed that the correlation remained significant between the preoperative response to L-dopa and the response to GPi-DBS on the total MDS UPDRS-III score (R2′ = 0.332, p = 0.010), while the significant correlation disappeared between the preoperative L-dopa challenge responsiveness and STN-DBS responsiveness on the non-tremor total score of MDS UPDRS-III (R2′ = 0.120, p = 0.174).



DISCUSSION

This retrospective study assessed the short-term predictive value of preoperative L-dopa challenge responsiveness for the improvement in the MDS UPDRS-III for PD patients undergoing STN- or GPi-DBS. We found that the value of the preoperative response to the L-dopa challenge test for predicting the short-term motor outcome of STN-DBS was limited, as the significant negative correlation between the age at the time of surgery and the motor outcome of STN-DBS may considerably interfere with the predictive value of preoperative L-dopa challenge responsiveness. We also demonstrated the preoperative response to the L-dopa challenge test as a predictor of motor outcomes, especially the tremor-controlling effects for GPi-DBS. To the best of our knowledge, despite the short-term follow-up, our work is the first to systematically describe the predictive value of preoperative L-dopa responsiveness for GPi-DBS motor responsiveness.

Unlike some previous studies (Charles et al., 2002; Welter et al., 2002; Pahwa et al., 2005; Su et al., 2017), we have calculated the benefits of stimulation under the MedOff/StimOn state, by comparing the respective MDS UPDRS-III score and subscores in the MedOff/StimOff and MedOff/StimOn states, instead of comparing them with the preoperative MedOff scores. The advantage of using MedOff/StimOn state as the baseline for stimulation responsiveness calculation is that the disease progression, as well as the underlying insertional microlesion effects (Mann et al., 2009), will be taken into consideration. Moreover, we used relative rather than absolute changes for comparing pre- and postoperative improvements, as proposed by Zaidel et al. (2010). However, unlike Zaidel et al. (2010) who used on-medication/on-stimulation scores for evaluating the DBS responsiveness, we preferred to perform calculations in the postoperative off-medication state so that only the benefits of stimulation, rather than a combination of stimulation and medication, would be taken into account. Furthermore, the use of the postoperative on-medication state for correlation analysis would have been confusing since the pre- and postoperative medication dosages for motor function evaluation were different (i.e., preoperative L-dopa challenge test versus regular postoperative morning dose).

The origin of tremor in PD remains to be elucidated. Clinically, L-dopa replacement therapy can effectively treat bradykinesia and rigidity, while the effect on resting tremor is unpredictable and has strong inter-individual variations (Koller, 1986; Koller and Hubble, 1990). Tremors in PD are usually characterized by a combination of L-dopa-responsive and L-dopa-resistant features (Zach et al., 2020), suggesting an involvement non-dopaminergic neural circuits in tremor pathophysiology (Nonnekes et al., 2016; Dirkx et al., 2019). For instance, reduced raphe serotonin function is associated with the severity of parkinsonian resting tremors and poor response to L-dopa (Qamhawi et al., 2015; Pasquini et al., 2018). Enhanced noradrenergic function is correlated with increased tremor intensity in some patients with PD during cognitive stress (Isaias et al., 2012; Zach et al., 2017). We observed that the baseline tremor score in the MedOff/StimOff state was significantly lower than that in the preoperative MedOff state in the STN group; a similar tendency was also observed in the GPi group. Given that we did not perform routine stress evaluations in patients with PD, we cannot rule out the possibility that some patients were under a more stressful psychological state in the preoperative MedOff state, which could have exacerbated the tremors and increased the tremor score. Antiparkinsonian medication and DBS surgery might confer a “relaxation effect” on such stress-related tremors. Moreover, the postoperative microlesional effect (Mann et al., 2009) could also contribute to the improvement of tremor score baseline following surgery.

Our findings also indicate that STN-DBS may be superior to GPi-DBS for controlling tremors that contain an L-dopa-resistant component in PD patients. The L-dopa-responsive tremor may be anchored in the dopamine depletion in the nigrostriatal system and exacerbated by beta oscillation in the cortico-basal ganglia-thalamo-cortical circuit, which could be effectively modulated by both GPi- and STN-DBS. Therefore, not surprisingly, the preoperative L-dopa responsiveness and GPi-DBS responsiveness were significantly correlated regarding the tremor subscore of MDS UPDRS-III. On the other hand, the L-dopa-resistant tremor may be due to increased contributions of non-dopaminergic brain regions, such as the cerebellum (Dirkx et al., 2019). Here, we suggest that the dentate-rubro-thalamic tract (DRTT) might be a critical component in the modulation of L-dopa-resistant tremors in PD. The DRTT connects the dentate nucleus in the cerebellum and thalamus, while sending collaterals to the red nucleus (Gallay et al., 2008; Kwon et al., 2011; Petersen et al., 2018). Coenen et al. (2011) reported the case of a patient with therapy-refractory tremor, who was treated by DRTT-DBS. They postulated that the tremor suppression effect of three traditional DBS targets [ventral intermediate nucleus (Vim) (Cury et al., 2017), caudal zona incerta (Blomstedt et al., 2018; Mostofi et al., 2019), and STN] were related to the spread of stimulating effects to DRTT (Coenen et al., 2011). Fiechter et al. (2017) analyzed the mean stimulation site and related volume of tissue activated in patients with tremors undergoing STN- or Vim-DBS, and reported that the DRTT within the posterior subthalamic area might be the common structure stimulated in both cases. Most recently, Coenen et al. (2020) proposed that the DRTT could be a potential common DBS target for tremors of various origins by demonstrating that the latter could be efficiently suppressed by stimulation along the DRTT, despite the variations in tremors etiology. DRTT proximity has also been shown to be associated with lower amplitudes and higher DBS efficiency in essential tremor (Dembek et al., 2020). STN-DBS responsiveness was not correlated with preoperative L-dopa responsiveness in the tremor score in our patients, probably since STN-DBS could effectively suppress not only the L-dopa-responsive tremor by modulating the cortico-basal-ganglia-thalamo-cortical loop, but also the L-dopa-resistant tremor by modulating the adjacent DRTT. The possible association between tremor suppression efficacy of STN-DBS in PD and the distance between electrode contacts and DRTT warrants further investigation.

We also identified age at the time of surgery as a predictor of short-term motor outcomes of STN-DBS with a negative correlation in PD, suggesting that the motor benefit of STN-DBS could be more obscure in elderly PD patients eligible for DBS surgery. GPi-DBS motor responsiveness, however, was insensitive to age. Therefore, a preference of GPi- to STN-DBS in elderly PD patients who have a satisfactory dopamine response could be proposed.

Moreover, we observed a significant postoperative deterioration in the baseline bradykinesia score in patients who underwent GPi, as well as a declining tendency in the STN group, compared to the preoperative MedOff state. This could be attributed to the interplay between disease progression and the underlying insertional, microlesion effects (Mann et al., 2009), and residual effects of DBS (Temperli et al., 2003).

The small sample size, short-term follow-up, non-randomized group allocation, and retrospective design are the main limitations of this study. A more extensive randomized, prospective long-term study is warranted to confirm our findings. Moreover, the evaluation of posture instability and gait disorders in PD was limited, since only the MDS UPDRS-III data were used. Other rating scales that are specifically suited to these aspects should be included in future studies.



CONCLUSION

To conclude, our findings suggest that: (1) GPi-DBS would be effective in controlling dopamine-responsive tremors but not dopamine-resistant tremors; (2) the age at the time of surgery may have a negative impact on the motor outcomes of STN-DBS; (3) for patients with dopamine-resistant tremors as a major complaint, STN-DBS may be superior to GPi-DBS; and (4) GPi-DBS could be considered for elderly patients with a satisfactory dopamine response.
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Functional neurologic disorders (FNDs), also called conversion disorder (previously called hysteria), can show almost all the symptoms of other neurological diseases, including both physical (for example, seizure, weakness, fatigue) and psychological (for instance, depression, anxiety) symptoms. In spite of our general knowledge about emotional processes and developmental defects in the formation of these somatic symptoms, there is still no systemic and comprehensive research on the effects of emotional developmental variables in FND. Recently, both experimental and theoretical emotion studies have been greatly increased, such as prediction error, conceptual act model, basic emotional theory, and monoamine neuromodulator based three primary emotions. In addition, a large amount of evidence has confirmed the role of psychosocial adversity (such as stressful life events, interpersonal difficulties) as an important risk factor for FND. Here, we review recent advances about emotional stress on FND, and pay special attention to the effects of monoamine neuromodulators, such as how norepinephrine and serotonin affect behaviors. Then, we discuss the significance of these changes for FND, which may contribute to clarifying the pathogenesis of FND, and thus provide potential therapeutic drug targets or psychological intervention methods in the future.

Keywords: functional neurological disorders, three primary emotions, monoamine neuromodulators, emotional, conversion disorder, prediction error


INTRODUCTION

Functional neurologic disorders (FNDs) are common sources of disability and the second most common referral to neurological outpatients (Ludwig et al., 2018). FND covers a variety of neurological symptoms, which are similar to almost any neurological illness. Symptoms are diverse and can include weakness, movement disorders (tremor, jerks, and dystonia), sensory symptoms, cognitive deficits, and seizure-like events (commonly known as dissociative seizures or non-epileptic seizures). Fatigue and persistent pain are also commonly experienced as part of the disorder. Symptoms can present acutely and resolve quickly or can be long lasting. Even though they are very real neurological symptoms, they are not real neurological diseases, thus FND patients are often being misdiagnosed, leading to improper treatment. The name FNDs was used by DSM-5 (Diagnostic and Statistical Manual of Mental Disorders, fifth edition) to replace the term “conversion disorder” and removed “psychogenic,” and the criterion of psychological stress as a perquisite in DSM-4. FND is defined in DSM-5 as the presence of one or more symptoms of altered voluntary or sensory function, with clinical findings providing evidence of incompatibility between the symptom and recognized neurological or medical conditions (Voon et al., 2016).

Although reference to the psychological origin of FND has been removed from the criteria list in DSM-5, many theories still regard FND as physical disturbances that generally occur along with malicious thoughts, emotions, or health-related concerns (Bègue et al., 2019). Or FND is still considered to be derived from adverse events induced stressful emotional disorders (Stone, 2016; Fend et al., 2020). Stressful experience is the main risk factor in most cases of FND (Christensen et al., 2020), and is related to the mechanism and treatment of FND (Ludwig et al., 2018). Moreover, more evidence points to the causal role played by early life stress in the development of FNDs (Keynejad et al., 2019). The putative Bio-psycho-social mechanisms underlying FND are complex and have been extensively reviewed (Voon et al., 2016), but it is still unclear about how emotional stress affects neurological dysfunction and related neuromodulation conditions? The research in this field may affect our understanding of the pathogenesis of FND, and has broader significance for our understanding of functional diseases that affect other body systems. This review provides a critical review of the literature on the stressful life events in FNDs, and we propose that stress and stress-induced changes in neuromodulators contribute the FNDs.



EPIDEMIOLOGY OF FND

Functional neurologic disorder is defined by neurological symptoms that encompasse functional movement disorders, functional weakness, functional numbness, psychogenic non-epileptic seizures etc. FND accounts for approximately 6% of neurological outpatients and the presumptive community morbidity at a rate of 4–12 per 100,000 per year. About 10% of cases are combined with neurological diseases. This disease is more common in women, especially those between the ages of 35 and 50 (Carson and Lehn, 2016), which might be due to several factors, such as sexual hormone release to facilitate some mental disorders, or women are easy to get sexual harassment. One study reported a preliminary diagnosis of 3781 patients in the UK Neurology Center, of which FND accounted for 16%. It is worth noting that only 5.4% of these patients were initially diagnosed as FND. About 30% of symptoms are only described to some degree or not explained by the disease at all (Stone et al., 2010). Another study shows that American soldiers are at growing risk of FND. The incidence rate was estimated to be 29.5 per 100,000 persons between 2000 and 2018 as a whole (Garrett et al., 2020). Thus, FND is very common, occurring in up to one-third of patients in neurological outpatient clinics (Voon et al., 2016), and needs reliable diagnostic information to allow neurologists to accurately diagnose them, which can greatly reduce the pain caused by FND and ultimately improve results. However, limited understanding on the pathophysiology has impeded the correct diagnosis and therapies of FND.

The importance of psychosocial adversity in FND cannot be underestimated given that rates of early life and proximal adverse events have been repeatedly found to be higher in FND samples, and stressful life-events including abuse/neglect, ongoing relationship disturbances, occupational stress, and caring responsibilities are commonly reported (Pick et al., 2019). FND is defined by symptoms which have been labeled as “psychogenic,” “hysterical,” “non-organic,” or “medically unexplained” and symptoms cannot explained by identifiable neurological pathology. These symptoms include negative emotions (anxiety and depression) and interceptive sensation (stomach ache), negative cognition (such as improper thoughts, prediction error), or behavioral changes (tremor and shiver, paralysis) (Figure 1). The symptoms were originally formulated as hysterical conversion by Breuer and Freud (1895/1995). And following psychodynamic theories proposed that emotions play a crucial role in the etiology of FND. However, some investigators recently questioned the importance of emotions in the etiology of the disorder, because emotional dysregulation is not always apparent in FND (Espay et al., 2018a), and contemporary explanations have moved away from psychodynamic trauma-focused models and instead emphasize dysfunction of higher-order cognitive processes (Voon et al., 2010b).


[image: image]

FIGURE 1. The symptoms of FND patients. Traumatic experiences in FND patients can induce problems in thoughts (such as expected prediction and learned helplessness), which in turn induce some stressful emotions (anxiety and depression), thus bad interceptive sensation and improper behaviors (tremor and shiver, paralysis).


Several etiological models have been proposed in the last century. Bio-psycho-social medical model frameworks acknowledge a variety of predisposing (psychosocial adversity, gender etc.), precipitating (mental health problems, personal conflict), and perpetuating (illness belief/expectation) factors that can contribute to FND (Pick et al., 2019). However, the exact mechanism underlying FND symptoms are still not fully understood, and there is no well-accepted explanatory model. Recent studies still found that a history of maltreatment and stressful life events is common in FND patients (Ludwig et al., 2018). The traumatic experiences of FND might be attributed to bad thoughts (such as expected prediction and learned helplessness), which lead some negative emotions (anxiety and depression) and improper interceptive sensation, thus behavior dysfunctions (tremor and shiver, paralysis) (Mesurado et al., 2018; Figure 1).



EMOTIONAL PROCESSING IN FND


Freud’s Conversion

Functional neurologic disorder symptoms are varied and include abnormal control of movement, episodes of altered awareness resembling epileptic seizures and abnormal sensation and are often comorbid with chronic pain, fatigue, and cognitive symptoms. Many studies suggest that FND is emotional expressions of distress (Sojka et al., 2018). In their seminal work, Breuer and Freud (1895/1995) suggest that FNDs are due to “the excitation arising from the affective idea is converted into a somatic phenomenon.” Freudian theory of conversion suggested that the major symptoms of FND are due to internal conflict. Later on, many studies confirmed that FND patients have abnormal emotions and physiological changes, such as increased salivary cortisol, increased heart rate. Consistently, experimental studies found that FND patients’ emotional expression and skin conductance have changed (Pick et al., 2016). In addition, FND patients showed altered somatosensory responses at stresses. However, this psychogenic model of FND has moved from psychodynamic conversion model to a multi-network model, involving abnormalities within and across brain circuits implicated in self-agency, emotion processing, attention, homeostatic balance, interoception, multimodal integration, and cognitive/motor control among other functions (Spence et al., 2000; Seeley, 2019; Drane et al., 2020).



Prediction Error

Even though the social-psycho-biomedical perspective highlights psychological abnormalities and emotional problems, the psychosocial etiology for FND is still unclear. A recently developed Bayesian predictive coding framework offers an explanation for FND (Edwards et al., 2012; Sojka et al., 2018). Edwards et al. (2012) described an aberrant “prior” expectation in FND patients, and proposed a predictive coding model of impairment in expectation. The predictive coding model suggested that the brain used knowledge about the world to predict about the sensations (Friston, 2010). The predictions first depend on previous experiences, which might be different from current sensations, and constitute the prediction error (Barrett and Simmons, 2015; Cowen and Keltner, 2018). The functions of emotion and emotional induced behaviors work to minimize the difference, to change the unexpectancy, or to keep the homeostasis (Figure 2). For example, you are driving a car with your expectancy that the other cars will drive at the control speed, but suddenly a car speed very fast and cut in front of your car. You are scared for the unexpectancy, and you will be angry and try to fight with the driver of the car. This is normal emotional reaction, but if it happens for a baby, who try to show his internal states, but the caregiver failed to act properly, the child will use another way to show his internal states, such as altered interoceptive sensations (e.g., stomach ache), together with exaggerated unconscious emotional expression or behavioral responses, which might develop into coping style and somatic symptoms in FND adults (Sojka et al., 2018).
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FIGURE 2. Prediction errors in FND. Emotions are evoked by stimulations, and all stimulations have two features: whether it happens as predicted (arousal), and whether it fits into our physiological needs (valence). So it is said “All emotions are induced as feelings of hedonic pleasure and displeasure (valence, horizontal dimension), with some degree of arousal (prediction error, vertical dimension) (Russell and Barrett, 1999).” The FND patients have experienced stressful childhood, and so they have wrong coping styles at stressful situations, and have an exaggerated interception and emotions and behaviors, such as frozen or tremor, which are very common in FND patients.


The predictor error theory suggested that the brain perceives the sensor input with past sensorial experiences, which is also called “predictive coding,” and then categorizes the sensations to evoke a specific action plan; the error between the prediction and the actual input is propagated and used as a feedback to update the internal model (Pacella et al., 2017). Contemporary motor theory proposes that motor control follows a feed-forward model in which self-generated movements are accompanied by a sensory prediction of the motor outcome. The movement prediction usually matches the sensory outcome giving rise to a sense of self-agency. A mismatch may thus give rise to the sensation that we are not in control of our movements (Voon et al., 2010a). Kranick et al. further assessed an implicit measure of agency during voluntary movements in FND patients using an action-binding task. Participants viewed a rotating clock and made judgments of when actions and outcomes occurred in three conditions: an action alone (button press), an outcome alone (tone), or an action-outcome pairing (button press-tone). This action-outcome binding is believed to underlie our subjective sensation that our actions are associated with an effect. Kranick et al. showed that patients with FND had a decrease in action-outcome binding, consistent with their decreased sense of agency.

Consistently, Schultz et al. (1997) predicted that the major function of dopamine (DA) is prediction error. It is a very interesting study, which used conditioning experiments. When the animals receive a small quantity of apple juice, the DA neurons fire action potentials, which means DA is a signal of reward. If light is turned on every time the apple juice is given, DA neurons will fire at the light, which means the stimulus-reward associated is learned, and DA learns to predict the apple juice. However, once the association between the light and the apple juice is fully learned to be a kind of prediction, and DA neurons stopped firing. It seems that the DA neuron is kind of teaching to remove the “error” between the predicted light and the reward. So Schultz proposed that DA predicts the un-expectations about the sensation with the predicted reward (Schultz et al., 1997).



Conceptual Act Model

Similar to the prediction error, the constructionist model, which is also called the “conceptual act model,” suggests that we all predict about the new sensation with knowledge of prior experiences (Lindquist and Barrett, 2012). For example, only if we have the experience of having seen a fly on a stool, we have the disgust emotions when we see the fly sit on a bread. So Barrett et al. (2007) suggested that emotions are “situated conceptualizations,” because the new sensation is tailored to the immediate environment with previous experiences (Barrett et al., 2007).

“Conceptual act” is a kind of unconscious process that automatically and effortlessly using previous knowledge to predict current sensations. However, if the immediate sensation is different from the prediction, or if there is the prediction error, some forms of interception sense from the body, such as somatic, visceral, can be evoked. These interceptive senses are also called “core affects,” which means the bodily changes (physiological changes) (Figure 2). “Core affects can be realized by visceral control systems to help the organisms deal with motivationally salient stimuli” (Posner et al., 2005). “Core affect is a homeostatic barometer to sense the internal states usually in an external surrounding” (Russell, 2003). People automatically make meaning of their core affects, such as dizzy or nausea, and use these meaning to conceptualize the outside world, such as a fly. Or people can make the physical symptom, such as tiredness as feeling of boring (Lindquist and Barrett, 2012). For FND patients, these conceptualizations might be exaggerated due to evil experiences in childhood.



Appraisal Theory of Emotion

Similar to the predictive coding model, the appraisal theory also proposes that emotions are innate states which are activated by stimulation events. In many appraisal models, the assumption is that the brain contains a series of specific cognitive appraisal mechanisms. Ekman (1992) said all emotions differ in the stimulation events, appraisals, behavioral response, and physiological responses. Lazarus (1999) said emotion is not psychologically meaningful unless it is related to an object, emotion is perceived as part of an object itself rather than one’s reaction to it. Every object has two features: whether it is fit for our physiological needs (hedonic value), and whether it happens as expected (arousal) (Gu et al., 2016; Syliadis et al., 2018). These two features correspond to the two core affects: the hedonic value that represents physiological needs and the safety value represents the way the stimulus happens (Gu et al., 2019a). The two-dimensional coordinate plane or the core affects also represents these values of a stimulus (Figure 2). The hedonic value can induce emotional valence, while the safety value can induce emotional arousal. The safety value is related to unexpected stressful events, which evokes “fight or flight” responses, or fear and anger emotions. Fear is the emotion that is induced by the threat, while anger is the response to fight against the prediction (Figure 2; Wang and Pereira, 2016). We proposed that fear and anger are twin emotions, and two sides of the same coin. For the FND patients, they have some bad experiences which form a wrong prediction, thus an exaggerated prediction error, and exaggerated emotional reaction and behavioral changes.

Indeed, many studies have established the role of the monoamine neuromodulators in valence and arousal. Mesolimbic DA system in processing reward and pleasure (Posner et al., 2005), and 5-HT has been suggested in punishment (Dayan and Huys, 2009). DA has been proved to the substrate for reward prediction, while 5-HT has been suggested for aversion prediction (Chamberlain et al., 2006; Crockett et al., 2009). The hedonic hypothesis of DA started from Bozarth and Wise (1980), who first proposed that DA in the brain plays a critical role in subjective pleasure. The reward effects of mesolimbic system in reward have perhaps been most convincingly demonstrated in self-stimulation studies on nucleus accumbens and caudate nucleus (Mora et al., 1980). Moreover, tons of studies, notably pharmacological and behavioral studies have confirmed medial prefrontal DA system in reward behavior (Keleman et al., 2012; Liu et al., 2012). This hypothesis has significantly affected the neuroscience field about affective and drug addiction, for example, the first line treatment for affective disorders are still targeting the monoamine neurotransmitters. However, the roles of DA in the affective disorders are still the subject of research, such as the prediction error. Recently, we also suggested that the DA neuronal activity is affected by norepinephrine (NE), which is the substrate for surprise. Therefore, the prediction error is actually worked by DA together with NE. Thus the real happiness is affected by both real reward together with surprise (Happiness = Occurrence–expectancy), or (Happiness = reward–predicted reward) (Hu, 2016). Russell (2003) said: recognizing emotion is a matter of matching an acquired script with the features of a perceived event. DA may potentially participate in the onset and development of FND. DA influences multiple brain functions–including concentration, learning, memory, mood, motor control, and sleep. People who are deficient in DA lack motivation and drive, and they also become fatigued, apathetic, and possibly depressed (Voon et al., 2016).



Basic Emotional Theory

Emotion is the least studied subject among life sciences, so far, the most advanced emotional theories are the “Basic emotional theory” and “Dimensional theory” (Lindquist and Barrett, 2012; Lindquist et al., 2013). The prediction models (actually are dimensional models, see Figure 2) we mentioned before suggested that behaviors of FND patients are due to traumatic experiences induced abnormal predictions (Hailes et al., 2019). The dimensional theory really suggests that emotions are due to two major dimensions: one is prediction (unexpected, or uncertainty induced arousal), the other is valence (Figure 2). They are due to two features of one stimulus: whether it is expected (or whether it fits to our safety needs); or whether it fits to our physiological need (Gu et al., 2016). On the contrary, the Basic emotional theory proposed that all emotions are composed of several limited basic emotions such as joy, sadness, fear, and anger; which are biologically basic and inherited (Gu et al., 2019b). Basic emotions evolved to handle fundamental life tasks, for example, fear and anger can aid survival by influencing an organism to either flee for safety or fight to defend itself. Even though emotions can be shaped by culture and learning, all humans and animals possess the capacity to experience and perceive the same basic emotions. Barrett et al. (2007) suggested that basic emotions and dimensional theory are contradicted with each other. However, in one paper, we suggested that basic emotions can be compromised with dimensional theory in that the basic emotions can also be located in the emotional dimensions (Gu et al., 2019a). The reason for them to be basic is due to the fact they are located on the poles of dimensions: the fear/anger located on the top of the arousal pole; the sadness on the negative pole of the valence dimension, and the happiness on the positive pole of the valence dimension (Figure 2).

In addition, we also suggested that the basic emotions share specific neural basis, because they can be differentiated with monoamine neuromodulators, such as dopamine (DA), serotonin (5-HT) (Dayan and Huys, 2009), or norepinephrine (NE) (Wang et al., 2020). Indeed, even though invertebrate brain structures are totally different those of vertebrate, they have similar basic emotions (Dayan and Huys, 2009; Matsumoto and Hikosaka, 2009; Fiorillo, 2013; Gu et al., 2019b). In addition, monoamines have similar functions in both vertebrate and invertebrate. Therefore, monoamine neuromodulators might be the primary substrate for basic emotions. Thus we introduced a new emotional theory based on the three monoamines, which can be called “three primary color model of basic emotions” (Wang et al., 2020). Different basic emotions, such as fear (anger), joy, disgust (sadness) consistently evoke distinct bodily sensations. For example, 6 months old children can differentiate discrete patterns of bodily sensations with joy, fear, and disgust, and the emotion related body sensation develops with child development. These developing emotion-related bodily sensations may shape the way children perceive, label, and interpret their emotions.



Three Primary Emotions

Emotion is as complicated as the colors. If not for the physiological study that there are three kinds of color cells in the retina, we will never believe that there are three kinds of primary colors. It might be also true for the emotions, the three monoamine neuromodulators are the substrates for basic emotions (Figure 3). DA gives the value of the objects: whether they fit our physiological needs (valence); while the NE gives the value of the safety (the way the objects appear, or whether they are unexpected, or arousal). Valence means how much we like the objects, arousal means if the objects are expected (prediction error) (Gu et al., 2018). Valence is dominated by DA, while arousal is affected by NE. The major function of NE is “fight-or-flight,” or “fear or anger” emotions (Wang and Anderson, 2010). Both fear and anger are evolved to cope with dangerous and unexpected situations (Anderson and Adolphs, 2014). For example, when an ox meets wolves in the wild, NE is released in both ox and wolves, but the action of the ox is flight (fear), while the behavior of the wolves is fight (anger). So fear and anger are twin emotions coming from the same neuromodulator NE (Figure 3), and both fear and anger occur at surprising ways things occur: it they occur as expected, people will not feel scared or angry.
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FIGURE 3. Three primary emotions, or three primary color model of basic emotion. This model proposes that the three monoamines are the substrate for three core features of all emotions: DA-reward, NE-stress, 5-HT-punishment; or primary emotions: DA-joy, 5-HT-sadness, NE-(fear and anger). Because fear and anger are one emotion, they are two-sides of one same coin. The three core emotions can induce three kinds of behaviors: stress (fight-or-flight), reward (relax and enjoy), punishment (freeze and inhibition). FND patients might have strong stressful experiences and fearful behaviors, such as frozen or tremor (seizure).


In all, there are considerable evidences suggesting that monoamine (including DA, NE, and 5-HT) are the neural basis for emotions (Dayan and Huys, 2009; Matsumoto and Hikosaka, 2009; Fiorillo, 2013; Gu et al., 2019b). Therefore, monoamine might be the primary substrate for emotions; so we introduced the new emotional theory based on the three monoamines, which can be called “three primary color model of basic emotions” (Figure 3). In this model, we hypothesized that the substrates for these dimensions are the monoamines, or three pole of the emotional dimension: DA and 5-hydroxytryptamine (5-HT) represent two poles of the horizontal dimension, while the norepinephrine/epinephrine represents the vertical dimension (Figures 2, 3, Gu et al., 2016). Therefore, multivariate emotions are composed of three core affects, like the colors are composed of three primary colors. This might be the first theory to connect the monoamine neurotransmitters with emotional dimensions (Figure 3). Like three primary colors, there might be three primary emotions: joy, sadness, stress (fear and anger).



MONOAMINE NEUROMODULATORS IN FND

The three monoamines norepinephrine (NE), dopamine (DA), and serotonin (5-HT) might be the neural basis for the three basic emotions, and represent the three poles on the emotion dimensions (Figures 2, 3). While NE, DA, and 5-HT are certainly not the only neurotransmitters involved in emotion, there is considerable evidence that these neurotransmitters play essential roles in emotions. Tons of studies from various research fields support that three monoamines, NE, DA, and 5-HT are involved in emotions (Gu et al., 2016). In addition, monoamine neuromodulator has been proved to be involved in FND symptoms. For example, the dopaminergic system plays an important role in motor control (such as DA in striatum), reward, and cognitive function. Dysfunction of dopamine in striaturn has been proved to be involved in Parkinson’s disease, which might also be the reason for tremors in FND patients. In addition, dopaminergic receptors are widely expressed in the body and function in the peripheral and central nervous system (CNS). Dopaminergic signaling pathways are essential for maintaining physiological processes, and imbalances in activity which may lead to neurological dysfunction (Klein et al., 2019). For example, one study reported that a 42-year-old female patient with conversion disorder used low-dose amisulpride to bring substantial and lasting improvement. Amisulpride, as a selective antagonist of D2 and D3 dopamine autoreceptors, can selectively block presynaptic D2 and D3 autoreceptors, resulting in increased dopaminergic transmission in the several cortical and limbic zone. It will reverse the reduction in activity of the frontal lobe and subcortical dopaminergic circuits that may be involved in the control of hysterical paralysis (Oulis et al., 2009). This suggests that increased DA can alleviate the symptoms of conversion disorders.

The major function of DA has been suggested to be reward, or reinforce natural rewarding behavior; or DA is implicated in goal-directed behaviors (Wise, 2004). DA is thought to be a signal in the brain by signaling the discrepancy between the values of predicted rewards and actual rewards (Schultz et al., 1997; Kim et al., 2015). In contrast to the suggestion that DA neurons majorly signal rewarding signals, Schultz (2015) and Ungless and Bolam (2004) argued that DA neurons largely ignore averseness, for the activities of these DA neurons were indeed activated by reward but inhibited by punishment (Matsumoto et al., 2016), and it is also found that DA release was increased by sucrose and decreased by quinine (McCutcheon et al., 2012), suggesting that DA activity is inhibited by aversive stimuli (Fiorillo, 2013). However, there are some studies suggesting that DA might be involved in aversive stimuli (such as foot shocks, hind paw injection, or social defeat). This might be due to the fact that midbrain DA systems are composed of heterogeneous DA subgroups of neurons (Lammel et al., 2014). However, Schultz (2015) argued that the excitation of DA neurons caused by aversive stimuli may be due to a “generalization” or “spill-over” of rewarding stimuli. In one influential paper, Fiorillo (2013) made a conclusion that DA neurons only represent prediction errors about reward instead of averseness. The experiments were designed to show that the activities of DA neurons were similar to aversive stimuli to neutral stimuli; the activities of most the DA neurons were not affected by prediction to aversive events like to reward events.

The synthesis of NE is mainly carried out in the adrenal medullary chromaffin cells (AMCCs). Tyrosine in the blood is taken up by the cytoplasm of adrenergic nerve endings, and converted into DA under the catalysis of tyrosine hydroxylase and decarboxylase, and then catalyzed by dopamine β-hydroxylase to synthesize NE, which is stored in the capsule bubble. When the nerve impulse reaches the nerve terminal, the vesicle approaches the presynaptic membrane and releases NE into the synaptic cleft in the form of cleavage and efflux, which stimulates the corresponding receptors on the post-synaptic membrane to produce a series of physiological effects (Cho et al., 2002). The researchers summarizing the findings about the anatomy and physiology of the noradrenergic system in the CNS, the importance of NE for maintaining cognitive processes such as perception, attention, especially memory consolidation and recovery. In the peripheral nervous system (PNS), NE is released from the adrenal gland as a kind of hormone, to directly increases heart rate, triggers the release of glucose from energy stores, and increases blood flow to skeletal muscle, and induce fight-or-flight response (Prokopová, 2010). In the CNS, NE is released from the locus coeruleus (LC), which is the principal site for brain synthesis of NE. The LC is the largest of the noradrenergic groups and provides the principal source of NE innervation to the entire cerebral cortex as well as the hippocampus, amygdala, cerebellar cortex, and spinal cord. LC-NE system has been suggested to be implicated in higher cognitive processes such as attention, memory, perception, emotion, and motivation (Berridge and Waterhouse, 2003). Dysregulation of LC-NE neurotransmission may contribute to cognitive and/or arousal dysfunction associated with a variety of psychiatric disorders, including attention-deficit hyperactivity disorder, sleep and arousal disorders, as well as certain affective disorders, including post-traumatic stress disorder (Aston-Jones and Cohen, 2005).

The LC-NE system can activate amygdala, which responds by sending signals to the hypothalamus, which in turn stimulates the PNS NE activity. “Core” FND symptoms include weakness, seizures or paralysis, other movement disorders (such as tremor, dystonia, abnormal gait, and myoclonus), and sensory disorders (including vision, physical sensation, and auditory impairment) (Jones et al., 2016), as well as symptoms including pain, fatigue, sleep disturbance, inattention, and memory cognitive impairment (Glass et al., 2018; Nicholson et al., 2020). It is not difficult to find that most of the core symptoms of FND and other related physical and psychological symptoms are consistent with the deficits of NE, because NE has been known to have the function of arousal, and antiepileptic effects. We can make a bold speculation that the abnormal performance of FND may be related to NE deficit.

The neuromodulator serotonin (5-HT) has been implicated in a large number of affective and executive functions, such as depression or sleep. Recently, more and more work highlighted its role in aversive processing (Crockett et al., 2010), another major function is behavioral inhibition (Crockett et al., 2009). Crockett suggested that “Few would disagree that serotonin is involved in aversive processing.” (Crockett et al., 2009). Many studies have confirmed its role in encoding aversion, for example, aversive events activate 5-HT releasing, and depleted 5-HT reduced behavioral suppression. However, some other evidence points to the other direction: selective 5-HT reuptake inhibitor is a major therapy for depression. The major reason is that the major function of 5-HT is predicting aversive outcome, or inhibit aversive reaction (Chamberlain et al., 2006; Crockett et al., 2009).

Neurons containing 5-HT in the midbrain directly innervate the corticotropin releasing hormone (CRH) cells located in the paraventricular nucleus of the hypothalamus. The serotonergic input into the paraventricular nucleus mediates the release of CRH, leading to the release of adrenal cortex hormones, thereby triggering the secretion of adrenal cortex glucocorticoids. 5-HT1A and 5-HT2A receptors are the main receptors that mediate serotonergic stimulation of the hypothalamic-pituitary-adrenal (HPA) axis (Hanley and Van de Kar, 2003). This connection seems to depend on corticosteroid levels. Glucocorticoid receptor imbalance can change the negative feedback regulation in the HPA axis (Figure 4). Serotonin transporter (5-HTT) regulates serotonin transmission by removing 5-HT from the synaptic cleft, which leads to serotonergic dysfunction (Cubała and Landowski, 2006; Phi Van et al., 2018). Based on the above evidence, some clinical patients may benefit from selective serotonin reuptake inhibitors (SSRIs), whose major function is increase the concentration of NE and 5-HT. Indeed, the frequency of psychogenic non-epileptic seizures can be reduced by using SSRIs treatment (Haykal and Smith, 2015). In addition, these monoamine neurotransmitters can affect each other, for example, DA neurons have two 5-HT receptors, 5-HT1A and 5-HT2A. 5-HT1A can promote the release of DA, and 5-HT2A can inhibit the release of DA (which is the opposite of the regulation mechanism of 5-HT on the release of glutamate from cortical glutamatergic neurons). NE neurons have two-way feedback regulation on the release of 5-HT. We have understood the possible connection between 5-HT and FND, and then we will discuss the changes in NE and DA in FND patients.
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FIGURE 4. The interactions between monoamine neurotransmitters with HPA axis. Stress induced emotional arousal and monoamine neurotransmitters can enhance HPA activity, which leads to excessive secretion of cortisol. On the other hand, the excessive cortisol, in turn can induce dysfunctional release of monoamine neurotransmitters (increase/decrease), which may be the pathogenesis of FND.




EMOTIONAL BEHAVIORS IN FND

Emotion is a kind of internal drive, which can be expressed as external behaviors. Emotion induced external behaviors are genetically hardwired and are crucial for animal’s survival. Several major categories of behaviors are developed, such as feeding, reproduction, aggression and sleep, which are observed across animal species. These instinct behaviors are robust, fluent and adaptive to an animal’s internal and external context (Kim et al., 2017). Most of the FND symptoms, such as limb weakness or seizures, are derived from these emotional behaviors.


Stress

Stress is closely associated with most mental disorders, either through early life trauma as a presumed “vulnerability factor” or through late life events prior to symptom onset as a “precipitating factor” (Duffy et al., 2018). Many scholars attribute FND to psychological stressors, especially historical trauma. It is traditionally believed that psychosocial stressors can be identified around the onset of symptoms. Recent research has shown that compared with depression and healthy controls, FND patients have much more serious stressful life events, especially in the month before the onset of symptoms, about 56% of FND patients have at least one serious stress event (Nicholson et al., 2016). Childhood trauma is a risk factor for the development of FND. A recent meta-analysis of a case-control study found that the incidence of stressors in childhood and adulthood was higher in FND patients than in controls (Bailey et al., 2018). Studies have also shown that abnormalities of the left anterior insular nerve caused by childhood abuse may be the basis of the pathophysiology of FND. Female patients with FND showed a significant association between functional neurological symptoms and decreased gray matter volume of the left anterior insula (Perez et al., 2017).



Arousal

The relationship between arousal or stress and functional symptoms has been examined to investigate physiological measures of arousal. It is showed that patients with mixed active FND symptoms compared with those with anxiety disorders or healthy volunteers had greater baseline arousal levels, as measured by spontaneous fluctuation in skin resistance along with failure to habituate skin conductance to repeated auditory stimuli (Voon et al., 2016). FND patients might have sensitive safety needs due to early stressful life events, so they might easily feel the stresses in adult lives. FND patients might have strong stressful experiences and fearful behaviors, such as frozen or tremor (seizure). In the periphery nervous system, NE works to increase heart rate and blood flow to skeletal muscles. In the CNS, NE works to induce wakefulness and emotion arousal. NE is released from the locus coeruleus (LC) to keep the brain alert to unexpected stimuli (or prediction error). LC sends projections to many brain areas, such as amygdala, which might be the locus for fear memory. Bakvis et al. (2010) further showed that patients with seizure have increased basal diurnal cortisol levels associated with a history of sexual trauma and lower heart rate variability at baseline, suggesting greater sympathetic activity.



Fight or Flight

The fight-flight-freeze response is a natural reaction to danger, and it is a type of response that helps the individual reacts to perceived threats, like an oncoming car or growling dog. Specifically, fight-or-flight is an active defense response for the individual to fight or flee. The heart rate gets faster, which increases oxygen flow to major muscles, and the pain perception drops, and hearing sharpens. These changes help the individual to act appropriately and rapidly. Freezing is fight-or-flight on hold, where the individual further prepares to protect himself. It’s also called reactive immobility or attentive immobility, which involves similar physiological changes, but instead, the individual stays completely still and get ready for the next move. The fight-flight-freeze response is a natural reaction to threat, and it is a kind of behavior that helps the individual to react to perceived threats. The term “fight or flight” (also known as acute stress response) are developed to react to the changes that occur in response to perceived threat for our ancient ancestors. It is first described by an American physiologist Walter Bradford Cannon (Zheng et al., 2016). The theory first stated that all animals react to threats with an arousal of sympathetic nervous system to prepare the animal for fighting or fleeing. The sympathetic nervous system then stimulates the adrenal glands, triggering the release of catecholamines (including adrenaline and noradrenaline), which then induce a chain of reactions, such as increased heart rate, blood pressure.



Freeze

In addition to “fight or flight,” freezing is a kind of reactive immobility or attentive immobility, which involves similar increase in heat rate and blood flow, but body stays completely still. This is an automatic reaction, which might work through amygdala, and the amygdala responds by sending signals to hypothalamus, and the hypothalamus works by stimulating sympathetic nervous system (Diez et al., 2020). When the body is faced with perceived threat, the body would automatically reacts with fight-flight-freeze response to keep the individual safe. It is very normal in the wild animal world, when a prey meets a predator, for instance, a rat meets a cat. You can see that, all of a sudden, the rat seems to sense the deadly predator is near and freezes in place. You can see that its ears and nostrils are twitching, and its eyes are darting back and forth, but no movement is apparent. Evolutionarily, freezing is a more advanced response to sense the real threat than running around. Many studies have done about freezing in rats in lab, for example Ledoux and Brown (2017) found that the neural pathway is from auditory thalamus to amygdala.

Severe fear can cause freeze behavior that happens normally in both healthy people and FND patients. Indeed, behavioral inhibition is a personality type, like shyness, that shows a tendency toward nervousness in new environment. Similarly, FND patients usually show body trembling, shaking, tremors and vibrating and also anxiety disorders, including generalized anxiety, social anxiety, panic disorders etc. Many healthy people experienced body tremors when they are stressed. Tremors activated by the stresses cause body-wide adrenaline changes to boost the energy in the body, and prepare the body for fight or flight, for which freeze is prepared. Tremor induced by tightening the muscle to be more resilient to damage, stimulating the nervous system to run faster, or to prepare for fight or flight. All the changes that cause the body to tremble is an “emergency boost of resources” to deal with the threat (fight-flight-freeze). When stresses are too frequent, the body becomes hyper-stimulated, and tremor can occur without reason or involuntarily. Trembling, and shaking symptoms are the most common types of symptom in FND patients. Tremors can develop into spasms, jerking movements, even looking like Parkinson’s disease, or seizures (which are called non-epileptic seizures, dissociative seizure, or psychogenic seizures.). Sometimes, the response is overactive, which is common in people who have experienced traumatic stress before. In this case, the brain reacts to related events with overactive response.



Inhibition

Many studies have focused on the role of behavioral inhibition in sadness and depression (Gladstone and Parker, 2006). Our understanding of “behavioral inhibition to the unfamiliar” has grown tremendously over the past 30 years. Behavior inhibition is defined as the persistent tendency to show extreme avoidance, reticence in novel environment or with unfamiliar people. Behavioral inhibition has been shown to be a risk factor for social anxiety disorders and depression (Hirshfeld-Becker et al., 2008). Similar studies have also found that the behavior inhibition by a postpartum depressive mom can induce development disorders in child (Oyetunji and Chandra, 2020). Similarly, a series of studies have focused on the question of an “inhibition” of motor execution in FND patients, and found that preparation to move is intact but that execution is inhibited by prefrontal regions (Halligan et al., 2000).

Serotonin (5-HT) in the CNS is thought to be the substrate of behavioral inhibition. Indeed, 5-HT has been shown to induce inhibition of locomotion, stimulation of egg laying, and pharyngeal pumping in Caenorhabditis elegance (Dayan and Huys, 2009). Similar studies also showed that the neural activity of the 5-HT interneuron increases when the C. elegance stops moving forward (Mori et al., 2019); another study found that 5-HT can cause food-deprived animals to run slowly at a field with its food bacteria (Sawin et al., 2000). The forebrain 5-HT system is a crucial for the impulsive behaviors, and low level 5-HT in this area promotes impulsive behaviors, such as motor impulsivity, which means the failure to suppress inappropriate actions (Miyazaki et al., 2012). Consistently, another study found that that immaturity of 5-HT-mediated behavioral inhibition contributes to the adolescent behavioral impairment.



Weakness

Acute stress can induce fight-or-flight, while long-term chronic stress might induce tiredness and weakness, which might be due to decreased activity of NE and increased release of 5-HT. Mechanisms of weakness in FND patient might also be similar to those involved in hypnotic suggestion. Hypnosis is an alteration in consciousness with heightened suggestibility and decreased awareness, and it is well known that the major function of NE is waking (Bacon et al., 2020), while the function of 5-HT is sleep (Seifinejad et al., 2020; Valentino and Volkow, 2020). Oakley (1999) defines hypnosis as the “withholding of representations from entry into self-awareness…as a result of the inhibition by the central executive system with a separation of the executive system and awareness.” Similarities exist on a phenomenological level between hypnosis and functional symptoms (e.g., in the dissociation between subjective intention to move and the actual movement). Subjects with high susceptibility for FND are also more likely to be hypnotizable (Voon et al., 2016).



Chronic Pain

Chronic pain can happen in FND patients, especially women, and it is characterized by widespread pain, accompanied with sleep problems, profound fatigue, and fatigue syndrome. Sometimes they also accompany with other symptoms, such as morning stiffness, headaches, and tingling and numbness in limbs, even irritable belly. These symptoms will not recover with rest, instead they are due to emotional trauma.



NEURAL MODULATOR CHANGES INVOLVED IN FND

Functional neurologic disorder Symptoms occur as a result of problems in the brain, which fails to send and/or receive messages correctly, and result in a variety of sensory and movement disturbances. In a lot of cases symptoms can be extremely disabling, but the brain problems are only functional for emotions. The neural basis that works for emotions has been intensively studied in recent years. And most of the studies suggest that specific basic emotion can be located in one specific brain nucleus (Lindquist et al., 2013). Indeed, many neuroimaging studies found some evidence for basic emotions (such as amygdala for fear, insula for disgust, anterior cingulate cortex for sadness, and orbitofrontal cortex for anger). However, most of the work focused on the neural network for emotions, such as the Papez’s circle, suggested that the limbic system is the neural basis for emotions. For example, the brainstem is home for a group of modulatory neurotransmitter pathways, such as locus coeruleus (NE) and ventral tegmental area (DA), and raphe nuclei (5-HT). However, recent studies with neuroimaging met some problems, for it is hard to differentiate the basic emotions with different brain structures. Actually the emotions are often wildly spread and involve the whole brain to work together, instead of only specific brain structures. Hence, we introduced an alternative approach, the neuromodulators (Gu et al., 2016), and we suggested that the emotions are majorly due to neuromodulators. Indeed, FND patients have been found some dysfunctions of monoamine neuromodulators in the brain, which are responsible for emotion regulation, execution of control processes and movement, such as the prefrontal cortex, inferior frontal gyrus, insula, and parietal cortex (Table 1). Especially the LC-NE system and amygdala, the part of brain that is linked to negative emotions, is found to be enlarged and activated during stressful events.


TABLE 1. Emotional processing in FND.

[image: Table 1]In addition to the monoamine neuromodulators, other hormones and neurotransmitters may also be involved in a secondary way. For example, corticotropin-releasing hormone, which was named the stress hormone, might be a pathway for central norepinephrine (NE). The response to stress is mediated by two main pathways: the autonomic sympathetic response with rapid adrenaline/norepinephrine secretion and the slower response of the HPA axis with cortisol secretion. The relationship between stress, HPA axis and clinical pathology is highly complicated. In an experiment of 18 FND seizure patients and 19 healthy controls, the basic diurnal cortisol levels of seizure patients increased significantly (Bakvis et al., 2010). Although historically coexisting psychological stressors have been used as supporting factors for FND diagnosis, many patients with functional neurological diseases deny the existence of these stressors. For example, a study conducted in 2015 sampled the blood of 33 FND patients and 33 gender-matched controls and found no significant difference in circulating cortisol (Maurer et al., 2015). Therefore, there is controversy about the concept of stress level and HPA axis activation in the pathology of FND. A recent study conducted a Trier social stress test on 16 FND (DSM-5 standard) patients and 15 healthy controls. Salivary cortisol was used to assess the HPA axis response, and salivary α-amylase was used to assess autonomous sympathetic response. The results showed that the two stress indicators of FND patients were significantly higher than those of the control group, which confirmed that HPA axis sympathetic hyperactivity is related to FND caused by life adversity (Apazoglou et al., 2017, 2018). This further confuses HPA axis involvement and whether stress is a factor.

Excessive secretion of cortisol in response to stress can cause hippocampal damage and disrupt negative feedback, leading to uncontrolled secretion and further damage. Hypercortisolemia and changes in synaptic plasticity, decreased neurogenesis, neuronal atrophy, trigger hippocampal changes, which can lead to nerve cell death (Kumar et al., 2019). The HPA axis participates in the steady-state response to environmental changes. Hyperfunction of the HPA axis may be the pathogenesis of FND. Due to the destructive effects of overactive HPA axis on brain tissue, 5-HT levels will decrease (Ambrus et al., 2016). Therefore, it may provide us with a direction to explore the potential mechanisms and biomarkers of the true diagnosis of FND (Figure 4).



CONCLUSION AND DISCUSSION

Functional neurologic disorders are neurologic malfunctions which are induced by psychological distress, and are expressed in the form of physical symptoms. These symptoms, however, have no underlying physical cause and are often associated with an emotional or psychological crisis. In the original formulation of hysterical conversion by psychodynamic theories, emotions play a crucial role in the etiology of FND. It is suggested that FND is the body expressing the unprocessed stress in an extreme way. However, recent studies suggested a multi-model for its etiology, for example, there is increasing evidence that patients with FND exhibit activation of the monoamine neuromodulators. We believe that stress changes can directly cause FND symptoms through the monoamine neurotransmitters (Kortekaas et al., 2005; Beaulieu and Gainetdinov, 2011). For chronic neurological diseases such as FND, the influence of monoamine neurotransmitters is particularly important. FND has always been suggested to be a “contradictory” disease, for example, Janet (1907) proposed that the monoamine dysfunction may be universally defective, and emphasized the role of abnormal concentration of monoamine in FND. Whitlock (1967) and Ludwig (1972) agree with Janet. Paradoxically, FND is related to “selective depression of awareness of a bodily function,” and such patients have characteristic “subtle disturbance in cognitive functioning” (Stone, 2020). Now, diagnosis can be made in an inclusive manner by identifying the neurological symptoms specific to FND, without relying on whether there is psychological pressure or implied historical clues (Espay et al., 2018a). In addition, although historical trauma and stress predisposing factors are not invariable, they are very common in FND. Tests and treatments need to be comprehensively evaluated, and the impact of disease beliefs and disease patterns on society is still very important (Keynejad et al., 2017).

Functional neurologic disorder is a neglected but possibly reversible source of disability. Monoamine neuromodulation products and HPA axis hyperactivity are possible pathological changes of FND. The limitations of this article include the moderate amount of literature. There is controversy about how to conceptualize FND, including whether the disease is classified as stress-related, and whether emotional stress directly affects monoamine neuromodulation and causes FND. First, multiple core symptoms and related symptoms mean that a single core FND symptom should not be assumed to be the most significant aspect of the disease. Therefore, other simultaneous neuromodulation changes are also important to explore the mechanism of FND symptoms. FND is a neuropsychiatric disease with highly variable semiotic manifestations, multiple comorbidities and related social and psychological factors. A single simple mechanism index may not be the best choice. Is the HPA axis hyperfunction and monoamine neuromodulation turbulence summarized as the possible pathogenesis of FND obsolete, or is there new hope? In any case, it is time for psychiatry to stop consciously or unconsciously suppressing this important underlying disease.
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Objective: Increasing pieces of evidence suggest that abnormal brain connectivity plays an important role in the pathophysiology of schizophrenia. As an essential strategy in psychiatric neuroscience, the research of brain connectivity-based neuroimaging biomarkers has gained increasing attention. Most of previous studies focused on a single modality of the brain connectomics. Multimodal evidence will not only depict the full profile of the brain abnormalities of patients but also contribute to our understanding of the neurobiological mechanisms of this disease.

Methods: In the current study, 99 schizophrenia patients, 69 sex- and education-matched healthy controls, and 42 unaffected first-degree relatives of patients were recruited and scanned. The brain was parcellated into 246 regions and multimodal network analyses were used to construct brain connectivity networks for each participant.

Results: Using the brain connectomics from three modalities as the features, the multi-kernel support vector machine method yielded high discrimination accuracies for schizophrenia patients (94.86%) and for the first-degree relatives (95.33%) from healthy controls. Using an independent sample (49 patients and 122 healthy controls), we tested the model and achieved a classification accuracy of 64.57%. The convergent pattern within the basal ganglia and thalamus–cortex circuit exhibited high discriminative power during classification. Furthermore, substantial overlaps of the brain connectivity abnormality between patients and the unaffected first-degree relatives were observed compared to healthy controls.

Conclusion: The current findings demonstrate that decreased functional communications between the basal ganglia, thalamus, and the prefrontal cortex could serve as biomarkers and endophenotypes for schizophrenia.

Keywords: schizophrenia, classification, magnetic resonance imaging, endophenotype, relatives


INTRODUCTION

Although numerous studies have been performed to discover the objective diagnostic biomarkers for schizophrenia, there is still remarkably less information available besides symptom-based assessments. The lifetime prevalence of schizophrenia is up to 1%, with a high contributing 13.4 million years of life lived with disability to the burden of disease globally (Charlson et al., 2018), which have been characterized by impaired semantics, hallucinations, delusions, loss of initiative, and impairments in cognitive functions (Owen et al., 2016). As a neuropsychiatric disorder, schizophrenia reflects the structural and functional changes of the brain; therefore, the well-developed neuroimaging approaches may provide potential biomarkers supporting an auxiliary diagnosis of this disease (Scognamiglio and Houenou, 2014; Voineskos, 2014). As a polygenic hereditary disorder, the approximately estimated heritability of schizophrenia is 0.8 (Sullivan et al., 2003), and it is hypothesized that the identification of the neuroimaging-based “endophenotypes,” which are more proximal to genetic influences than the illness itself (Winkler et al., 2010), will contribute to elucidating the biological mechanisms underlying schizophrenia and to identifying individuals at high risk.

The dysconnection hypothesis, which has been corroborated by structural and functional evidence, suggests that the dysconnectivity of functional brain networks, instead of a localized neural deficit, is linked to the neurological symptoms and cognitive impairments of schizophrenia (Vogeley and Falkai, 1998; Wagner et al., 2015; O’Neill et al., 2018). With the advance of neuroimaging techniques, studies have begun elucidating abnormalities in communications across brain regions and assessing the relationships between these abnormalities and the severity of the symptoms in schizophrenia (Fitzsimmons et al., 2013; Birur et al., 2017). Converging evidence from functional neuroimaging studies have revealed that functional connectivity of the prefrontal cortex (PFC) is reduced in schizophrenia (Zhou et al., 2015), with several independent studies reporting reduced intra-PFC connectivity in schizophrenia (Karbasforoushan and Woodward, 2012). A meta-analysis found hypoconnectivity in areas like the ventromedial PFC, hippocampus, and posterior cingulate cortex and, at the same time, hyperconnectivity/activity in the lingual gyrus in patients suffering from schizophrenia compared with healthy controls (Kühn and Gallinat, 2013). Even without obvious behavioral impairments, a decreased activity in the dorsal PFC was also observed in the unaffected relatives of patients with schizophrenia (Meda et al., 2008). Additionally, previous studies have frequently reported altered connectivity between the cortical and subcortical regions in schizophrenia, such as between the thalamus and cortex and between the posterior cingulate cortex and cerebellum (Byne et al., 2009). While dysconnectivity is strongly supported by empirical evidence from functional MRI, it is plausible to hypothesize that the connection problems originated in the disrupted structures. Enlarged lateral ventricles and reduced gray matter (GM) volume in the frontal operculum and lateral temporal lobes have been consistently reported (Wright et al., 2000; Horga et al., 2011). Recent advancement in diffusion MRI facilitates capturing subtle white matter abnormalities in schizophrenia, which cannot be detected by structural MRI (sMRI) alone. A recent meta-analysis revealed white matter bundle alterations consisting of callosal and commissural fibers, part of the motor descending fibers, and fronto-temporal-limbic pathways (Vitolo et al., 2017).

Most of the previous studies have focused only on single modalities, each of which has its own strengths and challenges (Jeurissen et al., 2011; Deloche et al., 2015). Different neuroimaging modalities provide different views of brain function or structure. Intuitively, the integration of multiple modalities may uncover the previously hidden information that cannot be found using any single modality. Given the limitations of single modalities, multimodal analysis provides a new avenue for reappraising the common beliefs of schizophrenia pathology and provides a full profile of the brain changes in mental disorders (Li et al., 2017, 2019, 2020). However, studies that combined these three modalities are still scarce. On the other hand, as a polygenic hereditary disorder, the approximately estimated heritability of schizophrenia is 0.8 and the SNP-based heritability is ∼20%, indicating that most of the heritability is unexplained. The brain alterations of the unaffected relatives of schizophrenia patients may deepen our understanding of this disease (Sullivan et al., 2003). It is hypothesized that shared neuroimaging abnormalities are considered genetically driven markers of risk. However, so far, the full profiles of the brain abnormalities of the at-risk yet healthy relatives of patients have not been fully exploited.

Very naturally, this study had three major objectives: (a) to determine whether the support vector machine (SVM) classifier established on integrated neuroimaging data from multimodalities can reliably distinguish patients and the unaffected first-degree relatives from healthy controls and to further verify the classifier in an independent sample; if so, (b) which regions show the highest discriminative power in discriminating schizophrenic patients and healthy subjects; and (c) to further investigate whether first-degree relatives share some overlapping abnormalities with schizophrenic patients.



MATERIALS AND METHODS


Participants

Ninety-nine patients with chronic schizophrenia, 42 unaffected first-degree relatives of patients with schizophrenia, and 69 healthy control subjects were recruited for this study; the patients were identified at the Beijing Hui-Long-Guan Hospital, Beijing, China. The diagnosis of schizophrenia was made by one experienced psychiatrist (Zhao RJ) according to the Diagnosis and Statistic Manual of Mental Disorders, 4th edition (DSM-IV) criteria for schizophrenia using the Structured Clinical Interview for DSM-IV-TR Axis I Disorders, Patient Edition (SCID-I/P). All of the patients were evaluated for the severity of symptoms using the Positive and Negative Syndrome Scale (PANSS) within 1 week of the MRI scan. Of the 99 patients with schizophrenia, 19 were first-episode drug-naive patients, and 80 of them have been medicated (the drugs used include risperidone, olanzapine, aripiprazole, clozapine, quetiapine, ziprasidone, and amisulpride). To exclude the illness state-induced heterogeneity, an independent analysis was conducted on a sample that only included the 80 medicated patients (see Supplementary Table 5). The healthy controls did not have a family history of schizophrenia, personal psychiatric, or a neurological disorder. The following exclusion criteria were applied to all groups: (a) <18 or >45 years of age; (b) left-handedness; (c) history of brain trauma with loss of consciousness, neurological diseases, or serious physical diseases (such as respiratory disorders and cardiovascular disease); (d) diagnosis of alcohol/substance abuse within 12 months before participation; and (e) contraindications for MRI scan.



Independent Sample

We used a separate dataset (from the website https://openfmri.org/dataset/ds000030/) to test whether the models of the classification are robust. This dataset included 171 participants, which consisted of 49 patients with schizophrenia (age, 36.13 ± 8.89 years; gender, 36 males) and 122 healthy controls (age, 31.59 ± 8.81 years; gender, 65 males).



Neuroimaging Data Acquisition and Preprocessing

Resting-state functional MRI (fMRI) data, diffusion tensor imaging (DTI) data, and T1-weighted 3D high-resolution brain images were acquired for each subject on a Siemens MAGNETOM Trio 3.0-T imaging system with a standard head coil at the Peking University Third Hospital.

For image registration, high-resolution structural T1 MRI data were acquired with the following acquisition parameters: 256 × 256 matrix size, 192 contiguous axial slices, 1 mm slice thickness, 1 × 1 × 1 mm3 voxel resolution, 7° flip angle, 3.44 ms echo time, 2,530 ms repetition time, and 1,100 ms inversion time.

Resting-state functional scans were obtained using a gradient-recalled echo-planar imaging (GRE-EPI) sequence that was sensitive to blood oxygen level-dependent contrast (2,000 ms repetition time, 30 ms echo time, and 90° flip angle). The slice thickness was 4 mm (no gap) with a matrix size of 64 × 64 and a field of view of 220 × 220 mm2, resulting in a voxel size of 3.4 × 3.4 × 4.0 mm3. Each brain volume comprised 33 axial slices, and each functional run contained 240 image volumes. During data acquisition, the subjects were instructed to close their eyes, relax, and remain awake. The head movement represents a major confound, and there are two methods to detect excessively moving subjects in the present study. Firstly, the MRI machine we used has a monitor to tell the head movement, so patients with excessive motions were excluded during the data collection. Secondly, the preprocessing section also calculated the head motion and tried to exclude the patients with excessive head movements. Frame-wise displacement (FD) was calculated to measure volume-to-volume changes in head position. There was no significant difference among these groups in FD [F(2,210) = 1.47, p = 0.23], and none of them had greater than 0.5 mm in FD scores.

Diffusion tensor imaging data were collected using a diffusion-weighted single-shot spin-echo planar imaging sequence with the following parameters: repetition time, 7,000 ms; echo time, 92 ms; field of view, 256 × 256 mm2; b0 image and 64 gradient directions at b = 1,000 s/mm2; matrix size, 128 × 128; voxel, size 2.0 × 2.0 × 3.0 mmł; and number of slices, 50.

The T1-weighted structural data were preprocessed using the VBM toolbox in SPM12 software1. The fMRI data were preprocessed by SPM12 and Data Processing and Analysis for Brain Imaging package2. The PANDA toolbox3 was adopted to preprocess the DTI data. Detailed descriptions of the data preprocessing procedures are in the Supplementary Material.

Quality control of the neuroimaging data was performed manually by visually inspecting the data at each step in the processing pipeline. To ensure a standard operation procedure, the fMRI scan will be performed with the same scanner and operator.



Network Construction

The Human Brainnetome Atlas (Fan et al., 2016) was used to segment the brain into 246 regions (Supplementary Table 1 lists the labels, names, and abbreviations for these regions) to define the nodes of the brain networks. Specifically, the construction details of the morphological network, functional network, and DTI network are as follows: Morphological networks (T1): To quantify individual morphological relations of the brain regions, the Kullback–Leibler divergence-based similarity (KLS) measurement was utilized to construct networks based on the T1 data. The closer the GM density distribution of two brain regions, the higher is the KLS value [for a detailed description of this approach, please refer to Kong et al. (2014) and Wang et al. (2016)].

Functional networks: A time series of the low-frequency blood oxygenation level-dependent (BOLD) signals was extracted for each of the 246 regions and averaged over all voxels in each node. For each subject, the time series of all 246 regions were correlated with each other to create an undirected and weighted correlation matrix using Pearson’s correlation. These steps were performed with the CONN toolbox4. In contrast to partial correlation, the Pearson’s correlation coefficient is gaining higher values of reproducibility. In this network, each region represents a node with the correlation coefficients of the time series between the different regions defining the edges, resulting in a 246 × 246 connectivity matrix. No global signal regression was performed as it may result in a lower reproducibility of the network metrics.

Anatomical networks (DTI): The anatomical network of each subject was constructed by the DTI data using the probability tracking algorithm. Firstly, the T1-weighted structural images and the corresponding fractional anisotropy (FA) map were registered. Secondly, the Human Brainnetome Atlas template was registered into the individual DTI space. Thirdly, these 246 nodes were used as the seed points, respectively, to carry out probability tracking using the FDT of the FSL package. Typically, the connection probability of two brain regions has directivity (A→B is different from B→A). The connection probability PAB is defined by the average of PA→B and PB→A.



Multiple-Kernel SVM Classifier

In this article, multiple kernel support vector machine (MK-SVM) was used, which can integrate multiple modalities of heterogeneous connection data (i.e., T1, fMRI, and DTI) for the individual classification of patients with schizophrenia (or first-degree relatives) from healthy controls (Zhu et al., 2014) since most of the classification studies of psychosis are focused on one modality and employed single-kernel SVM approaches. In general, each kernel is associated with a specific source of information and their combination is carried out to exploit complementary content coming from several features and modalities. Let us suppose there are n numbers of training samples and each of them is of the M numbers of modalities. Let [image: image] represent a feature vector of the m-th modality of the i-th sample, and its corresponding class label be yi ∈ Error! Bookmarknot defined. Multiple-kernel-based SVM solves the following primal problem:

[image: image]

where wm, ϕm, and βm ≥ 0 denote the normal vector of the hyperplane, the kernel-induced mapping function, and the combined weight on the m-th modality, respectively. As in the conventional SVM, the dual form of the multiple-kernel SVM can be represented as below:

[image: image]

where [image: image] is the kernel function for the two training samples on the m-th modality. The symbol n is the number of training samples. For a new test sample x = {x1, x2, …, xM}, [image: image] is firstly denoted as the kernel between the new test sample and each training sample on the m-th modality. Then, the decision function for the predicted label can be obtained as below:

[image: image]

It is easy to show that the multiple-kernel-based SVM can be naturally embedded into the conventional single-kernel SVM if interpreted [image: image] and xj, and [image: image]as a mixed kernel between the multimodal training sample xi and the test sample x. In fact, our method can be viewed as a way for a kernel combination that combines multiple kernels into one kernel.

Different from the previous multi-kernel learning method, the present method constrains [image: image] and uses a coarse-grid search through cross-validation on the training samples to find the optimal values instead of jointly optimizing the weights βm together with other SVM parameters in an iterative way. After obtaining the values of βm, these values were used to combine multiple kernels into a mixed kernel and then standard SVM was performed using the mixed kernel. This kernel combination method can provide a convenient and effective way of fusing various data from different modalities.

Subsequently, t-tests comparing every connection between the patients with healthy controls (and first-degree relatives with healthy controls) were performed separately for the training set, yielding a p-value for each connection. Since the dimensions might be different for the different modalities if we use the threshold methods, such as a p-value < 0.01, thus, we empirically selected the top 20 edges from each modality to avoid this impact. We used cross-validation to select the kernel weight of the different kernels or modalities, and this method is referenced to previous studies (Jie et al., 2014; Xu et al., 2020). For each modality, the top 20 significant connections were selected as input features for classification (p < 0.001), whereas the rest were eliminated. A leave-one-out cross-validation strategy was used, with inner cross-validation to determine the optimal parameters and outer cross-validation to determine the classification performance, as done in the previous study. The parameters, weight-combined mixed kernel, i.e., βm in Eq. 1, of which classifier that showed the best classification performance were determined through the mentioned validation methods. A 10-fold cross-validation was also conducted to avoid overfitting. According to the different combinations, seven models were trained and summarized to compare the judgment effects of single modes and different modal combinations (including fMRI, DTI, sMRI, fMRI + DTI, fMRI + sMRI, DTI + sMRI, and fMRI + DTI + sMRI).




RESULTS


Demographics

The demographic and clinical data are summarized in Table 1. The groups did not differ in gender or educational level. The first-degree relatives were older than the schizophrenia patients (SZs) and the healthy controls [F(2,205) = 11.85, p < 0.05]. Significant differences were found across groups in the test scores for digit symbol coding (p < 0.05) and verbal fluency (p < 0.05). The SZs performed significantly worse on all of the cognitive tests compared with the healthy controls.


TABLE 1. Demographic and clinical features of the participants in each group.

[image: Table 1]


Networks and Classification

Firstly, to provide a profile of the multimodal networks, Figure 1 depicts the connectivity network for the healthy controls at the group level. The multimodal brain patterns we identified are consistent with a recent study, which also used multimodal analysis and found similar patterns in the healthy control group (Zhao et al., 2019). Figure 2 illustrates the hub regions in each network. The hub regions of the three major networks differed greatly. In the present study, two separate SVMs were utilized to classify patients from healthy controls and to classify unaffected relatives from healthy controls. For each classification, seven models were trained and summarized to compare the judgment effects of single modes and different modal combinations (including fMRI, DTI, sMRI, fMRI + DTI, fMRI + sMRI, DTI + sMRI, and fMRI + DTI + sMRI).


[image: image]

FIGURE 1. Group networks in healthy controls.



[image: image]

FIGURE 2. Hub regions for the three networks in healthy controls.


For the classification of patients and healthy controls, the functional network constructed using fMRI exhibited a relatively high accuracy rate (83.43%). The morphological networks constructed using the T1 image achieved an accuracy rate of 84.57%. The anatomical network constructed using the DTI data achieved the highest accuracy rate (89.71%). The classification accuracy was improved after combining the network features of the three modalities, achieving an accuracy of up to 94.86% with sensitivity and specificity of 92.86 and 96.19%, respectively. For the single-modality analyses, to classify relatives from healthy controls, the anatomical network constructed using the DTI data exhibited the highest accuracy rate (91.59%), followed by the functional network constructed using fMRI, which achieved an accuracy rate of 80.37%. The accuracy rate of the morphological network was 71.96%. Similarly, the classification accuracy was improved after combining the three modalities, achieving an accuracy of up to 95.33% with sensitivity and specificity of 94.29 and 91.90%, respectively; for details, see Table 2.


TABLE 2. Discrimination accuracy of the different models.

[image: Table 2]
To test the generalizability of the models, validation (by direct application) of the prediction models should be tested in independent samples. We downloaded an open neuroimaging dataset from the OpenfMRI database (UCLA Consortium for Neuropsychiatric Phenomics5), which includes both healthy individuals (n = 122) and individuals with schizophrenia (n = 49). The classifier achieved an accuracy of up to 64.57% with sensitivity and specificity of 70 and 60.95%, respectively (for details, see Table 3). The multiple-kernel SVM classifier generated from the dataset of the present study was used to predict group membership of the cross-validation testing datasets. Each of the new datasets underwent identical preprocessing procedures to the original training cohorts. We predicted the group membership (SZ vs. healthy control) on these new subjects using the SVM models that were trained on the initial training cohort of subjects.


TABLE 3. Discrimination accuracy of the trained models in an independent sample.

[image: Table 3]


Discrimination Features

The overlapped connections for the classification model that combined the three modal networks were examined. For each modality, the top 20 significant connections were selected as input features for classification (p < 0.001), whereas the rest were eliminated. However, in the cross-validation process, different top 20 significant connections were used for the different sample combinations. In Figure 3, all of the identified connections were displayed. To obtain a clearer point, 20 connections which showed the most significant contributions to the classifier with the best classification performance were selected for display (see Supplementary Tables 2–4). In the functional network, there were substantial overlapped changes between patients with schizophrenia and the unaffected first-degree relatives (see Figures 3A,B and Supplementary Table 2). There were 16 connections of the functional networks showing decreased functional connectivity in patients with schizophrenia compared with healthy controls, which were connections between the basal ganglia (BG) and superior frontal gyrus, para-hippocampus, and orbital frontal gyrus. Four of the decreased functional connections were also found in the unaffected first-degree relatives, whereas the functional connectivity between the thalamus and orbital frontal gyrus was increased in the patients and in the first-degree relatives. Frontal abnormal connections were revealed primarily with the insular, temporal, and BG regions.


[image: image]

FIGURE 3. The features identified via the different modalities. (A) features used in functional network (SZ vs. HC), (B) features used in morphological network (SZ vs. HC), (C) features used in anatomical network (SZ vs. HC), (D) features used in functional network (first-degree relatives vs. HC), (E) features used in morphological network (first-degree relatives vs. HC), (F) features used in anatomical network (first-degree relatives vs. HC). SZ, patients with schizophrenia; HC, healthy controls.


All connections used in the feature set identified from the anatomical network (DTI) were decreased in the patient group compared with the healthy controls, and 12 of the connections showed decreased connectivity in the unaffected first-degree relatives (see Figures 3C,D and Supplementary Table 3). Most of the decreased connections were distributed within the PFC, with several connections between the BG and inferior frontal gyrus. The unaffected first-degree relatives showed an increase in connectivity between the inferior temporal gyrus and the superior frontal gyrus.

All of the connections identified from the morphological network (T1) found an increased connection for most of the connections in patients and in unaffected first-degree relatives compared to healthy controls (see Figures 3D,E and Supplementary Table 4). There were confidential overlaps between the increased connection in patients suffering from schizophrenia and in first-degree relatives, and most of the increased connections were located in the para-hippocampus, the thalamus, and the PFC.




DISCUSSION

This study investigated the intrinsic brain connectivity changes across multiple imaging modalities in patients with schizophrenia and their first-degree relatives. The results indicated that the convergent pattern was mostly located within the para-hippocampus and basal ganglia–thalamus–cortex circuit, and the features extracted from the three modalities yielded high classification accuracies both for the discrimination of patients and first-degree relatives.


Decreased Functional Connections Between the Basal Ganglia, Para-Hippocampus, and Prefrontal Cortex in Patients and in First-Degree Relatives

In the present study, the functional network was constructed by connectivity strengths, which were estimated by Pearson’s correlation for each pair of brain regions, and yielded a diagnostic accuracy of approximately 83.43% for identifying the patients from healthy controls and a distinguishing accuracy of 80.37% for identifying the first-degree relatives. It was found that the schizophrenia group predominately exhibited weaker strengths of functional connectivity compared to the healthy group. In the exploration of the different brain regions, it was revealed that the serious dysconnectivities mainly appeared on the BG and PFC, especially the decreased functional connectivity within the PFC, which is consistent with previous studies (Zhou et al., 2015). There are plenty of studies that have reported the abnormal functional communication within the BG (Avram et al., 2018) and thalamus with cortex (Byne et al., 2009), although with less consistency. However, only a small number of studies have reported an altered BG function (including the midbrain) in schizophrenia. BG contains some of the most important dopamine regulatory regions, and an in-depth review (Chakravarthy et al., 2010) provided a comprehensive summary about the BG’s function [for more details, see Chakravarthy et al. (2010)]. Several studies have suggested that BG size can be a candidate biomarker to evaluate the effectiveness of antipsychotic response (Hutcheson et al., 2014). In patients with schizophrenia, the increase of BG volume is also related to D2 blockage due to antipsychotic administration (Zampieri et al., 2014). However, most of previous studies focused on the structural size of this area, and the brain connectivity has been scarcely investigated (Yoon et al., 2013). In the present study, the dysfunction of the communication between the PFC and BG is consistent with the hypothesis that BG inputs to the PFC act as a “gate” that typically mediates the behaviors. Although there are several divergent abnormalities in the relatives and patients, there are substantial overlapped alterations in functional connectives that could serve as endophenotypes. It was found that both the unaffected relatives and the patients exhibited weaker strengths of the functional connectivity between the para-hippocampus and PFC than healthy controls. A previous study revealed the decrease in volume of the para-hippocampus (Seidman et al., 2014) and PFC in the first-degree relatives of patients with schizophrenia (Faraone et al., 2003), and a decreased functional communication between the para-hippocampus and PFC was also reported during both rest and task (Eryilmaz et al., 2016). Contrary to the reduced functional connectivity between the thalamus and PFC in patients suffering from schizophrenia, the unaffected relatives showed an increase in functional connectivity between the thalamus and middle frontal gyrus.



The Divergent Changes in Structural Connections Between Patients Suffering Schizophrenia and the First-Degree Relatives

The diagnostic accuracy of the anatomical network (DTI) reached as high as 89.71 and 91.59% for patients and for first-degree relatives, respectively. All of the connections used in the SVM were decreased in patients and most of them were decreased in first-degree relatives, most of which were the connections within the PFC and several were the connections between the subcortex and cortex. In a recent study, the investigators collected 4,322 samples from 29 datasets, reporting that FA values were generally lower among patients than among controls (Kelly et al., 2018). Surprisingly, the first-degree relatives showed several increased connections between the PFC with the thalamus and with the BG. The increased anatomical connections identified from the DTI were consistent with the increased functional connectivity between similar brain regions. The decreased functional and structural connections between the thalamus and PFC have been consistently reported in patients suffering from schizophrenia (Welsh et al., 2010; Marenco et al., 2012). The compensated increased functional communication between the thalamus and PFC may reflect protective brain features for the first-degree relatives from transition to illness. Contrary to a recently published study, the morphological networks resulted in the worst performance when discriminating the patients and the relatives from healthy controls. All of the connections used in this study were elevated, both in patients and in first-degree relatives, with the brain regions showing widespread distribution in the brain, consisting of the para-hippocampus, inferior prefrontal gyrus, and the thalamus. The covariant relationships between the largely distributed brain regions provide evidence for the largely affected brain regions.

So far, several studies have been conducted to investigate the brain connectivity changes using a multimodal neuroimaging method. A previous study combined the fractional amplitude of low-frequency fluctuations, GM, and FA measures, which suggested that the linked functional and structural deficits in the distributed cortico-striato-thalamic circuits may be closely related to cognitive impairments in schizophrenia (Sui et al., 2015). Xu et al. (2009) also identified four networks that were significantly associated with schizophrenia, including the temporal brain regions with the corpus callosum, frontal brain regions with the occipital fasciculus, the largely distributed frontal/parietal/occipital/temporal brain regions with the superior longitudinal fasciculus, and the parietal/frontal with the thalamus, reflecting the widespread nature of the disease. Despite the theoretical importance of investigating the brain abnormalities in unaffected first-degree relatives, few studies have investigated this issue by combining multimodal MRI features (Cooper et al., 2014). The present study focused on multimodal brain features in patients suffering from schizophrenia and in the unaffected first-degree relatives and found consistently decreased connections within the PFC and between the BG and cortex in relatives and patients compared to healthy controls. In comparison, the unaffected first-degree relatives showed an increase in structural and functional connectivity between the thalamus and PFC. This study suggested that the similarity between the unaffected relatives and patients suffering from schizophrenia reflects genetic influences on brain functions, which could serve as potential endophenotypes. In contrast, the opposite brain changes in relatives may serve as protective factors for the unaffected relatives.



Limitations

The present study has some limitations. Firstly, most patients with schizophrenia enrolled in this study had taken antipsychotics; the effects of medication on the brain changes were not investigated here. Secondly, the age range is slightly different across three groups as the first-degree relatives and the enrolled patients were older than the healthy controls. However, considering the relatively small age range, we did not conduct further analysis to exclude the effect of age on out results.




CONCLUSION

Although the connections identified by each modality differed, the convergent pattern is that all the brain connections identified and used to identify patients and relatives from healthy controls were mostly located within the para-hippocampus and the basal ganglia–thalamus–cortex circuit. The substantial overlaps between the patients and the unaffected first-degree relatives constitute candidate psychosis endophenotypes. The present study lends weight to previous suggestions that schizophrenia arises from the dysfunction of neural connectivity, which is sensitive to genetic influences.
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Objective: To investigate the role of TLR4 on the microglia activation in the pre-frontal cortex, which leads to autism-like behavior of the offspring induced by maternal lipopolysaccharide (LPS) exposure.

Methods: Pregnant TLR4−/− (knockout, KO) and WT (wild type, WT) dams were intraperitoneally injected with LPS or PBS, respectively. The levels of TNFα, IL-1β, and IL-6 in the maternal serum and fetal brain were assessed with ELISA following LPS exposure. The gestation period, litter size and weight of the offspring were evaluated. Three-chamber sociability test, open field test and olfactory habituation/dishabituation test were used to assess the offspring's autism-like behavior at 7 weeks of age. Western blotting was performed to examine the levels of TLR4, Phospho-NFκB p65, IKKα, IBA-1, iNOS, Arg-1, C3, CR3A, NMDAR2A, and Syn-1 expression in the pre-frontal cortex. The morphological changes in the microglia, the distribution and expression of TLR4 were observed by immunofluorescence staining. Golgi-Cox staining was conducted to evaluate the dendritic length and spine density of the neurons in 2-week-old offspring.

Results: Maternal LPS stimulation increased serum TNFα and IL-6, as well as fetal brain TNFα in the WT mice. The litter size and the weight of the WT offspring were significantly reduced following maternal LPS treatment. LPS-treated WT offspring had lower social and self-exploration behavior, and greater anxiety and repetitive behaviors. The protein expression levels of TLR4 signaling pathways, including TLR4, Phospho-NFκB p65, IKKα, and IBA-1, iNOS expression were increased in the LPS-treated WT offspring, whereas Arg-1 was decreased. Maternal LPS treatment resulted in the significant reduction in the levels of the synaptic pruning-related proteins, C3 and CR3A. Moreover, the neuronal dendritic length and spine density, as well as the expression levels of the synaptic plasticity-related proteins, NMDAR2A and Syn-1 were reduced in the WT offspring; however, gestational LPS exposure had no effect on the TLR4−/− offspring.

Conclusion: Activation of TLR4 signaling pathway following maternal LPS exposure induced the abnormal activation of microglia, which in turn was involved in excessive synaptic pruning to decrease synaptic plasticity in the offspring. This may be one of the reasons for the autism-like behavior in the offspring mice.

Keywords: toll-like receptor 4, autism spectrum disorder, lipopolysaccharide, microglia, synaptic pruning


INTRODUCTION

Autism spectrum disorder (ASD) represents a category of neurodevelopmental disorders characterized by social and communication impairments and restricted or repetitive behaviors; however, the precise etiology and pathophysiology remain unknown (Hyman et al., 2020). Epidemiological studies have shown that maternal infection during pregnancy may be associated with the onset of ASD in offspring (Bilbo et al., 2018). Therefore, a large number of animal studies that mimic infection during pregnancy have been established to induce an ASD-like behavior in offspring to study ASD pathogenesis (Filiano et al., 2016). Lipopolysaccharide (LPS) is a component of gram-negative bacteria and a common molecule that can imitate a maternal bacterial infection during pregnancy (Fortier et al., 2007). TLR4 is a specific LPS receptor, the specific binding of the two elements could activate the TLR4 signaling pathway and produce an inflammatory response (Lehnardt et al., 2002; Hromada-judycka, 2015; Takeda and Akira, 2015). In the central nervous system (CNS), TLR4 is primarily expressed on the microglia, which is resident in immune cells and phagocytes of the CNS (Schafer et al., 2013). Microglia immediately changes from stationary branches to phagocytic amoeboid, releasing inflammatory cytokines and chemokines, and participating in the immune response to inflammation or injury of the central nervous system (Ransohoff and Cardona, 2010). In addition, the microglia are also involved in regulating neurogenesis, myelin formation, and synaptic remodeling (Bilimoria and Stevens, 2015; Salter and Stevens, 2017); they shape neuronal connections by pruning redundant dendritic spines in early life. Moreover, inappropriate synaptic pruning is associated with several neurodegenerative diseases, including Parkinson's disease, Alzheimer's disease, and ASD (Mcdougle et al., 2015; Fernández de Cossío et al., 2017).

Studies have shown that activation of microglia through TLR4 stimulation leads to neuronal death and neuroinflammatory damage (Fernandez-lizarbe et al., 2009). Animal experiments have revealed that LPS exposure during pregnancy, leading to ASD-like behavior in offspring, as well as activation of microglia (Chen et al., 2012; Santra et al., 2016). Further studies confirmed that maternal LPS exposure is associated with abnormal synaptic pruning of the microglia in offspring with ASD-like behavior (Fernández de Cossío et al., 2017); however, the role of TLR4 in maternal LPS-induced microglia activation involved in the abnormal synaptic pruning that leads to an ASD-like behavior in offspring remains unclear.

Considering the critical role of both the microglia and TLR4 in the neuroinflammation and pathogenesis associated with many neurodegenerative disorders, our study aimed to assess whether maternal LPS exposure induces microglia activation through TLR4 stimulation and whether activation of the microglia triggers abnormal synaptic pruning leading to ASD-like behavior in offspring. Therefore, gestational WT and TLR4−/− mice were exposed to LPS to induce ASD-like behavior in the offspring, respectively, and confirmed the key role of TLR4. Next, we identified the relationship between the change in TLR4 and microglia in the offspring mice. Finally, early postnatal microglia changes were involved in abnormal synaptic pruning, to verify that microglia dysfunction may be a reason for the ASD-like behavior. The present study provides novel insight into the basic mechanism through which maternal LPS induces the activation of microglia and leads to an ASD-like behavior in the offspring.



MATERIALS AND METHODS


Animals, Grouping, and Sample Collection

This study was approved by the Animal Experimentation Ethics Committee of Chongqing Medical University (Chongqing, China) and conducted in accordance with the guidelines of the Animal Care Committee of Chongqing Medical University. TLR4−/− (knockout, KO) and WT (wild type, WT) mice were obtained from the Model Animal Research Center of Nanjing University (MARC). The TLR4−/− mouse strain, C57BL/10ScNJNju, was based on the C57BL/10JNju mouse strain (WT). These mice were housed in the same room with a constant airflow system, controlled temperature (22–24°C), and a 12-h light/dark cycle.

Female WT and TLR4−/− mice were mated with males of the same strain overnight, and female mice with a vaginal plug observed the next morning were recorded as the 0.5 day of gestation. Treated WT dams with a single i.p. injection of 50 μg/kg LPS (E. coli; O127:B8) or an equal-volume PBS on gestational day 14.5, the offspring were termed the WT LPS group and WT PBS group, respectively. Similarly, the TLR4−/− dams received an intraperitoneal injection of 50 μg/kg LPS (E. coli; O127:B8) or equal-volume PBS on 14.5 days of gestation. The offspring were termed as the KO LPS group and KO PBS group, respectively.

A total of 15 pregnant mice were randomly selected from each group. The maternal serum and fetal brains were collected 5 h post-intraperitoneal injection, and the remaining pregnant mice gave birth naturally. The day of birth was recorded as the 1st day after birth. Behavioral tests were performed between 49 and 56 days after birth. Part of the 2 and 7-week old pups were sacrificed, and the pre-frontal cortex of the pups were collected on ice and immediately frozen at −80°C for subsequent experiments.



Behavioral Testing

All of the mice were tested at an age of 7 weeks, and all the behavioral tests could be conducted in a quiet and gentle environment. A test box or cage were cleaned of urine and feces, then sterilized with 75% alcohol before the next mouse was tested.



Olfactory Habituation/Dishabituation Test

Urine was collected in advance from the adult C57 mice. The subjects were habituated in a clean, empty cage for 10 min before the experiment had been initiated. The fluid-filled swabs were suspended 10 cm from the bottom of the box to make sure the mice could smell them. Each mouse was required to sniff three types of cotton swabs containing water, mouse urine, and beer, respectively. The observation time of each cotton swab was 3 min, and the total time of the mouse sniffing cotton swabs during this period was recorded. The procedure described above was repeated twice, with the mice resting for 10 min between every two experimental intervals. The data were eventually presented as the average time of the mouse sniffing three types of cotton swabs.



Open-Field Test

Mice were habituated in the testing room and left undisturbed for 30 min prior to testing. Each mouse was placed in the same position of the box at the beginning of the experiment. Data were collected from each mouse placed in the plexiglass open-field arena (40 cm [length] × 40 cm [width] × 30 cm [high]) for a period of 5 min. The any-maze software and supporting camera system automatically recorded the total distance traveled, the number of lines crossed, time spent in the middle zone, and time spent self-grooming of each subject.



Three-Chamber Sociability Test

The test was performed in a 60 × 40 cm2 white plexiglass box divided into three chambers (20 × 40 cm2) by plexiglass dividers. The mice could freely move through a small opening (6 × 6 cm) on each divider for 5 min in the empty box to confirm that each animal had no bias for either of the chambers. A sex- and age-matched adult SPF C57 mice was placed in a small cage in one chamber (strange mice chamber), while a small object was placed in another chamber (novel-object chamber) in advance. The tested mice were placed in the center chamber and allowed to travel between chambers for 5 min, and an overhead camera recorded their movements. The data were eventually presented as the time spent in each of the three chambers.



Enzyme-Linked Immunosorbent Assay

The levels of TNFα, IL-1β, and IL-6 in the maternal serum and fetal brain of the different treatment groups were measured using commercial enzyme-linked immunosorbent assay kits (RayBiotech, ELM-TNFα, ELM-IL1β, and ELM-IL6, respectively). All procedures were performed strictly in accordance with the manufacturer's instructions. Absorbance was measured at a wavelength of 450 nm, and the optical density values were calculated based on standard curves constructed for each assay and performed in duplicate.



Western Blotting

The total protein extracted from the pre-frontal cortex was used for Western blotting. The membranes were incubated in primary antibodies, including TLR4 (1:1,000, Abcam, CA), NFκB p65 (1:1,000, Cell Signaling Technology, USA), Phospho-NFκB p65 (1:1,000, Cell Signaling Technology, USA), IKKα (1:1,000, Cell Signaling Technology, USA), IBA-1(1:1,000, Wako, Japan), Arg-1 (1:1,000, Abcam, CA), iNOS (1:1,000, Abcam, CA), C3 (1:1,000, Abcam, CA), CR3A (1:1,000, Abways, China), NAMDA2AR (1:1,000, ZENBIO, China), Syn-1 (1:1,000, Abcam, CA), and β-Actin (1:1,000, Santa Cruz, USA) at 4°C overnight, followed by an incubation with HRP-conjugated secondary antibodies (Santa Cruz, USA) at room temperature for 1 h. Protein bands were detected using a chemiluminescent HRP substrate (Millipore, USA). The images were captured using a Syngene GBox Imaging System (Gene Company, China).



Immunofluorescence Staining

The brain was completely exfoliated and fixed in 4% paraformaldehyde, and subsequently transplanted into 4% paraformaldehyde containing 30% sucrose for dehydration. After the tissue had sank to the bottom, the sections were frozen. Slices with a thickness of 15 μm were treated with 0.3% Triton x-100 for 20 min, and 5% BSA was used to block the samples at room temperature for 1 h. Primary antibodies, including IBA-1 (1:500, Wako, Japan) and TLR4 (1:300, Proteintech, USA) were incubated at 4°C overnight. The fluorescent secondary antibody was incubated at room temperature in the dark for 1 h and was photographed under a Nikon automatic bioluminescence microscope.



Golgi-Cox Staining

The brain was carefully extracted and washed in PBS, following by an immersion in a 20 mL Golgi-Cox solution and stored for 14 days in the dark. Fourteen days later, the solution was replaced with Solution 3 in the Hito Golgi-Cox OptimStain PreKit and maintained for 3 days. The brain was cut at the coronal plane (200-μm thick). The sections were placed on microslides and the blotted slides were maintained in a humified chamber overnight. The next day, the sections were stained and dehydrated according to the instructions of the Hito Golgi-Cox OptimStain PreKit.



Statistical Analysis

The data were expressed as the mean ± SEM. Significant differences were calculated via a two-way analysis of variance with a Bonferroni post-hoc test with the use of the GraphPad Prism version 5.0 software package. Where there was a statistically significant interaction, all experimental groups were compared using Bonferroni post-hoc test. When there was no significant interaction, a Student-Newman-Keuls test was used to analyze the main effect of LPS or TLR4−/−. P-values of < 0.05 were determined to be statistically significant.




RESULTS


Maternal LPS Treatment Increased the Level of Cytokines in the Maternal Serum and Fetal Brain, but Had No Effect on the TLR4–/– Mice

To investigate whether LPS treatment during mid-gestation leads to maternal immune activation and determine the fetal response to LPS, the levels of TNFα, IL-1β, and IL-6 in the maternal serum and fetal brain were detected 5 h after LPS exposure. As shown in Figure 1A, LPS exposure and TLR4−/− challenge had no effect on the level of IL-1β in the maternal serum. LPS significantly increased the levels of serum TNFα and IL-6 in the WT pregnant mice (Figure 1A, P < 0.01 and P < 0.001), but had no effect on the levels of serum TNFα and IL-6 in the TLR4−/− gravid mice (Figure 1A; P > 0.05 and P > 0.05). After combining the PBS and LPS group, the level of serum TNFα of the maternal mice in the combined LPS group was significantly higher than that in the combined PBS group (Figure 1B; P < 0.01).
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FIGURE 1. Changes in the levels of TNFα, IL-1β, and IL-6 in the maternal serum and fetal brain at 5 h following LPS treatment in the WT and TLR4−/− mice. (A) The effect of PBS and LPS treatment on the levels of TNFα, IL-1β, and IL-6 in the maternal serum in pregnant WT and TLR4−/− mice (n = 5). (B) The significant effect of LPS, independent of TLR4−/−, on the concentration of TNFα in the maternal serum in the combined PBS and LPS groups (n = 10). (C) Effect of PBS and LPS treatment on the levels of TNFα, IL-1β, and IL-6 in the fetal brain in the WT and TLR4−/− offspring (n = 5). (D) LPS independently affected the concentrations of TNFα on the fetal brain in the combined PBS and LPS groups (n = 10). (E) Significant effect of TLR4−/−, independent of LPS treatment, on the level of IL-1β on the fetal brain in the combined WT and KO groups (n = 10). The values are expressed as the means ± SEMs. “Interaction” indicates an effect of LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05; **P < 0.01; and ***P < 0.001.


Figure 1C shows that LPS exposure and TLR4−/− challenge had no effect on the level of IL-6 in the fetal brain. However, LPS exposure for 5 h increased the level of TNFα in the fetal brains of the WT mice compared to that of the TLR4−/− mice (Figure 1C, P < 0.05). Further analysis revealed that the level of TNFα in the fetal brain of the combined LPS group was significantly higher than that in the combined PBS group (Figure 1D, P < 0.05). Compared with the WT group, the level of IL-1β in the fetal brain of the TLR4−/− group was significantly reduced with or without LPS exposure (Figure 1C, P < 0.05). In addition, the level of IL-1β in the fetal brain of the combined WT group was significantly higher than that of the combined TLR4−/− group (Figure 1E, P < 0.001). The above data indicate that LPS exposure during pregnancy induced immune activation of WT dams and increased the release of inflammatory factors in the fetal brain, but had no effect on TLR4−/− mice.



Maternal LPS Treatment Decreased the Litter Size and Weight of Offspring in the WT but Not the TLR4–/– Mice

To evaluate the effect of LPS exposure during pregnancy on the dams and offspring, we assessed the gestation period, litter size, and offspring weight at seven weeks of age. As shown in Figure 2A, there was no statistical difference in the gestation period between PBS and LPS-exposed dams with or without TLR4−/− challenge (P > 0.05). LPS exposure during pregnancy significantly reduced the number of offspring in the WT mice (Figure 2B, P < 0.05), but not in TLR4−/− mice (Figure 2B, P > 0.05). Further analysis indicated that the litter size in the combined LPS group was significantly lower than that in the combined PBS group (Figure 2C, P < 0.05). Figure 2D shows the comparison of the offspring weight at seven weeks of age. The weight in the LPS group was lower than that of the PBS group in the WT mice (P < 0.001); however, no significant difference was observed between the PBS and LPS groups in the TLR4−/− mice (P > 0.05). A Bonferroni post-hoc analysis revealed a significant interaction between the LPS and TLR4−/− challenge (P < 0.0001). Therefore, these findings suggest that LPS treatment during pregnancy decreased the number of offspring and weight of the offspring at 7 weeks of age in the WT mice, but had no effect on TLR4−/− mice.
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FIGURE 2. Gestation and litter characteristics. (A) Effects of PBS and LPS treatment on the pregnant period between the WT and TLR4−/− pregnant mice (n = 10). (B) Effects of PBS and LPS treatment on the number of offspring between the WT and TLR4−/− mice (n = 10). (C) The main effect of LPS, independent of TLR4−/− challenge, on the number of offspring between the combined PBS and LPS groups (n = 20). (D) Comparison of the effects of PBS and LPS treatment on the weight of offspring between the WT and TLR4−/− mice at 7 weeks of age (n = 15). The values are expressed as the means ± SEMs. “Interaction” indicates the effect of LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05 and ***P < 0.001.




Maternal LPS Treatment Results in ASD-Like Behavior in the WT Offspring, but Had No Effect on the TLR4–/– Offspring

The results of the olfactory habituation/dishabituation experiments are shown in Figure 3A. The time spent on the three swabs of distilled water, mouse urine, and beer was compared among the four groups. LPS exposure and TLR4−/− challenge had no effect on the preference of the mice for beer and water. However, the time spent on the swabs of urine in the LPS group was lower than that of the PBS group in the WT offspring (Figure 3A, P < 0.01). No significant difference was observed regarding the time spent on the swabs of urine between the KO PBS and KO LPS groups (Figure 3A, P > 0.05). These results suggest that LPS treatment during pregnancy did not affect the olfactory ability of WT and TLR4−/− offspring; however, LPS exposure may reduce the interest of WT offspring for their peers, and it had no effect on the TLR4−/− offspring.
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FIGURE 3. The autism-like behavior tests of the WT and TLR4−/− offspring treated with or without LPS during the gestational period. (A) Olfactory habituation/dishabituation test: the cumulative time taken by the offspring mice to sniff cotton swabs. (B) Three-chamber sociability test: time spent by the offspring mice in different boxes. (C) Significant LPS effect, independent of TLR4−/− challenge, on the amount of time in the stranger mouse chamber between the combined PBS and LPS groups. (D) Open-field test: comparison of the self-grooming time of the offspring mice. (E) Open-field test: comparison of the time spent in the center zone among the four groups. (F) The main effect of LPS, independent of TLR4−/− challenge, on the time spent in the center zone between the combined PBS and LPS groups (n = 15). The values are expressed as the means ± SEMs. “Interaction” indicates an effect of the LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05; **P < 0.01; and ***P < 0.001.


A three-chamber sociability test was used to detect the social interaction ability of the mice. As shown in Figure 3B, LPS exposure and TLR4−/− challenge did not affect the duration of the mice in the novel object chamber. However, the LPS-treated offspring showed a much lower preference for the strange mouse chamber compared to PBS-treated offspring in the WT mice (P < 0.05). There was no significant difference in the time spent in the strange mouse chamber between the LPS and PBS groups in the TLR4−/− challenge (P > 0.05). Although no significant interaction was observed between the LPS and TLR4−/− challenges, the time spent in the strange mouse chamber in the combined LPS group was significantly lower than that of the combined PBS group (Figure 3C, P < 0.05). Based on these data, maternal LPS exposure may lead to a social impairment in the WT offspring rather than in the TLR4−/− offspring.

An open-field test is a classical method used to detect the autonomic inquiry activities and the accompanying tension and anxiety of the mice in an unfamiliar environment. Figure 3D shows that the grooming time in the LPS group was greater than that of PBS in the absence of TLR4−/− challenge (P < 0.001); however, no significant difference was observed between the PBS and LPS groups with the TLR4−/− challenge (P > 0.05). Furthermore, there was no significant interaction between the effects of LPS and TLR4−/− on the time spent in the center zone (Figure 3E). In the absence of TLR4−/−, the mice spent less time in the center zone in the LPS group compared with that of the PBS group (Figure 3E, P < 0.05). However, there was no statistically significant difference of the mice in the open field center zone between the KO PBS and KO LPS groups (Figure 3E, P > 0.05). After combining the PBS and LPS groups, the center zone duration in the combined LPS group was markedly shorter compared with that of the combined PBS group (Figure 3F, P < 0.05). These findings suggest that LPS-treated WT offspring had decreased self-exploration behavior, and they exhibited more anxiety and repetitive behaviors in the unfamiliar environment. However, maternal LPS exposure had no effect on the TLR4−/− offspring.



Maternal LPS Treatment Activated TLR4 and the Microglia Cells of the WT Offspring in Both the Adult and Early Postnatal Period, but Had No Effect on the TLR4–/– Offspring

To explore the role of TLR4 in LPS-induced maternal immune activation and determine the potential reason for the offspring's ASD-like behavior during adulthood, we examined the levels of TLR4 and IBA-1 protein expression in the pre-frontal cortex of offspring at 7 weeks of age. The results showed that the level of TLR4 expression in the WT LPS group was significantly higher than that of the WT PBS group (Figures 4A,C, P < 0.05). In the absence of TLR4−/−, maternal LPS exposure significantly increased IBA-1 expression in the pre-frontal cortex of the offspring (Figures 4B,D, P < 0.05), and there was no significant difference between the PBS and LPS group with the TLR4−/− challenge (Figures 4B,D, P > 0.05). Therefore, LPS treatment during pregnancy led to activation of TLR4 and the microglia cells in the pre-frontal cortex of WT adult offspring; however, microglia were not activated in the TLR4−/− offspring.
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FIGURE 4. The levels of TLR4 and IBA-1 protein expression in the pre-frontal cortex of 7-week-old WT and TLR4−/− offspring mice treated by PBS or LPS during gestation. (A) The level of TLR4 protein expression between the WT PBS and WT LPS groups. (B) The level of IBA-1 protein expression in the WT and TLR4−/− mice with or without LPS challenge during pregnancy. (C) Quantification analysis of the level of TLR4 protein expression with β-actin normalization. (D) Quantification analysis of level of IBA-1 protein expression with β-actin normalization (n = 3). The values are expressed as the means ± SEMs. “Interaction” indicates an effect of the LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05.


The involvement of microglia in synaptic pruning during early life is crucial for neural development. The peak of microglial density and the optimal time point to detect alterations in synaptic pruning occurred at 15 days after the mice were born (Fernández de Cossío et al., 2017). To investigate whether maternal LPS exposure affects the activation of microglia during the early postnatal period through TLR4, we detected TLR4 signaling pathway-associated proteins and IBA-1 in the pre-frontal cortex of the 2-week old offspring. As shown in the Figures 5A,C, the levels of TLR4, IKKα and Phospho-NFκB p65 protein expression were all increased in the LPS group compared with that of the PBS group in the WT offspring (P < 0.01, P < 0.01, and P < 0.01). Furthermore, the level of IBA-1 protein expression in the LPS group was higher than that of the PBS group in the WT mice (Figures 5B,D, P < 0.01). Moreover, maternal LPS treatment had no significant effect on the IBA-1 between the PBS and LPS groups of TLR4−/− mice (Figure 5D, P > 0.05), and there was a significant interaction between the LPS and TLR4−/− challenges for IBA-1, according to the post-hoc test (P = 0.0321).
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FIGURE 5. Comparison of the levels of IBA-1, TLR4 and its signaling pathway-associated protein expression, as well as fluctuations in the morphological changes of the microglia in the pre-frontal cortex of 2-week-old offspring mice treated by PBS or LPS during the gestation period. (A) The levels of TLR4, Phospho-NFκB p65, and IKKα protein expression between the WT PBS and WT LPS mice. (B) The level of IBA-1 protein expression in the PBS and LPS groups with or without TLR4−/− challenge. The quantification analysis of the level of (C) TLR4, Phospho-NFκB p65, IKKα, and (D) IBA-1 protein expression (n = 3). Immunofluorescence staining of (E) IBA-1 in the microglia and (F) TLR4 expression in different groups (×200). (G) The average branch length of the microglia in the PBS and LPS groups with or without TLR4−/− challenge (n = 12). (H) Quantification analysis of the level of TLR4 expression in immunofluorescence staining (n = 3). The values are expressed as the means ± SEMs. “Interaction” indicates an effect of the LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05; **P < 0.01; and ***P < 0.001.


Our study also observed the morphological changes in the microglia, as well as the expression and distribution of TLR4 in the pre-frontal cortex of the offspring at 2 weeks of age by immunofluorescence staining. As shown in Figure 5E, in the absence of TLR4−/−, the microglia body of the PBS group was condensed and obviously multibranched, while the branches of microglia in the LPS group were significantly reduced and shortened. However, the microglia in TLR4−/− mice displayed distinct branches in the pre-frontal cortex with or without LPS treatment. We quantified the average branch length of the microglia cells among the four groups. The average branch length in the LPS group was lower than that of the PBS group in the absence of TLR4−/− (Figure 5G, P < 0.001); however, no significant difference was observed between the PBS and LPS groups with the TLR4−/− challenge (Figure 5G, P > 0.05), and the average branch length of the KO LPS group was higher than that of the WT LPS group (Figure 5G, P < 0.001). Figure 5F compared the fluorescence expression area of TLR4 between the WT PBS group and WT LPS group. The quantified results showed that maternal LPS exposure significantly increased TLR4 expression in the pre-frontal cortex of the offspring (Figure 5H, P < 0.05). These results suggest that maternal LPS treatment resulted in microglia activation of the early postnatal period through the TLR4 signaling pathway in the pre-frontal cortex.



Maternal LPS Treatment Affected Microglial Polarization and Synaptic Pruning-Related Proteins in Early Postnatal WT Mice but Not in the TLR4–/– Offspring

To explore the specific changes in the M1 and M2 phenotypes of microglia in the offspring's pre-frontal cortex after maternal LPS treatment, we detected the levels of iNOS and Arg-1 expression. The level of iNOS expression in the LPS group was significantly upregulated compared with the PBS group in the absence of TLR4−/− challenge (Figures 6A,C, P < 0.001); however, LPS exposure had no significant effect on the level of iNOS expression between the PBS and LPS groups for the TLR4−/− challenge (Figures 6A,C, P > 0.05), while TLR4 and LPS had a significant interaction on iNOS expression (P = 0.0006). The level of Arg-1 protein expression was significantly down-regulated in the pre-frontal cortex of the WT offspring mice after LPS treatment (Figures 6A,D, P < 0.01), whereas there was no significant difference in the pre-frontal cortex of the TLR4−/− offspring mice between the PBS and LPS groups (Figures 6A,D, P > 0.05). The TLR4 and LPS interaction had a significant effect on Arg-1 expression (P = 0.0025).
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FIGURE 6. The levels of microglial M1 and M2 polarization and complement C3 pathway-related protein expression in the pre-frontal cortex of 2-week old offspring mice treated with PBS or LPS during gestation. The levels of (A) iNOS and Arg-1 (B) C3 and CR3A protein expression by Western blot. The quantification analysis of the levels of (C) iNOS, (D) Arg-1, (E) C3, and (F) CR3A protein expression with β-actin normalization (n = 3). The values are presented as the means ± SEMs. “Interaction” indicates an effect of the LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05; **P < 0.01; and ***P < 0.001.


We also examined the levels of C3 and CR3A protein expression involved in microglia synapse pruning. As shown in Figures 6B,E, in the absence of TLR4−/−, the level of C3 protein expression in the LPS group was higher than that of the mice in the PBS group (Figures 6B,E, P < 0.05), and there was no significant difference between the KO PBS and KO LPS groups (Figures 6B,E, P > 0.05). The level of CR3A protein expression in the LPS group was higher than that of the PBS group in the WT offspring (Figures 6B,F, P < 0.01); however, no significant difference was observed between the PBS and LPS groups with the TLR4−/− challenge (Figures 6B,F, P > 0.05). Together, the above results suggest that maternal LPS exposure may lead to M1 subtype polarization of the microglia and enhance the synaptic pruning of the WT offspring at 2 weeks of age, whereas there was no significant effect on the TLR4−/− offspring.



Effects of Maternal LPS Treatment on the Neuronal Morphology and Synaptic Plasticity-Related Protein Expression During the Early Postnatal Period of the Offspring

To further explore the relationship between microglia activation and the ASD-like behavior induced by maternal LPS exposure, a morphological analysis of the neurons was performed and synaptic plasticity in pre-frontal cortex of 2-week-old offspring mice was examined. Golgi staining was performed on neurons in the pre-frontal cortex of the 2-week old offspring. As shown in Figure 7A, the dendritic branches of the neurons in the WT LPS group were significantly shorter among the four groups. The results of the quantitative analysis showed that the dendrite length of the LPS group was significantly lower than that of the PBS group in the absence of a TLR4−/− challenge (Figure 7B, P < 0.001). Moreover, there was no difference in the dendrite length between the PBS group and LPS group with the TLR4−/− challenge (Figure 7B, P > 0.05). Furthermore, the dendrite length of the TLR4−/− mice was longer than that of the WT mice with or without LPS treatment (Figure 7B, P < 0.05 and P < 0.001). At the same time, we also performed a quantitative analysis of the spine density of the neurons. The results showed that in the absence of TLR4−/−, the spine density of the LPS group was significantly lower than that of the PBS group (Figure 7C, P < 0.05), and there was no statistical difference in the spine density between the LPS group and the PBS group following TLR4−/− challenge (Figure 7C, P > 0.05).


[image: Figure 7]
FIGURE 7. Observation of the neuron synapses and expression of synaptic plasticity-related proteins in the pre-frontal cortex of 2-week old offspring mice treated with PBS or LPS during gestation. (A) Photomicrograph showing representative Golgi-Cox impregnation among the four groups (×400). The (B) dendritic length and (C) the number of spines /50 μm in the PBS and LPS groups with or without TLR4−/− challenge (n = 10). (D) The levels of NMDAR2A and Syn-1 protein expression in the PBS and LPS groups with or without TLR4−/− challenge. The quantification analysis of the levels of (E) NMDAR2A and (F) Syn-1 protein expression with β-actin normalization (n = 3). (G) Significant LPS effect, independent of TLR4−/− challenge, on the level of Syn-1 expression between the combined PBS and LPS groups (n = 3). The values are presented as the means ± SEMs. “Interaction” indicates an effect of the LPS in the TLR4−/− vs. WT mice; ns, not significant, *P < 0.05; **P < 0.01; and ***P < 0.001.


Both NMDAR2A and Syn-1 are proteins that represent synaptic plasticity. As shown in Figure 7D, the level of NMDAR2A protein expression in the LPS group was significantly lower than that of the PBS group in the WT mice (Figures 7D,E, P < 0.01). There was no statistical difference in the level of NMDAR2A protein expression between the LPS and PBS groups following TLR4−/− challenge (Figures 7D,E, P > 0.05). The level of Syn-1 expression in the LPS group was significantly lower than that in the PBS group without TLR4−/− challenge (Figures 7D,F, P < 0.05), and there was no statistical difference in the level of Syn-1 protein expression between the KO PBS and KO LPS groups (Figures 7D,F, P > 0.05). Further analysis revealed that the level of Syn-1 protein expression was significantly lower in the combined LPS treatment group (Figure 7G, P < 0.05) compared to that in the combined PBS group. The above results suggest that maternal LPS exposure impaired the neuronal connections and synaptic plasticity in the WT offspring during the early postnatal period. These results affect the behavior of the mice, whereas maternal LPS exposure had no effect on the TLR4−/− offspring.




DISCUSSION

Activation of the immune system during pregnancy, combined with genetic and environmental factors, may increase the risk of certain neurodevelopmental disorders in future offspring, including ASD (Meyer, 2019). Animal studies have shown that an excessive maternal immune response during pregnancy is closely related to brain changes and the behavioral development of offspring (Wischhof et al., 2015). LPS, a component of gram-negative bacteria, can induce immune activation and LPS stimulation during pregnancy, representing a classic and mature method of inducing an ASD-like behavior in an animal model (Oskvig et al., 2012; Belle et al., 2014). We observed that maternal LPS exposure could significantly reduce the WT offspring's interest in communication and play with their peers, whereas the stereotypical behavior increased. These findings suggest that the offspring exhibited the same phenotype as children with ASD. Interestingly, LPS had no effect on the behavior of the TLR4−/− offspring. Meyer's study found that pregnant mice exposed to immune stimulation had significantly increased levels of inflammatory cytokines in both the serum and fetal brains (Meyer et al., 2006). Moreover, high circulating levels of the cytokines, tumor necrosis factor-α (TNF-α), interleukin-1β (IL-1β), and IL-6 (Smith et al., 2007; Crampton et al., 2012; Li et al., 2017) in the amniotic fluid and serum are associated with ASD (Olsen et al., 1989; Yoon et al., 1995). Our results are similar to that of Meyer et al.'s (2006), as the levels of serum TNF-α and IL-6 in the WT maternal mice were significantly increased 5 h after LPS exposure. In addition, exposure to LPS during pregnancy significantly increased the level of TNF-α in the fetal brains of WT mice; however, LPS treatment did not increase the levels of TNF-α, IL-1β, and IL-6 in TLR4−/− mice in the maternal serum or fetal brain. The prenatal status and weight of the offspring can reflect early neurological signs(Lucas et al., 1999). Our study found that the duration of pregnancy was not affected by LPS, and the weight of offspring was significantly reduced in the LPS-treated WT offspring, which is consistent with the findings of the study by Fernández de Cossío et al. (2017); however, unlike the Fernandez's study, our research showed that LPS also reduced the number of offspring in WT mice, which may be related to the dose and serotype of LPS. Furthermore, our study demonstrated that LPS had no effect on the number or weight of the TLR4−/− offspring. These data indicate that LPS treatment during pregnancy induced maternal immune activation and increased the fetal brain inflammatory response in WT mice. In addition, the number and the weight of offspring in the WT mice were significantly decreased. Following LPS stimulation during pregnancy, the offspring of WT mice showed significant ASD characteristics, suggesting that an animal model of LPS-induced offspring with ASD-like behavior was successfully constructed. In contrast, TLR4−/− mice lack an inflammatory response in maternal serum and fetal brain, and the TLR4−/− offspring did not exhibit ASD-like behavior following maternal LPS stimulation, indicating that TLR4 is a key contributor to ASD-like behavior in offspring due to maternal LPS exposure.

TLRs are a key family of membrane-anchored proteins expressed on immune cells and enterocytes (Xiao et al., 2019). Among these, TLR4 recognizes pathogen-related molecular patterns, including the specific recognition of LPS, and stimulates a series of complex pro-inflammatory cascade reactions by activating the TLR4/NFκB signaling pathway, leading to disease progression (Fernandez-lizarbe et al., 2009; Lucas and Maes, 2013; García-bueno et al., 2016). It has been reported that circulating LPS may lead to abnormal behavior by activating TLR4 in the CNS, whereas blocking LPS-induced TLR4 activation will suppress the transmission of brain immune signals and prevent disease occurrence (Hines et al., 2013). Our results showed that the TLR4 signaling pathway was activated in the pre-frontal cortex of the WT offspring after maternal LPS stimulation, whether it was a 7-week-old adult offspring or a 2-week-old offspring. This effect was not induced in the TLR4−/− offspring, indicating that TLR4 may represent a link between maternal immune activation and ASD-like behavior in mice.

As the main immune cell in the CNS, microglia represent the first line of defense for immune activation and injury (Ginhoux et al., 2010; Pascual et al., 2012). In the CNS, TLR4 is primarily expressed in microglia cells, involved in microglia-mediated inflammatory responses, and leads to cytokine production and secretion (Bueno et al., 2016). The study by Fernandez-lizarbe et al. (2009) showed that TLR4 plays a crucial role in the animal models of neuroinflammatory damage caused by alcohol-induced microglial activation. Activated microglia have two phenotypes, M1 and M2. The M1 phenotype induces the secretion of pro-inflammatory cytokines and inflammatory mediators (e.g., IL-6, TNFα, and iNOS), causing tissue damage, whereas the M2 phenotype secretes anti-inflammatory cytokines and Arg-1 to reduce the acute inflammatory response (Microglial et al., 2016). A large number of studies support the activation and increased number of microglia in the pre-frontal cortex of ASD patients (Morgan et al., 2010; Edmonson et al., 2014). In LPS-induced ASD-like behavior animal models, microglia activation has been demonstrated by numerous studies, exhibited by the upregulation of IBA-1, increased release of iNOS, and morphological changes (Juckel et al., 2011; Cunningham et al., 2013). Our results are consistent with the above studies, as the microglia polarized toward M1 phenotype following maternal LPS stimulation in WT mice. Interestingly, LPS could not activate the microglia in the pre-frontal cortex of the TLR4−/− offspring, which suggests that LPS treatment during pregnancy induces an ASD-like behavior in adult offspring that requires the TLR4 signaling pathway to activate the microglia in the pre-frontal cortex.

Recent studies have revealed that abnormally activated microglia can interfere with neural circuits through the phagocytosis and clearance of synaptic structures (dendritic spines), affecting synaptic plasticity, leading to neurodegenerative disease (Bilimoria and Stevens, 2015). During normal development, high CR3 expression in microglia cells recognizes C3 expression on immature neurons and prunes the dendrites of neurons to maintain normal connections between neurons, whereas abnormal microglia activation may affect the processing of synaptic pruning, resulting in neurological dysfunction (Matcovitch-Natan et al., 2016). Animal experiments confirm that maternal LPS exposure regulates the expression of genes related to synapse pruning in mice (Fernández de Cossío et al., 2017) and microglia synaptic pruning defects may be involved in the pathogenesis of ASD (Matcovitch-Natan et al., 2016). Despite some findings to the contrary, most studies show that maternal LPS exposure leads to a decrease in the number of dendritic spines and a shorter dendritic length in the offspring brain tissue (Baharnoori et al., 2009). Since the peak of microglia synaptic pruning and neuronal maturation occurred 5–15 days after the mice were born (Matcovitch-Natan et al., 2016; Fernández de Cossío et al., 2017), our study detected synaptic pruning-associated proteins in the pre-frontal cortex of 2-week-old mice. The level of C3 and CR3A expression in the WT mice was significantly increased following maternal LPS stimulation, whereas the dendrite length and spine density were significantly decreased. However, maternal LPS treatment did not affect the level of C3 and CR3A protein expression in the TLR4−/− offspring, nor did it reduce the length of neuronal dendrites and the density of the dendritic spines. These findings reveal that TLR4 is a key molecule involved in the synaptic pruning associated with LPS-induced microglia activation.

The synaptic proteins, NMDAR2A (N-methyl-D-aspartate receptors 2A) and Syn-1 (Synapsin1), play a key role in regulating neuron survival, which affect the development of dendrites and participate in the formation of synaptic plasticity (Forrest et al., 2012; Montesinos et al., 2015). The study by Forrest et al. found that maternal immune activation reduces the expression of the NMDA receptor subunits in the brains of offspring mice, suggesting that synaptic plasticity is impaired during brain development, which is consistent with the findings of our study (Forrest et al., 2012). Studies have shown that TLR4 impacts synaptic plasticity by regulating the expression of synaptic proteins, and treatment with a TLR4 antagonist can prevent decreased NR2A expression (Montesinos et al., 2015); however, the specific mechanism remains unclear. Our research results show that the levels of NMDAR2A and Syn-1 expression in WT mice were significantly decreased following maternal LPS stimulation, whereas LPS did not affect the level of NMDAR2A and Syn-1 protein expression in the TLR4−/− offspring, suggesting that TLR4 represents a key factor in the changes in synaptic plasticity in the offspring of LPS-induced ASD animal models.

Therefore, these results provide the first evidence of the role of TLR4 in microglia activation, leading to ASD-like behavior of offspring induced by maternal LPS exposure. However, it remains unclear how the TLR4 signaling pathway regulates microglial polarization from our study. So, studying the specific molecular mechanism of TLR4 in microglia activation is the next focus of our team.



CONCLUSIONS

This study suggested that activation of the TLR4 signaling pathway in the offspring induced abnormal microglia activation, which could, in turn, involve in excessive synaptic pruning and leading to decreased synaptic plasticity (Figure 8). This may be one of the reasons for ASD-like behavior in offspring mice exposed to maternal LPS. The findings presented herein provide new clues for further study of ASD pathogenesis.


[image: Figure 8]
FIGURE 8. Summary diagram showing the role of TLR4 signaling pathway in the microglia activation induced by maternal LPS exposure leading to ASD-like behavior of offspring. TLR4-deficient mice can protect against ASD-like behavior of offspring by maternal LPS exposure through inhibiting the M1 type polarization and abnormal synaptic pruning of microglia.
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Purpose: The purpose of this study was to introduce an orthogonal experimental design (OED) to improve the efficiency of building and optimizing models for freezing of gait (FOG) prediction.

Methods: A random forest (RF) model was developed to predict FOG by using acceleration signals and angular velocity signals to recognize possible precursor signs of FOG (preFOG). An OED was introduced to optimize the feature extraction parameters.

Results: The main effects and interaction among the feature extraction hyperparameters were analyzed. The false-positive rate, hit rate, and mean prediction time (MPT) were 27%, 68%, and 2.99 s, respectively.

Conclusion: The OED was an effective method for analyzing the main effects and interactions among the feature extraction parameters. It was also beneficial for optimizing the feature extraction parameters of the FOG prediction model.

Keywords: orthogonal experimental design, optimization, freezing of gait, Parkinson’s disease, fog prediction


HIGHLIGHTS

- A novel method was developed to predict FOG in PD.

- An OED was first used to obtain the optimal feature extraction parameters.

- The main effects of the feature extraction parameters were analyzed first.

- Interactions among the feature extraction parameters were analyzed.



INTRODUCTION

Parkinson’s disease (PD) is a neurodegenerative disease characterized by the degeneration of dopaminergic neurons of the substantia nigra resulting in bradykinesia, rigidity, tremor, and postural instability (Revuelta et al., 2015; Li et al., 2019). Over 50% of the PD patients who have lived with the disease for more than 10 years are affected by freezing of gait (FOG) (Okuma, 2006). In addition, FOG may occur in 25% of patients with early PD (Moore et al., 2008). FOG is defined as not being able to start or continue walking and feeling as if the feet have been “glued” or “magnetized” to the ground (Handojoseno et al., 2012). This condition causes both physical and psychological distress. Approximately 60% of PD patients experience falls each year, and they also have to endure multiple falls caused by complications and fall-related injuries (Wood et al., 2002; Moore et al., 2008; Allcock et al., 2009; Latt et al., 2009; Contreras and Grandas, 2012).

The response of FOG in PD to pharmaceutical treatment is limited (Okuma, 2006). However, previous works have shown that cueing-based training has specific effects on gait, freezing, and balance (Lim et al., 2005). Many works have aimed to develop small wearable devices that can detect FOG episodes (Han et al., 2003; Moore et al., 2008, 2013; Bachlin et al., 2009; Jovanov et al., 2009; Mazilu et al., 2012; Pepa et al., 2015; Zach et al., 2015). Gait recognition is a gait assessment tool that uses a machine learning (ML) algorithm. Researchers have attempted to develop a wearable system to improve the accuracy of identifying FOG events. To optimize the system, multiple aspects were investigated, including different sensors and their locations, a subset of the features extracted, different gait recognition models, and hyperparameters. Bächlin et al. (2009) used a threshold algorithm based on the freezing index and signal power to recognize FOG. Their model was more sensitive when sensors were worn on the hips. Mazilu et al. (2012) showed that the mean latency of FOG detection increased linearly with the window size, but the classification performance increased quickly and then stabilized. Using an ML algorithm such as random forest (RF), a single sensor was sufficient for FOG detection, and the placement of this sensor had little effect on the detection. Ensemble methods such as boosting and bagging are more appropriate than other methods (Mazilu et al., 2012). Mikos et al. (2017) found that features maximized their mutual information (MI) at different window lengths. The efficient parameter optimization method in gait recognition has not been fully studied. We found that when the dataset is very large, optimizing the hyperparameters is a very time-consuming process, so an efficient parameter optimization method needs to be discussed. Some works have studied the effects of feature extraction parameters, while the interaction among parameters has not received enough attention. We propose a statistical experimental design, i.e., an orthogonal experimental design (OED), to optimize the hyperparameters and analyzes the interaction.

Furthermore, by utilizing such a wearable system, timely rhythmic cues can be provided after FOG is detected. These systems have advantages in shortening the duration of FOG and, by providing immediate (at least hundreds of milliseconds) rhythmic cues as a response to the FOG signal, will further improve these systems. Therefore, FOG prediction is necessary to solve the response problem and further avoid intervention failure. An unsupervised feature learning decision tree can be used to perform FOG prediction (Mazilu et al., 2013). Mazilu et al. (2015b) explored the association of gait with electrocardiogram (ECG) and skin-conductance response (SCR) features and then fit the data to a multivariate Gaussian distribution, which can be used for FOG detection. In previous studies, parameters such as the window size and the defined duration of precursor signs of FOG (preFOG; all the references to preFOG in this article mean preFOG in PD) are based on experience (Mazilu et al., 2013, 2015b). However, the principles of objectification, multipurpose use, and simplification (OMS) have been the trend in the development of a novel behavioral assessment for PD (Asakawa et al., 2016a, b, 2019).

In this study, an RF model evaluated with an episode-based strategy was developed to predict upcoming FOG. This model can be adopted by wearable devices to activate an early intervention to avoid some of the FOG episodes.



MATERIALS AND METHODS


Methodology Overview

The proposed methodology for building a model to predict FOG based on OED consists of three parts, as shown in Figure 1A: (a) data collection, (b) optimization of the parameters with the OED, and (c) verification of the optimized parameters. This article was focused on optimizing feature extraction parameters with the OED, and the details included seven steps, as shown in Figure 1B: (a) experimental setup, (b) data processing, (c) feature extraction, (d) feature preprocessing, (e) model training, (f) window-based evaluation, and (g) evaluation results analysis.


[image: image]

FIGURE 1. Flowchart of the proposed methodology. (A) Main experimental workflow. (B) Details of the parameter optimization process by means of the orthogonal experimental design (OED). (C) Schematic overview of the positions of the sensors.




Data Collection

The study participants were diagnosed with PD by movement disorder specialists according to the Movement Disorder Society (MDS) diagnostic criteria (Postuma et al., 2015). The eligibility criteria for the participants were a Hoehn–Yahr stage between 2 and 3 in FOG OFF state, not having cognitive dysfunction according to the Mini-Mental State Examination (MMSE), not having serious vision or hearing impairment, and not having any disease affecting walking ability. Participants were excluded if they had secondary PD causes, such as inflammatory, drug-induced, vascular, and toxin-induced Parkinsonism. Participants with other neurodegenerative diseases, such as progressive supranuclear palsy and multiple system atrophy, were also excluded. All the participants were familiar with the process and signed consent forms. Patients with severe PD (Hoehn–Yahr stage > 3.0) were not included due to safety issues. The characteristics of the patients are presented in Table 1. This study was approved by the ethics committee of the Ruijin Hospital, affiliated with the Shanghai Jiao Tong University School of Medicine.


TABLE 1. Characteristics of the included patients.

[image: Table 1]Data were collected from 24 participants in a laboratory setting designed to provoke FOG with a walking protocol, which included gait initiation, walking with 360- and 180-degree turns, walking in straight lines, passing narrow corridors, and walking through the crowded hospital halls between December 2016 and April 2017 (Mazilu et al., 2015a). Two nurses accompanied the participants during all the test procedures to prevent falls. The inertial measurement unit (IMU; BMI160, Bosch, Germany) generated nine signals sampled at 100 Hz as output. The nine signals represented the measurements of triaxial sensors: an accelerometer with sensitivity of 4,096 least significant bit (LSB)/g, a gyroscope with sensitivity of 16.4 LSB/deg/s, and a magnetometer. The data collection system contained seven wearable IMUs attached to different parts of the body (Figure 1C). Moreover, the participants underwent FOG evaluation with the sensors in all procedures. The entire experiment was recorded on video with an iPhone 6s Plus (A1699, Apple Inc., CA, United States), which was aligned with the signals on the timeline.

Currently, there is no detailed diagnostic criteria of FOG. To make it accurate, videos describing FOG in terms of the MDS-Sponsored Revision of the Unified Parkinson’s Disease Rating Scale (MDS-UPDRS) score were adopted. The FOG episodes were labeled offline by two independent gait experts who were blinded with respect to group allocation. If the labels of videos were inconsistent, the raters discussed labeling the gait as either FOG or not FOG. In total, 88 non-FOG episodes and 89 FOG episodes were captured. A FOG gait sequence in a patient video is shown as an example in Figure 2. The clinicians also labeled the start of other walking events, i.e., gait initiation, turns, and stops.
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FIGURE 2. The event sequence of a video labeled with FOG, preFOG, and normal segments.


Twenty-four patients with FOG volunteered for this study. However, videos were excluded if the patient was blocked during recording and if the sensors fell off. Finally, 14 videos were included. The average inter-rater reliability was 0.928.



Data Preparation

In addition to FOG and normal locomotion, the walking periods before FOG episodes were considered a third class called preFOG. It was hypothesized that there was a detectable deterioration of gait in this phase that precedes FOG (Mazilu et al., 2013). Different durations of the preFOG episodes were assumed. PreFOG episodes can be retrieved only through data mining from segments of data preceding FOG episodes, as shown in Figure 3A.
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FIGURE 3. (A) Segmentation and pre-freezing of gait (preFOG) labeling. (B) Example of the training and evaluation data. In total, 10 patients’ data were used in training and 10-fold cross-validation, and four patients’ data were used in testing.


The accelerometer signals used in this study had burst outliers either larger than the 97.5th percentile or smaller than the 2.5th percentile. These outliers were replaced with the median value of the whole time series (Xia et al., 2018). The signals were also detrended by a high-pass filter.

The video and inertial signals were synchronized. The timestamps of the sensors were shown on the screen and were recorded in the first frame of the video. The signal data labeled with FOG were removed. To prepare the data instances for feature extraction, a sliding window was used to segment the whole time series into many overlapping data slices. The window size, which determines the length of the data segment, was fixed in advance in previous works. For the step size of the sliding window, it was evident that a smaller value of this parameter can generate more data instances. The signal data were segmented into slices by the means, as shown in Figure 3A.

According to statistical and digital signal processing knowledge and previous research (Zhang, 2017), the information on the raw signal features is listed in Table 2; in total, 924 (seven IMU sensors × 3D accelerometer and 3D gyroscope × 22 features) features were obtained (Pham et al., 2017). These features were then used to train a classification model. Due to the large difference in the scales of the data, the extracted feature data were standardized for model training.


TABLE 2. Information on the features extracted from the signal.
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Experimental Setup

The window size, sliding step length, and preFOG duration involved in the extraction of features can be optimized to enhance the classifier’s performance. The window size, sliding step length, and preFOG duration were based on the sensor’s sampling rate. Each unit measurement means one sampling point, and the duration is 10 ms. The feature selection hyperparameters and the RF classifier were not the focus of this study. The Taguchi OED and RF were introduced into this study to build the models.

The OED is a type of general fractional factorial design (Cavazzuti, 2012). It is based on a design matrix proposed by Genichi Taguchi and allows the consideration of a selected subset of combinations of multiple factors at multiple levels. Taguchi orthogonal arrays (OAs) are balanced to ensure that all levels of all factors are considered equally. For this reason, the factors can be evaluated independently of each other despite the fractionality of the design. In the Taguchi OA design, only the main effects and two-factor interactions are considered, and higher-order interactions are assumed to be non-existent. In addition, designers are asked to identify (based on their knowledge of the subject matter) which interactions might be significant before conducting the experiment. The full factorial design of the three factors (window size, step length, and preFOG duration) with four levels consisted of 64 runs, while an L16(43) OED scheme was chosen based on the OED. The different levels of window size, step length, and preFOG duration were chosen according to previous works. The details of the L16(43) scheme are shown in Table 3 and visualized in Figure 4.


TABLE 3. Detailed orthogonal experimental design (OED) for optimizing the feature extraction parameters.
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FIGURE 4. L16(43) orthogonal experimental design (OED).


RF is an ensemble ML algorithm that combines a number of classification or regression trees and is based on the bagging technique. The RF algorithm is a powerful model and is used in many studies for the classification of FOG and other activity-related problems (Orphanidou et al., 2018). Common hyperparameters determine the accuracy of the RF classifier, such as the number of estimators (n_estimators), the maximum number or ratio of features (max_features), the maximum depth (max_depth), the minimum number of samples (min_samples_split), and the minimum number of samples needed by each leaf node (min_samples_leaf).

A set of parameters for feature extraction was fetched line by line from Table 3, and then the data were prepared according to the procedures shown in Figure 1B. The RF model was trained with the feature data and evaluated with the window-based strategy, and the evaluation results were stored in a table. The feature extraction parameters were optimized, and their main effects and interactions were analyzed.

After analysis, the optimized parameters were verified. The feature data were prepared according to the procedure described in the “Data Preparation” section with the optimized feature extraction parameters. A subset of features was selected to train the RF model according to the work by Zhang and Sawchuk (2011). The top-K method generated feature subsets, and the best subset was selected out according to the F1 score and kappa value. The prepared data were used to train the RF model, which was then evaluated with the episode-based strategy.



Evaluation and Metrics

The preFOG prediction model was evaluated using leave-one-patient-out cross-validation, which meant a patient-independent evaluation. The data were split into a training set and a test set. The RF classifier was trained on feature data selected from N − 1 patients in the training set and evaluated with the data from the remaining patient, and some patients’ data were saved as the test set to avoid overfitting, as shown in Figure 3B. A window-based strategy was used for parameter optimization, and an episode-based strategy was used for verification of the optimized parameters.

The F1 score was adopted to evaluate the performance of the ML model with the setting configuration in the experiment. True positives were defined as gaits correctly classified by our method. False positives were defined as gaits that were identified as a certain class type but were found to be false from the video record. False negatives were gaits that were not identified as a certain class type, but the video record agreed with that class type. True negatives were those gaits for which both the applied method and the video agreed on the classification of not a certain class type (Djurić-Jovićić et al., 2013).
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Statistics Analysis

The Python (version 3.6.4) package scikit-learn (version 0.19.2) was used for the ML step. A trial version of JMP (version 13.2.0) and Minitab (version 18) were used to design the experimental scheme and to analyze the collected data.

The associated p-values of large effects are often very small. Visualizing these small values graphically can be challenging. When transformed to the LogWorth [−log10(p-value)] scale, highly significant p-values have large LogWorth values and non-significant p-values have small LogWorth values. A LogWorth of zero corresponds to a non-significant p-value of 1. Any LogWorth above two corresponds to a p-value less than 0.01.

Interaction effects occur when the effect of one variable depends on the value of another variable. Interaction effects are common in regression analysis, ANOVA, and designed experiments. In this paper, “window size∗preFOG duration” represents the interaction between the window size and preFOG duration.



RESULTS

The parameters related to feature extraction included the window size, sliding step length, and preFOG duration. The preFOG duration (LogWorth: 2.364, p-value < 0.01) had the largest impact on the kappa value, followed by the window size (Figure 5). The window size (LogWorth: 3.216, p-value < 0.01) had the largest impact on the F1 score followed by the preFOG duration (Figure 6). Thus, there was a certain interaction between the window size and the preFOG duration defined in the experiment because of the statistically significant effect from the source item “window size∗preFOG duration” (Figure 6).
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FIGURE 5. Summary of the effects of the feature extraction parameters on the kappa value. The p-values show the statistical significance of the association between the parameters and the kappa value. *Multiplication.
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FIGURE 6. Summary of the effects of the feature extraction parameters on the F1 score. The p-values show the statistical significance of the association between the parameters and the F1 score. *Multiplication.


Generally, the increase in the window size had an obvious positive effect on the F1 score, the increase in preFOG duration had an obvious negative effect on the F1 score, and the sliding step length did not affect our experiments (Figure 7). After analysis in the Minitab, the best combination of parameters in feature extraction was obtained and represented by a tuple (window size, step, and preFOG duration): (500, 20, and 250).
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FIGURE 7. Main effect on the parameters involved in feature extraction on the F1 score.


As the feature dimension is relatively high, this work also selects subsets of features and obtains the most important set of features {“F03,” “F05,” “F07,” “F09,” “F10,” “F11,” “F12,” “F13,” “F14,” “F15,” “F16,” and “F17”}. The OED was used to optimize the hyperparameters of the RF classifier. The optimal combination of parameters was presented as a tuple (n_estimators, max_features, max_depth, min_samples_split, and min_samples_leaf): (800, 0.1, 4, 4, and 4). In this tuple, max_features is the maximum ratio of features that can be used in a single subtree of the RF; “0.1” means a maximum of 924×0.1 = 92 features can be used.

With the optimized parameters, the RF model was trained and evaluated with an episode-based strategy. Under application conditions, FOG can be recorded as an episode, but normal gait cannot be evaluated as an episode. Therefore, we chose the false-positive rate, hit rate, and mean prediction time (MPT) for model evaluation. The false-positive rate, hit rate, and MPT were used as the indexes for evaluation of the prediction system. The false-positive rate increased with the hit rate. The false-positive rate, hit rate, and MPT were 27%, 68%, and 2.99 s, respectively.



DISCUSSION

Our key assumption was that FOG is not a sudden episode. In the period before FOG occurs, the patient’s kinematic features change. Based on this assumption, a prediction model was constructed, and the OED was used to optimize the hyperparameters to improve efficiency. To the best of our knowledge, this is the first time that the OED has been used for the ML-based prediction of FOG in PD. The interactions among the feature extraction parameters and the performance were first analyzed. The OED makes analyzing the effects of hyperparameters and finding the optimal ones more cost effective.

The OED was introduced to acquire optimized parameters involved in feature extraction. Having implemented the experimental design, the interactions were analyzed, the optimized parameters were obtained, and the efficiency of the test was improved. The existence of interactions hinted that it was necessary to tune the parameters simultaneously using combinatorial experiments and not a one-factor experimental design. Mikos et al. (2017) elucidated how the window size affects the MI between the feature and the FOG classification, which is a measure of the correlation between variables, and their works showed optimal window lengths for FOG classification vary across feature types. Mazilu et al. (2013) illustrated the effects of preFOG duration on the prediction and illuminated gait parameter changes prior to FOG (Ferster et al., 2015), but they still used the empirical and a priori preFOG duration. Sixteen runs from the OED were used to analyze the effects of parameters such as the window size, preFOG duration, and sliding window step length on the F1 score for preFOG identification, while the full factorial design of three factors with four levels required 64 runs. The workload was low, and the optimal parameters were obtained. The optimized preFOG duration and window size also implied the length of the preFOG period. With the improvement in the model training efficiency, more models can be trained with the same data scale and computing resources. Therefore, training personalized FOG prediction models for different individuals becomes possible. This is a possible direction to solve the problem of the poor generalizability of the model to different patients in real-world applications.

The classifier was evaluated by using a leave-one-patient-out, episode-based strategy and obtained an MPT of 2.99 s for FOG prediction with a false-positive rate of 27% and a hit rate of 68%. The performance of the model was not excellent in the patient-independent evaluation but was still comparable to previous works. As in the previous work by Mazilu et al. (2013) the FOG prediction performance was highly patient-dependent. The optimal parameters were not suitable for all patients, although our work solved these problems to some extent. We also developed a model with a patient-dependent method and obtained high performance with an F1 score of 0.89. In many ML models, the training and test data came from different patients, the identically distributed assumption is often violated, leading to poor performance. When the data from a patient were split into training and test data, the two datasets were often highly interdependent, leading to a good performance, but the model was overfit.

There were some limitations to our research. First, we did not include patients with a Hoehn–Yahr score greater than three since most of these patients have difficulty moving and are at risk of falling. The results might be affected if severe patients were included. Second, our method should be evaluated with the data of PD patients without FOG who were not included in our study. Third, the number of patients included in our study is small, weakening the experimental efficacy and supporting evidence. Future studies will be dedicated to improving the performance of the FOG prediction system by eliminating these defects.

Overall, a prediction classifier beneficial for early interventions for FOG was obtained. The OED was helpful in optimizing the hyperparameters. Larger-scale studies are needed.
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Introduction: Pathological tremor is the most common motor disorder in adults and characterized by involuntary, rhythmic muscular contraction leading to shaking movements in one or more parts of the body. Functional Electrical Stimulation (FES) and biomechanical loading using wearable orthoses have emerged as effective and non-invasive methods for tremor suppression. A variety of upper-limb orthoses for tremor suppression have been introduced; however, a systematic review of the mechanical design, algorithms for tremor extraction, and the experimental design is still missing.

Methods: To address this gap, we applied a standard systematic review methodology to conduct a literature search in the PubMed and PMC databases. Inclusion criteria and full-text access eligibility were used to filter the studies from the search results. Subsequently, we extracted relevant information, such as suppression mechanism, system weights, degrees of freedom (DOF), algorithms for tremor estimation, experimental settings, and the efficacy.

Results: The results show that the majority of tremor-suppression orthoses are active with 47% prevalence. Active orthoses are also the heaviest with an average weight of 561 ± 467 g, followed by semi-active 486 ± 395 g, and passive orthoses 191 ± 137 g. Most of the orthoses only support one DOF (54.5%). Two-DOF and three-DOF orthoses account for 33 and 18%, respectively. The average efficacy of tremor suppression using wearable orthoses is 83 ± 13%. Active orthoses are the most efficient with an average efficacy of 83 ± 8%, following by the semi-active 77 ± 19%, and passive orthoses 75 ± 12%. Among different experimental setups, bench testing shows the highest efficacy at 95 ± 5%, this value dropped to 86 ± 8% when evaluating with tremor-affected subjects. The majority of the orthoses (92%) measured voluntary and/or tremorous motions using biomechanical sensors (e.g., IMU, force sensor). Only one system was found to utilize EMG for tremor extraction.

Conclusions: Our review showed an improvement in efficacy of using robotic orthoses in tremor suppression. However, significant challenges for the translations of these systems into clinical or home use remain unsolved. Future challenges include improving the wearability of the orthoses (e.g., lightweight, aesthetic, and soft structure), and user control interfaces (i.e., neural machine interface). We also suggest addressing non-technical challenges (e.g., regulatory compliance, insurance reimbursement) to make the technology more accessible.

Keywords: tremor treatments, upper-limb orthoses, wearable tremor-suppression orthoses, tremor extraction, medical device


1. INTRODUCTION

Neurological disorders are now globally the leading source of disability. Among neurological disorders examined in the Global Burden of Disease, Injuries, and Risk Factors Study (GBD) 2015, Parkinson's disease was the fastest growing in prevalence, disability, and deaths. In 2016, 6.1 million individuals were diagnosed with Parkinson's disease worldwide (Dorsey et al., 2018). Parkinson's disease is a chronic, slowly progressing degenerative disorder of the central nervous system and is characterized by the presence of resting tremor, rigidity, akinesia, and postural instability (Rocon and Pons, 2011). Pathological tremor is characterized by involuntary, rhythmic muscular contraction leading to shaking movements in one or more parts of the body (Anouti and Koller, 1995). Tremor is the most common motor disorder in adults and may be the consequence of neurological disease or drug use (Jankovic and Stanley, 1980; Deuschl et al., 1998; Bhidayasiri, 2005; Elble et al., 2013). Essential tremor (ET) and Parkinson's Disease (PD) are the two most prevalent conditions causing tremors in the upper limb and mostly affect the hands (Raethjen et al., 2000; Elble and Deuschl, 2011). Though tremor is not life-threatening, it can be frustrating and even disabling, causing serious difficulties in performing daily activities (National Institute of Neurological Disorders and Stroke, 2020).

A pathological tremor in the upper limb can be categorized into two main types: resting (or static) tremor and action tremor. Resting tremor occurs when a body part is relaxed and completely supported against gravity. It is typically amplified by mental stress or movement of another part of the body, and reduced by voluntary movement of the affected body part (Bhidayasiri, 2005). Most tremors are action tremors, which occur with voluntary contraction of a muscle. Action tremors can be further subdivided into postural, isometric, and kinetic tremors (Crawford and Zimmerman, 2011). Postural tremor is present while maintaining a position against gravity. Isometric tremor occurs with muscle contraction against a rigid stationary object. A kinetic tremor is associated with any voluntary movement and includes intention tremor, which is produced with target-directed movement (Deuschl et al., 1998). While resting tremors are a cardinal feature in patients with PD, action tremor in the upper limb(s) is the main symptom in ET, especially the kinetic tremor (Cohen et al., 2003; Jankovic, 2008; Thenganatt and Louis, 2012).

Pharmaceutical medication is one of the most commonly used treatments against PD and ET tremors. Unfortunately, it is not effective in treating tremor and carries significant negative side effects. For example, tremor is not controlled effectively or adequately in about 25% of patients (Gallego et al., 2010). The side effects from medication include allergic reactions, nausea, heart problems, reduction of white blood cells, etc. (Matsumoto et al., 2013). As a result, more than one-half of people discontinue medical treatment due to side-effects or lack of efficacy (Diaz and Louis, 2010; O'Connor and Kini, 2011). The use of electrical stimulation to a specific part of the brain (Deep Brain Stimulation, DBS) has emerged as one of the most effective treatments for most tremors. For example, while the tremor reduction efficacy of the medication treatment range from 23 to 59% for PD (Koller, 1986), the efficacy is 90% for DBS method (Elble and Deuschl, 2011). However, DBS is an invasive treatment and it carries the risk of surgical complications (the implantation of electrodes into the brain) (Katayama et al., 2005; Hariz et al., 2008).

Considering the drawbacks of the traditional treatments for tremor (e.g., the lack of efficacy, side-effects from medication, potential risks from brain surgery), there is a significant need for effective, non-invasive tremor treatments. Recent approaches include the EU TREMOR project which aimed to apply selective biomechanical loads through multichannel array FES to compensate tremors without impeding the voluntary movements from the user (Pons, 2011). Prior studies also reported the promise of using a closed-loop FES to activate tremorogenic muscles out-of-phase to counteract the tremor (Elek and Prochazka, 1989; Javidan et al., 1990). However, the major challenges, such as the misalignments of the FES electrodes due to movements and muscle fatigue must be resolved for the long-term use of FES devices (Tepavac and Schwirtlich, 1997). The Movement Disorder Society Evidence-Based Medicine Panel also recommended exercise and physical therapy as an effective alternative to the traditional tremor treatments (Fox et al., 2011). The short-term and, to a lesser extent, long-term benefits of physical therapy interventions in treating tremor in patients with PD have been demonstrated in the last decades (Allen et al., 2011; Shen et al., 2016). Additionally, recent studies have demonstrated the effectiveness of the biomechanical loading method using wearable orthoses for tremor suppression (Adelstein and Rosen, 1981; Rocon et al., 2005; Kazi et al., 2010; Taheri et al., 2013; Zhou et al., 2017). Such devices usually comprise advanced signal processing algorithms to estimate voluntary and tremorous movements from biomechanical sensors [e.g., joint angles, acceleration, interaction force, surface Electromyography (sEMG) and a suppression mechanism that generates mechanical loads to attenuate tremorous movements].

In this review paper, we will summarize the state of the art of upper-limb wearable orthoses for tremor suppression. The summary includes both mechanical development and control strategies. This review also aims to identify the limitations in current orthoses in tremor treatment and to discuss potential research directions for improvement in future design and development.



2. METHODS


2.1. Search Methods and Keywords

We followed the Preferred Reporting Items for Systematic Reviews and Meta-analysis (PRISMA) to search and screen for relevant studies in this review article. Details of the PRISMA flow chart are illustrated in Figure 1. To approach the Identification stage systematically, we wrote a Python script and utilized NCBI Entrez API to conduct the literature search. The number of studies were limited to 200 items and only accepted the studies within the last 50 years. The search keywords were applied to query data from the PMC and PubMed databases: (“tremor management” OR “pathological tremor” OR “tremor assessment” OR “essential tremor” OR “pathological tremor” OR “tremor suppression” OR “tremor treatment” OR “tremor canceling”) AND (exoskeleton OR orthosis OR “assistive robot” OR “assistive device”) NOT (“electrical stimulation”[title] OR “surgical”[title] OR “multiple sclerosis”[title]). We performed the query and identified 87 articles on May 15, 2020. Additional records were obtained from other database and search engine (e.g., Google Scholar, IEEE) using the same keywords. Duplicates and studies that did not meet the inclusion criteria (see below) were excluded. The two reviewers obtained and screened full texts of the remaining relevant studies and compared the results. In the case of disagreement, the last reviewer (TPL) was decisive.


[image: Figure 1]
FIGURE 1. PRISMA flow chart of the method used for articles' selection.




2.2. Criteria for Selection of Studies

The inclusion criteria for a study to be included in the review are as follows:

• Upper-limb exoskeleton or orthoses

• Passive or active orthosis for tremor suppression

• Wearable devices for tremor suppression at musculoskeletal level

• Wearable tremor-suppression orthoses

• Tremor treatment was controlled exclusively by the uses of upper-limb orthoses without pharmacological treatments.

Exclusion criteria:

• Fixed/grounded upper-limb exoskeleton

• Lower-limb exoskeleton

• Functional Electrical Stimulation (FES) for tremor suppression

• Tremor treatments not using biomechanical loading [e.g., Deep Brain Stimulation (DBS), drugs, surgery].



2.3. Data Extraction

The remaining studies that meet all of the inclusion criteria in section 2.2 and are eligible for full-text access will be further analyzed. We extracted the following information from each study:

• Suppression mechanisms

The types of mechanism (i.e., passive, semi-active, active) that were implemented to suppress tremorous movements (details in section 3.1)

• Degrees of Freedom (DOFs) and weights of the orthoses

DOFs represent the number of upper limb joints in which the involuntary movements are suppressed by an orthosis. The weight of an orthosis is a crucial factor that impacts the usability and functionality of the orthosis, as well as the acceptability from users. In this review paper, the weights of external systems that are not carried by the users, such as battery power supply were not included.

• Efficacy of tremor suppression

The efficacy was computed by comparing tremor measurements with and without the suppression from an orthosis. The comparison metrics could be in the frequency domain or in the temporal domain. The efficacy values were converted to a percentage (%) for comparison across different studies. Three different types of experimental setups include (1) bench testing without human subjects, (2) healthy individuals, and (3) subjects with tremor-affected.

• Tremor measurements

The type of sensors that were used to measure physiological and biomechanical data from a user. For example, Inertial Measurement Unit (IMU), force sensors, sEMG, etc.

• Algorithms for the estimation of voluntary and tremorous movements

Signal processing methods and algorithms for extracting tremorous movements from voluntary movements.



2.4. Degrees of Freedom (DOFs) of Human Upper Limb

The kinematic model of an upper-limb (without considering the DOFs in the hand) has seven DOFs: shoulder flexion/extension, shoulder adduction/abduction, shoulder internal/external rotation, Elbow Flexion/Extension (EFE), Forearm Pronation/Supination (FPS), Wrist Flexion/Extension (WFE), and Wrist Radial/Ulnar Deviation (WRU). The shoulder DOFs were omitted in this review paper because none of the identified studies considered tremor suppression for this joint. The illustration of motions of human upper limb (7 DOFs) is shown in Figure 2.
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FIGURE 2. Seven DOFs of human upper limb (excluding the hand). Adopted and modified from Gopura and Kiguchi (2009).





3. RESULTS

We applied the PRISMA flow chart to screen the records downloaded from PubMed, PMC, and other resources (e.g., IEEE, Google Scholar) and obtained 19 articles that met the inclusion and full-text criteria. The results are shown in Table 1 and the tremor-suppression orthoses are grouped based on the suppression mechanism. In particular, the light coral, light blue, and light gray background colors represent the active, semi-active, and passive orthoses, respectively.


Table 1. Upper-limb orthoses for tremor suppression.
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3.1. Suppression Mechanisms

Biomechanical loading using wearable orthoses for tremor suppression can be categorized into three types based on the suppression mechanism: passive, semi-active, and active systems. A passive system adopts shock absorbers attached to the tremor-affected upper limb for tremor suppression. A semi-active system estimates the level of tremor based on measurements from sensors and uses the information to suppress movements by updating the impedance of the system. The semi-active mechanism also suppresses tremorous motions by absorbing energy. While the passive and semi-active mechanisms attenuate tremor motion by absorbing energy, the active mechanism can actively provide motion in the opposite direction to restrict the tremor motions.

Figure 3 shows the developmental progress of different types of suppression mechanisms. The majority of wearable orthoses for tremor suppression are active with 47% prevalence. In the past 10 years, active systems for tremor suppression have gained increasing levels of attention from research groups around the world. Electric DC and servo motors are primarily used in active devices as actuators which drive the upper-limb joints via a gear box or cable transmission system. Among the active devices, WOTAS (Wearable Orthosis for Tremor Assessment and Suppression) was the first to be developed and the most well-known orthosis for upper-limb tremor suppression (Rocon et al., 2007). The WOTAS development followed the framework of the Dynamically Responsive Intervention for Tremor Suppression) (DRIFTS) project (Manto et al., 2004). WOTAS was developed with three main objectives: monitoring, diagnosis, and validation of non-grounded tremor reduction strategies (Rocon et al., 2005). Semi-active mechanism accounts for 31% of the devices founded in this review paper (Table 1). Semi-active mechanisms are primarily relied on MagnetoRheological (MR) fluid to produce the damping force (Loureiro et al., 2005; Case et al., 2015; Yi et al., 2019; Zahedi et al., 2020). When exposed to a magnetic field, the viscosity of MR fluid can be modulated by the magnetic strength field. MR fluid has recently received increased levels of interest in the field of wearable exoskeletons because of its high strength-to-weight ratio property (Perry et al., 2007). Semi-active wearable devices using MR fluid dampers can be considered as promising solutions for tremor suppression (Tsang et al., 2006). Passive mechanisms cover the last 21% of the wearable orthoses. Viscous beam, which was developed by Kotovsky et al. in 1998, was the first passive device designed for tremor suppression purposes (Kotovsky and Rosen, 1998). Task-Adjustable Passive Orthosis (TAPO) is the most recent device in this category (Fromme et al., 2020). Fromme et al. designed this orthosis based on an air-filled structure and achieved a very compact and lightweight device (33 g).


[image: Figure 3]
FIGURE 3. Different suppression mechanisms (passive, semi-active, and passive) of wearable orthoses for tremor suppression.




3.2. Degrees of Freedom and Weights of the Wearable Orthoses

Figure 4A illustrates the weights and DOFs of semi-active and active devices for tremor suppression. The majority of the orthoses (54.5%) only support one DOF. Two-DOF and three-DOF orthoses account for 33 and 18%, respectively. Among the one-DOF orthoses, four out of six were designed to support the tremor control at the elbow joint (EFE) (Ando et al., 2010; Herrnstadt and Menon, 2012; Matsumoto et al., 2013; Herrnstadt et al., 2019), and the others were developed to suppress the WFE motions (Zhou et al., 2017; Yi et al., 2019). Interestingly, all of the two-DoF orthoses are semi-active and support tremor control at the wrist joint (WFE and WUD) (Huen et al., 2016; Wang et al., 2019; Zahedi et al., 2020). Three-DOF orthoses shown in Figure 4A include WOTAS and Wearable Tremor Suppression Glove (WTSG). While WOTAS provides tremor suppression at the elbow (EFE), forearm (FPS), and wrist (WFE) (Rocon and Pons, 2011), WTSG was developed for tremor suppression at the wrist (WFE), finger, and thumb joints (Zhou et al., 2018).
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FIGURE 4. (A) Overview of weights and numbers of DOF for semi-active and active orthoses. The shaded gray area represents the systems that weight larger than >850 g. (B,C) Bar plots of weights against different suppression mechanisms and joints, respectively. Error bars represents one standard deviation.


The most common DOFs for suppression are the WFE and EFE, which can be found in ~64%, and 45% of the orthoses, respectively. Tremor suppression at the FPS, finger and thumb joints are only available in 9% of the orthoses. No system is found to only suppress the tremor for WUD. While the mechanisms for tremor suppression at WFE can be semi-active or active, all of the mechanisms for EFE are active except for the EFB orthosis which relied on the electromagnetic brake for motion damping. Active orthoses for EFE tremor control are typically powered by strong DC motors.

In general, the weight of an orthosis increases proportionally to the number of DoFs to be suppressed. Table 1 shows a large variation in the orthoses weights for tremor suppression, ranging from 33 g [TAPO, passive device, air-filled structure (Fromme et al., 2020)] to 1,600 g [Tremor Suppression Orthosis (TSO), active, DC motor (Herrnstadt et al., 2019)]. The average weight of an orthosis is 456 (±409 g). The Multichannel Mechatronic Splitter (MMS) developed by Zhou et al. (2017) is the most compact and lightweight active orthosis found in this study. This device weighs about 129g and is powered by a small 2W DC motor and uses cables for transmission. The shaded area in Figure 4A illustrates the orthoses that, due to their high weight (>800 g), make the completion of everyday activities a challenge. Specifically, the weights in the shaded area are 850 g [WOTAS, active, DC motor (Rocon and Pons, 2011)], 942 g [EFB, semi-active, electromagnetic brake (Herrnstadt and Menon, 2012)], and 1,600 g [TSO, active, DC motor (Herrnstadt et al., 2019)].

The weight of an orthosis does not only depend on the number of DOFs but also its type of tremor suppression mechanisms (i.e., passive, semi-active, active). Figure 4B shows the weight values against different types of suppression mechanisms. The passive orthoses have the smallest average weight of 191 (±137 g), followed by the semi-active orthoses with the average weight of 486 (±395 g). Active orthoses are the heaviest with an average weight of 561 (±467 g). The weights of orthoses also vary across different types of DoF to be suppressed. Figure 4C shows the average weights of orthoses that were developed specifically for elbow or wrist suppression. The average weight of an orthosis for tremor suppression at the wrist joint is 237 (±152 g), ranging from 33 to 485 g. This value is approximately two times larger in the orthosis that only supports the elbow joint. Specifically, the average weight of the orthoses that support the elbow joint is 821 (±586 g), ranging from 330 to 1,600 g.



3.3. Efficacy of Tremor Suppression Using Wearable Orthoses

The experimental settings to evaluate the tremor suppression performance of an orthosis can be categorized into three groups: bench testing (without human subject), healthy individuals, and individuals with tremor disorders. In the bench testing setup, a separate system is built and connected to a wearable orthosis. The tremorous motions are simulated by playing back different types of tremor (i.e., PD, ET) from available clinical datasets. For example, the dataset from Timmer et al. (2000) including tremorous motion data from ten patients (5 PDs, 5 ETs) has been used in several studies for bench testing. A tremorous motion can also be simulated by defining its amplitude and dominant frequencies (e.g., 3–12 Hz) and inducing it with a signal generator. In the experimental setup that involves healthy individuals with no history of neurological disease and pathological tremor, the subjects were instructed to self-initiate tremorous motions by swinging their wrist at a certain frequency (Yi et al., 2019; Zahedi et al., 2020). Involuntary tremor stimulation on healthy individuals can also be induced by using FES. The FES control parameters can be set to stimulate tremors at different frequencies (e.g., 3 and 5 Hz for PD and ET tremors, respectively) (Takanokura et al., 2011). Finally, the experimental setup with tremor-affected (impaired) individuals recruited subjects who were diagnosed with pathological tremors (e.g., PD, ET).

Figure 5A shows the efficacy of different orthoses. The efficacy was computed by comparing biomechanical data (e.g., joint angles, velocities, acceleration, interaction forces, sEMG) under two conditions: with and without tremor suppression from the orthoses. The comparison could be performed by using metrics in the frequency domain [e.g., Power Spectral Density (PSD), dominant harmonic frequencies] or in the temporal domain [e.g., amplitudes, Root Mean Square (RMS)]. The efficacy values in Figure 5 were converted to percentages (%) for comparison across different studies. The majority of the orthoses (77%) in Figure 5 were evaluated with human subjects. Only two semi-active (Case et al., 2015; Zamanian and Richer, 2019) and one active orthosis (Zhou et al., 2018) were assessed with bench testing. All passive devices found in this review performed the tremor suppression assessment on human subjects (Takanokura et al., 2011; Fromme et al., 2020). The average efficacy of tremor suppression using wearable orthoses is 83 (±13%). The lowest efficacy is 60% (Wrist Tremor Suppression Exoskeleton (WTSE), tested with five healthy individuals) (Yi et al., 2019), and the highest efficacy is 98% (DVB, tested with 1 ET) (Loureiro et al., 2005).
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FIGURE 5. (A) Efficacy of tremor-suppression orthoses under different types of experimental setups (bench test, healthy, and impaired). The circle's size represents the number of participants. (B,C) Bar plots of efficacy against experimental settings and suppression mechanisms, respectively. The error bars represent one standard deviation.


Figure 5B shows the bar plots of efficacy under different experimental settings. Among those setups, bench testing shows the highest efficacy of tremor suppression and the smallest deviation of 95 (±5%). On the other hand, the lowest efficacy value and the highest deviation is found on testing with healthy individuals 70 (±12%). The average efficacy for the orthoses evaluated with tremor-affected subjects is 86 (±8%). The efficacy of tremor suppression also varied across different types of tremor suppression mechanisms (Figure 5C). The active orthoses have the largest average efficacy and the smallest deviation of 83 (±8%), followed by the semi-active orthoses with the average efficacy of 77 (±19%). Passive orthoses have the lowest average efficacy of 75 (±12%).



3.4. Tremor Measurements and Algorithms for the Estimation of Tremorous Movements

The upper-limb activities of individuals with pathological tremors are comprised of both voluntary and tremorous movements. To optimize the efficacy of tremor suppression in a semi-active or active orthosis, an intuitive controller is desired to suppress only tremorous movements without affecting the voluntary movements (Taheri et al., 2014). The challenges for developing such controllers include but are not limited to the estimation of pathological tremors with high accuracy and robustness from wearable sensors. Additionally, the controller is also expected to maintain its performance in real-time with minimum time delays.


3.4.1. Characteristics of Parkinsonian and Essential Tremors

Optimizing tremor control using an assistive orthosis requires understanding the characteristics of pathological tremors. The voluntary and tremorous movements are usually characterized by their frequency contents. The prominent frequency of tremors could be visible and approximated by the naked eye. However, more accurate quantification requires measured data (e.g., sEMG, force sensor, IMU) and proper signal processing methods. Prior studies have shown that the voluntary motion for most Activities of Daily Living (ADL) have a frequency spectra below 2 Hz (Mann et al., 1989,?; Rocon et al., 2007; Gallego et al., 2009). Meanwhile, the pathological tremors are reported to have their spectral energy concentrated in the 3–12 Hz range (Stiles and Randall, 1967; Elble and Randall, 1978; Anouti and Koller, 1995; Deuschl et al., 1998; Charles et al., 1999; Ang et al., 2001; Loureiro et al., 2005; Engin, 2007; Heldman et al., 2011). Some recent studies have reported varied results in which the Parkinsonian tremor (PD) and the essential tremor (ET) contain the frequencies from 3.5 to 17.3 Hz (Taheri et al., 2013; Zhou et al., 2016). Despite the consensus about the frequency range of pathological tremors, it is challenging to distinguish between the PD and the ET tremors (Puschmann and Wszolek, 2011; Thenganatt and Louis, 2012). A study from Zhang et al. with 45 patients (25 PD and 20 ET) showed considerable overlap between the tremor frequency in the PD group (4–6 Hz) and in the ET group (5–8 Hz) (Zhang et al., 2017). Burne et al. conducted a quantitative analysis of acceleration and sEMG data from 42 patients with tremor (22 PD and 20 ET) and reported similar results. For example, this study showed that more than 95% of PD group exhibited frequencies within a narrow 4–6 Hz band, and 95% of ET patients occurred in the 5–8 Hz range.

Prior studies also reported similar frequency bands associated with PD tremors; for example, (4–6 Hz) (Cooper and Rodnitzky, 2000), (3.5–6 Hz) (Smaga, 2003), and (3–5 Hz) (Puschmann and Wszolek, 2011). The frequency band of ET tremor however, varies across different studies. While Javidan et al. (1992) showed a relatively narrow frequency band of (5–8 Hz) for ET tremor, Cooper and Rodnitzky (2000) and Elble (2000) reported ET tremor frequency band at (4–12 Hz) and (3–11 Hz), respectively. ET tremor was also reported in the frequency band at (4–10 Hz) (Ando et al., 2010; Puschmann and Wszolek, 2011; Matsumoto et al., 2013; Hassan et al., 2016).



3.4.2. Algorithms for the Real-Time Estimation of Voluntary and Tremorous Movements

A tremor modeling method should be able to extract voluntary movements and to quantify tremorous movements (i.e., in both amplitude and frequency contents) with minimum time delay. Tremor extraction algorithms may include one or multiple stages. Rocon and Pons (2011) developed a two-stage model for tremor extraction which is illustrated in Figure 6. In two-stage modeling, the first stage is responsible for estimating volitional movements from physiological input signals and the second stage characterizes the tremorous movements.
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FIGURE 6. Two-stage tremor modeling. Voluntary motion in the low-frequency bands is estimated in stage 1. Subsequently, stage 2 will characterize tremorous motions (i.e., amplitude and frequencies) after subtracting the voluntary motions from the original motions.


A summary of sensors and algorithms in tremor-suppression orthoses is shown in Table 2. The majority of the orthoses (92%) measured voluntary and/or tremorous motions using biomechanical sensors (e.g., IMU, force sensor). Only one system from Ando et al. (2010) utilized surface EMG for tremor extraction.


Algorithms for voluntary and tremor estimation.


Figure 7 illustrates that the majority of tremor estimation algorithms consist of a single-stage 85%. In the single-stage method, the filtering algorithm could be used to extract voluntary movement [e.g., Kalman filter, Low-pass Filter (LPF), Short-time Fourier Transform (STFS)/Time Delay Neural Network (TDNN)], or tremorous movement [e.g., High-pass Filter (HPF), Band-pass Filter (BPF), Weighted Frequency Fourier Linear Combiner (WFLC), Adaptive Frequency Estimator (AFE)]. BPF and AFE are the two most prevalent methods and they represent 38 and 15% of the tremor extraction algorithms, respectively. The cut-off frequencies used in BPF are (2–14 Hz) (Yi et al., 2019; Zahedi et al., 2020).
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FIGURE 7. Algorithms for extracting voluntary and tremorous movements. STFT, Short-time Fourier Transform; LPF, Low-pass filter; BPF, Band-pass filter; HPF, High-pass filter; WFLC, Weighted Frequency Fourier Linear Combiner; AFE, Adaptive Frequency Estimator.


The two-stage methods account for 15% of the algorithms and found in systems, such as WOTAS (Rocon et al., 2007) and the Double Viscous Beam (DVB) (Loureiro et al., 2005). In the first stage, the Benedict-Bordner filter algorithm was used to estimate the voluntary movement. This algorithm implemented both estimation and filtering equations to filter out the tremorous movement and reduce the phase lags introduced by the filtering process. In the second stage, WFLC algorithm was applied to estimate tremor parameters including both the amplitude and time-varying frequency of the tremorous movement.





4. CONCLUSIONS

The results from our review reveal the efficacy of the biomechanical loading method using tremor-suppression orthoses in tremor suppression. Even though promising results have been demonstrated, the current systems remain bulky and heavy. These limitations significantly reduce the usability and wearability of the orthoses and create considerable barriers to the adoption from the users. Tremor-suppression orthoses require control algorithms that are able to detect tremorous movements with high accuracy and minimum time delay for intuitive interaction. However, the challenges in developing an intuitive control for tremor-suppression orthoses have not been fully addressed. Additionally, significant challenges for the translations of these systems into clinical or home use remain unsolved. Most of the devices in this review have only been evaluated in lab settings and are not commercially available. Therefore, we suggest future research to focus on improving the usability and wearability of the orthoses (e.g., compact, lightweight, aesthetic, and soft structure). Furthermore, the needs for intuitive and flexible user control interfaces (i.e., neural machine interface) should be addressed. Moreover, non-technical challenges (e.g., device cost, regulatory compliance, insurance reimbursement) need to be resolved to make the technology more accessible.


4.1. The Need for Lightweight, Soft Structure Tremor-Suppression Orthoses

Tremor-suppression orthoses based on passive and semi-active mechanisms attenuate tremorous motions by using shock absorbers, or adjusting the impedance of a damper attached to an upper limb. The efficacies of passive and semi-active orthoses have been reported in previous studies (Deuschl et al., 1998; Kotovsky and Rosen, 1998; Fromme et al., 2019). However, those systems not only suppress tremorous motions but also apply resistance and limit voluntary movements. Another drawback from the passive mechanism is that it cannot adapt to the changes of tremor dynamics. The inherent limitations from passive and semi-active mechanisms can be addressed by using active mechanisms. In particular, active orthoses are designed to provide motions opposing tremorous motions without suppressing voluntary movements. Tremor-suppression using active mechanisms is the most prevalent approach (Fromme et al., 2019). Our results from Figure 3B also show that active orthoses account for 47% of the devices, followed by semi-active (31%) and passive orthoses (21%). Two of the main barriers preventing the adoption of active orthoses are the size and weight of the devices. On average, an active tremor-suppression orthosis is about three times heavier than a passive one. The average weights of active and passive orthoses are 561 ± 467 and 191 ± 137 g, respectively (Figure 3B). Therefore, a wearer will be burdened with an additional weight of 18 ± 15% on the arm (data of human body segment masses from De Leva, 1996) while using an active orthosis. A bulky and heavy wearable device can lead to muscle fatigue (Rocon et al., 2014), discomfort, and is likely to be rejected by users. A study from Rocon et al. (2012) also reported that tremor-affected patients did not consider bulky exoskeletons as a solution to their problem due to the possibility of social exclusion.

Although biomechanical loading using active orthoses has demonstrated superior suppression efficacies, significant challenges remain (i.e., compact configuration, lightweight, aesthetic, and soft structure). Figure 3 shows that the majority of current active tremor-suppression orthoses are powered by DC motors (87.5%). Although DC motors are cost-effective and easy to control, they are usually heavy and rigid. The heaviest orthoses illustrated in Figure 4 are powered by DC motors (TSO: 1,600 g, WOTAS: 850 g). Minimizing the weight of a tremor-suppression orthosis that uses a traditional DC motor is challenging, especially for a system suppressing tremors at the elbow. A minimal system with only one DC motor and transmission developed by Ando et al. for tremor suppression at the elbow joint approximately weighs 330 g (Ando et al., 2010). Recent advances in soft actuators and artificial muscles could be promising solutions for developing a compact and lightweight tremor-suppression orthosis. For example, Pneumatic Artificial Muscles (PAM) have been gained extensive attention from researchers (Yang et al., 2019). PAMs can be lightweight, compact, and use flexible materials. They offer natural human-machine interaction and have been widely used in wearable assistive devices (Dzahir and Yamamoto, 2014). One of the drawbacks is that PAMs require an external air compressor which could be heavy and noisy. Other artificial muscles based on smart materials which are lightweight, soft, and quiet, could also be viable solutions (Lee et al., 2017; Mirvakili and Hunter, 2018). The artificial muscles could actuate based on thermally responsive methods [e.g., Shape Memory Alloys (SMAs)], electrically responsive methods (e.g, dielectric elastomers, electroactive polymers), and chemically responsive methods (e.g., hydrogels) (Bar-Cohen et al., 2017; Dong et al., 2018). Swallow and Siores (2009) introduced a conceptual design using Piezoelectric Fiber Composites (PFCs) to create a mechanically soft, lightweight glove that could be worn for tremor-suppression.



4.2. The Need for Intuitive Neural-Machine Interfaces

An intuitive and flexible user control interface plays a crucial role in developing a highly functional tremor-suppression orthosis. Unfortunately, this interface is still missing and remains one of the biggest challenges in the field. The results from Table 2 shows that 92% of the orthoses measured voluntary and/or tremorous motions using biomechanical sensors (e.g., IMU, force sensor). An intrinsic issue with the biomechanical sensors is that they can only measure the movements after the motor commands are executed, resulting in significant time-delays in the closed-loop control of a wearable orthosis. This delay was reported at ~100 ms after tremor onset (Yi et al., 2019; Zahedi et al., 2020). The time delay in assistive robots affects the intuitive control, decreases user comfort, and reduces the overall performance. For example, while the average efficacy of tremor-suppression orthoses was very high in bench testing at 95 ± 5% (Figure 5), the values were significantly lower when human subjects were involved (70 ± 12%). To maximize the potential benefits from tremor-suppression orthoses, an advanced neural interface and control framework capable of predicting motor commands, rather than responding to motor commands is required. In particular, sEMG can be used as a non-invasive interface to capture muscle activity in the upper limb. EMG-based neural interface and control has been demonstrated for the control of wearable exoskeletons (Kiguchi et al., 2007; Fleischer and Hommel, 2008; Artemiadis and Kyriakopoulos, 2010; Pau et al., 2012), and lower-limb prostheses (Au et al., 2008; Ha et al., 2010; Hargrove et al., 2015). Furthermore, sEMG was shown to be more informative than motion sensors, and can be used for real-time control of a prosthesis (Zhang and Huang, 2012). Recent studies have been exploring the potential of using EMG signals to extract tremor signals from voluntary commands (Ando et al., 2012; Matsumoto et al., 2012a, 2017). Prior studies have shown tremor signals modulated in the EMG as multiplicative noise instead of additive noise (Journee, 1983). This characteristic presents significant challenges for the real-time tremor extraction using EMG signals and the challenges have not been addressed yet (Matsumoto et al., 2012a,b, 2017).

An advanced neural interface using non-invasive Electroencephalography (EEG) could be a viable solution to optimize the intuitive control and efficacy in tremor-suppression orthoses. Even though none of the orthoses in this review used non-invasive EEG as a neural interface (Table 2), the potential of EEG in tremor estimation and control has been explored by Rocon et al. (2010). In their study, an EEG-based Brain-Computer Interface (BCI) system was designed to decipher tremor motor activities and provide high-level control signals to drive an FES system to suppress tremor motions. BCI system can provide direct control for assistive devices through non-muscular communication for individuals with motor-impairments. Recent studies have reported the feasibility of using non-invasive EEG-based BCI for the detection of motor intent (He et al., 2014; Kwak et al., 2015), and the prediction of continuous joint movements (Bradberry et al., 2010; Presacco et al., 2012; Robinson et al., 2015; Bhagat et al., 2016; Luu et al., 2016, 2017a,b; Nakagome et al., 2020). Future research directions in optimizing the control for tremor-suppression orthoses may involve a multimodal Neural Machine Interface (NMI) based on the fusion of EEG and EMG signals. The neural signals in a hybrid NMI will compliment each other and possibly provide faster and better estimates of voluntary and tremorous motions.



4.3. Commercial Challenges

Although research and development in tremor-suppression orthoses have shown promising results and a variety of devices have been developed and tested, the translation of these systems into clinical or home use is limited. To the best of our knowledge, none of the devices in this review are currently or have been commercially available. Both technical and non-technical challenges, such as technology adoptions, accessibility, cost, and risk assessment and mitigation need to be properly identified and addressed. Adoption of this technology could be enhanced by improving the wearability, usability, and functionality. Specifically, the wearable orthosis must be lightweight, mechanically flexible, easy to wear, visually appealing, and comfortable so that the users can wear them for ADLs with confidence. Additionally, clinical assessments are required to confirm the long-term benefits of biomechanical loading in tremor treatment using robotic orthoses.

To assure safety and effectiveness, a medical exoskeleton must comply with extensive governmental regulations relating to the design, development, manufacturing, software, labeling, and marketing of the products. In the USA, powered wearable orthoses could be regulated as medical devices under the Federal Food, Drug, and Cosmetic Act, or FD&C Act, as implemented and enforced by the FDA. Under the FDA regulations, a medical device is classified into Class I, Class II, or Class III, depending on the degree of risk associated with the device. Although the regulations may impose additional costs and reduce accessibility, they are critical to assure safety for the end-users. The cost of ownership of a powered exoskeleton is still incredibly expensive, including but not limited to the cost of the device, regulatory costs, and service and maintenance. The manufacturing of a medical device remains costly because of low-volume production, the limited numbers of contract manufacturers with expertise in the medical device industry, and inadequate numbers of certified third-party suppliers who can meet FDA's good manufacturing practice requirements for medical devices. The regulatory costs may substantially increase when a medical device is classified as either class II—with or without special controls—or class III. Additional expenses may include required clinical trials, more extensive mechanical and electrical testing, software testing, and other costs. The special controls of medical devices include (1) biocompatibility, (2) electromagnetic compatibility, electrical safety, thermal safety, mechanical safety, (3) software validation, (4) geometry and material composition, (5) various non-clinical performance testing, (6) clinical testing, (7) training program, and (8) labeling for the physician and user (Please see more details in Food and Drug Administration, 2014).

Another commercial challenge for a medical exoskeleton to successfully penetrate the market is insurance coverage. Medical device companies (e.g., ReWalk, Myomo) heavily rely on the sources of payment from private insurance plans, government programs, such as the Veterans Affairs (VA), Medicare and Medicaid, and other third-party payors. Unfortunately, obtaining and maintaining adequate insurance coverage or reimbursement for a medical exoskeleton is challenging. First, the market for medical exoskeletons remains relatively new and unproven. A uniform policy of coverage and reimbursement for powered medical exoskeletons is not yet available among third-party payors in the United States. Moreover, the cost control methods from third-party payors are sophisticated and potentially limit the amount that they may be willing to pay for clinical training using a medical exoskeleton, if they provide coverage at all.
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ADL, activities of daily living; AFE, adaptive frequency estimator; BCI, brain-computer interface; BPF, band-pass filter; DBS, deep brain stimulation; DOFs, degrees of freedom; DRIFTS, dynamically responsive intervention for tremor suppression; DVB, double viscous beam; EEG, electroencephalography; EFE, elbow flexion/extension; FDA, Food and Drug Administration; FES, functional electrical stimulation; FPS, forearm pronation/supination; HPF, high-pass filter; IMU, inertial measurement unit; LPF, low-pass filter; MMS, multichannel mechatronic splitter; MR, magnetorheological; NMI, neural machine interface; PAM, pneumatic artificial muscles; PFCs, piezoelectric fiber composites; PRISMA, preferred reporting items for systematic reviews and meta-analysis; PSD, power spectral density; RMS, root mean square; sEMG, surface electromyography; SMAs, shape memory alloys; STFS, short-time Fourier transform; TAPO, task-adjustable passive orthosis; TDNN, time delay neural network; TSO, tremor suppression orthosis; VA, veterans affairs; WFE, wrist flexion/extension; WFLC, weighted frequency Fourier linear combiner; WOTAS, wearable orthosis for tremor assessment and suppression; WRU, wrist radial/ulnar deviation; WTSE, wrist tremor suppression exoskeleton; WTSG, wearable tremor suppression glove.



REFERENCES

 Adelstein, B. D., and Rosen, M. J. (1981). “The effect of mechanical impedance on abnormal intention tremor,” in Bioengineering (New Brunswick, NJ: Elsevier), 205–209. doi: 10.1016/B978-0-08-027207-8.50047-3

 Allen, N. E., Sherrington, C., Paul, S. S., and Canning, C. G. (2011). Balance and falls in Parkinson's disease: a meta-analysis of the effect of exercise and motor training. Mov. Disord. 26, 1605–1615. doi: 10.1002/mds.23790

 Ando, T., Watanabe, M., Nishimoto, K., Matsumoto, Y., Seki, M., and Fujie, M. G. (2012). Myoelectric-controlled exoskeletal elbow robot to suppress essential tremor: extraction of elbow flexion movement using stfts and tdnn. J. Robot. Mech. 24, 141–149. doi: 10.20965/jrm.2012.p0141

 Ando, T., Watanabe, M., Seki, M., and Fujie, M. G. (2010). “Myoelectric controlled exoskeletal robot to suppress essential tremor: extraction of elbow flexion movement using STFTs,” in The Abstracts of the International Conference on Advanced Mechatronics: Toward Evolutionary Fusion of IT and Mechatronics: ICAM 2010.5 (Toyonaka: The Japan Society of Mechanical Engineers), 756–761. doi: 10.1299/jsmeicam.2010.5.756

 Ang, W. T., Riviere, C. N., and Khosla, P. K. (2001). “Design and implementation of active error canceling in hand-held microsurgical instrument,” in Proceedings 2001 IEEE/RSJ International Conference on Intelligent Robots and Systems. Expanding the Societal Role of Robotics in the Next Millennium (Cat. No. 01CH37180), Vol. 2 (Maui, Hawaii, HI: IEEE), 1106–1111.

 Anouti, A., and Koller, W. C. (1995). Tremor disorders. Diagnosis and management. West. J. Med. 162:510.

 Artemiadis, P. K., and Kyriakopoulos, K. J. (2010). Emg-based control of a robot arm using low-dimensional embeddings. IEEE Trans. Robot. 26, 393–398. doi: 10.1109/TRO.2009.2039378

 Au, S., Berniker, M., and Herr, H. (2008). Powered ankle-foot prosthesis to assist level-ground and stair-descent gaits. Neural Netw. 21, 654–666. doi: 10.1016/j.neunet.2008.03.006

 Bar-Cohen, Y., Cardoso, V., Ribeiro, C., and Lanceros-Méndez, S. (2017). “Electroactive polymers as actuators,” in Advanced Piezoelectric Materials (Elsevier), 319–352. doi: 10.1016/B978-0-08-102135-4.00008-4

 Bhagat, N. A., Venkatakrishnan, A., Abibullaev, B., Artz, E. J., Yozbatiran, N., Blank, A. A., et al. (2016). Design and optimization of an EEG-based brain machine interface (BMI) to an upper-limb exoskeleton for stroke survivors. Front. Neurosci. 10:122. doi: 10.3389/fnins.2016.00122

 Bhidayasiri, R. (2005). Differential diagnosis of common tremor syndromes. Postgrad. Med. J. 81, 756–762. doi: 10.1136/pgmj.2005.032979

 Bradberry, T. J., Gentili, R. J., and Contreras-Vidal, J. L. (2010). Reconstructing three-dimensional hand movements from noninvasive electroencephalographic signals. J. Neurosci. 30, 3432–3437. doi: 10.1523/JNEUROSCI.6107-09.2010

 Buki, E., Katz, R., Zacksenhouse, M., and Schlesinger, I. (2018). Vib-bracelet: a passive absorber for attenuating forearm tremor. Med. Biol. Eng. Comput. 56, 923–930. doi: 10.1007/s11517-017-1742-7

 Case, D., Taheri, B., and Richer, E. (2015). “Active control of mr wearable robotic orthosis for pathological tremor suppression,” in Dynamic Systems and Control Conference, Vol. 57267 (Columbus, OH: American Society of Mechanical Engineers), V003T42A004. doi: 10.1115/DSCC2015-9874

 Charles, P. D., Esper, G. J., Davis, T. J., Maciunas, R. J., and Robertson, D. (1999). Classification of tremor and update on treatment. Am. Fam. Phys. 59:1565.

 Cohen, O., Pullman, S., Jurewicz, E., Watner, D., and Louis, E. D. (2003). Rest tremor in patients with essential tremor: prevalence, clinical correlates, and electrophysiologic characteristics. Archiv. Neurol. 60, 405–410. doi: 10.1001/archneur.60.3.405

 Cooper, G., and Rodnitzky, R. (2000). The many forms of tremor: precise classification guides selection of therapy. Postgrad. Med. 108, 57–70. doi: 10.3810/pgm.2000.07.1157

 Crawford, P. F. III., and Zimmerman, E. E. (2011). Differentiation and diagnosis of tremor. Am. Fam. Phys. 83, 697–702.

 De Leva, P. (1996). Adjustments to Zatsiorsky-Seluyanov's segment inertia parameters. J. Biomech. 29, 1223–1230. doi: 10.1016/0021-9290(95)00178-6

 Deuschl, G., Bain, P., Brin, M., and Committee, A. H. S. (1998). Consensus statement of the movement disorder society on tremor. Mov. Disord. 13, 2–23. doi: 10.1002/mds.870131303

 Diaz, N. L., and Louis, E. D. (2010). Survey of medication usage patterns among essential tremor patients: movement disorder specialists vs. general neurologists. Parkinsonism Relat. Disord. 16, 604–607. doi: 10.1016/j.parkreldis.2010.07.011

 Dong, T., Zhang, X., and Liu, T. (2018). Artificial muscles for wearable assistance and rehabilitation. Front. Inform. Technol. Electron. Eng. 19, 1303–1315. doi: 10.1631/FITEE.1800618


 Dorsey, E. R., Elbaz, A., Nichols, E., Abd-Allah, F., Abdelalim, A., Adsuar, J. C., et al. (2018). Global, regional, and national burden of Parkinson's disease, 1990–2016: a systematic analysis for the global burden of disease study 2016. Lancet Neurol. 17, 939–953. doi: 10.1016/S1474-4422(18)30295-3

 Dzahir, M. A. M., and Yamamoto, S. (2014). Recent trends in lower-limb robotic rehabilitation orthosis: control scheme and strategy for pneumatic muscle actuated gait trainers. Robotics 3, 120–148. doi: 10.3390/robotics3020120

 Elble, R., Bain, P., Jo ao Forjaz, M., Haubenberger, D., Testa, C., Goetz, C. G., et al. (2013). Task force report: scales for screening and evaluating tremor: critique and recommendations. Mov. Disord. 28, 1793–1800. doi: 10.1002/mds.25648

 Elble, R., and Deuschl, G. (2011). Milestones in tremor research. Mov. Disord. 26, 1096–1105. doi: 10.1002/mds.23579

 Elble, R. J. (2000). Essential tremor frequency decreases with time. Neurology 55, 1547–1551. doi: 10.1212/WNL.55.10.1547

 Elble, R. J., and Randall, J. E. (1978). Mechanistic components of normal hand tremor. Electroencephalogr. Clin. Neurophysiol. 44, 72–82. doi: 10.1016/0013-4694(78)90106-2

 Elek, J., and Prochazka, A. (1989). Attenuation of human wrist tremor with closed-loop electrical stimulation of muscles. Journal of Physiol. 414:P17.

 Engin, M. (2007). A recording and analysis system for human tremor. Measurement 40, 288–293. doi: 10.1016/j.measurement.2006.05.015

 Fleischer, C., and Hommel, G. (2008). A human-exoskeleton interface utilizing electromyography. IEEE Trans. Robot. 24, 872–882. doi: 10.1109/TRO.2008.926860

 Food and Drug Administration H. H. S. (2014). Medical devices; physical medicine devices; classification of the powered exoskeleton. Final order. Fed. Regist. 80:9600.

 Fox, S. H., Katzenschlager, R., Lim, S. Y., Ravina, B., Seppi, K., Coelho, M., et al. (2011). The movement disorder society evidence-based medicine review update: treatments for the motor symptoms of Parkinson's disease. Mov. Disord. 26, S2–S41. doi: 10.1002/mds.23829

 Fromme, N. P., Camenzind, M., Riener, R., and Rossi, R. M. (2019). Need for mechanically and ergonomically enhanced tremor-suppression orthoses for the upper limb: a systematic review. J. Neuroeng. Rehabil. 16:93. doi: 10.1186/s12984-019-0543-7

 Fromme, N. P., Camenzind, M., Riener, R., and Rossi, R. M. (2020). Design of a lightweight passive orthosis for tremor suppression. J. Neuroeng. Rehabil. 17, 1–15. doi: 10.1186/s12984-020-00673-7

 Gallego, J., Rocon, E., Roa, J., Moreno, J., Koutsou, A., and Pons, J. L. (2009). On the use of inertial measurement units for real-time quantification of pathological tremor amplitude and frequency. Proc. Chem. 1, 1219–1222. doi: 10.1016/j.proche.2009.07.304

 Gallego, J. A., Rocon, E., and Pons, J. L. (2010). “Estimation of instantaneous tremor parameters for FES-based tremor suppression,” in 2010 IEEE International Conference on Robotics and Automation (Anchorage, AK: IEEE), 2922–2927. doi: 10.1109/ROBOT.2010.5509663

 Gopura, R., and Kiguchi, K. (2009). “Mechanical designs of active upper-limb exoskeleton robots: state-of-the-art and design difficulties,” in 2009 IEEE International Conference on Rehabilitation Robotics (Kobe: IEEE), 178–187. doi: 10.1109/ICORR.2009.5209630

 Ha, K. H., Varol, H. A., and Goldfarb, M. (2010). “Myoelectric control of a powered knee prosthesis for volitional movement during non-weight-bearing activities,” in 2010 Annual International Conference of the IEEE Engineering in Medicine and Biology (Buenos Aire: IEEE), 3515–3518. doi: 10.1109/IEMBS.2010.5627736

 Hargrove, L. J., Young, A. J., Simon, A. M., Fey, N. P., Lipschutz, R. D., Finucane, S. B., et al. (2015). Intuitive control of a powered prosthetic leg during ambulation: a randomized clinical trial. JAMA 313, 2244–2252. doi: 10.1001/jama.2015.4527

 Hariz, M. I., Rehncrona, S., Quinn, N. P., Speelman, J. D., and Wensing, C. (2008). Multicenter study on deep brain stimulation in Parkinson's disease: an independent assessment of reported adverse events at 4 years. Mov. Disord. 23, 416–421. doi: 10.1002/mds.21888

 Hassan, A., Ahlskog, J. E., Matsumoto, J. Y., Milber, J. M., Bower, J. H., and Wilkinson, J. R. (2016). Orthostatic tremor: clinical, electrophysiologic, and treatment findings in 184 patients. Neurology 86, 458–464. doi: 10.1212/WNL.0000000000002328

 He, Y., Nathan, K., Venkatakrishnan, A., Rovekamp, R., Beck, C., Ozdemir, R., et al. (2014). “An integrated neuro-robotic interface for stroke rehabilitation using the nasa x1 powered lower limb exoskeleton,” in 2014 36th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Chicago: IEEE), 3985–3988.

 Heldman, D. A., Jankovic, J., Vaillancourt, D. E., Prodoehl, J., Elble, R. J., and Giuffrida, J. P. (2011). Essential tremor quantification during activities of daily living. Parkinsonism Relat. Disord. 17, 537–542. doi: 10.1016/j.parkreldis.2011.04.017

 Herrnstadt, G., McKeown, M. J., and Menon, C. (2019). Controlling a motorized orthosis to follow elbow volitional movement: tests with individuals with pathological tremor. J. Neuroeng. Rehabil. 16:23. doi: 10.1186/s12984-019-0484-1

 Herrnstadt, G., and Menon, C. (2012). On-off tremor suppression orthosis with electromagnetic brake. Int. J. Mech. Eng. Mech. 1, 7–24. doi: 10.11159/ijmem.2013.002

 Herrnstadt, G., and Menon, C. (2016). Admittance-based voluntary-driven motion with speed-controlled tremor rejection. IEEE/ASME Trans. Mech. 21, 2108–2119. doi: 10.1109/TMECH.2016.2555811

 Huen, D., Liu, J., and Lo, B. (2016). “An integrated wearable robot for tremor suppression with context aware sensing,” in 2016 IEEE 13th International Conference on Wearable and Implantable Body Sensor Networks (BSN) (San Francisco, CA: IEEE), 312–317. doi: 10.1109/BSN.2016.7516280

 Jankovic, J. (2008). Parkinson's disease: clinical features and diagnosis. J. Neurol. Neurosurg. Psychiatry 79, 368–376. doi: 10.1136/jnnp.2007.131045

 Jankovic, J., and Stanley, F. (1980). Physiologic and pathologic tremors: diagnosis, mechanism, and management. Ann. Intern. Med. 93, 460–465. doi: 10.7326/0003-4819-93-3-460

 Javidan, M., Elek, J., and Prochazka, A. (1990). Tremor reduction by functional electrical stimulation. Neurology 40:369.

 Javidan, M., Elek, J., and Prochazka, A. (1992). Attenuation of pathological tremors by functional electrical stimulation II: clinical evaluation. Ann. Biomed. Eng. 20, 225–236. doi: 10.1007/BF02368522

 Journee, H. (1983). Demodulation of amplitude modulated noise: a mathematical evaluation of a demodulator for pathological tremor EMG's. IEEE Trans. Biomed. Eng. 30, 304–308. doi: 10.1109/TBME.1983.325120

 Katayama, Y., Kano, T., Kobayashi, K., Oshima, H., Fukaya, C., and Yamamoto, T. (2005). Difference in surgical strategies between thalamotomy and thalamic deep brain stimulation for tremor control. J. Neurol. 252, iv17–iv22. doi: 10.1007/s00415-005-4005-8

 Kazi, S., As'Arry, A., Zain, M., Mailah, M., and Hussein, M. (2010). Experimental implementation of smart glove incorporating piezoelectric actuator for hand tremor control. WSEAS Trans. Syst. Control 5, 443–453.

 Kiguchi, K., Imada, Y., and Liyanage, M. (2007). “EMG-based neuro-fuzzy control of a 4DoF upper-limb power-assist exoskeleton,” in 2007 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Lyon: IEEE), 3040–3043. doi: 10.1109/IEMBS.2007.4352969

 Koller, W. C. (1986). Pharmacologic treatment of Parkinsonian tremor. Archiv. Neurol. 43, 126–127. doi: 10.1001/archneur.1986.00520020020009

 Kotovsky, J., and Rosen, M. J. (1998). A wearable tremor-suppression orthosis. J. Rehabil. Res. Dev. 35, 373–387.

 Kwak, N. S., Müller, K. R., and Lee, S. W. (2015). A lower limb exoskeleton control system based on steady state visual evoked potentials. J. Neural Eng. 12:056009. doi: 10.1088/1741-2560/12/5/056009

 Lee, C., Kim, M., Kim, Y. J., Hong, N., Ryu, S., Kim, H. J., et al. (2017). Soft robot review. Int. J. Control Autom. Syst. 15, 3–15. doi: 10.1007/s12555-016-0462-3

 Loureiro, R. C., Belda-Lois, J. M., Lima, E. R., Pons, J. L., Sanchez-Lacuesta, J. J., and Harwin, W. S. (2005). “Upper limb tremor suppression in ADL via an orthosis incorporating a controllable double viscous beam actuator,” in 9th International Conference on Rehabilitation Robotics 2005. ICORR 2005 (Chicago: IEEE), 119–122. doi: 10.1109/ICORR.2005.1501065

 Luu, T. P., Brantley, J. A., Nakagome, S., Zhu, F., and Contreras-Vidal, J. L. (2017a). Electrocortical correlates of human level-ground, slope, and stair walking. PLoS ONE 12:e0188500. doi: 10.1371/journal.pone.0188500

 Luu, T. P., He, Y., Brown, S., Nakagome, S., and Contreras-Vidal, J. L. (2016). Gait adaptation to visual kinematic perturbations using a real-time closed-loop brain-computer interface to a virtual reality avatar. J. Neural Eng. 13:036006. doi: 10.1088/1741-2560/13/3/036006

 Luu, T. P., Nakagome, S., He, Y., and Contreras-Vidal, J. L. (2017b). Real-time EEG-based brain-computer interface to a virtual avatar enhances cortical involvement in human treadmill walking. Sci. Rep. 7, 1–12. doi: 10.1038/s41598-017-09187-0

 Mann, K. A., Wernere, F. W., and Palmer, A. K. (1989). Frequency spectrum analysis of wrist motion for activities of daily living. J. Orthop. Res. 7, 304–306. doi: 10.1002/jor.1100070219

 Manto, M., Rocon, E., Pons, J., Davies, A., Williams, J., Belda-Lois, J. M., et al. (2004). An active orthosis to control upper limb tremor: the drifts project (dynamically responsive intervention for tremor suppression). EURO-ATAXIA Newsl. 26, 2–6.

 Matsumoto, Y., Seki, M., Ando, T., Kobayashi, Y., Iijima, H., Nagaoka, M., et al. (2012a). “Analysis of EMG signals of patients with essential tremor focusing on the change of tremor frequency,” in 2012 Annual International Conference of the IEEE Engineering in Medicine and Biology Society (San Diego: IEEE), 2244–2250. doi: 10.1109/EMBC.2012.6346409


 Matsumoto, Y., Seki, M., Ando, T., Kobayashi, Y., Iijima, H., Nagaoka, M., et al. (2012b). “Tremor frequency based filter to extract voluntary movement of patients with essential tremor,” in 2012 4th IEEE RAS & EMBS International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Rome: IEEE), 1415–1422. doi: 10.1109/BioRob.2012.6290905

 Matsumoto, Y., Seki, M., Ando, T., Kobayashi, Y., Nakashima, Y., Iijima, H., et al. (2013). Development of an exoskeleton to support eating movements in patients with essential tremor. J. Robot. Mech. 25, 949–958. doi: 10.20965/jrm.2013.p0949

 Matsumoto, Y., Seki, M., Nakashima, Y., Ando, T., Kobayashi, Y., Iijima, H., et al. (2017). Algorithm to demodulate an electromyogram signal modulated by essential tremor. ROBOMECH J. 4:15. doi: 10.1186/s40648-017-0082-6

 Mirvakili, S. M., and Hunter, I. W. (2018). Artificial muscles: mechanisms, applications, and challenges. Adv. Mater. 30:1704407. doi: 10.1002/adma.201704407

 Nakagome, S., Luu, T. P., He, Y., Ravindran, A. S., and Contreras-Vidal, J. L. (2020). An empirical comparison of neural networks and machine learning algorithms for EEG gait decoding. Sci. Rep. 10:4372. doi: 10.1038/s41598-020-60932-4

 National Institute of Neurological Disorders and Stroke (2020). Tremor Fact Sheet. National Institute of Neurological Disorders and Stroke.

 O'Connor, R. J., and Kini, M. U. (2011). Non-pharmacological and non-surgical interventions for tremor: a systematic review. Parkinsonism Relat. Disord. 17, 509–515. doi: 10.1016/j.parkreldis.2010.12.016

 Pau, J. W., Xie, S. S., and Pullan, A. J. (2012). Neuromuscular interfacing: establishing an EMG-driven model for the human elbow joint. IEEE Trans. Biomed. Eng. 59, 2586–2593. doi: 10.1109/TBME.2012.2206389

 Perry, J. C., Rosen, J., and Burns, S. (2007). Upper-limb powered exoskeleton design. IEEE/ASME Trans. Mech. 12, 408–417. doi: 10.1109/TMECH.2007.901934

 Pons, J. L. (2011). TREMOR Project. Available online at: http://www.neuralrehabilitation.org/projects/tremor (accessed September 9, 2020).

 Presacco, A., Forrester, L. W., and Contreras-Vidal, J. L. (2012). Decoding intra-limb and inter-limb kinematics during treadmill walking from scalp electroencephalographic (EEG) signals. IEEE Trans. Neural Syst. Rehabil. Eng. 20, 212–219. doi: 10.1109/TNSRE.2012.2188304

 Puschmann, A., and Wszolek, Z. K. (2011). Diagnosis and treatment of common forms of tremor. Semin. Neurol. 31:65. doi: 10.1055/s-0031-1271312

 Raethjen, J., Lindemann, M., Schmaljohann, H., Wenzelburger, R., Pfister, G., and Deuschl, G. (2000). Multiple oscillators are causing parkinsonian and essential tremor. Mov. Disord. 15, 84–94. doi: 10.1002/1531-8257(200001)15:1<84::AID-MDS1014>3.0.CO;2-K

 Robinson, N., Guan, C., and Vinod, A. (2015). Adaptive estimation of hand movement trajectory in an EEG based brain-computer interface system. J. Neural Eng. 12:066019. doi: 10.1088/1741-2560/12/6/066019

 Rocon, E., Belda-Lois, J., Ruiz, A., Manto, M., Moreno, J. C., and Pons, J. L. (2007). Design and validation of a rehabilitation robotic exoskeleton for tremor assessment and suppression. IEEE Trans. Neural Syst. Rehabil. Eng. 15, 367–378. doi: 10.1109/TNSRE.2007.903917

 Rocon, E., Gallego, J., Barrios, L., Victoria, A., Ibánez, J., Farina, D., et al. (2010). “Multimodal BCI-mediated FES suppression of pathological tremor,” in 2010 Annual International Conference of the IEEE Engineering in Medicine and Biology (Buenos Aires: IEEE), 3337–3340. doi: 10.1109/IEMBS.2010.5627914

 Rocon, E., Gallego, J., Belda-Lois, J., and Pons, J. L. (2014). “Assistive robotics as alternative treatment for tremor,” in ROBOT2013: First Iberian Robotics Conference (Madrid: Springer), 173–179. doi: 10.1007/978-3-319-03413-3_12

 Rocon, E., Gallego, J. Á., Belda-Lois, J. M., Benito-León, J., and Pons, J. L. (2012). Biomechanical loading as an alternative treatment for tremor: a review of two approaches. Tremor Other hyperkinet. Mov. 2:02-77-495-1. doi: 10.5334/tohm.107

 Rocon, E., and Pons, J. L. (2011). Exoskeletons in Rehabilitation Robotics: Tremor Suppression, Vol. 69. Springer.

 Rocon, E., Ruiz, A., Pons, J. L., Belda-Lois, J. M., and Sánchez-Lacuesta, J. (2005). “Rehabilitation robotics: a wearable exo-skeleton for tremor assessment and suppression,” in Proceedings of the 2005 IEEE International Conference on Robotics and Automation (Barcelona: IEEE), 2271–2276. doi: 10.1109/ROBOT.2005.1570451

 Shen, X., Wong-Yu, I. S., and Mak, M. K. (2016). Effects of exercise on falls, balance, and gait ability in Parkinson's disease: a meta-analysis. Neurorehabil. Neural Repair 30, 512–527. doi: 10.1177/1545968315613447

 Smaga, S. (2003). Tremor. Am. Fam. Phys. 68, 1545–1552.

 Stiles, R. N., and Randall, J. (1967). Mechanical factors in human tremor frequency. J. Appl. Physiol. 23, 324–330. doi: 10.1152/jappl.1967.23.3.324

 Swallow, L., and Siores, E. (2009). Tremor suppression using smart textile fibre systems. J. Fiber Bioeng. Inform. 1, 261–266. doi: 10.3993/jfbi03200902

 Taheri, B., Case, D., and Richer, E. (2013). Robust controller for tremor suppression at musculoskeletal level in human wrist. IEEE Trans. Neural Syst. Rehabil. Eng. 22, 379–388. doi: 10.1109/TNSRE.2013.2295034

 Taheri, B., Case, D., and Richer, E. (2014). Adaptive suppression of severe pathological tremor by torque estimation method. IEEE/ASME Trans. Mech. 20, 717–727. doi: 10.1109/TMECH.2014.2317948

 Takanokura, M., Sugahara, R., Miyake, N., Ishiguro, K., Muto, T., and Sakamoto, K. (2011). “Upper-limb orthoses implemented with air dashpots for suppression of pathological tremor in daily activites,” in ISB Conference (Brussels).

 Tepavac, D., and Schwirtlich, L. (1997). Detection and prediction of FES-induced fatigue. J. Electromyogr. Kinesiol. 7, 39–50. doi: 10.1016/S1050-6411(96)00008-9

 Thenganatt, M. A., and Louis, E. D. (2012). Distinguishing essential tremor from Parkinson's disease: bedside tests and laboratory evaluations. Expert Rev. Neurother. 12, 687–696. doi: 10.1586/ern.12.49

 Timmer, J., Häußler, S., Lauk, M., and Lücking, C. H. (2000). Pathological tremors: deterministic chaos or nonlinear stochastic oscillators? Chaos 10, 278–288. doi: 10.1063/1.166494

 Tsang, H., Su, R., and Chandler, A. (2006). Simplified inverse dynamics models for mr fluid dampers. Eng. Struct. 28, 327–341. doi: 10.1016/j.engstruct.2005.06.013

 Wang, J., Barry, O., Kurdila, A. J., and Vijayan, S. (2019). “On the dynamics and control of a full wrist exoskeleton for tremor alleviation,” in Dynamic Systems and Control Conference, Vol. 59155 (Park City: American Society of Mechanical Engineers), V002T27A008. doi: 10.1115/DSCC2019-9118

 Yang, H. D., Greczek, B. T., and Asbeck, A. T. (2019). Modeling and analysis of a high-displacement pneumatic artificial muscle with integrated sensing. Front. Robot. AI 5:136. doi: 10.3389/frobt.2018.00136

 Yi, A., Zahedi, A., Wang, Y., Tan, U. X., and Zhang, D. (2019). “A novel exoskeleton system based on magnetorheological fluid for tremor suppression of wrist joints,” in 2019 IEEE 16th International Conference on Rehabilitation Robotics (ICORR) (Toronto; Ontario, CA: IEEE), 1115–1120. doi: 10.1109/ICORR.2019.8779363

 Zahedi, A., Zhang, B., Yi, A., and Zhang, D. (2020). A soft exoskeleton for tremor suppression equipped with flexible semiactive actuator. Soft Robot. doi: 10.1089/soro.2019.0194

 Zamanian, A. H., and Richer, E. (2019). Adaptive notch filter for pathological tremor suppression using permanent magnet linear motor. Mechatronics 63:102273. doi: 10.1016/j.mechatronics.2019.102273

 Zhang, F., and Huang, H. (2012). Source selection for real-time user intent recognition toward volitional control of artificial legs. IEEE J. Biomed. Health Inform. 17, 907–914. doi: 10.1109/JBHI.2012.2236563

 Zhang, J., Xing, Y., Ma, X., and Feng, L. (2017). Differential diagnosis of Parkinson disease, essential tremor, and enhanced physiological tremor with the tremor analysis of EMG. Parkinsons Dis. 2017:1597907. doi: 10.1155/2017/1597907

 Zhou, Y., Jenkins, M. E., Naish, M. D., and Trejos, A. L. (2016). “The measurement and analysis of parkinsonian hand tremor,” in 2016 IEEE-EMBS International Conference on Biomedical and Health Informatics (BHI) (Las Vegas, NV: IEEE), 414–417. doi: 10.1109/BHI.2016.7455922

 Zhou, Y., Jenkins, M. E., Naish, M. D., and Trejos, A. L. (2018). “Development of a wearable tremor suppression glove,” in 2018 7th IEEE International Conference on Biomedical Robotics and Biomechatronics (Biorob) (Enschede: IEEE), 640–645. doi: 10.1109/BIOROB.2018.8487197

 Zhou, Y., Naish, M. D., Jenkins, M. E., and Trejos, A. L. (2017). Design and validation of a novel mechatronic transmission system for a wearable tremor suppression device. Robot. Auton. Syst. 91, 38–48. doi: 10.1016/j.robot.2016.12.009

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Nguyen and Luu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 30 April 2021
doi: 10.3389/fcell.2021.654407





[image: image]

TERT Mutation Is Accompanied by Neutrophil Infiltration and Contributes to Poor Survival in Isocitrate Dehydrogenase Wild-Type Glioma

Mengqi Gao1, Yi Lin2*, Xing Liu3, Zheng Zhao3,4, Zhiyuan Zhu1,5, Hongbo Zhang1, Yunchao Ban2, Yanan Bie6, Xiaozheng He1, Xiang Sun1 and Shizhong Zhang1*

1Guangdong Provincial Key Laboratory on Brain Function Repair and Regeneration, Department of Functional Neurosurgery, Zhujiang Hospital of Southern Medical University, Guangzhou, China

2Department of Neurosurgery, The First Hospital of China Medical University, Shenyang, China

3Chinese Glioma Genome Atlas Network, Beijing, China

4Department of Neurosurgery, Beijing Tiantan Hospital, Capital Medical University, Beijing, China

5Division of Neurosurgery, Department of Surgery, Li Ka Shing Faculty of Medicine, The University of Hong Kong, Hong Kong, China

6School of Life Sciences and Biopharmaceutics, Guangdong Pharmaceutical University, Guangzhou, China

Edited by:
Guohui Lu, The First Affiliated Hospital of Nanchang University, China

Reviewed by:
Dipongkor Saha, Texas Tech University Health Sciences Center, Abilene, United States
Lihua Xu, Massachusetts General Hospital and Harvard Medical School, United States

*Correspondence: Yi Lin, linyi@cmu.edu.cn; Shizhong Zhang, zhangshizhong@smu.edu.cn

Specialty section: This article was submitted to Molecular Medicine, a section of the journal Frontiers in Cell and Developmental Biology

Received: 16 January 2021
Accepted: 22 March 2021
Published: 30 April 2021

Citation: Gao M, Lin Y, Liu X, Zhao Z, Zhu Z, Zhang H, Ban Y, Bie Y, He X, Sun X and Zhang S (2021) TERT Mutation Is Accompanied by Neutrophil Infiltration and Contributes to Poor Survival in Isocitrate Dehydrogenase Wild-Type Glioma. Front. Cell Dev. Biol. 9:654407. doi: 10.3389/fcell.2021.654407

Mutation of the telomerase reverse transcriptase (TERT) promoter has been demonstrated as an unfavorable prognostic marker in patients with isocitrate dehydrogenase wild-type (IDHwt) glioma. This study aimed to investigate the immune role of TERT promoter mutation status which could improve prognostic prediction in IDHwt. TERT mutation status, IDH mutation, and 1p-19q codeletion status data were obtained from 614 glioma cases from the Cancer Genome Atlas, and 325 cases from the Chinese Glioma Genome Atlas. The same information was obtained from 49 clinical glioma tissues. TERT mutation is preferentially present in glioblastoma and IDH-wt gliomas and is associated with poor prognosis. Moreover, TERT mutation was associated with infiltration of neutrophils and expression of neutrophil chemokines. which might partially contribute to the poor outcome in IDH-wt glioma. Furthermore, patients with IDH-wt glioma did not harbor increased peripheral neutrophils, implying that the infiltrated neutrophil in the tumor environment might due to cytokine chemotaxis. In this study, we hereby propose that TERT mutation might be a molecular driver of the dysfunctional immune microenvironment in IDH-wt glioma. TERT mutation may be a potential immune therapeutic target for optimizing treatment combinations and patient selection for glioma immunotherapy.
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INTRODUCTION

Glioma is the most common and malignant primary brain tumor in adults (Weller et al., 2015). Telomerase re-activation is frequent in malignancies and confers replicative immortality. It has been associated with poor outcome in brain tumors (Lotsch et al., 2013; Gojo et al., 2017; Gabler et al., 2019). Telomerase, the key enzyme for telomere length maintenance, is crucial for the survival of cancer cells (Duan and Zhao, 2018). Through its activation, tumor cells circumvent cellular senescence caused by telomere shortening, thus obtaining immortality (Martinez and Blasco, 2011). In brain cancers, concurrent mutations of BRAF and TERT promoter have been identified to be associated with tumor aggressiveness (Mistry et al., 2015; Matsumura et al., 2017; Mackay et al., 2018; Phillips et al., 2019). Telomeres are regions of repetitive nucleotide sequences (TTAGGG). They are composed of a DNA and telomere-binding proteins that at the ends of chromosomes (Blackburn et al., 2015). Ohali et al. (2006) reported that telomere length is associated with neuroblastoma prognosis. It is a reverse transcriptase that is composed of a catalytic protein subunit called telomerase reverse transcriptase (TERT), coding by the TERT gene in humans, and a human telomerase RNA (hTR) element encoded by hTERC (Duan and Zhao, 2018). Previous research have shown that TERT downregulation obviously inhibits the proliferation and invasion of neuroblastoma cells, and induces apoptosis (Chakrabarti et al., 2013). The poor prognosis of glioma is result from the transformed cells combining the tumor microenvironment, including vascular and stromal cells and inflammatory infiltrates (Hewedi et al., 2013; Poon et al., 2017). Current glioma diagnosis and classification system scarcely interrogates the effect of TERT mutation on glioma immune microenvironment. Here, we aimed to identify biomarkers associated with TERT promoter mutation status to improve prognosis prediction in IDH-wt glioma.



MATERIALS AND METHODS


Patients and Databases

Datasets of The Cancer Genome Atlas (TCGA)1 and the Chinese Glioma Genome Atlas (CGGA)2 datasets were downloaded online. This study collected transcriptome expression data of 614 TCGA gliomas and 325 CGGA gliomas, including age, gender, diagnosis, WHO classification, chemotherapy and radiotherapy regimens, molecular data and prognosis. Meanwhile, tumor tissues of 49 gliomas who received surgical treatment in the first hospital of China Medical University from 2017 to 2018 were collected, including 12 WHO grade II, 22 WHO grade III and 15 glioblastoma patients (Supplementary Table 1). This study was approved by the ethics committee of the First Hospital of China Medical University. Written informed consent was obtained from all patients.



TERT Mutation

The TERT mutation status and mRNA expression data were downloaded from TCGA. The TERT status of 49 glioma patients was determined by sequencing.



IDH Mutation and 1p-19q Codeletion Status

IDH mutation and 1p-19q codeletion status data were downloaded from the TCGA and CGGA datasets. The IDH1 and IDH2 status of 49 glioma patients was ascertained as reported earlier (Gao et al., 2019).



Immunohistochemistry and Immunofluorescence

Formalin fixed paraffin embedded tissues were used for immunohistochemistry and immunofluorescence. Four micron thick slices were cut, dewaxed in xylene, rinsed in graded ethanol, and rehydrated in distilled water. After the antigen was extracted with sodium citrate buffer (10 mM sodium citrate, pH 6.0), the endogenous peroxidase activity was blocked by 3% H2O2. The sections were incubated with primary antibodies and DAB staining solution was used for signal generating. Sections were stained with hematoxylin, dehydrated and sealed. For immunofluorescence, the antigen was extracted by EDTA buffer (1 mm Tris/EDTA, pH 9.0). The endogenous fluorescence was eliminated by AutoFluo Quencher (Servicebio, Wuhan, Cat# G1221). The details of the immunofluorescence and immunohistochemistry antibodies are showed in Supplementary Table 2. Image Pro Plus (v.6.0) was used to score the staining of each marker. The integral optical density area ratio of each marker was calculated to evaluate the staining intensity.



Statistical Analysis

R language (v. 3.6.2), SPSS software (v. 22.0), and GraphPad Prism (v. 8.3.0) for Windows were used for statistical analyses and generating figures. Two-tailed Student’s t-test was used to separate the genes with differential expression according to TERT mutation. Correction of p-values was performed to control the false discovery rate (FDR) using R-values of FDR < 0.01, which were considered statistically significant. The multivariate Cox proportional hazard model was used to evaluate independent prognostic variables, and Kaplan–Meier curves were employed to depict survival distributions. Immune cells that correlated with the TERT mutation status were explored by a two-tailed Student’s t-test using SPSS, considering the effect of variant grades or IDH status.



Bioinformatics Analyses

The Database for Annotation, Visualization, and Integrated Discovery (DAVID v6.8)3, STRING (v10.5)4, and Kyoto Encyclopedia of Genes and Genomes (KEGG)5 were performed to gene annotation and pathway analyses. Gene set enrichment analysis (GSEA) was used to explore the biological functions of TERT mutations. To further define the immune cell subpopulations affected by TERT mutation, we used gene set variation analysis (GSVA) to explore the relationship between TERT and the predefined, highly distinctive, transcriptional profile of each immune cell type (Chtanova et al., 2005; Wendt et al., 2006; Hyrcza et al., 2007; Bindea et al., 2013). Eighteen types of immune cells with corresponding gene signatures were selected (Supplementary Table 3).



RESULTS


TERT Mutation Tended to Occur Frequently in Glioblastoma and IDHwt Glioma, With a Trend for Poor Survival

To identify the distribution of TERT status, we analyzed the TERT mutation ratio by hierarchical analysis. First, we found that glioblastomas are more prone to TERT mutations than grade II and grade III gliomas (Figure 1A) as well as gliomas with IDHwt or 1p19q codeletion (Figures 1B,C). Furthermore, TERT mutant (TERTmut) gliomas were associated with shorter patient survival across glioblastoma and IDHwt subgroups, despite no significant difference from IDHwt subgroups (Figures 1D–G and Supplementary Table 4).
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FIGURE 1. TERT mutation pattern and prognostic value in glioma from TCGA dataset. TERT mutation radio in glioma according to WHO grade (A), IDH status (B) or 1p-19q co-deletion (C); Kaplan-Meier analyses of overall survival according to TERT status (D, all cases; E, glioblastoma; F, all cases with IDH mutant; G, all cases with IDH wild type); discriminative power of TERT was assessed with Kaplan-Meier plotting method and the Log-rank test. Significant p < 0.05.




TERT Mutation Is Associated With Immune Response Promotion in IDH-wt Glioma

To better understand the mechanism of TERT mutation in IDHwt glioma, we determined the differentially expressed genes between TERT wild-type and mutation. Among the 20,497 genes analyzed, 3,265 genes were upregulated in TERTmut gliomas, and 1,682 genes showed increased expression in TERT wild-type ones (adjusted p < 0.01, Supplementary Table 5). Subsequent analyses showed that the upregulated genes in TERTmut gliomas were enriched in various immune-related pathways including cell division, interferon-gamma-mediated signaling pathway, NF-κB signaling pathway, positive regulation of NF-κB signaling, inflammatory response, innate immune response, immune response, and antigen processing and presentation (Figure 2A). Therefore, we considered that the TERT promoter status was associated with the immune response in glioma. Among the 822 immune genes, the expression levels of 361 genes were upregulated in TERTmut gliomas and 91 genes in TERT wild-type cells (t-test, p < 0.05, Supplementary Table 5). We then analyzed the TERT mutation-related immune genes using Gene Ontology (GO). GO analyses showed that multiple immune-related processes were enriched in TERTmut gliomas, including cytokine-cytokine receptor interaction, chemokine signaling pathway, graft-versus-host disease, intestinal immune network for IgA production, Jak-STAT signaling pathway, antigen processing and presentation, HTLV-I infection, NF-κB signaling pathway, natural killer cell-mediated cytotoxicity, and PI3K-Akt signaling pathway (Figure 2B), which verified our hypothesis that TERT promoter status is associated with immune response in glioma. We further validated this hypothesis using GSEA, which highlighted that TERTmut gliomas showed increased immune responses (Supplementary Figure 1).
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FIGURE 2. GO analyses of upregulated gene set enrichment according to TERT mutation in IDHwt gliomas (including KEGG). (A) GO analyses enrichment pathways for differentially expressed genes from the whole RNA-Seq genes among IDHwt gliomas. (B) GO pathway analyses for differentially expressed immune genes among IDHwt gliomas; Plot size shows gene counts on enrichment of pathway; Color depth shows the –log10p value from low level (blue) to high (red); significant p < 0.05.




TERT Mutation Is Accompanied by Increased Neutrophils in the Local IDH-wt Glioma Microenvironment

To further stratify the immune variation of TERT mutated tumors in glioma microenvironment, we analyzed the enrichment scores of 26 immune cell-characterized gene sets across TERT mutation status (Table S6). We found that TERTmut glioma contained infiltration of neutrophils (rTERTmut = 0.054 ± 0.361, rTERTwt = −0.203 ± 0.286, p < 0.01, TCGA cohort, t-test) in IDHwt glioma cases, whereas the numbers of microglia and central memory T-cells (Tcm) were low (Figure 3A). The same trend of neutrophils was observed in the CGGA cohort (Figure 3B, rTERTmut = 0.091 ± 0.364, rTERTwt = −0.044 ± 0.332, p < 0.05, CGGA cohort, t-test). However, macrophages were not correlated with TERT status.


[image: image]

FIGURE 3. Immune cell enrichment in gliomas according to TERT status. Samples were divided into a TERT mutant (TERTmut) group and TERT wild-type (TERTwt) group. All cases, IDH mutant and IDH wild-type cases from TCGA cohort (A). The same subgroup gliomas from the Chinese Glioma Genome Atlas (CGGA) cohort (B). Immunostaining results of multiple immune cells according to TERT mutation. (C) Immunohistochemistry result among 49 IDHwt gliomas. (D) Immunohisto- chemical staining showed that neutrophils increased with TERT mutation in IDHwt gliomas, –, Lower than the mean value; +, higher than the mean value. (E) Immune cell counts of peripheral blood according to TERT mutation in IDHwt glioma; LYM, lymphocytes; MONO, monocytes; NE, neutrophils; WBC, total leukocytes; significant p < 0.05.


To confirm the above findings, we investigated tumoral infiltrated immune cell in 49 IDH-wt glioma tissue and interrogated their association with TERT mutation status (Figures 3C,D). In line with the bioinformatics findings, the profiles of infiltrated immune cells differed between TERTmut and TERT wild-type gliomas. More neutrophils were identified in TERTmut gliomas (p < 0.01).

We then measured the level of peripheral neutrophils in preoperative patients. We found insignificant difference in neutrophil counts between TERTmut and wild-type gliomas (Figure 3E). Therefore, we speculated that the neutrophil enrichment in the TERTmut glioma local microenvironment was due to cytokine-induced chemotaxis.



TERT-Mut Is Accompanied by Increased Neutrophils Relative to Chemokines in the Tumor

To investigate the relationship between TERT mutation and neutrophil enrichment in glioma, chemokine levels were compared between TERTmut glioma and TERT wild-type glioma (Supplementary Table 7). We found that the following neutrophil chemokines—MMP9, CCL2, CCL5, CXCR4, CXCR2, CCL23, and IL8 (p = 0.07)—were enriched in TERTmut gliomas (t-test, p < 0.05, Figure 4).
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FIGURE 4. Analyses of neutrophil chemokine expression in IDHwt glioma according to TERT mutation. (A) All samples from TCGA cohort. (B) IDHwt samples from TCGA cohort. **p < 0.01; ***p < 0.001; ****p < 0.0001; NS, not significant.




Neutrophil Enrichment in Tumor Microenvironment Is Related With the Survival of Glioma Patients

To identify whether neutrophil infiltration accounts for poor survival of patients with TERTmut glioma, we analyzed the prognosis in cases based on neutrophil enrichment scores from the GSVA results. As expected, high neutrophil levels indicated poor survival in patients with glioma (Figure 5). This observation was in accordance with the findings in TERT mutation.
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FIGURE 5. Kaplan–Meier analyses of overall survival according to the neutrophil enrichment score from GSVA. (A) All cases, (B) all cases with IDH mutant, and (C) all cases with IDH wild-type. The discriminative power of TERT was assessed with the Kaplan–Meier plotting method and the log-rank test. Significant p < 0.05.




DISCUSSION

Inflammation promotes the proliferation, survival and metastasis of tumor cells, which is helpful to overturn adaptive immunity and enhance response to chemotherapy (Mantovani et al., 2008). The microenvironment of glioma is dominated by macrophages, which are thought to be transformed by glioma cells to promote tumor growth (Morantz et al., 1979; Poon et al., 2017). The poor survival of IDHwt gliomas may, at least partially, result from high levels of immune components infiltration (Yu et al., 2010). However, the underlying molecular mechanisms is still unclear. Therefore, more relevant studies are needed to provide deeper insights for improving precisive diagnosis and therapy for glioma (Roth et al., 1998; Rohn et al., 2001; Brown et al., 2017; Yang et al., 2017).

To this end, we proposed that the TERT mutation may play essential roles in mediating IDH-related immune response in tumor microenvironment (TME). We found that TERT mutation is associated with neutrophil enrichment, indicating that this mutation may closely associated with tumor immunity. Moreover, we identified a variety of specific chemokines infiltrated in TERTmut tumors, which might attribute to the chemotaxis of neutrophils in the microenvironment.

Tumor-associated neutrophils (TANs) release neutrophil elastase (ELA2), collagenase (MMP8) and gelatinase B (MMP9), which contain in their granules. These enzymes can promote the invasion of tumor cells by remodeling the extracellular matrix or directly acting on tumor cells (Dumitru et al., 2013; Bonavita et al., 2016). Neutrophils can even enhance the production of VEGF and the invasion of tumor cells by producing oncostatin M (Nozawa et al., 2006) and MMP9. On the other hand, neutrophils can inhibit tumor growth through antibody-dependent cytotoxicity (Stoppacciaro et al., 1993), which determines its important role in anti-cancer monoclonal antibody therapy (Brandsma et al., 2015). Interferon (IFN)-activated neutrophils can release TRAIL/APO2 ligand (tumor necrosis factor-related apoptosis-inducing ligand), which selectively induces apoptosis in tumor cells (Kemp et al., 2005; Cassatella et al., 2006). TANs may be classified into IFN-β-induced anti-tumoral neutrophils (N1), and TGF-β- induced tumor-promoting neutrophils (N2). N1 and N2 can be distinguished by various biological functions, such as expression of adhesion molecules, inflammatory mediators, chemokines, and chemokine receptors (Jablonska et al., 2010; Eruslanov et al., 2014).

These studies show that tumor-infiltrating neutrophils can be polarized. However, it is still unclear whether the functional differences of different neutrophils states is due to the regulation of cytokines in tumor microenvironment or the infiltration of different neutrophil subsets. CCRL2/CXCR2 is the main chemokine of neutrophils in vitro (Del Prete et al., 2017), which regulate both adaptive and innate immune responses (Del Prete et al., 2013). Blocking CXCR2 receptor can inhibit neutrophil infiltration into tumor, suppress tumor growth and reduce angiogenesis (Jablonska et al., 2014). In breast cancer, inhibition of CXCR2 increases the efficacy of chemotherapy (Acharyya et al., 2012). These data suggest that CXCR2 expressed by neutrophils is essential for their homing to tumors tissue with high expression of CXCR2 ligand. In tumors, CXCR4 is overexpressed in circulating neutrophil subsets, which promotes angiogenesis and tumor progression (Massena et al., 2015). Furthermore, CXCR4 may elevated in N2 neutrophils since it is inhibited by IFN-β (Jablonska et al., 2010). The expression of the CC chemokine receptors CCR1, CCR2, CCR3, and CCR5 is upregulated by neutrophils (Hartl et al., 2008). There have been emerging studies on the role of CCL2-CCR2 axis by neutrophil-monocyte cooperation biology (Hagerling et al., 2019; Hou et al., 2020). In tumor, neutrophils can be mobilized and recruited through CCL2–CCR2 axis (Pahler et al., 2008). However, whether CCL2 has positive or negative effects on tumor growth depends on it recruits pro-tumor or anti-tumor neutrophils/monocytes to the tumor (Mitchem and DeNardo, 2012; Mitchem et al., 2013; Lavender et al., 2017).

In this study, CCL2, CCL5, CXCR4, MMP9, and CXCR2 expression was found to be high in TERTmut glioma from all samples and IDHwt subgroups with high levels of neutrophil infiltration, which indicated that N2 phenotype neutrophils were associated with TERT mutation (Bonavita et al., 2016). In summary, overexpression of these chemokines may recruit specific neutrophils into the local tumor microenvironment and exhibiting anti-glioma effects.

The relationship between TERTmut and patient survival did not reach statistical significance in IDH subgroups. It could be result from the limited number of cases in each subgroup. Further studies are needed to determine the prognostic value of TERT mutations in these subgroups of patients. Further studies are needed to validate the relationship between Tert mutation and tumor associated neutrophil. Ex vivo profiling of the cell components in IDHwt glioma tissues would provide valuable information of tumor microenvironment. The correlation analysis can only provide preliminary evidence of the relationship rather than determine the causal relationship between Tert mutation and tumor associated neutrophil infiltration.

To conclude, this study suggest that TERT correlates with immune response and the infiltration of neutrophils in the IDH wild-type glioma microenvironment. Accordingly, TERT may serve as a potential therapeutic target. Further studies are warranted to confirm our findings and unveil the underlying mechanism.
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Supplementary Figure 1 | GSEA analyses of upregulated gene set enrichment in IDHwt glioma according to TERT mutation. (A) GO gene set enrichment in TERTmut glioma. (B) GO gene set enrichment in TERTwt glioma. (C) Immunologic gene set enrichment in TERTmut glioma. (D) Immunologic gene set enrichment in TERTwt glioma. Blue column with upper scale, NES; gray plot with lower scale, −log10 p-value; p < 0.05.
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Introduction: Although major depressive diroder (MDD) has brought huge burden and challenges to society globally, effective and accurate diagnoses and treatments remain inadequate. The pathogenesis that for women are more likely to suffer from depression than men needs to be excavated as well. The function of circRNAs in pathological process of depression has not been widely investigated. This study aims to explore potential diagnostic biomarker circRNA of female patients with MDD and to investigate its role in pathogenesis.

Methods: First, an expression profile of circRNAs in the peripheral blood monocular cells of MDD patients and healthy peripherals were established based on high-throughput sequencing analysis. In addition, the top 10 differentially expressed circRNAs were quantified by quantitative real-time PCR to explore diagnostic biomarkers. To further investigate the function of biomarkers in the pathogenesis of MDD, bioinformatics analysis on downstream target genes of the biomarkers was carried out.

Results: There is a mass of dysregulated circRNAs in PBMCs between female MDD patients and healthy controls. Among the top 10 differentially expressed circRNAs, hsa_circ_0126218 is more feasible as a diagnostic biomarker. The expression level of hsa_circ_0126218 displayed upregulation in patients with MDD and the area under the operating characteristic curve of hsa_circ_0126218 was 0.801 (95% CI 0.7226–0.8791, p < 0.0001). To explain the competing endogenous RNA role of hsa_circ_0126218 in the pathogenesis of female MDD, a hsa_circ_0126218-miRNA-mRNA network was established. Gene Ontology and Kyoto Encyclopedia of Genes and Genomes pathway enrichment analyses stated that some of the enriched pathways downstream of hsa_circ_0126218 are closely related to MDD. Moreover, we established a protein-protein network to further screen out the hub genes (PIK3CA, PTEN, MAPK1, CDC42, Lyn, YES1, EPHB2, SMAD2, STAT1, and ILK). The function of hsa_circ_0126218 was refined by constructing a verified circRNA-predicted miRNA-hub gene subnetwork.

Conclusion: hsa_circ_0126218 can be considered as a new female MDD biomarker, and the pathogenesis of female MDD by the downstream regulation of hsa_circ_0126218 has been predicted. These findings may help further improve the early detection, effective diagnosis, convenient monitoring of complications, precise treatment, and timely recurrence prevention of depression.

Keywords: major depressive disorder, circular RNA, diagnostic biomarker, high throughput sequencing, bioinformatics analysis, peripheral blood mononuclear cells


INTRODUCTION

Major depressive disorder (MDD), as a common mental disorder, has brought huge burden and challenges to society globally (World Health Organization, 2017; Gbd 2017 Disease and Injury Incidence and Prevalence Collaborators, 2018). It not only affects the social function of patients, but also their quality of life (Smith, 2014). Even though the high prevalence and considerable risk of disability and suicide have gained great attention (Ferrari et al., 2013; Gbd 2017 Disease and Injury Incidence and Prevalence Collaborators, 2018), effective and accurate diagnoses and treatments for MDD remain inadequate (Chen et al., 2017). This may be because the diagnosis and treatment plan of MDD is still dependent on the subjective assessment of the symptomology of patients by psychiatrists and their clinical experiences. Meanwhile, there was also a close link found between duration of illness and treatment response, and shorter episodes tended to have better therapeutic efficacy (Riedel et al., 2011). Therefore, investigating high-efficient and accurate biomarkers for early diagnosis of MDD to mitigate the status is imperative.

Along with the increased advances in RNA exploration techniques and bioinformatics algorithms, increasing studies have focused on investigating the biological functions of circular RNA (circRNA). Widely recognized non-coding RNAs, circRNAs have highly tissue-specific expression patterns (Xia et al., 2016; Maass et al., 2017). circRNAs perform as a closed continuous loop by joined 3′ and 5′ ends based on covalent bonds to resist RNA exonucleases (Greene et al., 2017). The relatively stable structure, high resistance to nucleases, conservative sequence, and rich variety suggest circRNAs as ideal diagnostic biomarkers (Conn et al., 2015). In the clinic, blood-based biomarkers are preferred because of their minimally invasive collection. Biomarker circRNAs in peripheral blood monocular cells (PBMCs) have been discovered in various diseases because of their relatively high abundance and indispensable convenience, such as active tuberculosis (Huang et al., 2018), acute ischemic stroke (Dong et al., 2019), hepatocellular carcinoma (Lei et al., 2019), and Crohn’s disease (Yin et al., 2019). For patients with MDD, there are obviously many incomparable advantages to discovering diagnostic biomarker circRNAs in PBMCs. Meanwhile, circRNA could also be used as a potential therapeutic target. Circular RNA is known to play a role in miRNA sponging due to its competitive endogenous RNA mechanism. As a post-transcriptional regulator, miRNA regulates downstream gene expression based on base pairing with mRNA. That is to say, circRNA has the ability to indirectly inhibit miRNA to regulate target mRNA by competitively binding to miRNA (Hansen et al., 2013; Bezzi et al., 2017). The sponge roles they play in the pathological processes of various diseases have been widely mined, such as various cancers (Vo et al., 2019), cardiovascular disease (Aufiero et al., 2019; Liang et al., 2020), systemic lupus erythematosus (Li et al., 2018), diabetes (Haque et al., 2020), and nervous system disease (Akhter, 2018; Jia et al., 2020), to mention a few. However, few studies have been performed in the depression field, and the molecular biological functions of circRNAs in the pathogenesis of MDD are still unclear.

One main concern is that women are more vulnerable to MDD with heavier severity, higher functional impairment, younger onset age, and lower quality of life compared to men (Kornstein et al., 2000b). Furthermore, the responses of the treatment vary with gender (Kornstein et al., 2000a; Khan et al., 2005). Besides, there is a sexual dimorphism at gene expression and biomolecular mechanisms in MDD. A recent study illustrated that the overlap between MDD causing genes in women and men is quite low. In addition to gene expression and transcriptional profiles, transcription levels in MDD also assume sex-specificity (Labonté et al., 2017). Therefore, offering sex-specific diagnosis and treatment could be a new strategy for patients with MDD.

The purpose of this study was to explore potential diagnostic biomarkers of female MDD and investigate its role in pathogenesis. First, we established a circRNA expression profile in the PBMCs of three paired female MDD patients and healthy controls based on high-throughput sequencing (HTS) analysis. In addition, the top 10 differentially expressed circRNAs (DEcircRNAs) were screened for preliminary verification based on fold change. For the preliminary verification step, the top 10 DEcircRNAs in PBMCs from 20 patients with MDD and 20 healthy controls were quantified by quantitative real-time PCR (qRT-PCR) to investigate potential biomarkers. Subsequently, potential biomarkers with high diagnostic value were selected for further verification in the relatively larger cohorts (patients with MDD, n = 60; healthy controls, n = 60). Finally, bioinformatic analysis was utilized on verified biomarkers to explore the potential function in the pathogenesis of MDD.



MATERIALS AND METHODS


Study Population and Process

In this study, 83 female patients with MDD who were admitted to the First Psychiatric Hospital of Harbin, Harbin, China between May 2018 and November 2019 were recruited. Along with 83 healthy controls, age-, gender-, and ethnic-matched healthy people who had undergone physical examination during the same period. All patients with MDD were assessed using the diagnostic criteria of the Diagnostic and Statistical Manual for Mental Illness (fifth edition, DSM-V) based on the structured interviews of two psychiatrists. And then the 32-item Hypomania Checklist (HCL-32) was utilized to rule out previous episodes of mania or hypomania. All MDD patients and healthy controls who met any of the following criteria were excluded: (1) received treatment or intervention, (2) physical or neurological diseases, (3) history of alcohol or drug abuse, (4) family history of neuropsychiatric disorders, and (5) in puberty, perimenopause, or pregnancy. The study was approved by the Ethical Committee of Harbin Medical University. Informed consent forms were signed by all the participants.



Blood Sample Collection and RNA Extraction in PBMCs

After overnight fasting, 5 ml of peripheral blood was collected from the median cubital vein of each patient before breakfast, and then stored in EDTA (ethylenediaminetetraacetic acid) anticoagulant vacutainers. The PBMCs were isolated by density-gradient centrifugation over a human peripheral blood lymphocyte separator according to the manufacturer’s protocol. Three PBMC samples from each group were lysed with TRIzol reagent (Invitrogen, United States), and frozen at −80°C; these were later used for high-throughput sequencing analysis. For the other samples, total RNA was extracted by TRIzol reagent according to the manufacturer’s protocol. Afterward, the NanoDrop ND-2000 spectrophotometer (Thermo Fisher Scientific, Waltham, MA, United States) was used for the accurate measurement of RNA concentration. All the qualified RNA was reverse-transcribed into cDNA using random primers and Transcriptor First Strand cDNA Synthesis kits (Roche Diagnostics, Germany) according to the manufacturer’s instructions, and then frozen at −80°C for further qRT-PCR.



High-Throughput Sequencing Analysis

To investigate the expression profile of circRNAs in MDD, three MDD and three matched healthy controls were analyzed by HTS. First, the double-stranded and single-stranded DNA present in RNA samples were removed by DNAse. The Ribo-Zero rRNA Removal Kit (Illumina, Inc.) and RNase R (Epicenter, lnc) were utilized to remove ribosomal RNA and linear RNA, respectively. Furthermore, purification was carried out using Agencourt RNAClean XP magnetic beads. All operations were performed according to the manufacturer’s protocols. Finally, sequencing was performed on the Hiseq 4000 or Hiseq X-ten platform (BGI-Shenzhen, China).



Quantitative Real-Time PCR Analysis

In this study, the top 10 DEcircRNAs were selected for further verification. Samples were quantified by quantitative real-time PCR (qRT-PCR) using the Roche LightCycler 480II system (Roche Diagnostics, Switzerland). The reaction conditions were as follows: denaturation at 95°C for 10 min and 40 cycles of amplification including 95°C for 10 s, 55°C for 10 s, and 72°C for 10 s. RNA expression levels were normalized to human β-actin gene expression levels, and all qRT-PCR reactions were performed in triplicate. The relative expression levels of each circRNA were measured by the 2–△ △Ct method. The ΔCt value equaled the average of each target circRNA Ct value minus the Ct value of β-actin in the corresponding samples.



Prediction of CircRNA-miRNA-mRNA Network

To predict the target miRNAs (microRNA) of the previously verified circRNAs, TargetScan was applied. The predicted miRNAs were further engaged in pathway enrichment analysis via the DIANA miRpath v.3 platform (Tarbase v7.0 method). The microRNAs were more likely to be related to MDD. The potential targets of these selected microRNAs were predicted by TargetScan 7.21, miRDB2, miRWalk 33, and miRPathDB v2.04. Subsequently, Venny 2.1.0 was utilized to obtain the intersection of target genes in each database to enhance the reliability of the prediction.



GO and KEGG Pathway Enrichment Analyses

To comprehensively understand the possible molecular functions of gene products, the cellular environment they locate, the biological processes they involve, and the pathogenesis of MDD, Gene Ontology (GO)5 function annotation and Kyoto Encyclopedia of Genes and Genomes (KEGG)6 pathway enrichment analysis of target genes were carried out by DAVID 6.87. Screened out terms had a P-value of < 0.05, which showed significantly enriched functions.



Construction of the PPI Network and Analysis of Modules

To further explain the mechanism, a protein-protein interaction (PPI) network was established by Search Tool for the Retrieval of Interacting Genes (STRING Version 11.0)8. Gene clusters were classified by the Molecular Complex Detection (MCODE) plug-in, and the hub genes were extracted by the Cytohubba plug-in in Cystoscope Software. Finally, the constructed circRNA-miRNA-mRNA network and PPI network were visualized using Cytoscape Software (V.3.6.1).



Statistical Analysis

The expression differences in circRNAs among patients with MDD and healthy controls were assessed using t-test if the data were normally distributed. Otherwise, the Mann-Whitney U test was used. Findings with P < 0.05 results were considered statistically significant. Data distributions were assessed by the Shapiro-Wilk test. To evaluate the diagnostic value of the DEcircRNAs, a receiver operator characteristic (ROC) curve was established. The evaluation of diagnosis ability depended on the area under the ROC curves (AUCs). All statistical analyses were performed with GraphPad 8 software (Version 8.0.2; GraphPad Software, La Jolla, CA, United States) and R software (Version 4.0.3).



RESULTS

The circRNA expression levels of 160 female participants were analyzed (Supplementary Table 1). The two groups did not differ regarding mean age (MDD 42.25 ± 13.78; HC 40.41 ± 10.58). However, there were significant differences in marital status. Participants from the MDD group had a higher rate of divorce (15%) compared to the HC group (3.75%). Regarding education level and family harmony, the HC group performed better than the MDD group. Nevertheless, the proportion of the MDD group who had suffered a negative life event was significantly higher than that of the HC group.


Identification of circRNA Expression Profile

Based on HTS, the full expression profile of circRNAs in PBMCs among three MDD patients and three healthy controls was identified. Based on threshold |log2FC| > 1 and Q-value < 0.01 criteria, 724 differentially expressed circRNAs were screened, of which 413 were upregulated and 311 were downregulated. To obtain candidate biomarkers, the top 10 DEcircRNAs were utilized for detection by qRT-PCR (Table 1). The specific primers used for qRT-PCR analysis of circRNA expression levels are listed in Table 2, except for hsa_circ_0033064, which was not designed. To identify the most likely diagnostic biomarker, a validated candidate biomarker was chosen for further validation.


TABLE 1. Top 10 differentially expressed circRNAs between two groups.
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TABLE 2. Primer used for qRT-PCR analysis of circRNAs expression levels.
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Validation of the Diagnostic Biomarker

The expression levels of 10 DEcirRNAs between the two groups were measured by qRT-PCR. In the preliminary validation step (MDD n = 20, HC n = 20), the levels of hsa_circ_0006862 and hsa_circ_0126218 expression were significantly higher in patients with MDD than in healthy controls (Figures 1A,B). None of the other circRNAs exhibited significant differences. The diagnostic values of these two candidate biomarkers were evaluated using ROC curves. Based on ROC curve analysis, hsa_circ_0126218 presented better diagnostic value because of the larger AUCs (AUC = 0.843, 95% CI 0.7227–0.9623, p = 0.0002) compared to hsa_circ_0006862 (AUC = 0.726, 95% CI 0.5633–0.8892, p = 0.0144) (Figures 1C,D). To further determine the actual diagnostic value of hsa_circ_0006862, a larger cohort qPT-PCR was carried out. In the further validation step of hsa_circ_0126218, there remained a significantly different expression between the two groups. The AUC of hsa_circ_0126218 was 0.801 (95% CI 0.7226–0.8791, p < 0.0001), suggesting that hsa_circ_0126218 has a high potential diagnostic value (Figures 2A,B).
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FIGURE 1. The differential expression levels and ROC curves of circRNAs in PBMCs between MDD patients (MDD, n = 20) and healthy controls (HC, n = 20) by qRT-PCR. Mann-Whitney test was utilized for data analysis. (A) The expression of hsa_circ_0006862 in MDD is significantly higher than that in HC. (B) The expression of hsa_circ_0126218 in MDD is significantly higher than that in HC. (C) ROC curve analysis of hsa_circ_0006862. (D) ROC curve analysis of hsa_circ_0126218. ROC, receiver operating characteristic.
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FIGURE 2. (A) The differential expression levels and ROC curves of hsa_circ_0126218 in PBMCs between MDD patients (MDD, n = 60) and healthy controls (HC, n = 60). (B) ROC curve analysis of hsa_circ_0126218. ROC, receiver operating characteristic.




Interaction of CircRNA-miRNA-mRNA

A total of 52 miRNAs were predicted to target hsa_circ_0126218 by TargetScan. Through KEGG pathway enrichment analysis for the miRNAs that were the top 10 strongest in interacting with hsa_circ_0126218, a total of 14 pathways were demonstrated (Figure 3). Among these, the Wnt signaling pathway has already been proven to participate in the pathophysiological process of MDD (Okamoto et al., 2010; Zhou et al., 2016; Lee et al., 2019). As a result, hsa-miR-4306/hsa-miR-6832-5p/hsa-miR-1183/hsa-miR-5093/hsa-miR-4308/hsa-miR-3688-5p were concentrated in the Wnt signaling pathway. To further examine the potential downstream pathway, we selected the six miRNAs to predict target genes. A total of 1,541 target genes harbored the above six miRNAs. Subsequently, the constructed circRNA-miRNA-mRNAs network map is presented in Figure 4. hsa-miR-5093 exhibited the largest interaction network.
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FIGURE 3. KEGG pathway analysis of top ten miRNAs.
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FIGURE 4. ceRNA network of circRNA-miRNA-mRNA in female major depressive disorder. The network consisting of 1 circRNA node, 6 miRNA nodes, 1541mRNA nodes. Orange color indicates circRNA, Green color presents miRNA and Pink color illustrates mRNA. circRNA, circular RNA; miRNA, microRNA.




GO and KEGG Pathway Enrichment Analyses

GO function annotations and KEGG pathway analysis were carried out for the target genes. Out of the GO function annotations indicated among the 61 biological process terms, the highest enriched terms were “homophilic cell adhesion via plasma membrane adhesion molecules” and “nervous system development” (P < 0.05). In terms of cellular components, the target mRNAs were most enriched in terms of “cytoplasm” and “nucleus” (P < 0.05). For molecular function, the enriched terms were “protein binding” and “metal ion binding” (P < 0.05) (Figure 5). According to the result of KEGG pathway analysis, 41 pathways were significantly enriched, such as “proteoglycans in cancer,” “ascorbate and aldarate metabolism,” “pathways in cancer,” “steroid hormone biosynthesis,” and “focal adhesion,” to name a few (Figure 6).
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FIGURE 5. GO function annotations of the downstream target genes. The green bar chart illustrates the biological process, the blue bar chart expounds the cellular component, and the purple bar char interprets the molecular function.
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FIGURE 6. KEGG pathway analysis of the downstream target genes.




Construction of the PPI Network and Analysis of Modules

Based on the STRING database, a PPI network with 1,541 nodes and 7,979 edges was established, in which specific information cannot be shown due to the large size of the network. The divided module was identified by MCODE from the PPI network. The significant module related with MDD contained 27 nodes and 89 edges, as shown in Figure 7. Next, the top 10 hub genes were screened out by Cytohubba based on the MCC method. They were PIK3CA, PTEN, MAPK1, CDC42, Lyn, YES1, EPHB2, SMAD2, STAT1, and ILK. Then, a verified circRNA-predicted miRNA-hub gene subnetwork was constructed (Figure 8).
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FIGURE 7. Protein-protein interaction network was visualized by Cytoscape v.3.6.1. The selected cluster identified by MCODE. The size of node depends on significance of P-value. The more significant P-value, the larger the diameter of node is. The color of the edge represents the value of combined score from 0.4 to 1, light to dark.
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FIGURE 8. Subnetwork. The subnetwork contains 1 verified circRNA, 6 predicted miRNA and 10 screened out hub genes. Yellow color indicates circRNA, purple color presents miRNA, blue color illustrates mRNA and green color illustrates signaling pathway. circRNA, circular RNA; miRNA, microRNA.




DISCUSSION

In this study, the comprehensive understanding of MDD pathogenesis has been illustrated based on the construction of the circRNA expression profile, investigation of MDD biomarkers and prediction of therapeutic avenues and targets. Above all, a sex-specific circRNA expression profile in PBMCs from patients with MDD and healthy controls based on HTS analysis was established, and then the DEcircRNAs were screened out. The results showed that there was a difference in circRNA expression between MDD and healthy PBMCs. We performed a primary verification of the top 10 DEcircRNAs based on qRT-PCR so that a potential biomarker was obtained. A previous review indicated that the expression of circRNAs usually exhibited downregulation in cancer and some other diseases, but was upregulated in neurogenesis (Kristensen et al., 2019). In this study, 9 of the top 10 DEcircRNAs were upregulated in patients with MDD except in the case of hsa_circ_0020959. The two verified potential biomarkers were still significantly higher in patients with MDD, which is consistent with the above findings. After further verification, hsa_circ_0126218 was ultimately identified as a diagnostic biomarker for female MDD. A previous study has shown that circRNAs in peripheral blood are feasible diagnostic biomarkers due to their stable expression levels. Researchers found that there were no significant differences of each circRNA’s expression level in peripheral blood based on monitoring these circRNAs’ expression levels before and after operations of hepatocellular carcinoma (Wang et al., 2020a). The advantages of blood-based biomarkers are obvious. It may bring more opportunities for patients with MDD to regularly detect their disease-related situation. Further investigation of the ceRNA mechanism helps to understand the function of biomarker circRNA in disease pathologies. The most representative ceRNA is ciRS-7, which contains more than 70 conventional miR-7 binding sites (Hansen et al., 2013). Tang et al. proposed that elevated expression of ciRS-7 in PBMCs results in rheumatoid arthritis by reducing the inhibitory effect of miR7 on mTOR (Tang et al., 2019). Wang et al. reported that circNT5E acts as a sponge for miRNA-422a to reduce miRNA-422a regulation downstream; accordingly, this impacts proliferation, apoptosis, migration, and invasion of glioblastoma tumorigenesis cells (Wang et al., 2018). Consequently, we attempted to determine the potential mechanism of female MDD by bioinformatic analysis. To better explore the function of elevated hsa_circ_0126218 expression in the pathologies of female MDD, a circRNA-miRNA-mRNA regulatory network that provides a more intuitive way to analyze the downstream pathway was established. Five of the six miRNAs (hsa-miR-4306, hsa-miR-1183, hsa-miR-5093, hsa-miR-4308, and hsa-miR-3688-5p) involved in the ceRNA network have not been reported before.

The result of the KEGG pathway analysis pointed out that some of the pathways the genes concentrated in were closely linked to MDD, such as the “MAPK signaling pathway,” “Ras signaling pathway,” “Wnt signaling pathway,” and “insulin resistance.” A study pointed out that the MAPK signaling pathway was activated in chronic unpredictable mildly stressed mice due to the elevated p-JNK and p-p38 protein expression in the hippocampus (Su et al., 2017). Downstream of the Ras signaling pathway can extensively activate the MAPK signaling pathway, and negatively regulate nerve cell apoptosis. The role of the Ras-MAPK signaling pathway in antidepressants has drawn the attention of researchers (Wang et al., 2020b). Interestingly, a sex-specific study elucidated that different haplotypes and gene-gene interactions in the Ras-Raf-MAPK signaling pathway may more likely affect antidepressant efficacy in female patients compared to male patients (Wang et al., 2013). A recent review confirmed a popular theory that the Wnt signaling pathway takes part in depression (Tayyab et al., 2018). Another review stated the relevance between depression and insulin resistance based on meta-analysis (Kan et al., 2013). Based on the above analysis, there is more adequate evidence showing that hsa_circ_0126218 takes part in the occurrence and development of MDD.

The interactions between all the target genes were exhibited by the PPI network. The top 10 hub genes (PIK3CA, PTEN, MAPK1, CDC42, Lyn, YES1, EPHB2, SMAD2, STAT1, and ILK) were selected for further analysis. Notably, most of the above target genes are related to depression. PIK3CA, which is abundant in the nervous system, has been analyzed as a metabolite target of proteins in potential anti-depression medicine (Gao et al., 2020). A study of suicide victims in MDD expounded that the combination of dysregulated PTEN and PI3K is relevant to MDD, even though they are not concerned with suicide (Karege et al., 2011). Calabrò et al. found that MDD risk and clinical features may be attributed to the combination of alleles within MAPK1 (Seki et al., 2019). Fuchsova et al. elaborated that CDC 42 activates PAK1/PAK3 signaling to affect human depression (Fuchsova et al., 2016). There is also a close link between EphB2 inactivation and depression-like behaviors, memory impairment, and adult hippocampal neurogenesis defects (Zhen et al., 2018). Antidepressant treatment increases SMAD2 phosphorylation in the frontal cortex (Dow et al., 2005). The circRNA-predicted miRNA-hub gene sub network provides a more specific reference for further verification of pathogenesis.

Until now, there have been some unbridgeable difficulties for MDD diagnosis and treatment. Sometimes, patients’ symptoms cannot always strictly match the diagnostic criteria (Fried et al., 2016). When MDD is combined with other diseases, and the overlap symptoms enhance the difficulty of accurate diagnosis and appropriate triage (Kupfer et al., 2011; Otte et al., 2016), the risk of misdiagnosis or missed diagnosis may increase. What is worse is the inevitable reference to their private information, which increases the difficulty in acquiring the patients’ real state of illness (Schnyder et al., 2017). Moreover, the severity of MDD has no efficient objective method for appraisal. There is no doubt that precise and efficient physiological, biochemical, and pathological indicators will significantly increase the reliability and accuracy of diagnosis. Moreover, treatment efficacies need a more efficient way to monitor and evaluate patients because nearly one-third of patients still cannot get rid of MDD even though there is an ongoing development in psychotherapy and psychopharmacology (Rush et al., 2006; Thase et al., 2007). Therefore, it is valuable to find a way to detect depression early, diagnose and treat precisely, make a classification accurately, monitor complications conveniently, and prevent recurrence in a timely manner (Forsmark et al., 2016). As mentioned above, sexual dimorphism in patients with MDD is associated not only with morbidity but also at the gene expression level. The sex-specific investigation contributed to the discovery of more specific diagnostic biomarkers and mining pathological processes of MDD.

As far as we know, this study is the first of its kind that provides an expression profile of circRNA between female MDD patients and health controls by HTS, and validates the potential diagnostic biomarker function of hsa_circ_0126218 in female MDD. A blood-based test would bring more convenience and practicability in the clinic. However, some limitations need to be noted in this study. First, our study only focused on female patients, and thus could not offer a comparison between different genders. Second, the sample size was not large enough and studies on larger cohorts are needed to further verify the result. Third, the conjectural pathogenesis which was predicted by bioinformatic analysis has not been verified by experiment in this study.

In conclusion, there is a mass of differentially expressed circRNAs in PBMCs in female patients with MDD. The expression profile provided a function for further studies. hsa_circ_0126218 may be considered a new female MDD biomarker. Bioinformatic analysis suggested that hsa_circ_0126218 may play a role in the pathogenesis of female MDD by regulating its downstream target genes. Our study has attempted to highlight this diagnostic biomarker and provide a new perspective on the treatment evaluation of female MDD.
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The whole world is suffering from the coronavirus disease 2019 (COVID-19) pandemic, induced by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) through angiotensin-converting enzyme 2 (ACE2). Neurological manifestations in COVID-19 patients suggested the invasion of SARS-CoV-2 into the central nervous system. The present study mapped the expression level of ACE2 in 12 brain regions through immunohistochemistry and detected ACE2 in endothelial cells and non-vascular cells. The comparison among brain regions found that pons, visual cortex, and amygdala presented a relatively high level of ACE2. In addition, this study demonstrates that the protein level of ACE2 was downregulated in the basal nucleus, hippocampus and entorhinal cortex, middle frontal gyrus, visual cortex, and amygdala of the brain with Alzheimer’s disease (AD) pathology. Collectively, our results suggested that ACE2 was expressed discriminatorily at different human brain regions, which was downregulated in the brain with AD pathology. This may contribute to a comprehensive understanding of the neurological symptoms caused by SARS-CoV-2 and provide clues for further research on the relationship between COVID-19 and AD.
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INTRODUCTION

From December 2019, novel coronavirus disease 2019 (COVID-19) characterized by respiratory failure has become a global and historical disaster (Guan et al., 2020). The pathogen, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), interacts with angiotensin-converting enzyme 2 (ACE2) to infect, and make dysfunctional of the target cell (Kuba et al., 2005; Hoffmann et al., 2020; Hu et al., 2021). ACE2, one necessary member of the renin–angiotensin system (RAS), was first sequenced and identified from human heart failure (HF) ventricle and human lymphoma cDNA libraries. The RAS is classically seen as an enzymatic cascade, in which angiotensinogen is cleaved by renin to release angiotensin I (Ang I). ACE cleaves Ang I to form angiotensin II (Ang II) (Donoghue et al., 2000). The catabolites’ biological function of Ang II includes vasoconstriction, vasopressin release, induction of transcription factors, salt appetite, and drinking response, mainly mediated by AT1 receptors (Veerasingham and Raizada, 2003). ACE2 regulates the RAS by counterbalancing ACE activity through resolving Ang II into angiotensin 1–7 [Ang (1–7)]. Recent studies demonstrated that reducing ACE2 expression might promote the lung’s inflammatory process and the subsequent cytokine storm in many severe COVID-19 patients (Rodrigues Prestes et al., 2017; Banu et al., 2020; Wang et al., 2020). After being infected by SARS-CoV-2, ACE2 was downregulated and lost its protective function, contributing to organ damage.

All ACE2-positive tissues, such as lung, testis, and kidney, might be invaded by SARS-CoV-2, which furtherly evoke relative symptoms (Hamming et al., 2004). Although COVID-19 is considered a respiratory disease primarily, clinical evidence suggested the central nervous system in COVID-19 patients was affected, such as headache, epilepsy, and disturbed consciousness. In fact, some neurologic symptoms, especially anosmia and dysgeusia, occurred even before characteristic COVID-19-related symptoms (Avula et al., 2020; Baig et al., 2020; Jarrahi et al., 2020; Khan and Gomes, 2020; Liguori et al., 2020; Mao et al., 2020; Wu et al., 2020). In addition, SARS-CoV-2 was found in the cortical neurons in brain autopsy from patients who died of COVID-19 with pathologic features associated with virus infection. SARS-CoV-2 was also detected in infected patients’ cerebrospinal fluid, supporting that SARS-CoV-2 might directly attack cells in the brain, especially the ACE2-positive population. Recent studies detected ACE2 in the rodent brain, mainly located in the neural cells, and simulated the process of SARS-CoV-2 infection in human brain organoids (Doobay et al., 2007; Song et al., 2021). However, the presence and specific role of ACE2 in the human brain is still unknown. Therefore, mapping the cerebral distribution of ACE2 provides the basis for controlling the neurological symptoms and alerts to the potential risk.

Among comorbidities of COVID-19 in the central nervous system, Alzheimer’s disease (AD) has become a rising concern (Fotuhi et al., 2020). AD is a neurodegenerative disorder that affects mainly the memory and learning of the patients. As AD management does not fit with the isolation and quarantine management of COVID-19, COVID-19 loads extra burden on AD patients. In addition, due to cognitive impairments and degenerated physiology, AD patients are vulnerable during this COVID-19 crisis (Mok et al., 2020; Rahman et al., 2021). In the brain with AD pathology, the broken blood–brain barrier and dysregulated immune environment reflect a higher risk of virus infection and tissue damages. However, it is still controversial whether the distribution of ACE2, the receptor of SARS-CoV-2, was altered among AD pathology (Kehoe et al., 2016; Lim et al., 2020). In this study, we systemically compared the ACE2 expression in 12 brain regions in the brains comprising AD-related pathology or not.



MATERIALS AND METHODS


Sample Sources

The brain samples were recruited from the National Human Brain Bank for Development and Function, Chinese Academy of Medical Sciences, and Peking Union Medical College (PUMC) in Beijing, China. Each brain sample was disposed of based on the standardized protocol of the human brain bank in China. The “ABC” scoring system was applied for the AD-featured neuropathological rating of human brains (Hyman et al., 2012). Paraffinic sections, including superior temporal gyrus, anterior cingulate cortex, inferior parietal lobule, pons, midbrain, amygdala, visual cortex, middle frontal gyrus, hippocampus and entorhinal cortex, basal nucleus, medulla, and cerebellar cortex and dentate nucleus from five AD donors and five age-matched non-AD donors, were used to detect ACE2 expression. To exclude the disturbance of gender, only female donors were absorbed into this study. The age and post mortem interval were compared between control and AD group: age, 84 ± 0.7071 vs. 76 ± 9.322, P = 0.4170; post mortem interval, 7.8 ± 2.453 vs. 10.92 ± 3.334, P = 0.4726. Detailed information of all the donors is listed in Supplementary Table 1. Written informed consent was obtained either from the donor or a close relative. The research protocol was approved by the Institutional Review Board of the Institute of Basic Medical Sciences of the Chinese Academy of Medical Sciences, PUMC, Beijing, China (approval number: 009-2014).



Neuropathological Classification

All participants received identical neuropathological evaluations by ADNC system according to 2012 National Institute on Aging-Alzheimer’s Association guidelines (Hyman et al., 2012). Briefly, all subjects were assigned the A score of Aβ deposits, the B score of neurofibrillary tangles, and the C score of neuritic plaques. Representative images for the staining of Aβ deposits, neurofibrillary tangles, and neuritic plaques are shown in Figures 1A–C. These three scores were summarized to determine the existence and degree of Alzheimer’s pathology. The detailed pathological information of each case was also listed in Supplementary Table 1.
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FIGURE 1. Representative images of Alzheimer’s disease (AD)-related pathology. (A) Immunohistochemical detection of β-amyloid plaques using 6F3D antibody in the hippocampus and entorhinal cortex (PTB297). (B) Immunohistochemical detection of neurofibrillary degeneration using a p-Tau antibody (Ser202 and Thr205) in the hippocampus and entorhinal cortex of (PTB 297). (C) Immunohistochemical detection of neuritic plaques in inferior parietal lobule (PTB297). Scale bar = 50 μm.




Immunohistochemistry and Immunofluorescence Staining

Serial sections were transferred into xylene for deparaffinage, and sequential 100, 95, 95, and 80% ethanol for rehydrating. Sections were treated with microwave heat-induced antigen retrieval (95°C, 30 min) and then were transferred into 5% hydrogen peroxide to block endogenous peroxidase. After blocking with 5% normal horse serum, sections were incubated with primary antibody (Rabbit anti-ACE2, 1:400, Abcam) at 4°C overnight. Then, sections were incubated with proper secondary antibodies (Goat Anti-Rabbit IgG H&L, 1:1000, Abcam). The negative control, the same volume of PBS buffer, was applied to test the antibody’s effectiveness. Images were acquired by laser confocal microscopic imaging system (FV1000 and Olympus FluoView software, Olympus, Japan). Ten representative views for each slice were selected to measure the mean optical density (MOD) by Image J, and the average of MOD was applied to evaluate the expression of ACE2. Endothelial cell was identified based on the circle-like appearance. The total numbers of ACE2+ non-vascular cell and non-vascular cell nucleus within each view were manually counted and summarized, and the percentages of ACE2+ cell in each brain region were calculated.

For immunofluorescence staining, serial sections were transferred into xylene for deparaffinage, and sequential 100, 95, 95, and 80% ethanol for rehydrating. Sections were treated with microwave heat-induced antigen retrieval (95°C, 30 min). Sudan black B (5%) was applied to remove autofluorescence of brain tissue and then was transferred into 5% donkey serum for 1 h. Primary antibodies (Rabbit anti-ACE2, 1:400, Abcam, ab15348; Mouse anti-NeuN, 1:500, Abcam, ab104224; Goat anti-GFAP, 1:500, Abcam, ab53554; and Goat anti-IBA1, 1:1000, Abcam, ab5076) were incubated at 4°C overnight in a wet box. After washing the sections by phosphate buffer saline (PBS), corresponding secondary antibodies were incubated for 1 h at room temperature. The stained sections were examined by laser confocal microscopic imaging system (FV1000 and Olympus FluoView software, Olympus, Japan). The CA1 and CA4 regions for each case were captured, and percentages of ACE2-immunopositive cells among marked cellular type (NeuN for neuron, GFAP for astrocyte, and IBA1 for microglia) were summarized.



Statistical Analysis

Data analysis was performed by using the Prism 7.0 statistical program (GraphPad Software, Inc.). Shapiro–Wilk test was applied to determine the normality for parametric test. The difference between the Control group and the AD group was determined by Student’s t-test. The criterion for statistical significance was P < 0.05.



RESULTS


The Distribution of ACE2 in Brain Regions

Firstly, we carried out the negative control of the ACE2 antibody in the anterior cingulate cortex to test its effectiveness. A clear positive signal was detected in the slice stained by the ACE2 antibody, while there was no signal in the slice stained by the buffer. In addition, the positive signal is mainly located in two cellular types, endothelial cell and non-vascular cell (Figures 2A,B). Based on the branching form, the non-vascular cell was mainly neuronal cells. The ACE2 expression was detected in all 12 brain regions of 5 healthy control subjects, while the intensity varied among brain regions. In detail, ACE2 was expressed at a high level in the pons, visual cortex, and amygdala, which was relatively reduced in the midbrain, cerebellar cortex, dentate nucleus, and medulla. The representative images of ACE2 expression among brain regions of healthy control subjects are listed in Figures 2C–N. The relative expression of ACE2 among brain regions was rated by heatmap in Figure 2O.
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FIGURE 2. Representative images of ACE2 expression among brain regions. (A) Immunostaining of negative control for ACE2 in the anterior cingulate cortex (PTB270). Scale bar = 100 μm. (B) Immunostaining of ACE2 by Rabbit anti-ACE2 antibody in the anterior cingulate cortex (PTB270). Scale bar = 100 μm. The enlarged views were listed on the right. EC, endothelial cell; NC, non-vascular cell. (C–N) Representative images of ACE2 expression among brain regions in health control. Scale bar = 100 μm. (O) Heatmap showed the average of MOD in each brain region for the five control subjects. The legend scaled the average of MOD.




Decreased Expression of ACE2 in the Brain With AD-Pathology

Furtherly, we compared the expression of ACE2 between healthy control and AD patients in all 12 brain regions. Based on the MOD analysis, ACE2 was downregulated in the basal nucleus, hippocampus, entorhinal cortex, middle frontal gyrus, visual cortex, and amygdala in AD patients. However, no significant difference in MOD was detected in other regions (Figure 3A). To eliminate the signal of endothelial cells, the number of positive non-vascular cells, mostly neurons, according to previous studies (Doobay et al., 2007; Song et al., 2021), was counted in each region. The numbers of ACE2-positive cells except endothelial cells were significantly decreased in the basal nucleus, middle frontal gyrus, and visual cortex in the AD-pathology subjects (Figure 3B). To lower the impact of different cellular number in each section, the percentages of ACE2+ cell (the percentage of the number of ACE2+ non-vascular cells with the number of non-vascular cell nucleus) within each brain region were further summarized, indicating reduced expression of ACE2 in basal nucleus, hippocampus and entorhinal cortex, middle frontal gyrus, and visual cortex under AD pathology (Figure 3C).
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FIGURE 3. Comparison of ACE2 expression between Control and AD group by heatmap. (A) Heatmap showed the average of MOD in each brain region for the five AD subjects (left panel) and five control subjects (right panel), n = 5, Student’s t-test, *p < 0.05, **p < 0.01, AD vs. Control group. (B) Heatmap showed the number of ACE2 positive non-vascular cell in each brain region for the five AD subjects (left panel) and five control subjects (right panel), n = 5, Student’s t-test, *p < 0.05, **p < 0.01, AD vs. Control group. (C) Percentages of ACE2+ non-vascular cells among human brain regions of control and AD. *p < 0.05, AD vs. Control group, Student’s t-test.


In order to uncover the cellular type of ACE2+ cell, we applied double immunofluorescent labeling in CA1 and CA4 regions. For CA1 region, we detected ACE2 signal in neuron (marked by NeuN), astrocyte (marked by GFAP), and microglia (marked by IBA1), and ACE2 mostly located in neuron (Figures 4A–F). In addition, the percentage of ACE2+ neuron in CA1 region was reduced in AD, while no significant difference was detected in astrocyte and microglia (Figure 4G). For CA4 region, ACE2 was also downregulated in neuron without detectable difference in astrocyte and microglia (Figures 4H–N).
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FIGURE 4. Downregulated neural ACE2 in hippocampus CA1 and CA4 regions of AD subjects. (A–F) Immunofluorescence staining of ACE2 with neuronal marker NeuN, astrocytic marker GFAP, and microglial marker IBA1 within CA1 region of control and AD subjects. Scale bar = 100 μm. (G) Percentage s of ACE2+ cells among NeuN, GFAP, and IBA1 marked cells within CA1 region of control and AD subjects. *p < 0.05, AD vs. Control group, Student’s t-test. (H–M) Immunofluorescence staining of ACE2 with neuronal marker NeuN, astrocytic marker GFAP, and microglial marker IBA1 within CA4 region of control and AD subjects. Scale bar = 100 μm. (N) Percentages of ACE2+ cells among NeuN, GFAP, and IBA1 marked cells within CA4 region of control and AD subjects. **p < 0.01, AD vs. Control group, Student’s t-test.




DISCUSSION

COVID-19, the worldwide infectious disease, has been attacking multiple areas in the world with innumerable infections and deaths. In this study, we first mapped the distribution of ACE2 in different brain regions and then uncovered the altered expression of ACE2 in the AD-pathology brain, which provided fundamental knowledge to understand and manage symptoms of COVID-19 patients in the central nervous system.

A series of clinical studies have reported the neurological symptoms in COVID-19 patients, suggesting the invasion of SARS-CoV-2 into the central nervous system (Mao et al., 2020). ACE2, the host cell receptor of SARS-CoV and SARS-CoV-2, was detected in the murine brain and mainly located in the neuronal cell. The expression level of ACE2 varied among mice’s brain regions (Doobay et al., 2007). Also, previous studies found that ACE2 was detected in the human brain and located in endothelial cells (Hamming et al., 2004). However, recent studies detected SARS-CoV-2 in the brain neurons of dead COVID-19 patients and detected the expression of ACE2 in the neuronal cell of organoids, suggesting the expression of ACE2 in brain neuronal cells (Song et al., 2021). In this study, we systematically revealed the expression of ACE2 in the human brain region. All the 12 selected brain regions found the expression of ACE2, suggesting that these regions might all invaded by SARS-CoV-2. The endothelial ACE2 might mediate the virus’s entry to the central nervous system, and the neuronal ACE2 might contribute to the damaged neurological function. In addition, we found that pons, visual cortex, and amygdala expressed a high level of ACE2, suggesting the potential damages in these regions of infected cases. Clinical symptoms, such as mental disturbance and memory deterioration, also echoed the injury in the amygdala (Alonso-Lana et al., 2020). The relative functions of the pons and visual cortex, such as motor regulation and visual formation, should also be taken into consideration in subsequent clinical practice. Previous study also reported that ACE2 was relatively highly expressed in choroid plexus and paraventricular nuclei of the thalamus based on publicly available brain transcriptome databases. These regions were not included in this study, which could be further investigated. It also mentioned that only a few ACE2-expressing nuclei were found in a hippocampal dataset, and none were detected in the prefrontal cortex (Chen R. et al., 2021). The inconsistent results from single nucleus RNA-Seq and immunohistochemistry could be addressed by uncovering the subcellular distribution of ACE2 mRNA and ACE2 protein.

Recent studies also revealed the association between AD and COVID-19. Apart from old age and comorbidities (e.g., hypertension and diabetes), people with AD suffered an increased risk of severe COVID-19 and mortality (Kuo et al., 2020; Zhou et al., 2020; Chen Y. et al., 2021). In addition, AD evoked intensive changes in the protein profile of multiple brain regions, suggesting different scopes of neuronal damage in the central nervous system for AD patients (Xiong et al., 2019). ACE2 plays the central role in the neural infection of SARS-CoV-2, while the expression of ACE2 in the brain with AD-pathology is still controversial. The human brain microarray dataset and Western blot analysis revealed that ACE2 was upregulated in the hippocampus (Lim et al., 2020; Ding et al., 2021). However, another study reported that ACE2 activity in the mid-frontal cortex was significantly reduced in AD compared with age-matched controls and correlated inversely with levels of Aβ and phosphorylated tau (p-tau) pathology (Kehoe et al., 2016). In addition, ACE2 and its byproduct Ang (1–7) were already regarded to be involved in AD pathophysiology. In brief, there are two proposed mechanisms of interaction between AD and ACE2/Ang (1–7) axis of RAS: (1) Ang (1–7) may be biologically active in the brain tissue, where it could exert a neuroprotective role. AD patients may have lower Ang (1–7) levels in key brain regions, contributing to neurodegeneration. (2) Systemic Ang (1–7) is important to cerebral blood flow regulation and blood–brain barrier integrity. Plasma Ang (1–7) seems to be reduced in AD patients (Jiang et al., 2016; Ribeiro et al., 2021). This lack of circulating Ang (1–7) could result in an impaired neurovascular coupling and a disrupted blood–brain barrier (Kehoe, 2018; Wright and Harding, 2019; Ribeiro et al., 2020). In this study, we systemically analyzed the altered expression of ACE2 in AD-associated 12 brain regions. We observed that the ACE2 expression was decreased in the basal nucleus, hippocampus, entorhinal cortex, middle frontal gyrus, visual cortex, and amygdala in brain tissue with AD pathology, suggesting the attenuated function of ACE2, and disturbed the RAS in these regions. As AD high-related brain regions, CA1 and CA4 were selected to identify the cellular type of ACE2+ cells. The results indicated that ACE2 mainly expressed in neuron, while also detectable in astrocyte and microglia. Neural ACE2 was downregulated under AD pathology, suggesting the disturbance of RAS system and damaged neural function in these brain regions. Moreover, recent studies revealed that SARS-CoV-2 downregulated the expression of ACE2 in the host cell, and the disturbing ratio of ACE1/ACE2 might be crucial in the pathophysiological process of COVID-19 (Pagliaro and Penna, 2020; Sriram and Insel, 2020; Bank et al., 2021; Beyerstedt et al., 2021). Collectively, we speculated that downregulation of ACE2 might be the shared pathogenesis for both AD and COVID-19, and therapeutic schedules targeting ACE2 might benefit those two special populations.

There might be a mutualistic relationship between AD and COVID-19. On the one hand, the existence of AD-pathology might aggravate the consequence of SARS-CoV-2 infection through the activation of the inflammatory cascade, oxidative stress, possession of APOE ε4, and decreased ACE2/Ang (1–7) protection in the brain. On the other hand, SARS-CoV-2 infection might lead to a higher risk of AD in the future through inducing neuroinflammation, overactivation of the classical RAS, blood–brain barrier damage, ischemic within white matter, and the downregulation of ACE2 (Miners et al., 2020).



LIMITATIONS

This study contained the following limitations. First, the specific mechanism of reduced ACE2 expression in AD pathology was still not identified. Second, we only applied immunohistochemistry to evaluate the level of ACE2, and the application of other technology, such as Western blot and quantitative-PCR, could further sustain our conclusions. Finally, we only selected the female subjects to exclude the interference of gender due to the limited number of appropriate cases, and the clinical record was not detailed. These factors might affect the results, and further preclinical and clinical observations are necessary to uncover the association between ACE2 among brain regions and AD pathophysiology.
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Alzheimer’s disease (AD), a serious neurodegenerative disease, is pathologically characterized by synaptic loss and dysfunction. Synaptic vesicle protein 2A (SV2A) is an indispensable vesicular protein specifically expressed in synapses and can be used as a biomarker for synaptic density. We found that the expression of SV2A was down-regulated in the hippocampus of AD patients, yet the relation of SV2A to other hallmarks of AD pathology such as amyloid precursor protein (APP), β-amyloid (Aβ), and Tau protein is not thoroughly clear. In addition, SV2A colocalized with APP and was down-regulated at Aβ deposition. Moreover, we found that SV2A deficiency leads to a simultaneous increase in Aβ and Tau hyperphosphorylation, while SV2A overexpression was associated with downregulation of β-site APP cleaving enzyme 1 and apolipoprotein E genes. In addition, evidence gained in the study points to the phosphatidylinositol 3-kinase signaling pathway as a possible mediator in SV2A regulation influencing the incidence and development of AD. With limited effective diagnostic methods for AD, a close interplay between SV2A and AD-related proteins demonstrated in our study may provide novel and innovative diagnostic and therapeutic opportunities.
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INTRODUCTION

Alzheimer’s disease (AD) is the most common progressive neurodegenerative disease associated with aging (Heneka et al., 2015; Turab Naqvi et al., 2020). Typical pathological features of AD include senile plaques and neurofibrillary tangles (Ulrich et al., 2014; Wang et al., 2016). The primary component of senile plaques is β-amyloid (Aβ), which is secreted as an enzymatic digestion product of amyloid β-protein precursor (APP) by hydrolase (Myllykangas et al., 2002; Reed-Geaghan et al., 2009; Magnoni et al., 2012; Kummer et al., 2015), while neurofibrillary tangles are composed of hyperphosphorylated tau proteins (Noble et al., 2013; Rodriguez-Martin et al., 2013; Pooler et al., 2014; Frost et al., 2015; Mcinnes et al., 2018; Turab Naqvi et al., 2020). Aβ deposition leads to senile plaques and neurofibrillary tangles, which cause damage and loss of brain neurons, compromise neurological function, and ultimately result in AD dementia (Myllykangas et al., 2002; Kramer et al., 2004; Mcconlogue et al., 2007; Silvestre et al., 2017). However, the exact regulatory mechanisms of AD are complex and remain to be fully elucidated. Understanding the pathogenic mechanisms of Aβ and tau in the AD brain is particularly important for AD prevention and treatment (Buckley and Kelly, 1985; Ma et al., 2018; Mcinnes et al., 2018).

Synaptic loss and synaptic dysfunction are well-established major mechanisms of the pathological basis of mild cognitive impairment (MCI) in early AD and the structural basis of AD dementia (Hatanpaa et al., 1999; Kelley and Petersen, 2007; Chen et al., 2018; Lauterborn et al., 2019). However, the specific molecular mechanisms leading to compromised synaptic function remains unclear. Synaptic vesicle glycoprotein 2A (SV2A), an essential vesicle membrane protein ubiquitously expressed in synapses, could serve as a suitable biomarker for synaptic density (Madeo et al., 2014; Nicolas et al., 2016; Stockburger et al., 2016; Tokudome et al., 2016; Chen et al., 2018; Rokka et al., 2019). SV2A is also involved in synaptic vesicle transport, exocytosis, neurotransmitter release, and regulates gene and protein expression (Cohen et al., 2011; Mendoza-Torreblanca et al., 2013). Clinical studies have shown that SV2A dysfunction is involved in the pathogenesis of AD (Mendoza-Torreblanca et al., 2013; Löscher et al., 2016; Metaxas et al., 2019). For example, positron emission studies using the SV2A radiotracer 11C-UCB-J and 18F-UCB-H have shown that AD patients had significantly less SV2A binding in the hippocampus compared to non-AD subjects (Chen et al., 2018; Bastin et al., 2020). Therefore, targeting SV2A may provide a novel strategy for early diagnosis and treatment of AD (Kramer et al., 2004; Tokudome et al., 2016; Onwordi et al., 2020).

In this study, we found that overexpressing and silencing SV2A induced changes in the expression level of Aβ both in vitro and in vivo. Our results indicate that upregulation of SV2A decreases the relative expression level of AD-related genes. We found that Aβ expressions were significantly increased in certain brain regions of SV2A-knockout (KO) mice by positron emission tomography (PET) imaging techniques. Moreover, we found that SV2A regulation of the occurrence and development of AD appeared to be mediated by the phosphatidylinositol 3-kinase (PI3K) signaling pathway. Our research provides evidence that SV2A is an important regulator of AD and lays the foundation for further research on neurological diseases.



MATERIALS AND METHODS


Mouse Model

The Sv2a gene (NCBI reference sequence: NM_022030.3) is located on mouse chromosome 3. Thirteen exons have been identified, with the ATG start codon in exon 2 and the TGA stop codon in exon 13. Exon 3 will be selected as a conditional KO (cKO) region. Deletion of this region should result in the loss of function of the mouse Sv2a gene. In the targeting vector, the “SA-2A-dTomato-polyA” cassette will be cloned into intron 3 in the reverse orientation. The cKO region and the reverse “SA-2A-dTomato-polyA” cassette will be flanked with loxP and lox2272 sites. To engineer the targeting vector, homology arms and the cKO region will be generated by PCR using BAC clones RP24-293K7 and RP23-16I15 from the C57BL/6 library as a template. In the targeting vector, the Neo cassette will be flanked by SDA (self-deletion anchor) sites. DTA will be used for negative selection. The constitutive KO allele will be obtained after Cre-mediated recombination.



PET

Positron emission tomography experiments were performed using a Siemens Inveon PET/CT system (Siemens Medical Solutions, Knoxville, United States) and conducted by the Huashan Hospital affiliated with Fudan University of China. PET/CT imaging of the mice brains was analyzed using PMOD software (version 3.4, PMOD Technologies Ltd., Zurich, Switzerland). Static PET/CT imaging was obtained for 15 min at 50 min after the intravenous administration of [18F]-AV45 (∼0.37 MBq/g body weight). PET/CT images were reconstructed using the ordered subsets expectation maximization 3D algorithm, and the data were reviewed and processed using the IRW and analyzed with PMOD software (Ottoy et al., 2019). All experiments were carried out in compliance with national laws for the conduct of animal experimentation and were approved by the Animal Ethics Committee of Fudan University.



ELISA

Ninety-six-well plates (R&D Systems, United States) were washed three times with wash buffer immediately prior to use. All reagents, working standards, and samples were prepared as directed in the previous sections. One hundred microliters of standard, control, and samples was added and incubated for 2 h at 4°C. Each well was aspirated and washed, then added with two hundred microliters of cold human Aβ (Aβ1–42) conjugates to each well, covered with a new adhesive strip, and incubated for 2 h at 4°C. Two hundred microliters of substrate solution was added to each well and incubated for 30 min at room temperature (RT) on the benchtop. Fifty microliters of stop solution was added to each well. The optical density of each well was determined within 30 min, using a microplate reader set to 450 nm.



Database Analysis

The datasets used were from the Aging, Dementia, and Traumatic Brain Injury Study1 (Miller et al., 2017) and included 304 RNA-seq samples collected from the hippocampus of 108 elderly donors with AD. We compared the amount of SV2A expression according to their normalized fragments per kilobase of transcript per million fragments mapped (FPKM) values.



Immunohistochemical Staining

Frozen sectioning was used to slice brain samples from AD patients and non-AD patients; samples were donated by the Department of Anatomy, Histology, and Embryology (School of Basic Medicine, Fudan University, Shanghai, China). Sections (20 μm) were rinsed three times with PBS and then permeabilized with 0.1% Triton X-100 in PBS, blocked with 5% BSA in PBS at RT for 30 min, and incubated overnight at RT with both rabbit SV2A antibody (1 μg/ml, Abcam) and mouse APP antibody (1 μg/ml, Covance). Subsequently, sections were washed three times in PBS, followed by a 2-h incubation with goat anti-rabbit IgG (594; 3 μg/ml, Abcam) and goat anti-mouse IgG (488; 3 μg/ml, Abcam). Sections were again washed three times with PBS. Fluorescence intensity was detected by using a Zeiss LSM710 fluorescence microscope (Liu et al., 2018).



Genotyping by PCR

Genomic DNA extracted from the tail was amplified by PCR using primers for the SV2A gene (forward, 5′-GAGGCTGTCTACACTGAGGTCTACTG-3′) and (reverse, 5′-TGCGAGGCCAGAGGCCACTTGTGTAGC-3′). The first cycle used 94°C for 3 min, followed by 33 cycles at 94°C for 30 s, 62°C for 35 s, and 72°C for 20 s. To identify mice with the targeted allele, the following primers were used to produce a 293-bp amplicon in SV2A mice and a 183-bp amplicon in WT mice: forward 5′-GAGGCTGTCTACACTGAGGTCTACTG-3′ and reverse 5′-CATAGCTGTCCCTCTTCTCTTATGGAG-3′.



Cell Culture

The APPswe293T cell line, a human renal epithelial cell line expressing the SV40 T antigen, was kindly provided by Prof. F. Huang (Shanghai Advanced Research Institute, Chinese Academy of Sciences, Shanghai, China). It is a stable cell line that can continuously express APP and secrete Aβ into the medium. Cells were maintained in Dulbecco’s modified Eagle Medium (Invitrogen, United States) containing 10% fetal bovine serum (Invitrogen, United States) and 1% penicillin/streptomycin (Invitrogen, United States), 0.1% G418 (Invitrogen, United States). The cells were cultured in a humidified incubator with 5% CO2 at 37°C. When the cells reached 80–90% confluence, they were detached with 0.25% trypsin (Gibco, Canada), seeded onto appropriate plates with fresh medium, and incubated overnight.



Infection

APPswe293T cells were seeded onto 12-well plates at a density of 2 × 105 cells per well and cultured overnight at 37°C in an atmosphere of 5% CO2. The following day, cells were infected with the SV2A-overexpressing virus (Lenti-CMV-SV2a-RFP), overexpressing virus control (Lenti-EGFP-Puro), SV2A-silencing virus (Lenti-CMV-SV2a-shRNA-Puro), or a silencing virus control (Lenti-shRNA-mCherry), according to the manufacturer’s protocol.



Immunofluorescence

APPswe293T cells were cultured in 12-well plates and infected as previously described; bright-field images were acquired using a Nikon microscope. Cells were then rinsed with PBS, fixed in 4% paraformaldehyde in PBS at RT for 10 min, and permeabilized with 0.1% Triton X-100 in PBS for 10 min. Subsequently, the cells were blocked in 2% bovine serum albumin in PBS at RT for 1 h, followed by overnight incubation with rabbit anti-BACE1 polyclonal primary antibody (2 μg/ml, Abcam, United States) and mouse anti-APP monoclonal primary antibody (2 μg/ml, Cell Signaling Technology) at 4°C. Cells were then washed three times with PBS and incubated with three antibodies: donkey anti-mouse IgG secondary antibody Alexa 488 (1 μg/ml, Abcam, United States), donkey anti-rabbit IgG secondary antibody Alexa 594 (1 μg/ml, Abcam, United States), and donkey anti-goat mouse secondary antibody Alexa 647 (1 μg/ml, Abcam, United States). The incubation sustained at RT for 2 h. Then DAPI was used following incubation at RT for 5 min. Finally, the cells were washed three times with PBS. Fluorescence intensity was detected using a Zeiss LSM710 fluorescence microscope.



Total RNA Extraction, cDNA Synthesis, and Real-Time Quantitative PCR

APPswe293T cells were cultured in 12-well plates and infected as described above. Total RNA was extracted using a total RNA extraction kit (Promega, United States), 48 h post infection, according to the manufacturer’s protocol. The concentration of RNA was determined by measuring the absorbance at 260 nm, and 2 μg RNA was used for cDNA synthesis using an RT Master Mix (TaKaRa, Japan). Quantitative PCR (qPCR) amplification was performed at least three times using a mixture of SYBR Green qPCR super mix (YEASEN, China), cDNA samples, and designated primers (Table 1). The relative gene expression levels were calculated by comparing the CT value of the gene of interest with that of Gapdh, the internal control.


TABLE 1. List of primers used for qPCR.
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Western Blotting

The total protein in the APPswe293T cells was extracted using a cell lysis buffer (Beyotime, China), according to the manufacturer’s protocol. The infected cells were in 12-well plates and the protein was extracted from the APPswe293T cells. After treatment, cells were washed twice with ice-cold PBS, and the total protein was extracted using cell lysis buffer (Beyotime, China), according to the manufacturer’s protocol. Protein samples were separated by sodium dodecyl sulfate–polyacrylamide gel electrophoresis and electroblotted onto nitrocellulose membranes. The membranes were blocked with 5% bovine serum albumin in PBS at RT for 1 h and then incubated with the following primary antibodies at 4°C overnight: mouse anti-APP (1 μg/ml, Cell Signaling Technology), rabbit anti-tau (1 μg/ml, Abways, China), rabbit anti-BACE1 (1:1,000, Abcam, United States), rabbit anti-APOE (1 μg/ml, ABclonal, China), mouse anti-PI3K (0.25 μg/ml, Proteintech, China), rabbit anti-ERK (1 μg/ml, Proteintech, China), and rabbit anti-SRK (1 μg/ml, Proteintech, China). The following day, the membranes were incubated with a mouse anti-GAPDH (1 μg/ml, Abcam, United States) at RT for 1 h, followed by an infrared dye 700-conjugated goat anti-mouse IgG (0.1 μg/ml, Zemed, United States) and an infrared dye 800-conjugated goat anti-rabbit IgG (0.1 μg/ml, Zemed, United States) at RT for another hour. Visualization and quantification were carried out using the LI-COR Odyssey scanner and associated software (LI-COR Biosciences). The relative protein expression level was normalized to the Gapdh value from the same lane. Data were obtained from four immunoblots.



PI3K Inhibition Experiment

The cultured APPswe293T cells were divided into four groups: control, SV2A, shControl, and shSV2A groups, and the corresponding four groups were treated with PI3K inhibitor LY294002 (50 μm). After 48 h of infection, cells were treated or not with 50 μm LY294002 for 4 h, protein was extracted, and the expression of PI3K signaling-related molecules was detected by western blotting.



Statistical Analysis

All data were analyzed using the GraphPad Prism software and were presented as the mean ± SEM. The mRNA and protein expression levels of cells were analyzed using a t-test. The microscope images were analyzed using the Image Pro Plus software. Significance was set to p < 0.05.



RESULTS


SV2A Is Down-Regulated in the Brain of AD Patients and Colocalized With APP

In order to investigate the molecular mechanism with which SV2A may be involved in the nervous system, we first examined and compared the mRNA levels of SV2A in the hippocampus of 108 AD patients and non-AD subject in the Allen Brain database (Miller et al., 2017). Statistical analysis shows that the mRNA levels of SV2A were significantly decreased in AD patients as compared with the non-AD project (Figure 1A). This result corroborates in vivo findings of reduced SV2A in the hippocampus of AD and MCI patients from SV2A PET imaging studies, and this suggests that SV2A plays an important role in the molecular mechanism of AD (Chen et al., 2018; Bastin et al., 2020). In vivo results showed significant changes of SV2A in AD patients’ brain compared with non-AD patients, and it was consistent with the location of Aβ deposition, suggesting that SV2A related to the pathological changes of AD (Figures 1B,C). For further analysis, we produced an SV2A-KO mice model deletion of exons 3, which resulted in the functional loss of the SV2A gene (Supplementary Figure 1D). PCR genotyping was used to identify homozygous KO mice from their wild-type (WT) and heterozygous littermates (Supplementary Figure 1C).
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FIGURE 1. SV2A expression decreased and its pattern changed in AD patients. (A) Comparation of relative SV2A mRNA expression levels in the hippocampus of non-AD patients and AD patients. The expression level was normalized to the mean expression level of non-AD patients. Data come from the Allen Brain database. For non-AD patients and AD patients, n = 50 and 25, respectively. (B) Immunofluorescence observation of APP (green) and SV2A protein (red) in the hippocampus of non-AD patients and AD patients reveals a change in the morphology of SV2A protein and a colocalization of APP and SV2A protein in the hippocampus of AD patients. Scale bar, 20 μm. (C) Quantitation of the mean density of SV2A staining in normal and AD brain sections. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). ∗p < 0.05. ∗∗p < 0.01.




Abrogation of SV2A Promotes Aβ Production

Senile plaques, a by-product of APP hydrolysis, is a key component of the neurodegeneration pathogenesis observed in AD (Espeseth et al., 2005; Mastromoro et al., 2019). To further explore the relationship of SV2A and Aβ, APPswe293T cells were cultured in vitro. After infection with the SV2A virus, RNA and protein were extracted from cells and analyzed by quantitative real-time polymerase chain reaction (PCR) and western blotting. In addition, the infection effect of the virus has been verified (Supplementary Figure 1A). Overexpression of SV2A decreased the RNA level of APP (Figure 2A). The agarose gel electrophoresis result of the product was consistent with qPCR analysis results (Supplementary Figure 1B). Conversely, the expression of APP proteins was up-regulated in the SV2A-silencing virus group compared to the control group (Figure 2B), indicating that SV2A may regulate AD pathogenesis through AD-associated proteins. In addition, APP and SV2A are colocalized in APPswe293T cells (Figure 2C).
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FIGURE 2. SV2A regulates the expression level of APP. (A) qPCR detection of APP mRNA expression level in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). Gapdh was used as the internal control. (B) Western blotting detection of APP expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (C) Immunofluorescence observation of the APP (red) and SV2A (green) in APPswe293T cells. The nuclei were counterstained with DAPI (blue). Scale bar, 40 μm. (D) Statistical analysis of ELISA detection of the expression of Aβ secreted from APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). (E) 18F-AV45 PET was used to trace Aβ in WT and SV2A-KO mice. (F) The 18F-AV45 SUVR of different brain regions in WT and SV2A-KO mice using PMOD analysis. For each group of APPswe293T cells, n = 3. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). ∗p < 0.05. ∗∗p < 0.01.


By using ELISA, the expression of Aβ secreted in the medium was assessed, 48 h post infection, and it was found that SV2A had a negative effect on Aβ expression. Overexpression of SV2A decreased the expression level of Aβ, and the downregulation of SV2A up-regulated the expression of Aβ (Figure 2D). Using micro PET imaging, we also compared the expression of Aβ in SV2A-KO mice and WT mice, showing that Aβ was over-accumulated in the brains of SV2A-KO mice, which further confirmed previous results (Figure 2E). The 18F-AV45 SUVR was analyzed by PMOD of different brain regions in WT and SV2A-KO mice (Figure 2F).



SV2A Regulates the Expression Level of BACE1 and APOE

We investigated the β-site APP cleaving enzyme 1 (BACE1) and the apolipoprotein E genes (APOE), two other genes associated with AD, for their relationship with SV2A. They were selected because BACE1 is the first enzyme involved in APP splicing (Bettens et al., 2009; Ridler, 2018), and APOE is a well-known genetic risk factor for late-onset AD (LOAD) (Schreiber et al., 2017; Prendecki et al., 2019; Weintraub et al., 2019). We found that cells infected with the SV2A-overexpressing virus showed a significant decrease in BACE1 expression as observed at the mRNA level (Figure 3A). The agarose gel electrophoresis result of the product was consistent with qPCR analysis results (Supplementary Figure 1B). Western blotting analysis showed similar results (Figure 3B). In addition, immunofluorescence observations of BACE1 and SV2A in APPswe293T cells revealed that they are colocalized (Figure 3C). Consistent with the BACE1 results, cells after transfection of a SV2A-overexpressing virus showed a lower level of APOE expression (Figure 3D). The agarose gel electrophoresis result of the product was consistent with qPCR analysis results (Supplementary Figure 1B). There was no significant difference between the samples observed by western blotting (Figure 3E). Overall, these results indicated that SV2A impacts Aβ production by interacting with the AD-associated genes (Figures 2, 3).
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FIGURE 3. SV2A regulates the expression level of BACE1 and APOE. (A) qPCR detection of BACE1 mRNA expression level in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). Gapdh was used as the internal control. (B) Western blotting detection of BACE1 expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (C) Immunofluorescence observation of the BACE1 (red) and SV2A (green) in APPswe293T cells. The nuclei were counterstained with DAPI (blue). Scale bar, 40 μm. (D) qPCR detection of the APOE mRNA expression level in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). Gapdh was used as the internal control. (E) Western blotting detection of APOE expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. For each group of APPswe293T cells, n = 3. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). **p < 0.01.




SV2A Deficiency Promotes Tau Hyperphosphorylation

Another typical pathological feature of AD is the formation of neurofibrillary tangles, composed of hyperphosphorylated tau proteins (Cho et al., 2019). Thus, we examined whether SV2A regulates the expression level of hyperphosphorylated tau proteins by using APPswe293T cells infected with the SV2A-overexpressing and SV2A-silencing virus. Results revealed that total tau protein expression was down-regulated in SV2A-overexpressing cells as observed at the mRNA level, while total tau protein expression was not significantly different in SV2A-silencing cells (Figure 4A). The agarose gel electrophoresis result of the product was consistent with qPCR analysis results (Supplementary Figure 1B). Western blotting results also revealed a downregulation of the total tau protein expression in the SV2A-overexpressing cells, alongside an upregulation of total tau protein expression in SV2A-silencing cells (Figure 4B). We then assessed the expression level of the hyperphosphorylated tau protein mutated at serine 356 (P-Tau-S356) and the hyperphosphorylated tau protein mutated at tyrosine 322 (P-Tau-Y322) by western blotting (Figures 4C–F). Results demonstrated an upregulation of P-Tau-S356 expression level in SV2A-silencing cells. Taken together, these results indicate that SV2A is involved in AD by regulating the expression of hyperphosphorylated tau proteins (Figure 4).
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FIGURE 4. SV2A deficiency promotes tau hyperphosphorylation. (A) qPCR detection of the tau mRNA expression level in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). Gapdh was used as the internal control. (B) Western blotting detection of tau expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (C) Western blotting detection of P-Tau-S356 protein (phosphorylated tau protein mutated at serine 356) expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (D) Ratio of P-Tau-S356 and tau protein expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (E) Western blotting detection of the P-Tau-Y322 protein (phosphorylated tau protein mutated at tyrosine 322) expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (F) Ratio of P-Tau-Y322 and tau protein expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. For each group of APPswe293T cells, n = 3. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). *P < 0.05, **P < 0.01, ***P < 0.001.




SV2A Regulated AD Through the PI3K Signaling Pathway but Not ERK or SRC

We next assessed the dynamics of SV2A-related signaling pathways. Results revealed that compared with that of the control group, the expression of PI3K was significantly down-regulated at the protein level after infection with the SV2A-overexpressing virus and was significantly up-regulated after infection with the SV2A-silencing virus (Figure 5A). In contrast, the ERK and SRC signaling pathways showed no significant changes (Figures 5B,C). To further validate these observations, APPswe293T cells were treated with a PI3K-specific inhibitor, LY294002 (Wang et al., 2017), and showed that the expression of PI3K was down-regulated in all groups. We then compared the tau expression levels between SV2A-overexpressing cells and SV2A-silencing cells treated with LY294002 and found no significant difference (Figure 5D). In light of the above results, it can be speculated that SV2A influences AD via the PI3K signaling pathway.
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FIGURE 5. Overexpressing of SV2A inhibits the PI3K signaling pathway. (A) Western blotting detection of PI3K protein expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (B) Western blotting detection of ERK protein expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (C) Western blotting detection of SRC protein expression levels in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. (D) Comparison of western blotting detection of tau protein expression levels in APPswe293T cells and APPswe293T cells with LY294002 (PI3K signaling pathway inhibitor) from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The gray density was normalized to the mean gray density of Gapdh. For each group of APPswe293T cells, n = 3. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). ∗p < 0.05. ∗∗p < 0.01.




DISCUSSION

In the present paper, we found SV2A to be colocalized with APP and down-regulated in the hippocampus of AD patients (Figure 1). Moreover, we showed that abrogation of SV2A promotes Aβ production (Figure 2) and that upregulation of SV2A down-regulates the AD risk factors BACE1 and APOE (Figure 3). Furthermore, SV2A deficiency promotes tau hyperphosphorylation (Figure 4). Finally, SV2A regulation of the pathogenesis and development of AD appear to be mediated by the PI3K signaling pathway (Figure 5). A schematic diagram showing that the deficiency of SV2A up-regulates tau expression to reduce the inhibition of the impairment of synaptic vesicle information transmission up-regulates BACE1 expression and inhibits GBR-stabilizing APP on the cell surface, thus promoting the proteolysis of APP to Aβ. SV2A also regulates the PI3K pathway (Figure 6). This study provides guidelines and information regarding the influence of the SV2A mechanism on the regulation of AD and possible future research of neurological diseases.
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FIGURE 6. Schematic diagram showing that the deficiency of SV2A up-regulates Tau expression to reduce the inhibition of the impairment of synaptic vesicle information transmission, up-regulates BACE1 expression, and inhibits GBR-stabilizing APP on the cell surface, thus promoting the proteolysis of APP to Aβ. SV2A also regulates the PI3K pathway. SV2A regulates AD-related proteins via the above three ways.


It has been shown that people with AD had significantly less SV2A binding in the hippocampus compared to cognitively normal participants according to SV2A PET using 11C-UCB-J, 18F-UCB-H, and 18F-SDM-8 (Chen et al., 2018; Bastin et al., 2020). Here, we found a significant decrease of SV2A expression at the mRNA level in the hippocampus of AD patients compared with non-AD subjects as per the Allen Brain database analysis (Figure 1), indicating that changes in SV2A expression influence synaptic function in AD and suggesting that SV2A may serve as a key regulator to AD-related proteins, such as Aβ and APP, two hallmarks of AD (Muller et al., 2017). Our study detected an increase in the expression levels of APP in APPswe293T cells infected by the SV2A-silencing virus (Figures 2A,B). The results of immunofluorescence analysis of APP and SV2A (Figure 2C), ELISA statistics analysis of the Aβ (Figure 2D), and brain observation by PET in SV2A-KO mice (Figures 2E,F) also validated the increase of Aβ in a SV2A deficiency situation. It has been demonstrated that SV2A deficiency impairs its interaction with synaptotagmin 1, causing a specific disruption of synaptic GABA release, which in turn down-regulates GABAB receptor expression (Ohno and Tokudome, 2017). Therefore, we speculated that downregulation of SV2A may impair the inhibition of APP proteolysis to Aβ via reducing the expression of the GABAB receptor, thus leading to the upregulation of APP and Aβ (Dinamarca et al., 2019). Yet there is also evidence showing that in AD, the SV2A loss takes precedence in glutamatergic rather than GABAergic nerve terminals (Govindpani et al., 2017), and the specific regulatory mechanism of SV2A on APP remains to be elucidated.

In the present study, we found that SV2A overexpression down-regulates BACE1 and APOE at both the mRNA and protein expression levels (Figure 3). Studies have shown that the level of BACE1 in the brain may be affected by APOE before the onset of AD (Decourt et al., 2013; Liu et al., 2013; Dai et al., 2018). In addition, APOE regulates multiple brain pathways to varying degrees including lipid transport, synaptic integrity and plasticity, and cerebrovascular function (Yamazaki et al., 2019). SV2A regulates the release of action potential-dependent neurotransmitters, and SV2A dysfunction impairs the release of synaptic GABA and glutamate (Tokudome et al., 2016; Lepannetier et al., 2018). Inhibition of BACE1 can promote the activities of various cell receptor proteins in presynaptic or postsynaptic glutamatergic and GABAergic synaptic membranes (Yan et al., 2016). Therefore, we can speculate that SV2A can further influence AD by mediating BACE1 and APOE to regulate the synaptic receptor. However, some studies have shown that SV2A KO prevents ApoE4 from promoting BACE1 processing of APP, which plays a role in WT cells by promoting the colocalization of BACE1 and APP in vivo (Rhinn et al., 2013; Swarup and Geschwind, 2013; Yan and Vassar, 2014; Zhang et al., 2015).

It has also been reported that SV2A density was inversely correlated with tau phosphorylation (Metaxas et al., 2019). Therefore, we investigated the relationship between SV2A and Tau and found that SV2A overexpression in APPswe293T cells resulted in significant decreases in tau mRNA and protein levels (Figures 4A,B). Although P-Tau-S356 and P-Tau-Y322 did not change significantly with SV2A overexpression, a slight upward trend was found in P-Tau-S356 of shSV2A (Figure 4C). It is known that tau cross-links synaptic vesicles, thereby slowing their mobilization and ultimately reducing synaptic transmission during intense stimulation (Zhou et al., 2017). Further, overexpression of tau is found to potently inhibit axonal transport (Chee et al., 2006). Since SV2A is involved in the regulation of synaptic vesicle transport, exocytosis, and neurotransmitter release (Mendoza-Torreblanca et al., 2013), overexpression of SV2A may alleviate AD-related symptoms by reducing the content of Tau and thereby inhibiting the impairment of synaptic vesicle information transmission.

In this study, we found that the involvement of SV2A in the pathogenesis and development of AD appears to be mediated by the PI3K signaling pathway, as upregulation of SV2A down-regulated the expression of PI3K (Figure 5A) and treatment with the PI3K inhibitor LY294002 blocked this effect (Figure 5D). Decreased levels of PI3K subunits, as well as blunted AKT kinase phosphorylation, have been observed in the brain of AD patients (Gabbouj et al., 2019). Insulin-like growth factor-2 (IGF-2) was reported to attenuate memory decline and amyloid plaque formation in AD mouse model by activating the PI3K/AKT/CREB signaling pathway (Xia et al., 2019), and insulin has been observed to promote neuron growth and synapse formation through the PI3K signaling pathway (Liem et al., 2017; Gabbouj et al., 2019). Therefore, we speculate that SV2A may play a role in promoting insulin growth factor secretion. However, further studies are needed to clarify the link between SV2A, the PI3K signaling pathway, and AD pathogenesis and progression.



CONCLUSION

In conclusion, our datas indicate that that upregulation of SV2A decreases the relative expression level of AD-related genes. We found that Aβ expressions were significantly increased in certain brain regions of SV2A-KO mice by the PET imaging technique. Moreover, we found that SV2A regulation of the occurrence and development of AD appeared to be mediated by the PI3K signaling pathway. This study provides guidelines and information regarding the influence of the SV2A mechanism on the regulation of AD and possible future research of neurological diseases.
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Supplementary Figure 1 | The SV2A-regulating virus infected into APPswe293T cells was used to generate SV2A-overexpressing and SV2A-silencing cells. (A) qPCR detection of SV2A at the mRNA expression level in APPswe293T cells from the following four groups: control, cells infected with the SV2A-overexpressing virus (SV2A), shControl, and cells infected with the SV2A-silencing virus (shSV2A). The expression level was normalized to the mean expression level of the control group. (B) The agarose gel electrophoresis pattern of the qPCR product. Gapdh is used as an internal reference. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). ∗p < 0.05, ∗∗∗p < 0.001. (C, D) The construction of a mouse SV2A cKO model. (C) Scheme showing the targeting strategy for disruption of the SV2A gene. Exon 3 was selected as the cKO region. (D) Agarose gel electrophoresis was used to identify the genotype of the SV2A mouse model. The lanes from left to right are the marker, DNA of the WT mouse, and DNA of the SV2A ± mouse. Data are expressed as mean ± SEM. One-way analysis of variance (ANOVA). ∗p < 0.05.
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Parkinson’s disease (PD) is one of the most prevalent neurodegenerative aging disorders characterized by motor and non-motor symptoms due to the selective loss of midbrain dopaminergic (DA) neurons. The decreased viability of DA neurons slowly results in the appearance of motor symptoms such as rigidity, bradykinesia, resting tremor, and postural instability. These symptoms largely depend on DA nigrostriatal denervation. Pharmacological and surgical interventions are the main treatment for improving clinical symptoms, but it has not been possible to cure PD. Furthermore, the cause of neurodegeneration remains unclear. One of the possible neurodegeneration mechanisms is a chronic inflammation of the central nervous system, which is mediated by microglial cells. Impaired or dead DA neurons can directly lead to microglia activation, producing a large number of reactive oxygen species and pro-inflammatory cytokines. These cytotoxic factors contribute to the apoptosis and death of DA neurons, and the pathological process of neuroinflammation aggravates the primary morbid process and exacerbates ongoing neurodegeneration. Therefore, anti-inflammatory treatment exerts a robust neuroprotective effect in a mouse model of PD. Since discovering the first mutation in the α-synuclein gene (SNCA), which can cause disease-causing, PD has involved many genes and loci such as LRRK2, Parkin, SNCA, and PINK1. In this article, we summarize the critical descriptions of the genetic factors involved in PD’s occurrence and development (such as LRRK2, SNCA, Parkin, PINK1, and inflammasome), and these factors play a crucial role in neuroinflammation. Regulation of these signaling pathways and molecular factors related to these genetic factors can vastly improve the neuroinflammation of PD.

Keywords: Parkinson’s disease, microglia, genetics, neuroinflamamation, dopaminergic neurons, neurotoxins


INTRODUCTION

Parkinson’s disease (PD) is an age-related neurodegenerative disease characterized by motor and non-motor symptoms (Brundin et al., 2018). It is the second most common neurodegenerative disorder after Alzheimer’s disease, and now, it has become a significant public health problem worldwide (Fan, 2020). One characteristic pathological change is the loss of midbrain dopaminergic (DA) neurons (Charvin et al., 2018). Parkinson’s disease is usually characterized by the deposition of protein aggregates containing α-synuclein (Lewy bodies) in multiple brain regions (Rey et al., 2018). The decreased viability of DA neurons slowly results in the appearance of motor symptoms, which largely depend on dopaminergic nigrostriatal denervation. With the progression of neurodegeneration and advancing disease, people with PD also experience sleep disturbances, fatigue, altered mood, cognitive changes, autonomic dysfunction, and pain (Schapira et al., 2017). These “non-motor” symptoms dominate the clinical picture and are the main determinants of quality of life. Besides, some endophenotypes dominated by non-motor symptoms also have been reported in recent studies (Ehgoetz Martens and Shine, 2018). Nowadays, pharmacological and surgical interventions are the main treatments for improving clinical symptoms. However, preventing or curing the disease is not possible at present (Sarrafchi et al., 2016).

Although various possible pathogenetic mechanisms have been proposed in recent years, the cause of neurodegeneration remains unknown. One possible mechanism is inflammation mediated by microglial cells (Yao et al., 2018). Emerging evidence indicates that sustained inflammatory stimulation plays a vital role in the degeneration of DA neurons and is a common feature in both human PD patients and animal models of PD (Ikeda-Matsuo et al., 2019). The neuroinflammatory response may also lead to a cascade of events leading to neuronal degeneration. Anti-inflammatory treatment showed beneficial effects in preventing neurodegeneration mediated by inflammatory damage (Singh et al., 2020). For example, ursolic acid acted as a therapeutic drug targeted for protecting from neuroinflammation-induced neurodegeneration (Rai et al., 2019; Singh et al., 2020; Zahra et al., 2020). Besides, the supplement of tyrosine hydroxylase in MPTP-intoxicated mice could protect dopaminergic neurons by suppressing neuroinflammation (Birla et al., 2019). Thus, regulating neuroinflammation is a therapeutic strategy by reducing oxidative stress (Rai et al., 2017; Yadav et al., 2017; Singh et al., 2018). In recent years, research has shown that many genetic factors are associated with neurodegeneration of the nigrostriatal DA, which includes apoptosis or death caused by neuroinflammation (Zhang et al., 2018). These factors are potential targets to interfere with the disease process in PD. This review discusses the details of genetic imaging of neuroinflammation in PD.



INFLAMMATION AND PARKINSON’S DISEASE

The presence of activated microglial cells in the substantia nigra has been shown in postmortem studies and in the 1-methyl-4-pheny-1, 2, 3, 6-tetrahydropyridine (MPTP)-animal models (both mice and non-human primates) of PD (Zella et al., 2019). Microglia are the macrophages that reside in the central nervous system (CNS) and are the brain’s primary innate immune effector cells (Yin et al., 2017). Besides, they are the main generator of inflammatory cytokines and reactive oxygen species (ROS), acting as the central active immune defense under normal conditions (Takeda et al., 2018). In pathological conditions, microglia are activated and releases anti-inflammatory cytokines and neurotrophic factors, contributing to tissue repair and the protection of neurons against apoptosis or death (Hilla et al., 2017). However, when pathological factors are continuously present, the number of noxious phenotypes of microglia increase and release a large amount of ROS, proteinases, and inflammatory cytokines contributing to neuronal damage. In PD, the inflammatory mediators such as tumor-α (TNF-α), interleukin-1β (IL-1β), inducible nitric oxide synthase (iNOS), and interleukin-6 (IL-6) have been found to regulate the progression of PD (Yao et al., 2019b). These pro-inflammatory mediators have been found to increase significantly in the midbrain of PD patients and animal models. Furthermore, numerous studies have shown that impaired or dead DA neurons can directly induce the activation of microglia, increasing the production of ROS and pro-inflammatory cytokines. Therefore, as mentioned above, the activation of microglia and DA neuronal damage form a self-propelled degeneration cycle in PD; thus, microglia are more likely to play critical roles in establishing and maintaining inflammatory responses in PD (Figure 1).
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FIGURE 1. A self-propelled degeneration cycle in PD. In PD’s pathological conditions, microglia are activated and release anti-inflammatory cytokines to repair the tissues, protecting neurons against apoptosis or death. However, the continuous stimulation of pathological factors increases the number of toxic phenotypes of microglia, releasing a large number of inflammatory cytokines, such as TNF-α, IL-1β, iNOS, IL-6, and ROS, which contribute to neuronal damage. Besides, the impaired or dead DA neurons can directly induce microglial activation, increasing ROS and pro-inflammatory cytokines. Thus, the activation of microglia and DA neuronal damage form a self-propelled degeneration cycle in PD. PD, Parkinson’s disease; DA, dopaminergic; ROS, reactive oxygen species; iNOS, inducible nitric oxide synthase; IL-6, interleukin-6; TNF-α, tumor necrosis factor-α; IL-1β, interleukin-1β.


The anti-inflammatory treatment has been found to exert a strong neuroprotective effect in a mouse model of PD. For example, specially designed liposomes targeted for the CD163 receptor were loaded with glucocorticoids involved in PD-like neurodegeneration. The results showed that glucocorticoids protect DA neurons in the 6-hydroxydopamine (6-OHDA) PD model via anti-inflammatory modulation (Tentillier et al., 2016). APSE-Aq (fraction isolated from A. pyrifolium seeds) may have antioxidant and anti-inflammatory properties, which may offer neuroprotection in a model of PD (de Araujo et al., 2018). Tetramethylpyrazine exhibits its anti-apoptotic, anti-inflammatory, and antioxidant actions via attenuating rotenone-induced upregulation of the transcription factor nuclear factor erythroid 2-related factor 2/heme oxygenase-1 (Nrf2/HO-1) pathway and inflammation markers: nuclear factor-kappa B (NF-κB), iNOS, cyclooxygenase 2 (COX2), and glial fibrillary acidic protein (GFAP) expression (Lu et al., 2014; Michel et al., 2017). The isothiocyanate is mainly found in Brassica vegetables (Brassicaceae) and Moringaceae plants. It shows potent anti-inflammatory activity in the treatment of murine subacute PD and promises compounds against oxidative stress and neuroinflammation (Sita et al., 2016; Giacoppo et al., 2017). The neuroprotective properties of securinine may be due to the inhibition of glial activation and the subsequent generation of pro-inflammatory factors via inhibiting the p38 mitogen-activated protein kinase-NF-κB (MAPK-NF-κB) pathway (Leonoudakis et al., 2017). A novel compound (VSC2) has anti-inflammatory and antioxidant properties in microglia and in an animal model of PD by preventing NF-κB activation and the production of TNF-α, iNOS, IL-1β, NO, and COX-2 (Lee et al., 2015). Morin effectively prevents MPTP-induced PD-like pathologies in mice and protects primary neurons against MPP + −induced toxicity by ameliorating oxidative stress and inflammation (Zhang et al., 2010; Lee et al., 2016). The anti-inflammatory effect of β-Hydroxybutyric acid on microglia is mediated by G-protein-coupled receptor 109A. This process involves the NF-κB signaling pathway in both in vivo and in vitro PD models, causing the inhibition of the production of pro-inflammatory enzymes (iNOS and COX-2) and pro-inflammatory cytokines (TNF-α, IL-1β, and IL-6) (Fu et al., 2015). The synthesis and biological evaluation of clovamide analogs show that they have potent anti-neuroinflammatory effects by reducing the expression of GFAP in a model of PD (Hu et al., 2018). Compound 21 is obtained from 2,4,6-trimethoxybenzaldehyde by adding amines or alkyl (methyl or ethyl) ester of the amino acid hydrochloride salts. Compound 21 may be a potential candidate for PD treatment because of its potent anti-neuroinflammatory activity, novel mechanism, impressive penetration of the blood-brain barrier, and low toxicity in vitro and vivo (Wang et al., 2016). The behavioral and neurochemical alterations in a rat model of PD are partially reversed by Spirulina platensis, which is primarily related to its anti-inflammatory effects (Lima et al., 2017). Phytic acid shows a solid neuroprotective effect in an MPTP-induced PD model correlated with its anti-inflammatory effect by suppressing the NF-κB and phosphorylated extracellular signal-regulated kinase (p-ERK) pathways (Lv et al., 2015).

Based on the hypothesis that neuroinflammation is involved in the pathophysiology of PD, scientists have evaluated the feasibility of using non-steroidal anti-inflammatory drugs (NSAIDs) to cure PD patients. Interestingly, the results of a prospective cohort study showed that NSAIDs might delay or prevent the onset of PD (Chen et al., 2003). Ibuprofen users had a lower risk of PD than non-users, suggesting that ibuprofen use may delay or prevent PD onset (Poly et al., 2019). However, the same anti-inflammatory effect was not observed for aspirin, other NSAIDs, or acetaminophen in PD patients. The inconsistent results between ibuprofen and other NSAIDs indicate that ibuprofen has specific protective properties of the anti-inflammatory response in PD.



THE ROLE OF NF-κB IN NEUROINFLAMMATION IN PD

Transcription factors such as NF-κB, STAT1, STAT3, and SMAD7 are the proteins that can bind to a specific sequence of DNA to regulate the transcription of genes. Recent literature shows that the upregulation of transcription factors can cause microglial activation, leading to a self-sustaining neuroinflammation environment via various mechanisms in PD. In this article, we will describe how NF-κB is associated with different pathways and molecular regulation. For now, we will give a clear description of the role of NF-κB in neuroinflammation in PD.

NF-κB is crucial for neuroinflammation responses; NF-κB is a group of transcription factors including RelA, RelB, c-Rel, NF-κB1/p50, and NF-κB2/p52 (Sokolova and Naumann, 2017). The transcription factors can form homodimers and heterodimers to regulate the expression of genes. The abundant basal expression of NF-κB in the brain is much higher than in peripheral tissues (Shih et al., 2015). NF-κB is largely involved in the progression of PD. For example, it reveals that NF-κB is activated in an MPTP model of PD (Dehmer et al., 2004), following the microglia activation (Aoki et al., 2009). One research study showed that NF-κB increased more than 70-fold in the brain tissue of PD patients and exhibited strong nuclear p65 immunoreactivity of DA neurons in the substantia nigra (Mattson and Camandola, 2001). The activated NF-κB leading to DA neuron degeneration has been demonstrated in PD (Phani et al., 2012). Selective inhibition NF-kB has been found to protect against DA neurons’ death from MPTP toxicity in a PD model (Bassani et al., 2015).

In neuroinflammation, NF-κB can regulate the production of pro-inflammatory cytokines, such as IL-6, TNF-α, G-CSF, iNOS, and IL-1β. The sustained inflammatory stimulus is related to the NF-κB pathway in the activation of uncontrolled microglia, resulting in ROS production, neurotoxic factors, interferon-γ (INF-γ), and glutamate, whose excessive formation induces neuronal damage (Spencer et al., 2012). Toll-like receptors are a vital class of membrane proteins that can activate microglial cells—the predominant pathways that TLRs trigger are associated with the NF-κB pathway (Kawai and Akira, 2007). Inhibition of the NF-κB pathway can sufficiently suppress the activation of microglia and neuroinflammation.

Recent studies show that NF-κB is involved in the inflammatory response of microglia in the progression of PD. Therefore, the regulation of the abnormal expression of NF-κB exerts fortissimo neuroprotection and inhibition of inflammation in PD. For example, our previous study found that miR-124 can prevent DA neuronal death and suppress microglia activation via suppressing the MEKK3/NF-κB pathway in a mouse model of PD (Yao et al., 2018). Intranasal plasma rich in growth factors (PRGF)-Endoret provides a novel neuroprotective strategy for DA and attenuates NF-κB-dependent inflammation processes in a PD model (Anitua et al., 2015). Inhibition of NF-kB activation leads to the suppression of pro-inflammatory molecules, improvement in locomotor activity, and DA neurons’ protection in the substantia nigra pars compacta (SNpc) (Mondal et al., 2012). In DA neuron-glial co-cultures, pioglitazone prevents DA cells’ death from lipopolysaccharide (LPS)-induced exacerbation of microglia activation by interfering with the NF-κB pathway (Esposito et al., 2007). Besides, schisandrol A could enhance the PI3K/AKT pathway and inhibit the IKK/IκBα/NF-κB pathway to reduce neuronal inflammation, oxidative stress and enhance the survival of DA neurons in the brains of PD mice (Yan et al., 2019). Rosmarinic acid could attenuate inflammatory responses by suppressing the HMGB1/TLR4/NF-κB signaling pathways, which may contribute to its anti-PD activity (Lv et al., 2019). Cordycepin mitigates MPTP-induced inflammatory response in PD by inhibiting the TLR/NF-κB signaling pathway (Cheng and Zhu, 2019). The knockdown of cathepsin D can protect dopaminergic neurons from neuroinflammation-mediated neurotoxicity via inhibition of the NF-κB signaling pathway in a PD model (Gan et al., 2018). Polydatin treatment protects DA neurons and ameliorates motor dysfunction by inhibiting microglial activation and the release of pro-inflammatory mediators via regulation of the AKT/GSK3β-Nrf2/NF-κB signaling axis (Huang et al., 2018).

Meanwhile, several NSAIDs, such as sodium salicylate, celecoxib, aspirin, and diclofenac, have been found to exert a neuroprotective role by decreasing NF-kB expression in an MPTP-induced model of PD (Bassani et al., 2015). The peroxisome proliferator-activated receptor γ (PPAR-γ) agonist pioglitazone mediates microglial activation and NF-κB expression in the 6-hydroxydopamine model of PD (Goes et al., 2018). A20 enzyme, which inhibits NF-κB by restricting the duration and intensity of its action, has been found to significantly decrease in a blood sample of patients with PD (Mazo et al., 2017). The topics which are discussed next are widely associated with NF-κB.



THE ROLE OF GENETICS IN THE NEUROINFLAMMATION OF PD

Since discovering the first mutation in the α-synuclein gene (SNCA) can cause disease-causing, PD has involved many genes and loci. For example, the deficiencies of genes such as LRRK2, Parkin, SNCA, and PINK1 are risk factors for PD (including family and sporadic PD). The genetic discoveries clearly illustrate the cellular pathways and functions that are involved in the development of PD. To date, at least 23 loci and 19 genes (Table 1) have been identified and designated as both 10 autosomal dominant and 9 autosomal recessive PD.


TABLE 1. The genes associated with the pathogenesis of PD.

[image: Table 1]Recent epidemiological and genetic studies have indicated that some PD-associated genes are involved in regulating neuroinflammation in the CNS. The discoveries of genetic factors highlight the biological mechanism of PD. According to the literature, we summarized whether the 19 genes associated with PD are also associated with neuroinflammation (Table 1). Understanding how genetic factors influence the inflammatory pathogenesis of PD can help decipher the disease’s etiology.


Leucine-Rich Repeat Kinase 2 (LRRK2)

Missense mutations in the LRRK2 gene are the most common cause of autosomal-dominant inherited PD (Chan and Tan, 2017); the standard variants of the LRRK2 gene have also been associated with sporadic PD (Kluss et al., 2019). LRRK2 has been a therapeutic target for family and sporadic PD (Tufekci et al., 2012). The penetrance of LRRK2 mutations is incomplete in PD because the lifetime risk is estimated to be 22–32% in clinical populations, suggesting strong modifiers of LRRK2 disease (Goldwurm et al., 2007). Recently, genome-wide association studies show that LRRK2 is also involved in modifying immunogenic responses in PD (Moehle et al., 2012). Injecting LPS can strongly induce LRRK2 expression in SNpc in mice. Idiopathic PD patients and those with an LRRK2 mutation have increased levels of pro-inflammatory serum markers (Brockmann et al., 2016). However, no activated inflammatory profiles are observed in PD patients with a non-manifesting LRRK2 mutation (Brockmann et al., 2016). A recent study showed that the kinase activity of LRRK2 increased in microglia cells in sporadic PD postmortem tissue (Di Maio et al., 2018). Besides, the accumulation of α-syn results in increased ROS expression via inducing mitophagy in neurons, a process linked to LRRK2 activity (Choubey et al., 2011; Saez-Atienzar et al., 2014). LRRK2 can modulatesmokine (C–X3–C) receptor 1–mediated signaling pathways to modulate microglial activity (Ma et al., 2016). LRRK2 kinase activity contributes to neuroinflammation via phosphorylating p53 in PD, and the phosphorylation of p53 induces the expression of TNF-α (Muda et al., 2014).

LRRK2 is upstream of protein kinase A (PKA) and can negatively control PKA activity, thus modulating neuronal functions (Greggio et al., 2017). Meanwhile, it has been found that LRRK2 can control microglial inflammation by regulating PKA-mediated NF-κB p50 phosphorylation in microglia cells (Russo et al., 2015). The mutant variants of LRRK2 can vastly enhance the transcriptional activity of NF-κB in microglia (Kim et al., 2012). LRRK2 knockdown increases the levels of phosphorylated NF-κB p50 in primary microglial cells (Russo et al., 2015). Further, phosphorylated NF-κB translocates into the nucleus, competes with, and displaces DNA-bound p50:p50 to initiate mRNAs transcription (Zhong et al., 2002). Thus, LRRK2 may control its activation to affect the consequent transcription of pro-inflammatory mediators via NF-κB in microglia. A recent study demonstrated that LRRK2 acts as a negative regulator of the nuclear factor of activated T cell (NFAT) transcription factors which are associated with the inflammatory response in a large set of immune cells (Liu et al., 2011). Moreover, the abnormal activity of LRRK2 modulates the activation and phagocytosis of microglia cells by the hyperpolymerization of cytoskeleton components such as actin and β-tubulin (Russo et al., 2014). Moreover, LRRK2 suppresses focal adhesion kinase (FAK) Y397 phosphorylation through the phosphorylation of Thr–X–Arg/Lys (TXR) motif(s) in FAK in microglial cells (Choi et al., 2015). LRRK2 has a negative regulatory role in αSYN clearance through down-regulation of the endocytosis pathway in microglia (Maekawa et al., 2016). Besides, LRRK2 promotes mitochondrial alteration in microglia via Drp1 in a kinase-dependent manner, contributing to pro-inflammatory responses, which is regarded as a potential therapeutic target in PD (Ho et al., 2018). LRRK2 has been found to modulate neuroinflammation and neurotoxicity in models of human immunodeficiency virus 1-associated neurocognitive disorders (Puccini et al., 2015).

The inhibition of LRRK2 kinase activity attenuates the expression of pro-inflammatory microglial signaling to modulate neuroinflammation. In this context, several studies have identified that LRRK2 inhibitors show good physicochemical and pharmacokinetic properties and good selectivity and blood-brain barrier permeability against both kinases (Koshibu et al., 2015). Disruption of LRRK2 activity prevents a complete inflammatory response and microglial morphological remodeling (Moehle et al., 2012). As of now, some inhibitors of the LRRK2 gene have been found, showing a potential new neuroprotective role in PD (Lee et al., 2010). Manganese could induce neuroinflammation and the up-regulation of LRRK2 in vitro and in vivo, and the know down of LRRK2 can attenuate manganese-induced autophagy dysfunction and inflammation in microglia (Chen J. et al., 2018). Wave2, an actin-cytoskeletal regulator which can directly couple to LRRK2, mediates Lrrk2–G2019S-induced DA neuronal death in both macrophage-midbrain cocultures and in vivo in PD (Kim K. S. et al., 2018).

Meanwhile, LRRK2 can phosphorylate Wave2 at the spot of Thr470, stabilize, and prevent its proteasomal degradation in a murine microglia-like cell line (Kim K. S. et al., 2018). The computer-aided drug design can prevent LPS-induced LRRK2 upregulation and microglia activation in a mouse model of neuroinflammation induced by LPS (Li et al., 2014). The overexpression of human pathogenic LRRK2 mutations exhibits long-term lipopolysaccharide-induced DA neuronal loss in mice, accompanied by exacerbated neuroinflammation in the brain (Kozina et al., 2018). Overall, LRRK2 is associated with the cellular pathways in microglia (Figure 2), and LRRK2 mutations with increased kinase activity might be one of the possible mechanisms for microglia- exacerbated neuroinflammation in PD.
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FIGURE 2. The mechanism of LRRK2 leading to microglia activation. Abnormal LRRK2 activity could regulate microglia cells’ activation through hyperphosphorylation of PKA, p53, MAPK family proteins, and Drp1. Thus, LRRK2 drives microglia toward a reactive phenotype with enhanced cell activity and inflammation in response to inflammatory stimuli, including LPS, environmental insults, and neuronal susceptibility.




Alpha-Synuclein

Alpha-synuclein (α-syn), a 140-amino-acid protein, is abundantly expressed at a high level in the brain. Under physiological conditions, the functions of α-syn include the regulation of the dopamine transporter. The expression level of α-syn is regarded as a significant determinant of its neurotoxic potential. In contrast, secreted extracellular α-syn has emerged as an additional important factor in PD’s pathological process (Chen Y. et al., 2018). However, dysfunctional modifications of α-syn ultimately cause the pathogenesis of neurodegeneration in PD. In this pathological process, it has been shown that α-syn could trigger inflammation and oxidative stress through the activation of microglia (Harms et al., 2018). When the pathological deposition of α-syn occurs, microglia will migrate to the extracellular α-syn through endocytosis to prevent α-syn accumulation in neurons; however, the extensive uptake of α-syn with microglia could generate glial inclusions and induce inflammation (Vekrellis et al., 2011). Some in vitro and in vivo studies show that the release of α-syn from neurons can activate microglia through TLRs, followed by the initiation of neuroinflammation and progressive neuronal damage in PD (Zhang et al., 2005; Kim et al., 2013) (Figure 3). Besides, the deposition of α-syn in glial cells induces neuroinflammation, which promotes the degeneration of neurons and aggravates the pathogenesis of PD, and the deposition of α-syn also could further propagate to other glial cells and neurons (Chistiakov and Chistiakov, 2017). Specifically, the over-expression of α-syn could drive microglia into having a reactive phenotype characterized by enhanced levels of cytokine secretion, such as TNF-α and IL-6, as well as nitric oxide (NO), arachidonic acid metabolizing enzymes, and reactive nitrogen species, all superimposed upon impaired phagocytic potential (Rojanathammanee et al., 2011). Fibrillar α-syn, a potent inducer of pro-inflammatory immune, responds to microglia cells and highlights the level of fibrillization of α-syn as a significant feature for its efficient internalization and the activation process of microglia mainly depend on their aggregation state (Hoffmann et al., 2016). In the cerebrospinal fluid and blood of PD patients, researchers have found the aggregated and non-aggregated forms of α-syn. The type of secretion of α-syn into the medium has implied that this form of release from neurons may activate the inflammatory response in a microglial cell line (Alvarez-Erviti et al., 2011). Furthermore, α-syn deficiency promotes neuroinflammation by increasing Th1 cell-mediated immune responses. Endogenous α-syn plays a functional role in immunological processes during early experimental autoimmune encephalomyelitis (EAE) as a new regulator of Th1 responses in neuroinflammation (Ettle et al., 2016).


[image: image]

FIGURE 3. The signaling pathways and molecular factors involved in neuroinflammation. α-syn together with inflammasome form a network to regulate the activation of microglia. Blocking these signaling pathways and molecular factors can effectively improve apoptosis or the death of dopamine neurons caused by neuroinflammation.


Dysfunctional modifications of α-syn affecting the activation of microglia are involved in many pathways in PD, and blocking these pathways can effectively control or attenuate neuroinflammation in PD. For instance, suppressing the Janus kinase/signal transducers and activators of transcription (JAK/STAT) pathway can prevent neuroinflammation and neurodegeneration by inhibiting microglial activation, macrophage, and CD4(+) T-cell infiltration, and the production of pro-inflammatory cytokines/chemokines induced by α-syn (Qin et al., 2016). Furthermore, six monosaccharides (6-mer), a specific inhibitor of the α-syn output, could efficiently modulate neuroinflammation and α-syn expression in neuron-like SH-SY5Y cells by blocking NF-κB activation (Scuruchi et al., 2016). Meanwhile, α-M inhibits α-syn-induced microglial neuroinflammation and neurotoxicity by targeting nicotinamide adenine dinucleotide phosphate (NADPH) oxidase as a therapeutic possibility in preventing PD progression (Hu et al., 2016). Furthermore, ginsenoside Rg1 could attenuate motor impairment and neuroinflammation in the MPTP-probenecid-induced PD mouse model via targeting α-syn abnormalities in the substantia nigra (Heng et al., 2016). FK506, as a well-known immunosuppressive drug, could decrease neuroinflammation and DA neurodegeneration, pointing to a causal role of neuroinflammation in an α-syn-based rat model of PD (Van der Perren et al., 2015). The administration of hypoestoxide could reduce neuroinflammation, neurodegeneration, and α-syn accumulation in a mouse model of PD via modulating the activity of NF-κB, suggesting that hypoestoxide may be a potent anti-PD drug (Kim et al., 2015). Curcumin has been found to afford its neuroprotective effect and inhibit α-syn aggregation through the inhibition of oxidative stress generation, replenishing glutathione levels, and preventing glial-associated inflammatory response in an LPS-induced PD model (Sharma et al., 2017; Sharma and Nehru, 2018). Endogenous high-mobility group protein B1, which has been demonstrated to mediate persistent neuroinflammation and consequent progressive neurodegeneration by promoting multiple inflammatory and neurotoxic factors, could promote the autophagic degradation α-syn via the Atg 5-dependent autophagy-initiation pathway in PD (Guan et al., 2018). Immunotherapy targeting TLR2 alleviates α-syn accumulation in neuronal and astroglial cells and attenuates neuroinflammation, neurodegeneration, and behavioral deficits in PD models of synucleinopathy by modulating α-syn transmission and neuroinflammation (Kim C. et al., 2018). Indeed, neuroinflammation might be mediated by the microglial expression of MHC II, a vital regulator of the immune response, given the central role for microglial MHCII in the activation of both innate and adaptive immune responses to α-syn in PD (Harms et al., 2013).



The PINK1–Parkin Axis


Parkin

Parkin is predominantly expressed in the brain. It has been implicated in many biological processes, such as synaptic excitability, inflammation, and immunity. The protein comprises a C-terminal R1-in-between-ring-RING2 motif, an N-terminal ubiquitin-like (UBL) domain, RING0, RING1 IBR. In them, the Ubl and RING0 domains are unique to Parkin (Arkinson and Walden, 2018). The UBL domain interacts with the R1 environment, which negatively adjusts the activity of E3 ligase and parkin translocation to the mitochondria and parkin-dependent mitophagy. As an E3 ubiquitin-ligating enzyme, Parkin plays a critical role in the cell, which works together with E1 ubiquitin-activating enzymes and E2 ubiquitin-conjugating enzymes in a ubiquubiquitin-proteasomeem to ubiquitinate the misfolded or aggregated proteins (van der Merwe et al., 2015). Thus, Parkin can act as an activator to disrupt the autoinhibitory mechanisms and bridge the distance between catalytic sites. Parkin shows conformational changes after point mutation, disrupting the unique autoinhibitory features that release both REP and Ubl domain activity (Tang et al., 2017). Furthermore, the phosphorylation of Parkin leads to decreases in its E3 ubiquitin ligase activity (Aguirre et al., 2018). Besides, Parkin maintains mitochondrial quality control and turnover (McWilliams and Muqit, 2017).

The knockout of Parkin is a crucial way to study the role of Parkin in the pathogenesis of PD (Matheoud et al., 2019). The decrease in Parkin’s solubility and stability is associated with the degeneration of substantia nigra neurons in PD (Lonskaya et al., 2013). The MPTP treatment on mice increased the expression of Parkin and neuroinflammation (Mendes et al., 2019). Earlier studies reported the mutant Parkin in drosophila showed age-dependent degeneration of dorsomedial dopaminergic neurons (Cha et al., 2005; Whitworth et al., 2005). Recent studies have shown that Parkin’s S-nitrosylation could diminish its protective effects against α-synuclein-mediated neurotoxicity and destroy its ubiquitin ligase activity (Wahabi et al., 2018). It has been reported patients with mutated Parkin have clinical symptoms that are identical to patients with PD (Pickrell and Youle, 2015). Parkin mutation carriers are clinically characterized by slow disease progression and by having an excellent response to levodopa treatment. To date, more than 100 different mutations of Parkin have been reported, and the mutations are largely associated with the pathogenesis of PD (Abbas et al., 1999; Ferreira and Massano, 2017). The overexpression of Parkin could protect against manganese-induced cell death and dopaminergic toxicity (Higashi et al., 2004; Jiang et al., 2004).

Parkin shows a potential role in preventing neuroinflammation from progressing in PD. Mice with Parkin mutations appear to have selective DA neuron degeneration and some motor deficits with intraperitoneal LPS (Vivekanantham et al., 2015). Parkin levels and phenocopy Parkin loss-of-function mutations were found to be decreased in chronic inflammatory conditions, and the expression of TNF, IL-1β, and iNOS was increased in Parkin-null mice (Tran et al., 2011). In BV2 and primary microglia cell lines, the knockdown of Parkin was found to increase LPS-induced microglial activation by elevating the activity of NF-κB and JNK, which protected neurons from zVAD-mediated necroptosis (Mouton-Liger et al., 2018; Dionisio et al., 2019). Parkin deficiency could enhance NLRP3 inflammasome signaling by attenuating an A20-dependent negative feedback loop in mice (Mouton-Liger et al., 2018). The overexpression of thioredoxin reductase (TrxR) 2, a novel mediator of the inflammatory response, could efficiently alleviate inflammation-mediated neuronal death by activating the Akt–Parkin pathway and decreasing oxidative stress (Gao et al., 2019). TNF-α-mediated neuronal inflammation could be attenuated by mitochonic acid-5 via augmenting the AMPK-Sirt3 pathways and activating Parkin-related mitophagy (Huang et al., 2019).



PTEN-Induced Putative Kinase1 (PINK1)-Parkin Axis

Recent studies have highlighted that mitochondrial dysfunction and DNA abnormalities complicatedly associate with the pathogenesis of PD. PINK1 is a mitochondrial surveillance kinase that contributes to the processes involved in ridding the cell of damaged mitochondria; PINK1 mutations are a common genetic cause of familial PD. The mutations include truncating mutations, point mutations, missense, and deletions. PINK1-associated PD has an earlier age of onset and slower progression (Kawajiri et al., 2011). The examination of humans’ brains with PINK1-linked PD shows the pathology of Lewy bodies and neuronal loss in the substantia nigra, which are accompanied by microgliosis and astrocytic gliosis (Steele et al., 2015).

The PINK1 protein sequence contains a predicted C-terminal kinase domain and a mitochondrial targeting sequence of the N-terminus (Pickrell and Youle, 2015). The protein is imported into the mitochondria via the translocase of outer and inner membrane complexes. PINK1 controls mitochondrial quality control by removing the dysfunctional mitochondria. Mitochondrial damage is a significant cause of DA death in PD patients. PINK1 recruits the Parkin protein at the outer mitochondrial membrane while the damage of mitochondria occurred (van der Merwe et al., 2017). The activation of Parkin catalyzes the ubiquitination of outer mitochondrial membrane proteins with ubiquitin which is then degraded by the ubiquitin-proteasome system (Cornelissen et al., 2018). Autophagosomes engulf the dysfunctional organelles, and then lysosomal enzymes typically digest both of them via the process of mitophagy. PINK1/parkin-mediated mitophagy has been found in various neuronal and non-neuronal cells, especially exposing to mitochondrial depolarizing agents (Akabane et al., 2016; Newman and Shadel, 2018). The process prevents the accumulation of products from dysfunctional mitochondria, such as increased ROS and mtDNA damage (Truban et al., 2017).

In a poor state of PINK1, the prevention of accumulated products from dysfunctional mitochondria was obstructed, and mtDNA mutational stress resulted in an inflammatory response and activated the DNA-sensing cGAS–STING pathway, which connected mitoflammation with PD pathology (Sliter et al., 2018). In this study, the researchers also found that the expression of multiple cytokines such as IL-6, -12, and -13; IFNβ; CXCL1; and CCL2 and 4 increased efficiently in Pink1–/– and Parkin–/– mice. Meanwhile, it could also promote the expression of pro-inflammatory type-I IFN and inflammatory cytokine production and activate NF-κB signaling (West et al., 2015; West and Shadel, 2017). Furthermore, the mtRNA and their double-stranded mitochondrial RNA activated the inflammasome and the RNA-sensing immune receptor MDA5 (Dhir et al., 2018; Zhong et al., 2018). Moreover, one recent study by Yao et al. (2019a) reported that hydrogen-rich saline alleviated the inflammatory response and apoptosis via PINK1/Parkin-mediated mitophagy (Figure 4).
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FIGURE 4. PINK1 could phosphorylate Parkin on the mitochondrial surface, resulting in the activation of Parkin. The activated Parkin proteins form phospho-polyubiquitin chains on damaged mitochondria. Finally, the dysfunctional mitochondria are cleared via autophagy. In this way, mitophagy inhibits neuroinflammation in PD and increases microglial phagocytosis. However, the mutation of PINK1 or Parkin would alter the balance of fission to fusion by preventing cells from responding to mitochondrial damage. The expression of ROS and pro-inflammatory factors are increased, which aggravates the development of PD. PD, Parkinson’s disease; ROS, reactive oxygen species.




Inflammasome

Inflammasomes, the central protein (varies with the type of inflammasome), which on activation recruits the adaptor apoptosis speck-like protein (ASC), is multimeric complexes consisted of a central protein, an adaptor protein ASC and a caspase-1 protein, forming in response to a variety of physiological and pathogenic stimuli. Inflammasome activation, accrued in both health and disease in the CNS, is an essential component of the innate immune. However, excessive activation of the inflammasome is also a significant driver of autoimmune and metabolic disorders, underlying the importance of understanding these physiological and pathological contexts (Sharma and Kanneganti, 2016; Mamik and Power, 2017). Recent work has mainly focused on the existence of inflammasome-mediated inflammatory pathways in CNS disorders. Pattern recognition receptors (PRRs) which are primarily expressed by glial cells, play an integral role in the innate immune response through the recognition of pathogen-specific proteins (PAMPs) and damage-associated proteins (DAMPs) (Singhal et al., 2014). So far, researchers have characterized four different inflammasomes and their activators, including NLRP1, NLRP2, NLRP3, nod-like receptor family CARD domain-containing protein 4 (NLRC4), and absent in melanoma 2 (AIM2) (Mariathasan et al., 2004; Boyden and Dietrich, 2006; Mariathasan et al., 2006; Rathinam et al., 2010; de Rivero Vaccari et al., 2014). Pattern recognition receptors have three distinguishing features: universal expression, fast response, and recognizing many microbes (Zhu et al., 2018). Based on these above features, PRRs efficiently initiate the signaling pathways culminating in the activation of MAPK, NF-κB, and interferon regulatory factors (IRFs), which control the transcription of genes encoding pro-inflammatory factors (Zhu et al., 2018). In neuroinflammation, inflammasomes can regulate microglial activation and subsequent neuroinflammatory processes in brain pathology (Scholz and Eder, 2017). Otherwise, α-syn enters into BV2 cells in an endocytosis-dependent manner and subsequently triggers NLRP3 inflammasome activation via inducing lysosomal swelling and increasing cathepsin B release (Zhou et al., 2016).

Meanwhile, it also has been found that inflammasomes cause caspase-1 activation following the stimulation of microglia with lysophosphatidylcholine (LPC), depending on LPS prestimulation, NLRP3, and adaptor ASC, and knockdown of inflammasome NLRC4 inhibits LPC-stimulated caspase-1 activity in microglia (Figure 5) (Scholz and Eder, 2017). Further, inflammasomes are also involved in the inflammatory pathogenesis of PD. For example, β-hydroxy butyrate (BHB), an effective inhibitor of the NLRP3 inflammasome in response to multiple activation stimuli including adenosine triphosphate (ATP), silica, and monosodium urate (MSU) crystals, almost completely blocks all aspects of inflammasome activation and pyroptosis induced by ATP and MSU crystals in PD (Youm et al., 2015; Deora et al., 2017). Crucially, modern studies suggest that the NLRP3 inflammasome could be a major disease-modifying therapeutic target in PD’s inflammatory pathogenesis. For instance, miR-7 directly targets NLRP3 expression (besides α-syn) and modulates NLRP3 inflammasome activation to attenuate DA neuronal degeneration accompanied by the amelioration of microglial activation in an MPTP-induced mouse model of PD (Zhou et al., 2016). In the heightened microglial activation response, an exaggerated ROS/c-Abelson murine leukemia viral oncogene homolog (c-Abl)/NLRP3 signaling axis evaluates in LPS-primed rotenone (ROT)-stimulated microglial cells and suggests that targeting c-Abl-regulated NLRP3 inflammasome signaling offers a novel therapeutic strategy for PD treatment (Lawana et al., 2017). Parkin deficiency modulates NLRP3 inflammasome activation by attenuating an A20-dependent negative feedback loop in Parkin’s pathogenesis (PARK2)-linked PD, paving the way for the exploration of its potential as a biomarker and treatment target (Mouton-Liger et al., 2018).
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FIGURE 5. NLRP3 inflammasome activates neuroinflammation. Microglia are equipped with intracellular multi-molecule NLRP3 complexes, which α-syn can activate. NLRP3 inflammasomes could trigger the maturation of IL-1β and IL-18. High levels of IL-1β and IL-18 secretion enhances neuronal loss.




CONCLUSION

Chronic inflammation of the CNS is mediated by neuroimmune microglial cells and has been implicated as a pathological contributor to PD. The activation of microglia and DA neuronal damage form a self-propelled degeneration cycle in PD; thus, microglia are more likely to play critical roles in establishing and maintaining inflammatory responses in PD. Currently, the signaling pathways and molecular factors involved in neuroinflammation have become an important research method to identify PD’s pathogenesis. The anti-inflammatory treatment has been found to exert a robust neuroprotective effect in a mouse model of PD. Studies on animal and cell models of PD have shown that dietary supplements containing polyphenolic compounds have beneficial effects and are recommended for treating and preventing inflammation-mediated neurodegeneration of DA neurons (Singh et al., 2020).

Studies have shown that blocking these signaling pathways and molecular factors can effectively improve apoptosis or the death of dopamine neurons caused by neuroinflammation. This paradigm is being shifted from theory to reality as a potential target for developing new drugs for PD. Going forward, focusing on these signaling pathways and molecular factors involved in neuroinflammation would provide a better understanding of the occurrence and development of PD. Ongoing research in this field may open a new door for developing pharmacological strategies toward the prevention and modification of the pathogenesis of PD.
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Background: Previous studies have identified the treatment effect of repetitive transcranial magnetic stimulation (rTMS) on cravings of patients with methamphetamine use disorder (MUD). However, the mechanism underlying the treatment effect remains largely unknown. A potential candidate mechanism could be that rTMS over the dorsolateral prefrontal cortex (DLPFC) modulates the attention bias to methamphetamine-related cues. The purpose of this study is therefore to determine the modulation of rTMS on methamphetamine-related attention bias and the corresponding electrophysiological changes.

Methods: Forty-nine patients with severe MUD were included for analysis. The subjects were randomized to receive the active intermittent theta-burst stimulation (iTBS) or sham iTBS targeting DLPFC for 20 sessions. Participants performed the Addiction Stroop Task before and after the treatment while being recorded by a 64-channel electroencephalogram. Baseline characteristics were collected through the Addiction Severity Index.

Results: Post-treatment evaluations showed a reduced error rate in discriminating the color of methamphetamine words in the active iTBS group compared with the sham iTBS group. Following rTMS treatment, we found the significant time-by-group effect for the N1 amplitude (methamphetamine words > neutral words) and P3 latency (methamphetamine words > neutral words). The change of N1 amplitude was positively correlated with cravings in the active group. Moreover, reduced power of neural oscillation in the beta band, manifesting at frontal central areas, was also found in the active group.

Conclusion: This study suggests that attention bias and the beta oscillation during the attentional processing of methamphetamine words in patients with MUD could be modulated by iTBS applied to left DLPFC.

Keywords: attention bias, dorsolateral prefrontal cortex, electroencephalogram, event-related potential, methamphetamine, transcranial magnetic stimulation


INTRODUCTION

Repetitive drug use and the formation of addiction are generally believed to be related to the responses to substance-related cues (Courtney et al., 2016). Several studies have demonstrated that patients with substance use disorder were prone to react with increasing subjective cravings and physiological arousal when exposed to substance-related stimuli (Carter and Tiffany, 1999; Norberg et al., 2016; Tan et al., 2019). Ryan suggested that attention bias reflects the deviation of patients’ cognitive processing of substance-related stimuli (Ryan, 2002). According to the integrated model proposed by Franken (2003), attention bias is the result of classical conditioning. This model suggests that the conditioned substance-related cue stimuli induce a dopaminergic response. These stimuli are then taken as “salient” and attract the attention of patients. The substance-related attention bias may also closely link to patients’ long-term drug use behaviors and outcomes (Field et al., 2014). As an important feature involving the development of substance dependence, stimulus-related attention bias has become one of the potential targets of various addiction interventions (den Uyl et al., 2018; Zhang M. W. et al., 2018; Zhang M. et al., 2019).

Repetitive transcranial magnetic stimulation (rTMS) could initiate cortical plasticity changes through brain intervention (Pell et al., 2011). The dorsolateral prefrontal cortex (DLPFC) has been recently identified as the most promising intervention site to capture tailored therapy effects in substance dependence (Zhang J. J. Q. et al., 2019). Previous MRI studies on substance-dependent patients [e.g., alcohol, methamphetamine (MA), cocaine, opiate, and nicotine] have found that the most reported regions that are related to cue reactivity were DLPFC, orbitofrontal cortex, amygdala, and anterior cingulate cortex, the activation of which were accompanied with a strong desire to reuse substance (Jasinska et al., 2014; Grodin et al., 2019). This may partially explain the underlying brain mechanism of rTMS intervention in DLPFC to reduce the cravings of substance-dependent patients by modulating the plasticity of DLPFC (Hayashi et al., 2013; Grodin et al., 2019), and leading to changes in psychological states and behaviors. However, there is still much to be investigated on the relationship between rTMS interventions in DLPFC and cue reactivity. Both attention bias and craving reflect some aspects of cue reactivity, but they are subserved by different mechanisms (Field and Cox, 2008). It is generally suggested that the attention bias to substance-related cues consists of early (e.g., sensory processing) and late (e.g., perceptual and cognitive processing) stages (Fehr et al., 2006; van Son et al., 2018). Moreover, substance users’ motivation for substance may bias/alter the cognitive processing of substance-related stimuli (Field and Cox, 2008). Some studies have found that the craving reduced by rTMS was associated with the improvement of cognitive function (Naish et al., 2018). One multi-center experiment conducted by our group also identified the effects of rTMS on craving and cognitive performance (Su et al., 2020a). However, whether the intervention of DLPFC affects all stages of attentional processing or merely the cognitive processing stage is currently unclear. Neurobiological results as obtained from electroencephalograph (EEG) time-domain information combined with the Addiction Stroop paradigm might contribute to the understand this problem. The Addiction Stroop paradigm for MA patients has been developed by Jiang and colleagues (Haifeng et al., 2015). In addition, a systematic review suggested that most substance-dependent patients have abnormally increased neural oscillation in the beta band, and the disrupted beta oscillation is associated with the pathological execution (Ray and Cole, 1985; Richter et al., 2017; Newson and Thiagarajan, 2018) and the response process (e.g., selection and preparation) (Davis et al., 2012; van Ede and Maris, 2013). Therefore, we followed this question in an RCT study and hypothesized that the neural oscillation in the beta band may be involved in the attention bias to substance-related stimuli and could ultimately be altered by rTMS.

In summary, in order to understand the modulation of rTMS targeting DLPFC in MA-related cues of MA patients, the aim of this article was threefold: (1) to find the difference in the attention bias and the craving between the DLPFC intermittent theta-burst stimulation (iTBS) group and the sham iTBS group after 20 treatment sessions; (2) to explore changes of ERP components in a MA cue-related attention process before and after active iTBS and sham iTBS, as well as its correlation with behavioral changes; and (3) to explore changes of EEG time-frequency components in a MA cue-related attention process before and after active iTBS and sham iTBS.



MATERIALS AND METHODS


Study Design

Fifty-seven patients (20 females) with methamphetamine use disorder (MUD) participated in this randomized controlled study, which was part of a multi-centric clinical study (Su et al., 2020a). Patients were from two drug rehabilitation centers and both met the inclusion criteria as follows: (1) met the DSM-5 criteria for severe MUD; (2) more than 9 years of education; (3) age 18 years or older; and (4) normal vision and audition. Exclusion criteria were (1) serious physical or neurological illness, a diagnosis of any other psychiatric disorder under DSM-5 criteria (except for nicotine use disorder); and (2) any contraindications to rTMS. Baseline demographic data were investigated within the first 1–3 months after the subjects provided the signed informed consent. Patients were assigned to either the real rTMS group (n = 35) or the sham group (n = 22) (one center used 2:1 allocation methods) according to the random number table (see the CONSORT flow diagram in Supplementary Figure 1).

The study was approved by the Institutional Review Board and the Ethics Committee of Shanghai Mental Health Center and was in accordance with the principles of the Declaration of Helsinki. The protocol has been registered online at ClinicalTrials.gov (ID no. NCT02713815).



Treatment


rTMS Protocol

Theta-burst stimulation (TBS) setting was used in the present study. As a new form of rTMS, the iTBS could induce the long-term potentiation by simulating the endogenous theta rhythm (Suppa et al., 2016). Four weeks of iTBS stimulation over the left DLPFC (3-pulse 50-Hz bursts given at every 200 ms, 2 s on and 8 s off for 5 min per session, 900 pulses, 100% resting motor threshold, five sessions per week) was performed in patients of the active iTBS group. The coil position was identified by using the Beam F3 method. Using the Beam F3 method to determine the stimulation location requires three scalp measurements for calculation, namely, the nasion–inion distance, the left tragus–right tragus distance through the scalp vertex, and the head circumference. The head circumference was measured at the FPz–Oz plane in the 10–20 EEG system. Based on these three measured values, the Beam F3 algorithm can provide individualized F3 positions (Beam et al., 2009; Mir-Moghtadaei et al., 2015). Transcranial magnetic stimulation (TMS) was performed using a MagPro X100 device (MagVenture, Farum, Denmark) with a figure-8-shaped MCF-B70 stimulation coil. The coil is unidirectional. The patients in the sham group received the iTBS stimulation with the same stimulation parameters while the coil rotated 180° away from the skull. Both groups could hear the sound of the stimulation pulse; however, patients of the sham iTBS group did not receive substantial magnetism across the cortex. The training researchers, who did not participate in data collection, performed the treatment for patients in separate rooms. After randomization, the motor threshold was determined as our previous study (Su et al., 2017). Patients were blind to their treatment protocol before and during treatment and were told not to uncover any treatment details with blinded raters.



Standardized Treatment

All patients received the regular therapy program in the rehabilitation center. The therapy program included detoxification, psychological and behavioral therapy, medical care, and anti-relapse education (Chen et al., 2019; Wu et al., 2019). In addition, the medical treatment service is provided for patients with specific needs. No medications were used throughout the duration of rTMS treatment. Standardized treatments were completed by medical staff and psychological counselors in the rehabilitation center. They are not involved in the design and setting of the present study.



Craving Evaluation

The Visual Analog Scale (VAS) was used to assess the craving for MA use. VAS is currently the commonly used tool to assess the cravings of patients with substance use disorders and has been used in multiple studies (Carter and Tiffany, 1999; Norberg et al., 2016). Although several studies have shown that craving may be related to indicators found by EEG, skin conduction detector, and other tools (Carter and Tiffany, 1999; Norberg et al., 2016), it still cannot replace the self-reported craving of subjects. Therefore, this study chose to use VAS to assess patients’ craving. The VAS scale ranges from 0 mm (corresponding to “no craving”) to 100 mm (representing “highest craving intensity ever experienced for MA”). During the evaluation, patients watched pictures of MA-related paraphernalia (straw, tinfoil, bottle, etc.) for 5 min and filled out the scale. The same cue-related pictures were used throughout the repeated assessment. While watching the pictures, patients were asked to recall the last time they used MA. The craving was evaluated at baseline (T0), post 1 week of intervention (T1), post 2 weeks of intervention (T2), post 3 weeks of intervention (T3), and post 4 weeks of intervention (T4).



MA Addiction Stroop Task

Attention bias to MA-related cues was assessed using the MA Addiction Stroop Task. In the field of substance use disorders, the modified Addiction Stroop paradigm is used to evaluate the attention bias of substance-dependent patients (Cox et al., 2006). The Addiction Stroop paradigm used in this study has been suggested to reflect the attentional bias of MUD (Haifeng et al., 2015). Eight MA-related target words and eight neutral words were included in this task. There was no statistically significant difference in pleasure, arousal, and familiarity between the two types of words (Jiang, 2014). Patients were informed to press one of the four keys according to the word’s color (red, yellow, green, and blue) while the patients were told not to ignore the meaning of the word. Each of the four keys was marked with a specific color to indicate the mapping between the key and the color of the word. Patients were required to press the key using the dominant hand as fast as possible. Each word remained on the screen for 3000 ms and was presented 16 times. The order of each presented word was set to be random, and the same category of the words was set not to appear three times consecutively. Fixation cross and the following word were presented on a black background 75 cm away from the eyes. Two behavioral measurements were calculated for this paradigm: (1) reaction time of each type of words was calculated for key pressing on the color-marked key in the correct trials; and (2) error rate of each type of words was calculated as the proportion of the number of errors against the total number of trials. Further details concerning this task can be found in the published works by our group (Haifeng et al., 2015). All evaluations were performed following the standardized instructions handbook by trained researchers. The MA Addiction Stroop Task with EEG recording was conducted at baseline (T0) and post 4 weeks of intervention (T4).



EEG Data Recording and Preprocessing

While patients performed the Stroop Task, EEG data were recorded from a high-density 64-channel electrodes cap (BrainCap; Asiacut, Germany)1 with reference electrodes at the tip of the nose. The vertical electrooculograms (EOGs) were recorded on the up and down sides of the right eye, and the horizontal EOGs were recorded on the outer eyes of both sides. The impedances were kept below 5 kΩ with the sampling frequency at 1000 Hz. The online signal filtering was set between 0.1 and 200 Hz.

An offline bandpass filter of 0.1–30 Hz and a notch filter of 50 Hz were used. Independent component analysis (ICA) was used to correct eye movement and heartbeat artifacts. Epochs were extracted from −200 to 1000 ms relative to the onset of the word, and averaged EEG data from −200 to 0 ms were applied for baseline correction. Then, all EEG epochs were processed for artifact detection by visual inspection and EEGLAB, including the examination for peak-to-peak deflection exceeding ± 100 mV threshold and the detection of obvious eye movement/blinks. The epoch with a maximal 150-mV threshold amplitude difference within a 200-ms width and 50-ms step moving windows was also discarded. In order to ensure the quality of data, patients with more than 20% (10/50) of bad epochs for each condition and/or five bad channels were excluded from the analysis. All preprocessing of the EEG data was conducted by EEGLAB (Version: 12.0.2.6b)2 based on MATLAB (Version: 2013b)3.



Event-Related Potentials (ERPs)

According to the brain EEG topography (Supplementary Figures 2, 3) and grand average of ERP amplitudes (Figure 1), four main components were analyzed: N1, N2, P2, and P3. N1 and N2 were mainly distributed in the middle frontal area. Hence, statistical analysis was conducted based on the latency and the amplitude of N1 and N2 obtained from the six electrodes in the frontal area: FZ/F1/F2/FCZ/FC1/FC2 (Figure 1). P2 was mainly distributed in the frontal area, so the statistical analysis was focused on the six frontal electrodes: FZ/F3/F4/FCZ/FC3/FC4. For P3, the statistical analysis was focused on the six parietal electrodes: CPZ/CP3/CP4/PZ/P3/P4. For each patient, the amplitude of each component was obtained by averaging the amplitudes in the 50-ms time range that centered at the group peak amplitude (see Supplementary Figures 2, 3 for the specific time ranges). The latency of each component was determined by the peak latency.
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FIGURE 1. Grand mean averages (μV) of event-related potentials to the two types of words in the two groups. (A,D) The average ERP waveforms of six electrodes (FZ/F1/F2/FCZ/FC1/FC2), the time-by-group effect was significant (p = 0.04) on N1 AmplitudeMA−Neutral. (B,E) The average ERP waveforms of six electrodes (FZ/F3/F4/FCZ/FC3/FC4). (C,F) The average ERP waveforms of six electrodes (CPZ/CP3/CP4/PZ/P3/P4). The significant time-by-group effect was identified based on P3 latencyMA−Neutral (p = 0.02). MA, methamphetamine.




Time-Frequency Analysis

Time-frequency analysis was conducted on the preprocessed EEG time course ranging from −500 to 1000 ms relative to the onset of the word. In the current study, the time-frequency analysis was conducted to show which frequency component was involved in the attentional bias more than the fine temporal characteristics of the frequency component during the task. The potential frequency band to be tested in present study lies in the range of 5–30 Hz (e.g., theta, alpha, and beta), which was well documented in previous studies that concern attention and cognitive control (Klimesch, 2012; Clayton et al., 2015). The short-time Fourier transform (STFT) method could provide a sufficiently high-frequency resolution to cover this frequency range and achieves a good trade-off between time resolution and frequency resolution. Moreover, the STFT method is better at avoiding the contamination of the estimates of post-stimulus EEG responses by pre-stimulus activity (Zhang et al., 2012). Therefore, the time-frequency distribution of the EEG time course was obtained using a STFT with a fixed 200-ms Hanning window. For each experimental condition of each participant, we estimated spectral power at frequencies between 1 and 30 Hz in 0.5-Hz steps. Event-related power changes were calculated as the percentage change of power relative to the baseline (−200 to 0 ms).



Statistical Analyses

Student’s t-tests were used to test the difference in the continuous variable between the two groups, and chi-square tests were used for comparison of dichotomous variables. If the assumption of normality and/or homogeneity of variance was violated, non-parametric tests were used.

For each ERP component, the difference in amplitude between drug-related words and neutral words (ERPMA–Neutral), which reflect patients’ attention bias to drug-related cues, was used to evaluate the intervention effect between the two groups. Repeated-measures analyses of variance with intergroup variable (active TMS vs. sham TMS) × intragroup variable (time) were performed to evaluate the main effect of time, group, and group–time interaction on the outcomes, respectively, and the p-value was corrected by Greenhouse–Geisser correction when necessary. For the significant time-by-group effect, post hoc analysis was conducted and the Bonferroni correction was used for multiple comparison tests. The Pearson correlation between changes of clinical performance (i.e., craving) and changes of significant ERP components in the two groups were also conducted, as the Bonferroni correction was used for multiple correlation tests.

Considering that the intervention in different groups might cause changes in different time-frequency domains, data-driven statistical testings on time-frequency maps were separately performed for the two groups. For each group, we calculated two contrasts based on time series of power changes: (1) “MA-related word > Neutral word” before the intervention (MNT1) and (2) “MA-related word > Neutral word” after the intervention (MNT2). These two contrasts were calculated separately for each EEG channel. To investigate the spectral changes by intervention, dependent-sample t-tests were conducted on “MNT2 > MNT1” collapsed over all channels. A cluster-based permutation test was further conducted to correct multiple comparisons. The number of random permutations using the Monte Carlo method was set to 5,000, and adjacent points exceeding p < 0.05 were identified as a significant cluster. All data were analyzed with SPSS 22 and MATLAB 2013b.



RESULTS


Demographics and MA Use History

Eight individuals (including five patients in the active group and three in the sham group) with more than five bad channels and/or more than 20% (10/50) of bad epochs for each condition were excluded from the subsequent analysis. There were no significant differences between the active (n = 30) and sham iTBS (n = 19) group in terms of age, gender, or years of education (Table 1). In aspects of MA use history, no difference between the two groups was found in the age of first substance use, total years of substance use, and abstinent times.


TABLE 1. Baseline demographic of methamphetamine-dependent patients in two treatment groups.
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Craving and Behavioral Data Results

After intervention, significant time effect (F = 20.60, p < 0.01), group effect (F = 5.16, p = 0.03), and time-by-group effect (F = 29.24, p < 0.01) on craving scores were indicated (Table 2). In addition, a significant time-by-group effect (F = 4.24, p = 0.04) on the error rate of MA words was demonstrated. No significant time effect (F = 0.06, p = 0.81) and group effect (F = 0.07, p = 0.79) were found on the error rate of MA words. There is also a significant time effect (F = 4.11, p = 0.05) on the error rate of neutral trials, while no group effect (F = 1.03, p = 0.32) and time-by-group effect (F = 2.94, p = 0.09) were found.


TABLE 2. Craving and Addiction Stroop Task performance of patients after DLPFC iTBS intervention.
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ERP Results

Figure 1 shows the ERP waveforms for the two conditions (i.e., MA word and neutral word) with associated EEG electrode sites. Supplementary Table 1 shows the difference in mean amplitude and latency of the ERP components (i.e., N1, P2, N2, and P3) between MA word and neutral word (before and after treatment).

For the N1 component, the results showed that the time-by-group effect was significant (F = 4.43, p = 0.04) on N1 AmplitudeMA–Neutral (Figure 1 and Supplementary Table 1). Post hoc analysis showed no significant change in N1 AmplitudeMA–Neutral in both active iTBS group (t = 1.50, corrected p = 0.284) and sham group (t = −1.49, corrected p = 0.29). No significant effects on the latency of N1 were observed.

For the P3 component, the significant time-by-group effect was identified based on P3 latencyMA–Neutral (F = 5.67, p = 0.02). Post hoc analysis showed no significant change in P3 latencyMA–Neutral in both active iTBS group (t = 1.61, corrected p = 0.22) and sham group (t = −1.76, p = 0.17). No significant effects on the amplitude of P3 were observed.

There was no significant effect for N2 and P2 components.



Correlation Between ERP Components and Craving

In the active group, further correlation analyses illustrate that changes of N1 AmplitudeMA–Neutral were positively correlated with cue-induced craving (r = 0.48, corrected p = 0.03). There was no significant correlation between changes of P3 latencyMA–Neutral with craving (r = −0.13, p = 0.49).

In the sham group, further correlation analyses demonstrated no significant correlation between changes of craving with P3 latencyMA–Neutral (r = −0.32, p = 0.18) and changes of N1 AmplitudeMA–Neutral (r = 0.34, p = 0.16).



Time-Frequency Results

For the active group, a cluster at beta band (16–30 Hz) showed significantly reduced power (desynchronization) after the intervention (Figure 2A). The strongest power reduction was localized at the electrode AF4 (Figure 2B). No significant cluster was observed for the sham group. The presence of beta desynchronization in the active group versus the absence of beta desynchronization in the sham group was confirmed by a further interaction contrast “Active (MNT2 > MNT1) > Sham (MNT2 > MNT1)” (Figure 2C). Time courses of power changes in beta band were also extracted from an example electrode (AF4) and shown in Figure 2D.
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FIGURE 2. (A) The time-frequency map averaged over all participants for the contrast ‘MNT2 > MNT1’ for Active group. The area framed by black line indicates the significant cluster. (B) The topographical distribution of power change in beta band (averaged across the significant cluster in A). The red dashed circle indicating the electrode shows the strongest power change (i.e., AF4). (C) The time—frequency map average over all participants for the interaction contrast ‘Active (MNT2 > MNT1) > Sham (MNT2 > MNT1)’. The area framed by the black line indicates the significant cluster. (D) The time courses of power changes in beta-band extracted from AF4. MNT1, ‘MA-related word > Neutral word’ before intervention; MNT2, ‘MA-related word > Neutral word’ after intervention.




DISCUSSION

This study focused on the role of iTBS in modulating the attention bias of MA-related cues in MA patients. At the behavioral level, the active iTBS treatment significantly reduced the error rate of MA words. At the neural level, there was a significant time-by-group effect for the N1 amplitudeMA–Neutral and P3 latencyMA–Neutral components. In addition, time-frequency analysis suggested that the active iTBS treatment significantly reduced the beta band power, especially on electrodes in the frontal central area. Taken together, these results indicated that iTBS applied to left DLPFC may influence brain electrophysiological changes during the attentional processing of MA words in MA patients. The potential mechanism could be hypothesized that iTBS reduced the attentional bias to drug-related information in MA patients.


The Effect of ITBS on Early ERP Components of MA Addiction Stroop

The amplitude of early ERP components (e.g., N1 and P2) has been generally considered as reflecting the arousal level to the exterior stimulus (e.g., visual materials or auditory materials) (Field and Cox, 2008). In the present research, we compared the ERP amplitude differences between MA words and neutral words, which quantify the arousal level induced by MA-related cues relative to neutral cues (i.e., abnormal hyperarousal to MA-related cues). Previous studies implied that drug users (e.g., heroin and cannabis) had significantly larger N1 amplitude compared to healthy controls (Zhao et al., 2017; Ruglass et al., 2019). The significant time-by-group effect was identified for the N1 amplitudeMA–Neutral. However, post hoc analysis found that there was no significant decrease in N1 amplitudeMA–Neutral in the active iTBS group, suggesting that active iTBS stimulation did not have more effect on the early information processing of MA-related cues. Interestingly, Zikopoulos and Squire’s studies suggested that DLPFC plays an important role in the function of sensory processing (Zikopoulos and Barbas, 2007; Squire et al., 2013). Recently, Zhang L. et al. (2018) found that high-frequency rTMS on the DLPFC could restore attention bias to negative emotional information in MA patients. Besides, no significant iTBS treatment effect on N2 component was found, suggesting that iTBS targeting the DLPFC has a selective effect on early ERP components. Besides, the previous study believes that different forms of stimulus (e.g., text and pictures) may affect the Stroop results and limit the comparability between different tasks (Jiang, 2014). Therefore, a potential interpretation is that iTBS does not have a regulatory effect on the N2 component caused by lexical stimulation, but its effect on other types of stimuli needs further exploration. However, the present study identified the positive correlation between changes in N1 amplitudeMA–Neutral and changes of cue-induced craving among individuals in the active group. Specifically, individuals who had a stronger decrease in N1 amplitudeMA–Neutral showed more reduced cravings after the intervention. Collectively, the early information processing may be involved in the generation of cue-induced craving. Therefore, our current study may provide a new perspective, which is to reduce the patient’s craving by reducing the level of early arousal to substance-related cues. However, whether the DLPFC iTBS strategy is effective on MA-related cue processing may require further studies to confirm.



The Effect of ITBS on Late ERP Components of MA Addiction Stroop

Late ERP components reflect the process of attentional selection and executive resources needed to control the prepotent response in reaction to an exterior stimulus such as a drug-related cue (Coull, 1998; Barcelo and Cooper, 2018; Camfield et al., 2018). The significant time-by-group effect was identified for the P3 latencyMA–Neutral. However, post hoc analysis found no significant decrease in P3 latencyMA–Neutral in the active iTBS group. Prolonged P3 latency and low P3 amplitude were suggested to be correlated with poor cognitive performance in previous studies (Ogawa et al., 2009; Euser et al., 2012). Therefore, the decrease of P3 latencyMA–Neutral may indicate the enhancement of patients’ cognitive control on the dominant response to MA-related cues (Del Felice et al., 2016). Interestingly, a previous study had found that the P3 latency is negatively correlated with the efficiency of dopamine D2/D3 receptors (Pogarell et al., 2011), which may mean that the shortened P3 latency implies an increase in the effectiveness of dopamine receptors. However, there is still insufficient evidence to conclude whether TMS can affect the dopamine level and dopamine receptor function of the patients with substance dependence (Sanna et al., 2020). The present study did not show the effect of active DLPFC iTBS treatment on P300 components. Therefore, the results of the present study suggest that the dopamine system may not be the main neurotransmitter system affected in the DLPFC iTBS intervention protocol. Collectively, the ERP results may not be enough to suggest the modulation effect of active iTBS treatment on early and late stages of processing of MA-related cues. Further investigation is still necessary. Actually, a previous study has found that the limbic circuit is directly related to cue reactivity (Courtney et al., 2016), and the therapeutic effect of DLPFC stimulation may be a mediating effect on the limbic circuit (Hayashi et al., 2013). Therefore, a direct intervention targeting the limbic circuit may be a potential intervention protocol for substance cue-induced attention bias and craving. Our group reported that the combined stimulation of DLPFC and ventromedial prefrontal cortex (core brain area of the limbic circuit) had a stronger craving reduction effect than simply stimulating DLPFC, which partially validated this theoretical hypothesis (Chen et al., 2020).



The Effect of ITBS on Beta Band Power of MA Addiction Stroop

As illustrated in Figure 2, reduced power of neural oscillation (desynchronization) in the beta band was observed in active iTBS after the intervention, and this desynchronization was manifested from the right frontal to the central area of the brain. Previous studies have revealed that the neural oscillation in the beta band was involved in tasks where effortful inhibitory control was required (Lalo et al., 2008; Swann et al., 2009). A review proposed that pathological enhancement of beta band neural activity reflects the deterioration of cognitive control and behavioral flexibility (Engel and Fries, 2010). From this perspective, the reduction in beta activity in the active iTBS group might suggest improved inhibitory control on the response to MA-related cues, and this improvement might originate from the improved function of the stimulated region (i.e., DLPFC), which has also been shown to be related to response inhibition (Huang et al., 2004; Hwang et al., 2010). Moreover, the beta band activity could be related to increased GABA-mediated inhibition (Premoli et al., 2017). For instance, previous studies have shown that trials requiring less inhibitory control were associated with more GABA-mediated inhibition as well as beta power decrease when compared with those trials applying more inhibitory control (Kuhn et al., 2004; van Wouwe et al., 2016). Preclinical and human studies also demonstrate that beta band oscillations are the accumulated output of neural cells aligned by GABAergic interneuron rhythmicity (Jensen et al., 2005; Yamawaki et al., 2008). In our recent study, we found that the GABA concentration in DLPFC was lower in MA patients than in healthy controls (Su et al., 2020b). After DLPFC rTMS treatment, GABA concentration in the DLPFC increased in the patients with depression (Levitt et al., 2019), and this significant enhancement only appeared in patients who responded to treatment. Another study also suggested that the iTBS treatment increased the N100 amplitude of the TMS-evoked potential (Harrington and Hammond-Tooke, 2015), which is a marker of intracortical GABAB-mediated inhibition (Premoli et al., 2014). Taken together, the reduced beta activity by the iTBS targeted at DLPFC thus provides a potential electrophysiological marker that could inform the molecular level (e.g., GABA) to help evaluate the intervention effect on MA patients. However, further research is needed before drawing the final conclusion.

Some limitations should be mentioned. Firstly, we did not measure the follow-up performance of the Addiction Stroop Task. Tracking the fluctuation of electrophysiological components after the treatment would help elucidate the association of rTMS effect, attention bias, and patients’ clinical outcomes. In future research, it will be important to explore the long-term impact of iTBS on modulating substance-related attention bias and the progression in MUD. Secondly, although EEG has a high temporal resolution in revealing brain activity, the poor spatial resolution makes it hard to capture changes from a specific brain region and/or functional networks in accordance with the intervention. In the future, combining magnetic resonance imaging (MRI) and/or magnetoencephalography (MEG) technology will help to further clarify the specific role of rTMS on detailed neural circuits related to attention bias. Thirdly, this study clarified the cumulative modulation effect of iTBS stimulation from 20 sessions. However, the transient modulation of rTMS, the relationship between early and late components, and the optimal stimulation time point conducted to the Addiction Stroop Task are still not clear. Future studies into the above question could help improve understanding of the basic dimensions underlying precise intervention targeting cue reactivity, and ultimately lead to improving treatment. That is another important direction we are heading to.

In conclusion, to the best of our knowledge, this is the first study to investigate the effects of iTBS on substance-related attention bias by linking EEG with behavioral data. This study suggested that DLPFC iTBS has a specific potential effect on substance-related attention bias, but it does not affect the whole process of attention. These results might advance the understanding of the mechanisms in rTMS treatment for substance dependence and might assist in structuring the personalization of rTMS intervention. In addition, this study also found that craving is related to the early stage EEG components of substance-related attention processing, which may provide the effective biological marker of craving.
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Gut microbiota is becoming one of the key determinants in human health and disease. Shifts in gut microbiota composition affect cognitive function and provide new insights for the prevention and treatment of neurological diseases. Diabetes-associated cognitive decline (DACD) is one of the central nervous system complications of type 2 diabetes mellitus (T2DM). ZiBuPiYin recipe (ZBPYR), a traditional Chinese medicine (TCM) formula, has long been used for the treatment of T2DM and prevention of DACD. However, the contribution of ZBPYR treatment to the interaction between the gut microbiota and metabolism for preventing and treating DACD remains to be clarified. Here, we investigate whether the gut microbiota plays a key role in ZBPYR-mediated prevention of DACD and treatment of T2DM via incorporating microbiomics and metabolomics, and investigate the links between the microbiota–gut–brain axis interaction and the efficacy of ZBPYR in ZDF rats. In the current study, we found that ZBPYR treatment produced lasting changes in gut microbiota community and metabolites and remotely affected hippocampus metabolic changes, thereby improving memory deficits and reversing β-amyloid deposition and insulin resistance in the brain of ZDF rats from T2DM to DACD. This may be related to a series of metabolic changes affected by gut microbiota, including alanine, aspartic acid, and glutamic acid metabolism; branched-chain amino acid metabolism; short-chain fatty acid metabolism; and linoleic acid/unsaturated fatty acid metabolism. In summary, this study demonstrates that prevention and treatment of DACD by ZBPYR partly depends on the gut microbiota, and the regulatory effects of bacteria-derived metabolites and microbiota–gut–brain axis are important protective mechanisms of ZBPYR.

Keywords: diabetes-associated cognitive decline, microbiomics and metabolomics, microbiota–gut–brain axis, ZiBuPiYin recipe, prevention


INTRODUCTION

The prevalence of type 2 diabetes mellitus (T2DM) and its complications have increased year by year in the elapsed decades (Groeneveld et al., 2018; Hughes et al., 2018; Xue et al., 2019; Ma et al., 2020). Diabetes-associated cognitive decline (DACD) is a common central nervous system (CNS) complication of T2DM, and its clinical manifestations are mostly learning and memory loss, inattention, and cognitive deficits. It is the most common cause of dementia in the elderly (Fischer et al., 2009; Samaras et al., 2014; Koekkoek et al., 2015; Venkat et al., 2019; Wu et al., 2020). It is now commonly known that β-amyloid (Aβ) deposition and insulin resistance in the brain are the unfavorable outcomes of DACD (Yagihashi et al., 2011; Spauwen and Stehouwer, 2014; Wang and Jia, 2014; Bae et al., 2019). Continuous high blood glucose can induce structural and functional abnormalities in the brain and aggravate cognitive impairment, resulting in DACD (Yagihashi et al., 2011; Palta et al., 2017). Despite the fact that intensive efforts have been made in the diagnosis and therapy of DACD, no definitive therapeutic methods are available for treating DACD. Therefore, discovering the novel mechanisms of DACD and identifying potential therapeutic targets are essential for preventing and treating the development of DACD from T2DM.

Emerging evidence has indicated that the gut microbiota may play a key role in mediating the pathogenesis and progression of T2DM to DACD (Yu et al., 2019; Liu et al., 2020). Generally, there is a beneficial symbiotic relationship between the commensal gut microbiota and the host. Multiple bacteria-derived metabolites have been identified, giving rise to mediate mutualism between the host brain and the intestine (Frohlich et al., 2016). This intimate connection defines the term microbiota–gut–brain axis (Wang and Kasper, 2014; Cryan et al., 2019). It has been found that the microbiota–gut–brain axis plays important roles in several neurological disorders, and targeting the microbiota–gut–brain axis may help ameliorate cognitive impairment (Chen D. et al., 2017). Moreover, the gut microbiota of patients with cognitive impairment differs taxonomically from that of controls, which are manifested as reduced diversity with a distinct taxonomic composition, by increasing the abundance of Firmicutes and decreasing the abundance of Bacteroidetes at the phylum level, and differences in the abundance of bacteria at the genus level (Chen et al., 2019; Kang et al., 2020). Cognitive pathology can be restored by transferring the healthy microbiota, and cognitive dysfunction can be improved by restoring gut microbiota (Hazan, 2020). Gut microbiota promotes the energy metabolism, immunity, and brain health of the host via microbiota metabolites, such as amino acids and short-chain fatty acids (SCFAs) (Heianza et al., 2019; Li et al., 2019). These results demonstrated that disruptions in gut microbiota may play an important role in the development and progression of DACD, and a deeper investigation of DACD-related microbiota structure may provide novel insight into the early diagnosis and development of treatment strategies for the microbiota–gut–brain axis during the development of DACD from T2DM.

Traditional Chinese medicine (TCM) has a history of more than 2,000 years and has been widely used in clinical applications in metabolic and neurological diseases. In recent years, gut microbiota has emerged as a novel and important field for understanding TCM (Feng et al., 2019). Compelling evidence supports the hypothesis that the interactions between TCM and gut microbiota could lead to changes in microbiota and metabolic components (He W. J. et al., 2020). ZiBuPiYin recipe (ZBPYR), an ancient TCM formula recorded in the book of Bujuji written by Wu Cheng in the Qing dynasty, is derived from Zicheng Decoction and has been widely used for the treatment of T2DM and DACD in clinical practice (Sun et al., 2016; Chen J. et al., 2017; Bi et al., 2020). Its chemical characterization, quality control standard, and pharmacokinetics have been reported in our previous studies (Zhu et al., 2014; Dong et al., 2016). Therefore, further investigation of ZBPYR on the prevention and treatment of DACD via gut microbiota-mediated insight may help us understand its mechanism of action and valuable clinical applications.

Here, we characterized the phenotype of microbiome and metabolome in ZDF rats and identified the key biomarkers and metabolic structures of ZBPYR against DACD by using a comprehensive strategy combining 16S rRNA genetic sequencing and ultra-performance liquid chromatography coupled to tandem mass spectrometry (UPLC-MS/MS) techniques. It is worth noting that the ZDF rat is a leptin receptor-deficient model, which develops into a stable T2DM model at 9 weeks of age (Zhou et al., 2019) and has symptoms of cognitive dysfunction at 15 weeks of age (Bi et al., 2020). Leptin is involved in the development of the rat embryonic brain (Udagawa et al., 2006), and the lack of leptin receptors may not be the main cause of cognitive decline (Dinel et al., 2011). We aimed to interpret the mechanism of action of ZBPYR as therapy for DACD and to provide the theoretical basis for the clinical evaluation and diagnosis of DACD.



MATERIALS AND METHODS


Animals

Male Zucker diabetic fatty (ZDF, fa/fa) rats and lean control Lean Zucker (LZ, fa/+) rats, all at 5 weeks old, were purchased from Vital River Laboratories (VRL) (Beijing, China). After arrival, the rats were acclimatized for 3 days under a standard specific-pathogen-free (SPF) environment (23°C, 12 h/12 h light/dark, 65% humidity, and ad libitum access to food and water) prior to experiment. The animal experiment protocol was designed to minimize the pain or discomfort of animals and has been approved by the Animal Ethics Committee of Nanjing University of Chinese Medicine (permit number: 201901A009).



Preparation and Administration of ZBPYR

All medicinal materials of ZBPYR were provided by the Sanyue Chinese Traditional Medicine Co., Ltd. (Nantong, China), as shown in Table 1. The certificate specimens of each herb were identified by the company, and quality inspection reports were provided. All medicinal materials were accurately weighed and boiled twice in distilled water at eight volumes per weight (1:8, w/v) for 2 h. The aqueous solution was passed through eight layers of medical gauze, and the filtered solutions were condensed in vacuo and subsequently freeze-dried to provide ZBPYR powder for experimental use. The lyophilized ZBPYR powder was thoroughly dissolved in distilled water for animal administration.


TABLE 1. The ingredients of ZBPYR.

[image: Table 1]


Chemical Composition of ZBPYR

Ultraperformance liquid chromatography–electrospray ionization–quadrupole–time of flight–mass spectrometry (UHPLC-ESI-Q-TOF-MS) was performed on the Shimadzu LC10ATVP high-performance liquid chromatograph (Shimadzu Corporation, Japan) combined with the AB Sciex TripleTOF 5600+ Time-of-Flight Mass Spectrometer (AB SCIEX, Foster City, CA, United States). The separation was performed on an ACQUITY UPLC BEH C18 column (100 mm × 2.1 mm, 1.7 μm), the column temperature was 40°C, and injection volume was 2 μl. The mobile phase was 0.1% formic acid aqueous solution (A)–acetonitrile (B), gradient elution: 0→15 min, 5% B→50% B; 15→20 min, 50% B→80% B; 20→25 min, 80% B→80% B; the flow rate was 0.4 ml/min. The MS conditions were set to positive and negative ion mode; CUR: 35,000 psi; GS1: 55,000 psi; GS2: 55,000 psi; TEM: 550,000°C; CE: −10,000 V (negative ion mode); DP: −60,000 V (negative ion mode); scan range m/z 100–1000 and 50–1000.



Experimental Design

ZDF rats were randomly divided into eight groups based on body weight and random blood glucose (n = 10 per group): 9w-Z group (ZDF model rats treated with distilled water for 4 weeks), 9w-HZ group (ZDF model treated with high-dose ZBPYR for 4 weeks), 9w-MZ group (ZDF model treated with medium-dose ZBPYR for 4 weeks), 9w-LZ group (ZDF model treated with low-dose ZBPYR for 4 weeks), 15w-Z group (ZDF model rats treated with distilled water for 10 weeks), 15w-HZ group (ZDF model treated with high-dose ZBPYR for 10 weeks), 15w-MZ group (ZDF model treated with medium-dose ZBPYR for 10 weeks), and 15w-LZ group (ZDF model treated with low-dose ZBPYR for 10 weeks). LZ rats were randomly divided into two groups (n = 10 per group): 9w-L group (LZ control rats treated with distilled water for 4 weeks) and 15w-L group (LZ control rats treated with distilled water for 10 weeks) as controls. During the 4-week (9w group) or 10-week (15w group) experiment, ZBPYR was administered by oral gavage daily at a dosage of 34.6 g/kg, 17.3 g/kg, and 8.7 g/kg to the high-, medium-, and low-dose ZBPYR treatment groups, respectively. These dosages were calculated from the equivalent conversion of the body surface area between animals and humans. The control and model groups were orally administered with the same amount of distilled water instead of ZBPYR. After 4 weeks and 10 weeks of the experiment, levels of random blood glucose (RBG), glycosylated hemoglobin (HbA1c%), fasting serum insulin (FSI), body weight (BW), and abdominal circumference (AC) were measured. Oral glucose tolerance test (OGTT) and insulin secretion test (ITT) were performed, and the homeostasis model of assessment for insulin resistance (HOMA-IR) index was calculated.



Morris Water Maze (MWM)

The spatial memory ability of 15-week-old rats was performed by the MWM test as described in our previous study (Bi et al., 2020). All rats were trained in a round water pool at 22 ± 2°C with four equal quadrants. Four training trials were performed each day for four consecutive days in the orientation navigation test. In each trial, the rat was given 120 s to find the hidden escape platform. Escape latency was recorded when the rat reached the platform. If the rat did not reach the platform within 120 s, the time was recorded as 120 s. The platform was removed after the orientation navigation test was completed on the fourth day, and the spatial exploration test was carried out by allowing the rat to swim for 120 s. Topscan software was connected to an overhead camera to record and automatically analyze the swimming path of the rat.



Sample Collection

The rats were euthanized with isoflurane and decapitated for sample collection. All samples of rat intestinal contents were collected, quick-frozen in liquid nitrogen, and stored at −80°C for further procedures. Blood samples were centrifuged (3,000 rpm, 15 min) for serum separation, and all serum aliquots were stored at −80°C. Rat brain tissues (n = 3 per group) were fixed for histological staining. Hippocampus and cortex were separated from the remaining rat brain tissues (n = 7 per group) and kept at −80°C for further procedures.



Enzyme-Linked Immunosorbent Assay (ELISA) Analysis

The rat hippocampus and cortex tissues were lysed in lysis buffer supplemented with protease inhibitors and centrifuged according to the manufacturer’s instructions. The concentrations of Aβ were quantified with ELISA kits (Wako, Japan). The absorbance was read at 450 nm using a micro-plate reader and then calculated as a concentration using a standard curve.



Western Blotting

Hippocampus and cortex tissues were prepared using RIPA lysis buffer (Beyotime, China) containing 1% protease and phosphatase inhibitor cocktail (Cell Signaling Technology, United States). Total protein concentration was determined using a Minim Spectrophotometer, and 20 μg of protein was separated with 8% SDS-PAGE. Separated proteins were transferred onto PVDF membranes (Millipore, United States). After blocking with 5% fat-free milk in TBST for 2 h, the membranes were incubated with the following antibodies at 4°C overnight: phospho-Insulin Receptor Substrate 2 (IRS2) (Ser371) (ab3690, Abcam, 1:1000), IRS2 (4502S, CST, 1:1000), phospho-Protein Kinase B (AKT) (Ser473) (4060s, CST, 1:1000), AKT (9272s, CST, 1:1000), Forkhead Transcription Factor 1 (FOXO1) (2880S, CST, 1:1000), and β-actin (3700S, CST, 1:1000). Membranes were then incubated with secondary antibodies for 90 min. Finally, membranes were chemically exposed and semiquantitatively analyzed with ImageQuant TL 1D system (GE Healthcare, United States). All experiments were performed in triplicate.



Congo Red Staining

The whole brain of each rat was fixed in 4% paraformaldehyde (Solarbio, China) for 24 h and dehydrated by passaging through a graded series of sucrose solutions. The brain then was embedded in ice-chilled OCT gel, and coronal sections from the hippocampus and cortex were prepared at 20 μm thick. For labeling compact amyloid plaques, brain slices were stained with 1% Congo red solution (Sigma-Aldrich, United States) in 80% absolute ethanol and 1% NaOH. After being washed, the brain sections were counterstained with cresyl violet, dehydrated in absolute ethanol, and then clarified in xylene. The slices were evaluated under a light microscope (OLYMPUS, Japan) at a magnification of 40×.



Microbiota Community Analysis

The QIAamp Rapid DNA Mini Kit (Qiagen, United States) was used to extract total DNA from the intestinal contents samples according to the manufacturer’s procedures. After determining the DNA concentration and integrity, an amplicon sequencing library was constructed based on the PCR-amplified V3–V4 variable region of 16S rRNA. Then, use qualified libraries on the Illumina MiSeq platform for paired-end sequencing according to the manufacturer’s instructions. Use Trimmomatic, FLASH, and QIIME software to filter the original sequencing data. Then, UPARSE software with a 97% threshold was used to cluster the clean readings into operational taxonomic units (OTUs). Use the QIIME package to select the representative read from each OTU. Use the ribosome database item classifier v.2.2 to annotate and classify representative OTU sequences. The datasets generated in this study have been deposited in the NCBI Sequence Read Archive (SRA) database (Accession Number: SRP299194).



Metabolomics Profiling Analysis

Metabolomics profiling analysis was performed with intestinal contents and hippocampus tissues as previously described (Zhang L. et al., 2020). The samples were homogenized and centrifuged, and the supernatants were combined. Use the robotic multifunctional MPS2 (Gerstel, Germany) to automatically derive and separate samples. The UPLC-MS/MS system (ACQUITY UPLC-Xevo TQ-S, United States) was used to quantify the microbial metabolites. The reserved solutions of all 132 representative reference chemicals of microbial metabolites were prepared in methanol, ultrapure water, or sodium hydroxide solution. Add internal standards to monitor data quality and compensate for matrix effects. The original data generated were processed with proprietary software XploreMET (v2.0, Metabo-Profile, Shanghai, China) to automatically remove baseline values, smooth and pick peak values, and align peak signals. Principal component analysis (PCA) and supervised partial least squares discrimination analysis (PLS-DA) were performed to visualize metabolic differences among the experimental groups. Differential metabolites were selected according to the orthogonal partial least squares discriminant analysis (OPLS-DA) model, including VIP > 1 and p < 0.05. The MetaboAnalyst online tool (version 4.0) was used to explore biological patterns, functions, and pathways of identified differentially expressed metabolites.



Statistical Analysis

All data were expressed as the mean ± standard deviation (SD), and statistical analyses were performed using GraphPad Prism 8.0 software (GraphPad Software, United States). Significance differences among groups with univariate analysis were determined by one-way ANOVA followed by Tukey’s post hoc test. Student’s t-test was used to compare two groups. p < 0.05 was considered significant.




RESULTS


The Chemical Composition of ZBPYR

The UHPLC-ESI-Q-TOF-MS total ion current chromatogram and results of ZBPYR are shown in Figure 1 and Supplementary Tables 1, 2. One hundred twenty-three compounds in the positive ion mode and 120 compounds in the negative ion mode were detected, and 75 compounds were found in both the positive ion and negative ion mode.
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FIGURE 1. UHPLC-ESI-Q-TOF-MS total ion chromatogram of ZBPYR. (A) Positive ion mode. (B) Negative ion mode.




ZBPYR Improved Glucose Metabolism Disorders in ZDF Rats

After 4 and 10 weeks of the experiment, ZDF rats gradually developed symptoms of glucose metabolism disorders. Specifically, ZDF rats showed increased levels of RBG, HbAc1%, FSI, and HOMA-IR, compared with the control group, respectively (p < 0.0001). High- and medium-dose ZBPYR significantly reduced the level of each index in a dose-dependent manner (p < 0.0001, p < 0.01, p < 0.001) (Figures 2A–D). Low-dose ZBPYR also reduced the level of HbAc1% in ZDF rats after 4 and 10 weeks of the experiment (p < 0.001, p < 0.0001) (Figure 2B). OGTT and ITT showed that ZDF groups had symptoms of impaired glucose tolerance and decreased insulin sensitivity after 4 and 10 weeks of the experiment (p < 0.0001) (Figures 2E,F). Both high- and medium-dose ZBPYR improved the condition of impaired glucose function (p < 0.0001, p < 0.05, p < 0.01) (Figure 2E), whereas the improvement in insulin intolerance only occurred after 10 weeks of the experiment (p < 0.0001, p < 0.001) (Figure 2F). The blood glucose levels of OGTT and ITT at each time point are shown in Supplementary Figures 1A,B. In addition, the BW and AC of rats in each group increased (Supplementary Figures 2A,B). After 4 weeks of the experiment, the BW and AC of the 9w-Z group were significantly higher than those of the 9w-L group (p < 0.0001) (Supplementary Figures 2A,B). In the ZBPYR high-dose treatment group, a decrease in BW and AC was observed (p < 0.05, p < 0.0001) (Supplementary Figures 2A,B). After 10 weeks of the experiment, high- and medium-dose ZBPYR reduced BW and AC in a dose-dependent manner (p < 0.0001, p < 0.001) (Supplementary Figures 2A,B). This indicated that ZBPYR ameliorated the disorder of glucose metabolism in ZDF rats.
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FIGURE 2. Effect of ZBPYR on the phenotype of glucose metabolism in rats. (A) Random blood glucose (RBG). (B) Glycosylated hemoglobin (HbA1c%). (C) Fasting serum insulin (FSI). (D) Homeostasis model of assessment for insulin resistance (HOMA-IR) index. (E) Area under the curve of the oral glucose tolerance test (OGTT-AUC). (F) Area under the curve of the insulin secretion test (ITT-AUC). Data are shown as mean ± SD. n = 7 per group. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.




ZBPYR Improved Cognitive Dysfunction in ZDF Rats

The MWM test was used to evaluate the learning and memory abilities of ZDF rats. In the orientation navigation test, with increased training times, the escape latency of rats gradually shortened (Figure 3A). From day 1 to day 3, the time to find the platform in the 15w-Z group was significantly longer than that in the 15w-L group (p < 0.0001), whereas the escape latency for the 15w-HZ group was significantly shorter than that of the 15w-Z group (p < 0.0001, p < 0.001) (Figure 3A). The escape latency of the 15w-MZ group and the 15w-LZ group was only different from the 15w-Z group from day 1 to day 2 (p < 0.0001, p < 0.05) (Figure 3A). After 4 days of training, rats have learned the location of the escape platform. In the spatial exploration test, rats in the 15w-Z group showed a marked decrease of time in the target quadrant (p < 0.0001) (Figure 3C) and crossing number of the original platform (p < 0.001) (Figure 3D) and an increase in searching time for the original platform (p < 0.0001) (Figure 3E), compared with the 15w-L group. After treatment with ZBPYR, ZDF rats showed a significant improvement in cognition function, especially in the high-dose treatment group (p < 0.0001, p < 0.01) (Figures 3C–E). The representative path of the rat during the exploration is shown in Figure 3B. During the orientation navigation test and spatial exploration test, there was no significant difference in the swimming speed of the rats (Supplementary Figures 3A,B), excluding the influence of physical ability and perceptual ability on spatial memory. As expected, ZBPYR significantly improved the cognitive function of ZDF rats in a dose-dependent manner.
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FIGURE 3. Morris water maze test was used to evaluate the effect of ZBPYR on learning and memory performance of rats. (A) The escape latency during a 4-day training course in the orientation navigation test. (B–E) Representative swimming path (B), time spent in each quadrant (%) (C), crossing number of the original platform location (D), and time in searching original platform location (E) in the spatial exploration test. The small circle in Figure 2B represents the original platform location, but the escape platform was removed in the spatial exploration test. Data are shown as mean ± SD. n = 7 per group. ****p < 0.0001, compared with 15w-L group; #p < 0.05, ##p < 0.01, ###p < 0.001, ####p < 0.0001, compared with 15w-Z group in Figure 2A. **p < 0.01, ***p < 0.001, ****p < 0.0001 in Figures 2C–E.


Based on the above pharmacodynamic data, high-dose ZBPYR (HZ) had the best efficacy among all treatments according to various indexes. Thus, we next conducted comprehensive microbiomics and metabolomics analyses of samples from the L group (control group), Z group (model group), and HZ group (high-dose ZBPYR group).



ZBPYR Modulated the Overall Composition of Gut Microbiota and Key Bacterial Species in ZDF Rats

16S rRNA sequencing analysis was performed to explore DACD-associated differences in the bacterial community of the intestinal contents and to investigate the effects of ZBPYR on the microbiota community. The Chao 1 and Simpson index of the gut microbiota indicated no significant difference in α diversity among groups after 4 weeks of experiments (Figure 4A), whereas relatively few overall bacterial species were seen in the model groups, compared to the control and ZBPYR treatment groups after 10 weeks of experiments (p < 0.05, p < 0.001) (Figure 4A), indicating that the intervention of ZBPYR changes the abundance of bacterial communities. In the unweighted UniFrac PCA (R2X = 0.459, Q2 = 0.165) and PLS-DA (R2X = 0.463, Q2 = 0.382) score plot, these two groups were clearly separated into different clusters at 4 and at 10 weeks (Figure 4B). At the same time, the microbiota community structure of model group remarkably diverged from that of the control and ZBPYR treatment groups after 10 weeks of experiments, indicating that the bacterial community structure of ZDF rats gradually changed after ZBPYR treatment (Figure 4B). Phylum-level analysis revealed a marked temporal shift in the taxonomic distribution of the gut microbiota from T2DM to DACD, as evident from the dynamically altered abundance of the two dominant phyla Firmicutes and Bacteroidetes (Figure 4C). The 15w-Z group had a significantly higher abundance of Firmicutes and a significantly lower abundance of Bacteroidetes, compared with the 15w-L group (Figure 4C). The ratio of Firmicutes and Bacteroidetes populations is critical for the stability of gut microbiota, and the reduction of the ratio by ZBPYR may be the main reason for the gut microbiota changes (Figure 4C). The abundance of Proteobacteria in 15-week-old rats decreased after 10 weeks of experiments (Figure 4C). Heatmap shows the top 50 differentiated taxa with the highest genus level. The results demonstrated a distinct clustering of the composition of microbiota community composition for the model and control groups, and the ZBPYR treatment group was closer to the control group (Figure 4D). In addition, OPLS-DA analysis showed clear separation between the groups (Supplementary Figure 4). Genus-level profiling demonstrated that six species of bacteria had undergone dynamic changes during the development of DACD from T2DM. Among them, two genera (Lactobacillus and Ruminococcus) belong to Firmicutes, and four species (Parabacteroides, Bacteroides, Butyricimonas, and Prevotella) belong to Bacteroidetes (p < 0.05, p < 0.001, p < 0.01) (Figure 4F). Treatment with ZBPYR notably reversed the microbial dysbiosis in ZDF rats to control levels (Figure 4F). Of note, 23 altered functional characteristic pathways of KEGG were predicted from the 16S rRNA gene profile through PICRUSt analysis, namely, 10 amino acid metabolism pathways, 3 lipid metabolism pathways, 5 carbohydrate metabolism pathways, 2 human disease metabolic pathways, and 3 biological system pathways (Figure 4E). Hence, these findings indicated time-dependent dynamic alterations in the gut microbiota as DACD developed from T2DM, and the derivatives of Firmicutes and Bacteroidetes were the key distinguishing alterations for group separation. The change in the ZBPYR-regulated gut microbiota structure may be involved in the improvement in cognitive function.
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FIGURE 4. Effect of ZBPYR treatment on the gut microbiota of rats. (A) Chao 1 index and Simpson index. (B) Microbiota community analysis based on PCA and PLS-DA score plots. (C) Bacterial taxonomic composition profiling of gut microbiota at the phylum level. (D) Hierarchical clustering heatmap of the top 50 differentiated taxa at the genus level. (E) KEGG metabolic pathway prediction by PICRUSt analysis. (F) Abundance of the key differentiated taxa in different groups. n = 7 per group. *p < 0.05, **p < 0.01, ***p < 0.001. PCA, principal component analysis; PLS-DA, partial least squares discriminant analysis.




ZBPYR Affected Insulin Resistance and Amyloid Plaque Burden in the Brain of ZDF Rats

Previous studies have shown that the hippocampus and cortex perform important functions for learning and memory formation. PICRUSt analysis showed that the Alzheimer’s disease (AD) and insulin signaling pathway were mainly enriched in 15-week-old ZDF rats. Therefore, we performed Congo red staining on hippocampus and cortex regions to detect compact amyloid plaques. The number of brick-red patches in the hippocampus and cortex of the 15w-Z group increased (Figure 5A), compared with the 15w-L group. The number of plaques in the 15w-HZ group was significantly lower than that in the 15w-Z group (Figure 5A), indicating that ZBPYR treatment could lead to a reduction in amyloid plaque burden. Aβ is the main component of amyloid plaques (Meng et al., 2020). Similarly, Aβ levels in the hippocampus and cortex of the 15w-Z group were significantly increased (p < 0.0001) (Figure 5B) compared with the 15w-L group. The level of Aβ in the 15w-HZ group was significantly lower than that in the 15w-Z group (p < 0.0001, p < 0.001, p < 0.01) (Figure 5B). These results suggested that the amyloid plaque burden in the brain of ZDF rats may be altered following treatment with ZBPYR. In addition, the expression of p-IRS2 and FOXO1 increased (p < 0.05, p < 0.0001, p < 0.001), and the expression of p-AKT decreased (p < 0.01) in the 15w-Z group, compared with the 15w-L group, confirming that insulin resistance appeared in the brain of 15-week-old ZDF rats (Figure 5C). ZBPYR treatment reversed the expression of these proteins (p < 0.05, p < 0.001, p < 0.0001) (Figure 5C), indicating that ZBPYR may improve brain insulin resistance in ZDF rats.
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FIGURE 5. Effect of ZBPYR on Aβ deposition and insulin signaling pathway protein expression in the brain. (A) Congo red staining (40×). (B) Aβ content in hippocampus and cortex. (C) Protein expression of insulin signaling pathway in hippocampus and cortex. Data are shown as mean ± SD. n = 7 per group. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.




ZBPYR Dynamically Restored the Global Metabolic Structure Abnormalities and Metabolic Alterations in ZDF Rats

In order to obtain comprehensive metabolic profiles of the biological samples, targeted metabolomics profiling analysis was conducted using UPLC-MS/MS approaches, because it is more suitable for providing metabonomics-related information related to gut (Figures 6A,B) microbiota. A total of 103 metabolites (including amino acids, benzenoids, carbohydrates, fatty acids, indoles, organic acids, phenylpropanoic acids, phenylpropanoids, and pyridines) were ultimately identified and quantified (Figure 6C). Amino acids, fatty acids, and organic acids were the predominant types of annotated metabolites (Figure 6C). The PCA (R2X = 0.689, Q2 = 0.334) and PLS-DA (R2X = 0.516, Q2 = 0.420) score plot showed an aggregation tendency corresponding to 4 and 10 weeks of experiments, respectively (Figures 6A,B). A clear separation trend was seen between the control group and the model group after 10 weeks of experiments, indicating that the metabolic profiles of the intestinal contents from ZDF rats significantly varied from those of LZ rats (Figures 6A,B). Impressively, after 10 weeks of experiments, the intestinal content samples of ZBPYR treatment group showed a time-dependent dynamic trajectory that deviated from the model group (Figures 6A–C). Collectively, ZBPYR treatment significantly reversed the intestinal content metabolic profiles in ZDF rats over time.
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FIGURE 6. Effect of ZBPYR on the composition of metabolites in the intestinal contents of rats. (A) Global metabolite analysis based on PCA score plots. (B) Global metabolite analysis based on PLS-DA score plots. (C) Composition of metabolite classes analysis. (D) Differential metabolites in intestine. (E) Diagram of the metabolic enrichment pathways. n = 7 per group. *p < 0.05, **p < 0.01, ***p < 0.001. PCA, principal component analysis. PLS-DA, partial least squares discriminant analysis.


Orthogonal partial least squares discriminant analysis was used to maximize category differentiation and identify potential biomarkers between groups. Metabolic profiles between the groups were completely separated, which reflected the different potential biomarkers that could distinguish them in OPLS-DA score plots (Supplementary Figure 5). VIP > 1 and p < 0.05 were used to identify differential metabolites in intestinal content samples. Ultimately, the levels of nine metabolites were found to be dynamically changed during the development of DACD from T2DM, namely, four types of amino acids (L-aspartic acid, L-lysine, L-isoleucine and L-leucine, and L-glutamic acid) and five types of SCFAs (butyric acid, valeric acid, acetic acid, propionic acid, and isobutyric acid) (p < 0.05, p < 0.01, p < 0.001) (Figure 6D). ZBPYR treatment improved the concentrations of amino acids and SCFAs in a time-dependent manner in ZDF rats (Figure 6D).

In addition, the metabolomic changes in the intestine may affect the metabolic structure of the brain via the microbiota–gut–brain axis, and brain metabolites contribute to the pathogenesis of DACD. Thus, in order to determine which metabolites might be mediators of the memory response, we also determined the levels of metabolites in the hippocampus of 15-week-old rats. We focused on the hippocampus, as it is an important area for acquiring and forming new memories (Reaven et al., 1990). Fewer metabolite differences were found between species in intestinal contents and hippocampus, with the exception of lower hippocampus levels of organic acids (Figure 7C). ZBPYR treatment changed the brain metabolite structure of ZDF rats (Figures 7A,B and Supplementary Figure 6). In the hippocampus, eight metabolites were significantly lower in the 15w-Z group, namely, two types of amino acids (L-glutamic acid and L-alanine), four types of fatty acids [2-hydroxy-3-methylbutyric acid, linoleic acid, docosapentaenoic acid (22n-6), and 8,11,14-eicosatrienoic acid], and two types of organic acids (2-hydroxybutyric acid and alpha-ketoisovaleric acid), compared with the 15w-L group (p < 0.05, p < 0.01, p < 0.001) (Figure 7D). ZBPYR treatment significantly reversed all these differential metabolites (Figure 7D), indicating that evaluating the potential application of these differential metabolites in the diagnosis of DACD has good diagnostic accuracy. The potential differential metabolites and their detailed information are listed in Supplementary Tables 3, 4.


[image: image]

FIGURE 7. Effect of ZBPYR on the composition of metabolites in the hippocampus of rats. (A) Global metabolite analysis based on PCA score plots. (B) Global metabolite analysis based on PLS-DA score plots. (C) Composition of metabolite classes analysis. (D) Differential metabolites in hippocampus. (E) Diagram of metabolic enrichment pathways. n = 7 per group. *p < 0.05, **p < 0.01, ***p < 0.001. PCA, principal component analysis; PLS-DA, partial least squares discriminant analysis.


All potential differential metabolites were imported into the web-based MetaboAnalyst 4.0 system for pathway analysis. Of note, the potential biomarkers of intestinal contents mainly involved 12 affected metabolic pathways (p < 0.1) (Figure 6E and Table 2), and the potential biomarkers of hippocampus mainly involved 13 metabolic pathways (p < 0.1) (Figure 7E and Table 3). The common enrichment pathways of intestinal contents and hippocampus metabolites were four amino acid metabolism pathways and one carbohydrate metabolism pathway. Three amino acid metabolism pathways (alanine, aspartic acid, and glutamate metabolism; valine, leucine, and isoleucine biosynthesis; and D-glutamine and D-glutamate acid metabolism) and one carbohydrate metabolism pathway (butyrate metabolism) were identified, consistent with the predicted results of PICRUSt, which verifies the reliability of the results.


TABLE 2. Metabolite pathway changes in intestine.
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TABLE 3. Metabolite pathway changes in hippocampus.
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Bioinformatics Analysis and Correlation Network Construction of the Microbiota–Gut–Brain Axis-Based Mechanism of ZBPYR Against DACD

To explore the functional relationship of the altered intestinal bacterial genera and the disrupted metabolites in DACD, Spearman correlation analysis was performed. Network diagram shows the relationship among five different bacterial genera (Ruminococcus is not shown, p > 0.05) and 17 metabolites (nine intestinal metabolites and eight hippocampus metabolites) (Figure 8A). In the correlation between intestinal bacterial genera and intestinal metabolites, Lactobacillus was positively correlated with almost all intestinal metabolites, and almost all bacterial genera were positively correlated with L-glutamic acid and acetic acid; Bacteroides was positively correlated with L-lysine, butyric acid, and valeric acid; Parabacteroides was positively correlated with butyric acid; Prevotella was positively correlated with propionic acid and valeric acid. In the correlation between intestinal metabolites and hippocampus metabolites, alpha-ketoisovaleric acid was positively correlated with almost all intestinal metabolites; 2-hydroxybutyric acid was positively correlated with acetic acid; 8,11,14-eicosatrienoic acid was positively correlated with L-leucine and L-isoleucine. Moreover, a heatmap shows the correlation between potential biomarkers and DACD phenotype (Figure 8B). In all correlation analyses, Lactobacillus and Bacteroides among bacterial genera, acetic acid, propionic acid, butyric acid, valeric acid, and L-glutamic acid in intestinal metabolites; and 2-hydroxy-3-methylbutyric acid, 8,11,14-eicosatrienoic acid, docosapentaenoic acid 22n-6, and linoleic acid in hippocampus metabolites were significantly negatively correlated with DACD-related phenotypes. Following the integration of bioinformatics search and correlation analysis, the potential network of key DACD-related microbiota species and differentiated metabolites was depicted (Figure 9). The related metabolite biomarkers of DACD disrupted by ZBPYR were mainly involved in the following pathways: alanine, aspartic acid, and glutamic acid metabolism; branched chain amino acid (BCAA) metabolism; SCFA metabolism; and linoleic acid/unsaturated fatty acid metabolism. As the critical axis elements in the “microbiota–gut–brain axis,” metabolites can enter the circulation and affect the communication between the intestine and the brain. Therefore, in our present study, these biomarkers were predicted as a potential “microbiota–gut–brain axis,” which may contribute to the development of DACD and the therapeutic targets of ZBPYR.
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FIGURE 8. Correlation analysis integrating bacterial genera, intestinal metabolites, hippocampus metabolites, and DACD phenotypes. (A) Network diagram showing the correlation among bacterial genera (green circle denotes Bacteroidetes; cyan circle indicates Firmicutes), intestinal metabolites (yellow rhombus denotes aliphatic amino acids; orange rhombus indicates short chain fatty acids), and hippocampus metabolites (purple triangle denotes unsaturated fatty acids; pink triangle indicates aliphatic organic acids). (B) Heatmap showing the correlation between potential biomarkers and DACD phenotype. The degree of correlation is shown by the gradient change of red (positive correlation) and blue (negative correlation). *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. RBG, random blood glucose; HbA1c%, glycosylated hemoglobin; FSI, fasting serum insulin; HOMA-IR, homeostasis model of assessment for insulin resistance; OGTT-AUC, area under the curve of the oral glucose tolerance test; ITT-AUC, area under the curve of the insulin secretion test; BW, body weight; AC, abdominal circumference; D1–D4, escape latency during a 4-day training course in the orientation navigation test of Morris water maze test; TS, time in searching original platform location in the spatial exploration test of Morris water maze test; 1/TQ, the reciprocal of time spent in each quadrant (%) in the spatial exploration test of Morris water maze test; 1/CN, the reciprocal of crossing number of the original platform location in the spatial exploration test of Morris water maze test; Inte, intestine; Hip, hippocampus; Cor, cortex.
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FIGURE 9. Schematic diagram showing the regulation of ZBPYR treatment on the network of differentiated bacterial and metabolite structural components. (A–D), enriched metabolic pathways; ①–⑤, differential bacterial genera; bold, differential intestinal metabolites; underline, differential hippocampus metabolites. BCAA, branched chain amino acid. SCFA, short-chain fatty acid.





DISCUSSION

It is speculated that the gut microbiota plays an important role in regulating the metabolic pathways of the host and plays an important role in a variety of disease phenotypes (He W. et al., 2020; Leclercq et al., 2020; Ling et al., 2020; Shi et al., 2020b; van Soest et al., 2020). In recent years, people have realized that the microbiota–gut–brain axis is a novel concept in the field of neurological disease research (Li et al., 2020; Mao et al., 2020; Shi et al., 2020a). Strong lines of evidence have suggested that TCM plays an important role in regulating the gut microbiota in various complex diseases (Du et al., 2020). Our previous studies have indicated that ZBPYR may ameliorate the metabolic phenotype of T2DM and DACD, and exhibit a potential effect on regulating the disturbance of probiotics and pathogenic bacteria in gut microbiota (Gu et al., 2017). However, it still remains unclear that whether microbiota-gut-brain axis which mediated by ZBPYR have a potential role in the development of DACD. It is a challenge to clarify the mechanism of action of TCM, which is the result of the unknown synergy of its complex components. In addition, a single microbiomics or metabolomics strategy cannot fully illustrate the pathophysiological process of DACD (Bo et al., 2020). Both TCM and omics have common views of integrity, individuality, and dynamics. Thus, we sought to determine the relationship between the efficacy of ZBPYR in preventing and treating DACD and the key microbiome and metabolome regulation involved in DACD progression over time.

In recent years, the CNS complications of T2DM have gained considerable attention, and the molecular mechanism of related learning and memory has made great progress (Zheng et al., 2017; Ma et al., 2020). The present results indicated that ZDF rats developed signs of T2DM at 9 weeks old, and prominent DACD-related cognitive decline at 15 weeks old, as expected. T2DM symptoms and cognitive behavior of ZBPYR-treated ZDF rats tended to be normal, and Aβ deposition and insulin resistance in the brain were also reversed, indicating that ZBPYR had a certain preventive and therapeutic effect on DACD. Interestingly, ZBPYR could remarkably restore the DACD-altered microbiota compositions in a time-dependent manner in ZDF rats, produced lasting changes in gut microbiota community and metabolites, and remotely affected hippocampus metabolic changes, thereby affecting cognitive behavior. Among them, anshinone and danshensu in Dan-Shen, paeoniflorin in Bai-Shao, and the volatile oil components such as β-asarone in Shi-Chang-Pu can directly cross the blood–brain barrier (BBB) to improve cognitive impairment (Sun et al., 2020). In addition, the main active ingredients in ZBPYR, such as ginsenosides in Hong-Shen (Sun et al., 2020), yam polysaccharides in Shan-Yao (Pang et al., 2020), and saponins in Yuan-Zhi (Zeng et al., 2021), cannot directly cross the BBB. It is necessary to transform the metabolism of macromolecular substances into small molecular metabolites through the mediation of the gut microbiota and then cross the BBB to play a biological effect of improving cognitive function. We also provided metabolic evidence of links among the host, the gut microbiota, and memory responses. To our knowledge, this is the first evidence showing that cognitive functions of the CNS are significantly affected during the progression of DACD and that ZBPYR is related to a series of microbiota–gut–brain axis events in ZDF rats.

Healthy gut microbiota is very important for maintaining normal brain development and function (Tooley, 2020). More and more lines of evidence support the idea that the transfer of healthy microbiota improves learning and memory ability in different cognitive impairment models, providing a proof-of-concept illustration of the microbiota–gut–brain axis. In the present study, the distribution of the gut microbiota in 15-week-old ZDF rats was different from that in 9-week-old rats, indicating that the gut microbiota homeostasis of ZDF rats is imbalanced during the progression of DACD. Note that gut microbial dysbiosis is closely related to the reduction of phylogenetic abundance differences, especially in metabolic and neurological diseases (Liu et al., 2019). The underlying pathological basis of DACD microbiota appears to involve a shifting environment that is more conducive for the growth of detrimental bacteria and less conducive for the growth of beneficial bacteria. 16S rRNA sequencing results showed that the abundance of Firmicutes was significantly increased, and the abundance of Bacteroidetes was significantly decreased during the progression of DACD, which is consistent with changes in patients with T2DM and cognitive impairment. In addition, ZBPYR treatment affected the abundance of some key bacterial genera, such as Lactobacillus, Ruminococcus, Parabacteroides, Bacteroides, Butyricimonas, and Prevotella. We speculate that changes in these genera may be the main reason for the changes in cognitive function. It was reported that Lactobacillus improved cognitive ability in AD patients and AD rats induced by Aβ42 injection, which may be related to its ability to acidify the intestinal environment, produce essential amino acids, maintain barrier integrity, and reduce β-amyloid protein deposition in the brain (Mao et al., 2020). Parabacteroides is an anti-inflammatory bacterium that produces SCFAs. Current research has not yet combined its connection with human cognitive impairment. However, it has previously been demonstrated that transplanting gut microbiota of healthy rats into a T2DM model can increase the number of intestinal Parabacteroides. Ruminococcus is involved in certain gastrointestinal diseases and metabolic diseases in the intestine (Gomez-Arango et al., 2016; Jia et al., 2020), and recent studies have confirmed that it may participate in the process of cognitive dysfunction (Park et al., 2017). In addition, Bacteroides, Butyricimonas, and Prevotella have been confirmed to have reduced abundance in animal models or patients with cognitive impairment (Panee et al., 2018; Qian et al., 2018; Maldonado et al., 2019). These changes in the structure of gut microbiota indicate that ZBPYR treatment has an obvious effect on improving the pathological bacteria in ZDF rats during the pathogenesis of DACD.

Metabolomics information is the final result of biological functions and can directly indicate abnormal physiological conditions, because it is “downstream” of initial changes that occur at the genome, transcriptome, and proteome levels (Huang et al., 2016). The mammalian brain is characterized by high metabolic activity with accordance regulatory mechanisms to ensure the adequate supply of energy substrates in register with brain activity. We focused on understanding the metabolic mechanism behind the flow of metabolites from intestine to brain for memory improvement. Consistent with previous studies, the metabolic pathways enriched by DACD are primarily involved in amino acid metabolism and fatty acid metabolism (Zhang et al., 2018). Amino acid metabolism directly affects the activity of the nervous system (Arnoriaga-Rodriguez et al., 2020). For example, we observed an increase in L-glutamic acid and L-aspartic acid following ZBPYR treatment, which are neuron-specific markers for monitoring neuronal damage associated with CNS diseases, although they lack specificity for any particular disease (Paglia et al., 2016). Glutamate is an excitatory neurotransmitter, well known for its critical role in learning and memory, especially in the promotion of synaptic transmission (Chater and Goda, 2014) and induction and maintenance of long-term potentiation in hippocampus neurons (Miyamoto, 2006). Glutamate also contributes to inhibitory GABAergic regulation in the brain (Pereira et al., 2008). It has been confirmed that the abnormal GABA level in the brain of T2DM patients may be associated with the impairment of cognitive function (van Duinkerken et al., 2012). In this study, L-glutamic acid level was significantly downregulated in both intestine and hippocampus of ZDF rats, indicating the altered glutamate signaling (Divito and Underhill, 2014). Similar alterations in glutamate signaling have been reported in rodent models of AD. Glutamatergic dysfunction in the hippocampus and cortex has been identified as an important mediator of impaired cognition, which acts as an excitatory neurotransmitter. It plays a key role in learning and memory, especially in promoting synaptic transmission and maintaining the morphology and function of hippocampal neurons (Javitt, 2010; Nilsen et al., 2014). Aspartic acid, another excitatory neurotransmitter, is directly derived from transamination of the TCA cycle intermediate, oxaloacetate, and is closely related to cognitive decline. We found that the concentration of L-aspartic acid was decreased in ZDF rats, which is consistent with the decrease in TCA cycle activity observed in db/db mice with cognitive decline (Zheng et al., 2017). Alanine is not only a potential neurotransmitter at glycine receptors, but also a component of carnosine and an inhibitor of taurine transport. Evidence has shown that a disturbance of lactate-alanine shuttle in the hippocampus may be responsible for nitrogen exchange (Zwingmann et al., 2000; Schousboe et al., 2003) and related to the recovery of spatial memory (Sase et al., 2013; Han et al., 2017) in mammals. BCAAs are essential amino acids with branched aliphatic side chains and account for almost one-third of all amino acids in the human body (Wang et al., 2019). Three known proteinogenic BCAAs, valine, leucine, and isoleucine, cross the BBB and participate in the structure components and systemic function of brain tissue (Oldendorf, 1971). In addition, BCAAs are involved in neurotransmitter metabolism (glutamate metabolism); affect amyloid plaque load, neuron survival rate, and adult hippocampus neurogenesis; and significantly influence the entire function of the CNS (Fernstrom, 2005; Hawkins and Vina, 2016; Polis and Samson, 2020). In this study, we observed changes in the levels of leucine and isoleucine in the intestinal contents of ZDF rats, and changes in the levels of upstream metabolites hydroxybutyric acid and ketoisovaleric acid in the hippocampus. The improvement in cognitive dysfunction in ZDF rats may be a long-range effect of intestinal metabolites. Studies have confirmed that Lactobacillus can affect the level of amino acids by regulating the BCAA metabolic pathway (Wang et al., 2019). Lipids are important components of the brain and play a crucial role in cell signaling and various physiological processes (Saxena, 2009; Fraser et al., 2010; Zhang Q. et al. 2020). As a member of lipids family, SCFAs are associated with brain function and neurobiological effects in systemic circulation, which may mitigate Aβ deposition and insulin resistance in the brain (Sampson et al., 2016). In our study, ZBPYR treatment significantly increased SCFAs, including acetic acid, butyric acid, isobutyric acid, propanoic acid, and valeric acid, in the intestinal contents of ZDF rats, and the abundance of related bacterial genera that mainly produce SCFAs also increased, including Parabacteroides, Prevotella, and Ruminococcus (den Besten et al., 2013; La Reau and Suen, 2018). Among them, acetic acid (Shin et al., 2011) and butyric acid (Stilling et al., 2016) are known for their beneficial effects on neuronal health and cognitive function. In addition, studies have provided evidence linking DACD to disorders of linoleic acid metabolism (Beydoun et al., 2007; Chu et al., 2016). Linoleic acid is an important polyunsaturated fatty acid, and the anti-oxidative, anti-inflammatory, and anti-apoptotic effects at high concentrations in the brain may lead to neuron protection in nervous system diseases (Beydoun et al., 2007; Ramsden et al., 2012). Docosahexaenoic acid is an essential omega-3 long-chain polyunsaturated fatty acid (LCPUFA) that is important in the development of the nervous system. It has been shown to be involved in neurotransmitter conduction, signal transduction, and neurogenesis in the brains of T2DM patients, and has anti-inflammatory and other important functions (Echeverria et al., 2017). Collectively, the current lines of evidence support the hypothesis that the regulatory effects of gut metabolism-related amino acid metabolism and fatty acid metabolism in ZDF rats may be an important anti-DACD mechanism of ZBPYR. Although these differences cannot be explained at present, metabolomic analysis of the brain combined with metabolomic analysis of the gut microbiota and the circulatory interface between intestine and brain are likely to become a powerful tool to analyze microbiota–gut–brain axis communication in health and disease.

Gut microbiota may contribute to brain diseases; in particular, new connections between gut microbiota and cognitive functions have been reported in humans and animals. We found that ZDF rats show spatial learning and memory impairment, therefore enabling us to confirm that the cognitive deficits are the result of T2DM phenotype (such as chronic hyperglycemia and insufficient insulin secretion). In addition to its peripheral role in glucose utilization and insulin sensitivity, insulin is essential for multiple central processes, including information processing that is critical for cognition. In the process of memory encoding and retrieval, insulin receptor signaling can regulate the transmission of glutamatergic (enhanced through NMDA receptors) and GABAergic (recruited to the postsynaptic membrane through GABA receptors), thus regulating synaptic plasticity in the hippocampus and affecting cognitive ability (Soto et al., 2018). With differential species correlation analysis with the metabolic pathways, we observed that the underlying mechanism may be related to AD pathway and insulin signaling pathway. Conceivably, cognitive impairment due to persistent hyperglycemia in patients with T2DM may cause changes in bacterial metabolites, which stimulate insulin resistance, resulting in augmentation of Aβ pathology in the brain (Baluchnejadmojarad et al., 2017; Bi et al., 2019). Brain Aβ deposition is a hallmark of DACD and AD pathogenesis, as well as an important cause of cognitive decline (Sui et al., 2017). Recent studies have also confirmed the similarities between the changes seen in ZDF rats and brain samples from people with AD, namely, Aβ accumulation and insulin resistance in the brain causing neuronal injury and ultimately cognitive decline (Bi et al., 2020; Jash et al., 2020). The insulin-dependent IRS2-AKT signaling pathway is the main pathway of insulin resistance (Zhang L. et al. 2020). IRS2 and AKT are associated with neuronal growth and memory. Intraventricular injection of Aβ induces brain insulin resistance, as evidenced by hyperphosphorylation of IRS2 and AKT. Obvious changes in pathological lesions found in our current study were consistent with changes in learning and memory function, and ZBPYR reversed related protein expression. These findings were similar to previous findings showing that increased phosphorylation of IRS induced by DACD may decrease hippocampus and cortex insulin sensitivity. The brain with DACD including pathology of Aβ and associated insulin signaling pathway shows cross-talk with the intestine via the microbiota–gut–brain axis. Thus, ZBPYR may be a novel prevention and treatment strategy for regulating gut microbiota, ameliorating brain insulin resistance, and preventing early-stage pathologies associated with DACD.



CONCLUSION

In summary, we characterized memory deficits during the pathogenesis of ZDF rats with T2DM that developed DACD and showed that these deficits were correlated with dysfunction in gut microbiota and altered microbiota metabolites in the hippocampus. Interestingly, we found that ZBPYR regulated DACD-related gut microbiota dysbiosis and reversed Aβ deposition and insulin resistance in the brain. These features may be related to a series of metabolic changes affected by gut microbiota, including alanine, aspartic acid, and glutamic acid metabolism; BCAA metabolism; SCFA metabolism; and linoleic acid/unsaturated fatty acids metabolism, although further investigation is needed. To our knowledge, this study is the first report to show that gut microbiota and its metabolic activity, as well as the efficacy of TCM, such as ZBPYR, may be related to the progression of DACD. There are good reasons to believe that the microbiota–gut–brain may provide a novel perspective to explore DACD-related pathogenic changes and facilitate a better understanding of TCM-based therapeutic avenues for preventing the development of DACD.



DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/Supplementary Material.



ETHICS STATEMENT

The animal experiment protocol was designed to minimize the pain or discomfort of animals and has been approved by the Animal Ethics Committee of Nanjing University of Chinese Medicine (permit number: 201901A009).



AUTHOR CONTRIBUTIONS

LZ and XL conceived the idea and designed the study. TB, RF, and WR performed the experiments, obtained the samples, and acquired the data. TB performed the microbiomics and metabolomics data analysis, conducted molecular biology experiments, and wrote the manuscript. LZ directed the project and was involved in modifying the manuscript. All authors had approved the final manuscript for submission.



FUNDING

This work was supported by the Key Project of the National Natural Science Foundation of China (81730111), the Traditional Chinese and Western Medicine Clinical Medicine Brand Construction Project of Jiangsu Higher Education Institutions (Phase II), and the Project Funded by the Priority Academic Program Development of Jiangsu Higher Education Institutions (Integration of Chinese and Western Medicine).



ACKNOWLEDGMENTS

We thank Shanghai Personal Biotechnology Co., Ltd. (Shanghai, China) for providing sequencing services and helpful discussions pertaining to the sequencing and data analysis, and Metabo-Profile Biotechnology Co., Ltd. (Shanghai, China) for providing the determination and analysis of gut microbiota metabolites.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fcell.2021.651517/full#supplementary-material

Supplementary Figure 1 | OGTT and ITT in rats. (A) OGTT measured in different groups. (B) ITT measured in different groups. Data are shown as mean ± SD. n = 7 per group. ∗∗P < 0.01, ∗∗∗P < 0.001, ****P < 0.0001, compared with the 15w-L group; #P < 0.05, ##P < 0.01, ###P < 0.001, ####P < 0.0001, compared with the 15w-Z group. OGTT, oral glucose tolerance test; ITT, insulin secretion test.

Supplementary Figure 2 | BW and AC in rats. (A) BW measured in different groups. (B) AC measured in different groups. Data are shown as mean ± SD. n = 7 per group. ∗P < 0.05, ∗∗∗P < 0.001, ****P < 0.0001. BW, body weight; AC, abdominal circumference.

Supplementary Figure 3 | Swimming speed in Morris water maze test of the orientation navigation test and the spatial exploration test. Data are shown as mean ± SD. n = 7 per group. D, day.

Supplementary Figure 4 | OPLS-DA score plots for the different groups in the intestinal contents microbiology of rats. OPLS-DA, orthogonal partial least squares discriminant analysis.

Supplementary Figure 5 | OPLS-DA score plots for the different groups in the intestinal contents metabolomics of rats. OPLS-DA, orthogonal partial least squares discriminant analysis.

Supplementary Figure 6 | OPLS-DA score plots for the different groups in the hippocampus metabolomics of rats. OPLS-DA, orthogonal partial least squares discriminant analysis.



REFERENCES

Arnoriaga-Rodriguez, M., Mayneris-Perxachs, J., Burokas, A., Contreras-Rodriguez, O., and Blasco, G. (2020). Obesity impairs Short-Term and working memory through gut microbial metabolism of aromatic amino acids. Cell Metab. 32, 548–560. doi: 10.1016/j.cmet.2020.09.002

Bae, J. B., Han, J. W., Kwak, K. P., Kim, B. J., and Kim, S. G. (2019). Is dementia more fatal than previously estimated? A population-based prospective cohort study. Aging Dis. 10, 1–11. doi: 10.14336/AD.2018.0123

Baluchnejadmojarad, T., Kiasalari, Z., Afshin-Majd, S., Ghasemi, Z., and Roghani, M. (2017). S-allyl cysteine ameliorates cognitive deficits in streptozotocin-diabetic rats via suppression of oxidative stress, inflammation, and acetylcholinesterase. Eur. J. Pharmacol. 794, 69–76. doi: 10.1016/j.ejphar.2016.11.033

Beydoun, M. A., Kaufman, J. S., Satia, J. A., Rosamond, W., and Folsom, A. R. (2007). Plasma n-3 fatty acids and the risk of cognitive decline in older adults: The Atherosclerosis Risk in Communities Study. Am. J. Clin. Nutr. 85, 1103–1111. doi: 10.1093/ajcn/85.4.1103

Bi, C., Bi, S., and Li, B. (2019). Processing of mutant beta-Amyloid precursor protein and the clinicopathological features of familial alzheimer’s disease. Aging Dis. 10, 383–403. doi: 10.14336/AD.2018.0425

Bi, T., Zhan, L., Zhou, W., and Sui, H. (2020). Effect of the ZiBuPiYin recipe on Diabetes-Associated cognitive decline in zucker diabetic fatty rats after chronic psychological stress. Front. Psychiatry 11:272. doi: 10.3389/fpsyt.2020.00272

Bo, T. B., Zhang, X. Y., Kohl, K. D., Wen, J., and Tian, S. J. (2020). Coprophagy prevention alters microbiome, metabolism, neurochemistry, and cognitive behavior in a small mammal. ISME J. 14, 2625–2645. doi: 10.1038/s41396-020-0711-6

Chater, T. E., and Goda, Y. (2014). The role of AMPA receptors in postsynaptic mechanisms of synaptic plasticity. Front. Cell Neurosci. 8:401. doi: 10.3389/fncel.2014.00401

Chen, D., Yang, X., Yang, J., Lai, G., and Yong, T. (2017). Prebiotic Effect of Fructooligosaccharides from Morinda officinalis on Alzheimer’s Disease in Rodent Models by Targeting the Microbiota-Gut-Brain Axis. Front. Aging Neurosci. 9:403. doi: 10.3389/fnagi.2017.00403

Chen, J., Zhan, L., Lu, X., Xiao, C., and Sun, N. (2017). The Alteration of ZiBuPiYin Recipe on Proteomic Profiling of Forebrain Postsynaptic Density of db/db Mice with Diabetes-Associated Cognitive Decline. J. Alzheimers Dis. 56, 471–489. doi: 10.3233/JAD-160691

Chen, P. C., Chien, Y. W., and Yang, S. C. (2019). The alteration of gut microbiota in newly diagnosed type 2 diabetic patients. Nutrition 6, 51–56. doi: 10.1016/j.nut.2018.11.019

Chu, H., Zhang, A., Han, Y., Lu, S., and Kong, L. (2016). Metabolomics approach to explore the effects of Kai-Xin-San on Alzheimer’s disease using UPLC/ESI-Q-TOF mass spectrometry. J. Chromatogr. B Analyt. Technol. Biomed. Life Sci. 101, 50–61. doi: 10.1016/j.jchromb.2016.02.007

Cryan, J. F., O’Riordan, K. J., Cowan, C., Sandhu, K. V., and Bastiaanssen, T. (2019). The Microbiota-Gut-Brain axis. Physiol. Rev. 99, 1877–2013. doi: 10.1152/physrev.00018.2018

den Besten, G., van Eunen, K., Groen, A. K., Venema, K., and Reijngoud, D. J. (2013). The role of short-chain fatty acids in the interplay between diet, gut microbiota, and host energy metabolism. J. Lipid Res. 54, 2325–2340. doi: 10.1194/jlr.R036012

Dinel, A. L., Andre, C., Aubert, A., Ferreira, G., and Laye, S. (2011). Cognitive and emotional alterations are related to hippocampal inflammation in a mouse model of metabolic syndrome. PLoS One 6:e24325. doi: 10.1371/journal.pone.0024325

Divito, C. B., and Underhill, S. M. (2014). Excitatory amino acid transporters: Roles in glutamatergic neurotransmission. Neurochem. Int. 73, 172–180. doi: 10.1016/j.neuint.2013.12.008

Dong, P., Zhang, L., Zhan, L., and Liu, Y. (2016). Ultra high performance liquid chromatography with mass spectrometry for the rapid analysis and global characterization of multiple constituents from Zibu Piyin Recipe. J. Sep. Sci. 39, 595–602. doi: 10.1002/jssc.201500852

Du, Z., Wang, J., Lu, Y., Ma, X., and Wen, R. (2020). The cardiac protection of Baoyuan decoction via gut-heart axis metabolic pathway. Phytomedicine 79:153322. doi: 10.1016/j.phymed.2020.153322

Echeverria, F., Valenzuela, R., Catalina, H. M., and Valenzuela, A. (2017). Docosahexaenoic acid (DHA), a fundamental fatty acid for the brain: New dietary sources. Prostaglandins Leukot Essent Fatty Acids 124, 1–10. doi: 10.1016/j.plefa.2017.08.001

Feng, W., Ao, H., Peng, C., and Yan, D. (2019). Gut microbiota, a new frontier to understand traditional Chinese medicines. Pharmacol. Res. 142, 176–191. doi: 10.1016/j.phrs.2019.02.024

Fernstrom, J. D. (2005). Branched-chain amino acids and brain function. J. Nutr. 135, 1539S–1546S. doi: 10.1093/jn/135.6.1539S

Fischer, A. L., de Frias, C. M., Yeung, S. E., and Dixon, R. A. (2009). Short-term longitudinal trends in cognitive performance in older adults with type 2 diabetes. J. Clin. Exp. Neuropsychol. 31, 809–822. doi: 10.1080/13803390802537636

Fraser, T., Tayler, H., and Love, S. (2010). Fatty acid composition of frontal, temporal and parietal neocortex in the normal human brain and in Alzheimer’s disease. Neurochem. Res. 35, 503–513. doi: 10.1007/s11064-009-0087-5

Frohlich, E. E., Farzi, A., Mayerhofer, R., Reichmann, F., and Jacan, A. (2016). Cognitive impairment by antibiotic-induced gut dysbiosis: Analysis of gut microbiota-brain communication. Brain Behav. Immun. 56, 140–155. doi: 10.1016/j.bbi.2016.02.020

Gomez-Arango, L. F., Barrett, H. L., McIntyre, H. D., Callaway, L. K., and Morrison, M. (2016). Connections between the gut microbiome and metabolic hormones in early pregnancy in overweight and obese women. Diabetes 65, 2214–2223. doi: 10.2337/db16-0278

Groeneveld, O., Reijmer, Y., Heinen, R., Kuijf, H., and Koekkoek, P. (2018). Brain imaging correlates of mild cognitive impairment and early dementia in patients with type 2 diabetes mellitus. Nutr. Metab. Cardiovasc. Dis. 28, 1253–1260. doi: 10.1016/j.numecd.2018.07.008

Gu, C., Zhou, W., Wang, W., Xiang, H., and Xu, H. (2017). ZiBuPiYin recipe improves cognitive decline by regulating gut microbiota in Zucker diabetic fatty rats. Oncotarget 8, 27693–27703. doi: 10.18632/oncotarget.14611

Han, B., Wang, J. H., Geng, Y., Shen, L., and Wang, H. L. (2017). Chronic stress contributes to cognitive dysfunction and hippocampal metabolic abnormalities in APP/PS1 mice. Cell Physiol. Biochem. 41, 1766–1776. doi: 10.1159/000471869

Hawkins, R. A., and Vina, J. R. (2016). How glutamate is managed by the Blood-Brain barrier. Biology 5:37. doi: 10.3390/biology5040037

Hazan, S. (2020). Rapid improvement in Alzheimer’s disease symptoms following fecal microbiota transplantation: A case report. J. Int. Med. Res. 48:1220725482. doi: 10.1177/0300060520925930

He, W., Luo, Y., Liu, J. P., Sun, N., and Guo, D. (2020). Trimethylamine N-Oxide, a gut Microbiota-Dependent metabolite, is associated with frailty in older adults with cardiovascular disease. Clin. Interv. Aging 15, 1809–1820. doi: 10.2147/CIA.S270887

He, W. J., Cao, D. M., Chen, Y. B., Shi, J. J., and Hu, T. (2020). Explore of the beneficial effects of Huang-Lian-Jie-Du Decoction on diabetic encephalopathy in db/db mice by UPLC-Q-Orbitrap HRMS/MS based untargeted metabolomics analysis. J. Pharm. Biomed. Anal. 192:113652. doi: 10.1016/j.jpba.2020.113652

Heianza, Y., Sun, D., Li, X., DiDonato, J. A., and Bray, G. A. (2019). Gut microbiota metabolites, amino acid metabolites and improvements in insulin sensitivity and glucose metabolism: The POUNDS Lost trial. Gut 68, 263–270. doi: 10.1136/gutjnl-2018-316155

Huang, Q., Luo, L., Alamdar, A., Zhang, J., and Liu, L. (2016). Integrated proteomics and metabolomics analysis of rat testis: Mechanism of arsenic-induced male reproductive toxicity. Sci. Rep. 6:32518. doi: 10.1038/srep32518

Hughes, T. M., Sink, K. M., Williamson, J. D., Hugenschmidt, C. E., and Wagner, B. C. (2018). Relationships between cerebral structure and cognitive function in African Americans with type 2 diabetes. J. Diab. Complicat. 32, 916–921. doi: 10.1016/j.jdiacomp.2018.05.017

Jash, K., Gondaliya, P., Kirave, P., Kulkarni, B., and Sunkaria, A. (2020). Cognitive dysfunction: A growing link between diabetes and Alzheimer’s disease. Drug Dev. Res. 81, 144–164. doi: 10.1002/ddr.21579

Javitt, D. C. (2010). Glutamatergic theories of schizophrenia. ISR J. Psych. Relat. Sci. 47, 4–16.

Jia, X., Lu, S., Zeng, Z., Liu, Q., and Dong, Z. (2020). Characterization of gut microbiota, bile acid metabolism, and cytokines in intrahepatic cholangiocarcinoma. Hepatology 71, 893–906. doi: 10.1002/hep.30852

Kang, X., Zhan, L., Lu, X., Song, J., and Zhong, Y. (2020). Characteristics of gastric microbiota in GK rats with spontaneous diabetes: A comparative study. Diab. Metab. Syndr. Obes. 13, 1435–1447. doi: 10.2147/DMSO.S242698

Koekkoek, P. S., Kappelle, L. J., van den Berg, E., Rutten, G. E., and Biessels, G. J. (2015). Cognitive function in patients with diabetes mellitus: Guidance for daily care. Lancet Neurol. 14, 329–340. doi: 10.1016/S1474-4422(14)70249-2

La Reau, A. J., and Suen, G. (2018). The Ruminococci: Key symbionts of the gut ecosystem. J. Microbiol. 56, 199–208. doi: 10.1007/s12275-018-8024-4

Leclercq, S., Le Roy, T., Furgiuele, S., Coste, V., and Bindels, L. B. (2020). Gut Microbiota-Induced changes in beta-Hydroxybutyrate metabolism are linked to altered sociability and depression in alcohol use disorder. Cell Rep. 33:108238. doi: 10.1016/j.celrep.2020.108238

Li, J. M., Yu, R., Zhang, L. P., Wen, S. Y., and Wang, S. J. (2019). Dietary fructose-induced gut dysbiosis promotes mouse hippocampal neuroinflammation: A benefit of short-chain fatty acids. Microbiome 7:98. doi: 10.1186/s40168-019-0713-7

Li, Y., Ning, L., Yin, Y., Wang, R., and Zhang, Z. (2020). Age-related shifts in gut microbiota contribute to cognitive decline in aged rats. Aging 12, 7801–7817. doi: 10.18632/aging.103093

Ling, Y., Gong, T., Zhang, J., Gu, Q., and Gao, X. (2020). Gut microbiome signatures are biomarkers for cognitive impairment in patients with ischemic stroke. Front. Aging Neurosci. 12:511562. doi: 10.3389/fnagi.2020.511562

Liu, P., Wu, L., Peng, G., Han, Y., and Tang, R. (2019). Altered microbiomes distinguish Alzheimer’s disease from amnestic mild cognitive impairment and health in a Chinese cohort. Brain Behav. Immun. 80, 633–643. doi: 10.1016/j.bbi.2019.05.008

Liu, Z., Dai, X., Zhang, H., Shi, R., and Hui, Y. (2020). Gut microbiota mediates intermittent-fasting alleviation of diabetes-induced cognitive impairment. Nat. Commun. 11:855. doi: 10.1038/s41467-020-14676-4

Ma, W. X., Tang, J., Lei, Z. W., Li, C. Y., and Zhao, L. Q. (2020). Potential biochemical mechanisms of brain injury in diabetes mellitus. Aging Dis. 11, 978–987. doi: 10.14336/AD.2019.0910

Maldonado, W. J., Parikh, I., Naqib, A., York, J., and Green, S. J. (2019). Synergistic effects of APOE and sex on the gut microbiome of young EFAD transgenic mice. Mol. Neurodegener. 14:47. doi: 10.1186/s13024-019-0352-2

Mao, J. H., Kim, Y. M., Zhou, Y. X., Hu, D., and Zhong, C. (2020). Genetic and metabolic links between the murine microbiome and memory. Microbiome 8:53. doi: 10.1186/s40168-020-00817-w

Meng, J., Han, L., Zheng, N., Xu, H., and Liu, Z. (2020). TMEM59 haploinsufficiency ameliorates the pathology and cognitive impairment in the 5xFAD mouse model of alzheimer’s disease. Front. Cell Dev. Biol. 8:596030. doi: 10.3389/fcell.2020.596030

Miyamoto, E. (2006). Molecular mechanism of neuronal plasticity: Induction and maintenance of long-term potentiation in the hippocampus. J. Pharmacol. Sci. 100, 433–442. doi: 10.1254/jphs.cpj06007x

Nilsen, L. H., Witter, M. P., and Sonnewald, U. (2014). Neuronal and astrocytic metabolism in a transgenic rat model of Alzheimer’s disease. J. Cereb Blood Flow Metab. 34, 906–914. doi: 10.1038/jcbfm.2014.37

Oldendorf, W. H. (1971). Brain uptake of radiolabeled amino acids, amines, and hexoses after arterial injection. Am. J. Physiol. 221, 1629–1639. doi: 10.1152/ajplegacy.1971.221.6.1629

Paglia, G., Stocchero, M., Cacciatore, S., Lai, S., and Angel, P. (2016). Unbiased metabolomic investigation of alzheimer’s disease brain points to dysregulation of mitochondrial aspartate metabolism. J. Proteome Res. 15, 608–618. doi: 10.1021/acs.jproteome.5b01020

Palta, P., Carlson, M. C., Crum, R. M., Colantuoni, E., and Sharrett, A. R. (2017). Diabetes and cognitive decline in older adults: The ginkgo evaluation of memory study. J. Gerontol. Biol. Sci. Med. Sci. 73, 123–130. doi: 10.1093/gerona/glx076

Panee, J., Gerschenson, M., and Chang, L. (2018). Associations between microbiota, mitochondrial function, and cognition in chronic marijuana users. J. Neuroimmune Pharmacol. 13, 113–122. doi: 10.1007/s11481-017-9767-0

Pang, S. Q., Luo, Z. T., Wang, C. C., Hong, X. P., and Zhou, J. (2020). Effects of Dioscorea polystachya ‘yam gruel’ on the cognitive function of diabetic rats with focal cerebral ischemia-reperfusion injury via the gut-brain axis. J. Integr. Neurosci. 19, 273–283. doi: 10.31083/j.jin.2020.02.69

Park, J. Y., Choi, J., Lee, Y., Lee, J. E., and Lee, E. H. (2017). Metagenome analysis of bodily microbiota in a mouse model of alzheimer disease using bacteria-derived membrane vesicles in blood. Exp. Neurobiol. 26, 369–379. doi: 10.5607/en.2017.26.6.369

Pereira, F. C., Rolo, M. R., Marques, E., Mendes, V. M., and Ribeiro, C. F. (2008). Acute increase of the glutamate-glutamine cycling in discrete brain areas after administration of a single dose of amphetamine. Ann. N. Y. Acad. Sci. 1139, 212–221. doi: 10.1196/annals.1432.040

Polis, B., and Samson, A. O. (2020). Role of the metabolism of branched-chain amino acids in the development of Alzheimer’s disease and other metabolic disorders. Neural. Regen. Res. 15, 1460–1470. doi: 10.4103/1673-5374.274328

Qian, Y., Yang, X., Xu, S., Wu, C., and Song, Y. (2018). Alteration of the fecal microbiota in Chinese patients with Parkinson’s disease. Brain Behav. Immun. 70, 194–202. doi: 10.1016/j.bbi.2018.02.016

Ramsden, C. E., Ringel, A., Feldstein, A. E., Taha, A. Y., and MacIntosh, B. A. (2012). Lowering dietary linoleic acid reduces bioactive oxidized linoleic acid metabolites in humans. Prostaglandins Leukot Essent Fatty Acids 87, 135–141. doi: 10.1016/j.plefa.2012.08.004

Reaven, G. M., Thompson, L. W., Nahum, D., and Haskins, E. (1990). Relationship between hyperglycemia and cognitive function in older NIDDM patients. Diabetes Care 13, 16–21. doi: 10.2337/diacare.13.1.16

Samaras, K., Lutgers, H. L., Kochan, N. A., Crawford, J. D., and Campbell, L. V. (2014). The impact of glucose disorders on cognition and brain volumes in the elderly: The Sydney Memory and Ageing Study. Age 36, 977–993. doi: 10.1007/s11357-013-9613-0

Sampson, T. R., Debelius, J. W., Thron, T., Janssen, S., and Shastri, G. G. (2016). Gut microbiota regulate motor deficits and neuroinflammation in a model of parkinson’s disease. Cell 167, 1469–1480. doi: 10.1016/j.cell.2016.11.018

Sase, A., Dahanayaka, S., Hoger, H., Wu, G., and Lubec, G. (2013). Changes of hippocampal beta-alanine and citrulline levels are paralleling early and late phase of retrieval in the Morris Water Maze. Behav. Brain Res. 249, 104–108. doi: 10.1016/j.bbr.2013.04.033

Saxena, U. (2009). Lipid metabolism and Alzheimer’s disease: Pathways and possibilities. Exp. Opin. Ther. Targets 13, 331–338. doi: 10.1517/14728220902738720

Schousboe, A., Sonnewald, U., and Waagepetersen, H. S. (2003). Differential roles of alanine in GABAergic and glutamatergic neurons. Neurochem. Int. 43, 311–315. doi: 10.1016/s0197-0186(03)00017-2

Shi, H., Wang, Q., Zheng, M., Hao, S., and Lum, J. S. (2020a). Supplement of microbiota-accessible carbohydrates prevents neuroinflammation and cognitive decline by improving the gut microbiota-brain axis in diet-induced obese mice. J. Neuroinflam. 17:77. doi: 10.1186/s12974-020-01760-1

Shi, H., Yu, Y., Lin, D., Zheng, P., and Zhang, P. (2020b). Beta-glucan attenuates cognitive impairment via the gut-brain axis in diet-induced obese mice. Microbiome 8:143. doi: 10.1186/s40168-020-00920-y

Shin, S. C., Kim, S. H., You, H., Kim, B., and Kim, A. C. (2011). Drosophila microbiome modulates host developmental and metabolic homeostasis via insulin signaling. Science 334, 670–674. doi: 10.1126/science.1212782

Soto, M., Herzog, C., Pacheco, J. A., Fujisaka, S., and Bullock, K. (2018). Gut microbiota modulate neurobehavior through changes in brain insulin sensitivity and metabolism. Mol. Psych. 23, 2287–2301. doi: 10.1038/s41380-018-0086-5

Spauwen, P. J., and Stehouwer, C. D. (2014). Cognitive decline in type 2 diabetes. Lancet Diab. Endocrinol. 2, 188–189. doi: 10.1016/S2213-8587(13)70167-0

Stilling, R. M., van de Wouw, M., Clarke, G., Stanton, C., and Dinan, T. G. (2016). The neuropharmacology of butyrate: The bread and butter of the microbiota-gut-brain axis? Neurochem. Int. 99, 110–132. doi: 10.1016/j.neuint.2016.06.011

Sui, H., Zhan, L., Niu, X., Liang, L., and Li, X. (2017). The SNK and SPAR signaling pathway changes in hippocampal neurons treated with amyloid-beta peptide in vitro. Neuropeptides 63, 43–48. doi: 10.1016/j.npep.2017.03.001

Sun, Y. X., Jiang, X. J., Lu, B., Gao, Q., and Chen, Y. F. (2020). Roles of gut microbiota in pathogenesis of alzheimer’s disease and therapeutic effects of chinese medicine. Chin. J. Integr. Med. 20, 274–5. doi: 10.1007/s11655-020-3274-5

Sun, Z., Zhan, L., Liang, L., Sui, H., and Zheng, L. (2016). ZiBu PiYin recipe prevents diabetes-associated cognitive decline in rats: Possible involvement of ameliorating mitochondrial dysfunction, insulin resistance pathway and histopathological changes. BMC Compl. Altern. Med. 16:200. doi: 10.1186/s12906-016-1177-y

Tooley, K. L. (2020). Effects of the human gut microbiota on cognitive performance, brain structure and function: A narrative review. Nutrients 12:9 doi: 10.3390/nu12103009

Udagawa, J., Hashimoto, R., Suzuki, H., Hatta, T., and Sotomaru, Y. (2006). The role of leptin in the development of the cerebral cortex in mouse embryos. Endocrinology 147, 647–658. doi: 10.1210/en.2005-0791

van Duinkerken, E., Schoonheim, M. M., Sanz-Arigita, E. J., IJzerman, R. G., and Moll, A. C. (2012). Resting-state brain networks in type 1 diabetic patients with and without microangiopathy and their relation to cognitive functions and disease variables. Diabetes 61, 1814–1821. doi: 10.2337/db11-1358

van Soest, A., Hermes, G., Berendsen, A., van de Rest, O., and Zoetendal, E. G. (2020). Associations between pro- and Anti-Inflammatory Gastro-Intestinal microbiota, diet, and cognitive functioning in dutch healthy older adults: The NU-AGE study. Nutrients 12:471. doi: 10.3390/nu12113471

Venkat, P., Cui, C., Chopp, M., Zacharek, A., and Wang, F. (2019). MiR-126 mediates brain endothelial cell exosome Treatment-Induced neurorestorative effects after stroke in type 2 diabetes mellitus mice. Stroke 50, 2865–2874. doi: 10.1161/STROKEAHA.119.025371

Wang, F., Wan, Y., Yin, K., Wei, Y., and Wang, B. (2019). Lower circulating Branched-Chain amino acid concentrations among vegetarians are associated with changes in gut microbial composition and function. Mol. Nutr. Food Res. 63:e1900612. doi: 10.1002/mnfr.201900612

Wang, S. B., and Jia, J. P. (2014). Oxymatrine attenuates diabetes-associated cognitive deficits in rats. Acta Pharmacol. Sin. 35, 331–338. doi: 10.1038/aps.2013.158

Wang, Y., and Kasper, L. H. (2014). The role of microbiome in central nervous system disorders. Brain Behav. Immun. 38, 1–12. doi: 10.1016/j.bbi.2013.12.015

Wu, Y., Yuan, Y., Wu, C., Jiang, T., and Wang, B. (2020). The reciprocal causation of the ASK1-JNK1/2 pathway and endoplasmic reticulum stress in Diabetes-Induced cognitive decline. Front. Cell Dev. Biol. 8:602. doi: 10.3389/fcell.2020.00602

Xue, M., Xu, W., Ou, Y. N., Cao, X. P., and Tan, M. S. (2019). Diabetes mellitus and risks of cognitive impairment and dementia: A systematic review and meta-analysis of 144 prospective studies. Ageing Res. Rev. 55:100944. doi: 10.1016/j.arr.2019.100944

Yagihashi, S., Mizukami, H., and Sugimoto, K. (2011). Mechanism of diabetic neuropathy: Where are we now and where to go? J. Diab. Investig. 2, 18–32. doi: 10.1111/j.2040-1124.2010.00070.x

Yu, F., Han, W., Zhan, G., Li, S., and Xiang, S. (2019). Abnormal gut microbiota composition contributes to cognitive dysfunction in streptozotocin-induced diabetic mice. Aging 11, 3262–3279. doi: 10.18632/aging.101978

Zeng, W., Wu, A. G., Zhou, X. G., Khan, I., and Zhang, R. L. (2021). Saponins isolated from Radix polygalae extent lifespan by modulating complement C3 and gut microbiota. Pharmacol. Res. 170:105697. doi: 10.1016/j.phrs.2021.105697

Zhang, L., Zhou, W., Zhan, L., Hou, S., and Zhao, C. (2020). Fecal microbiota transplantation alters the susceptibility of obese rats to type 2 diabetes mellitus. Aging 12, 17480–17502. doi: 10.18632/aging.103756

Zhang, Q., Song, W., Liang, X., Xie, J., and Shi, Y. (2020). A metabolic insight into the neuroprotective effect of Jin-Mai-Tong (JMT) decoction on diabetic rats with peripheral neuropathy using untargeted metabolomics strategy. Front. Pharmacol. 11:221. doi: 10.3389/fphar.2020.00221

Zhang, Y., Yuan, S., Pu, J., Yang, L., and Zhou, X. (2018). Integrated metabolomics and proteomics analysis of hippocampus in a rat model of depression. Neuroscience 371, 207–220. doi: 10.1016/j.neuroscience.2017.12.001

Zheng, H., Zheng, Y., Zhao, L., Chen, M., and Bai, G. (2017). Cognitive decline in type 2 diabetic db/db mice may be associated with brain region-specific metabolic disorders. Biochim. Biophys. Acta Mol. Basis Dis. 1863, 266–273. doi: 10.1016/j.bbadis.2016.11.003

Zhou, W., Xu, H., Zhan, L., Lu, X., and Zhang, L. (2019). Dynamic development of fecal microbiome during the progression of diabetes mellitus in zucker diabetic fatty rats. Front. Microbiol. 10:232. doi: 10.3389/fmicb.2019.00232

Zhu, L., Zhang, L., Zhan, L., Lu, X., and Peng, J. (2014). The effects of Zibu Piyin Recipe components on scopolamine-induced learning and memory impairment in the mouse. J. Ethnopharmacol. 151, 576–582. doi: 10.1016/j.jep.2013.11.018

Zwingmann, C., Richter-Landsberg, C., Brand, A., and Leibfritz, D. (2000). NMR spectroscopic study on the metabolic fate of [3-(13)C]alanine in astrocytes, neurons, and cocultures: Implications for glia-neuron interactions in neurotransmitter metabolism. Glia 32, 286–303. doi: 10.1002/1098-1136(200012)32:3<286::aid-glia80<3.0.co;2-p


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Bi, Feng, Zhan, Ren and Lu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	REVIEW
published: 10 September 2021
doi: 10.3389/fcell.2021.734046





[image: image]

Cognitive Enhancement of Repetitive Transcranial Magnetic Stimulation in Patients With Mild Cognitive Impairment and Early Alzheimer’s Disease: A Systematic Review and Meta-Analysis

Ye Xie1, Yunxia Li2*, Lu Nie1, Wanting Zhang1, Zijun Ke1 and Yixuan Ku1,3*

1Center for Brain and Mental Well-Being, Department of Psychology, Sun Yat-sen University, Guangzhou, China

2Department of Neurology, Tongji Hospital, School of Medicine, Tongji University, Shanghai, China

3Peng Cheng Laboratory, Shenzhen, China

Edited by:
Chencheng Zhang, Shanghai Jiao Tong University, China

Reviewed by:
Xiaochen Zhang, Shanghai Jiao Tong University, China
Dandan Zhang, Shenzhen University, China

*Correspondence: Yunxia Li, doctorliyunxia@163.com; Yixuan Ku, kuyixuan@mail.sysu.edu.cn

Specialty section: This article was submitted to Molecular and Cellular Pathology, a section of the journal Frontiers in Cell and Developmental Biology

Received: 30 June 2021
Accepted: 23 August 2021
Published: 10 September 2021

Citation: Xie Y, Li Y, Nie L, Zhang W, Ke Z and Ku Y (2021) Cognitive Enhancement of Repetitive Transcranial Magnetic Stimulation in Patients With Mild Cognitive Impairment and Early Alzheimer’s Disease: A Systematic Review and Meta-Analysis. Front. Cell Dev. Biol. 9:734046. doi: 10.3389/fcell.2021.734046

Repetitive transcranial magnetic stimulation (rTMS), a non-invasive brain stimulation technique, has been considered as a potentially effective treatment for the cognitive impairment in patients with mild cognitive impairment (MCI) and Alzheimer’s Disease (AD). However, the effectiveness of this therapy is still under debate due to the variety of rTMS parameters and individual differences including distinctive stages of AD in the previous studies. The current meta-analysis is aiming to assess the cognitive enhancement of rTMS treatment on patients of MCI and early AD. Three datasets (PubMed, Web of Science and CKNI) were searched with relative terms and finally twelve studies with 438 participants (231 in the rTMS group and 207 in the control group) in thirteen randomized, double-blind and controlled trials were included. Random effects analysis revealed that rTMS stimulation significantly introduced cognitive benefits in patients of MCI and early AD compared with the control group (mean effect size, 1.17; 95% CI, 0.76 - 1.57). Most settings of rTMS parameters (frequency, session number, stimulation site number) significantly enhanced global cognitive function, and the results revealed that protocols with 10 Hz repetition frequency and DLPFC as the stimulation site for 20 sessions can already be able to produce cognitive improvement. The cognitive enhancement of rTMS could last for one month after the end of treatment and patients with MCI were likely to benefit more from the rTMS stimulation. Our meta-analysis added important evidence to the cognitive enhancement of rTMS in patients with MCI and early AD and discussed potential underlying mechanisms about the effect induced by rTMS.
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INTRODUCTION

Alzheimer’s disease (AD) is the most common neurogenerative disorders, and is typically characterized by decline in cognition, behavior and activities of daily living. Mild cognitive impairment (MCI) is a prodromal stage of dementia, characterized by subjective cognitive deficits and objective memory impairment without impairment in daily activity (Petersen et al., 1999; Breton et al., 2019). The detrimental impact of Alzheimer’s disease and mild cognitive impairment on cognitive function in older adults has caused suffering of patients and burden on society. However, by now, clinical trials fail to develop drugs that would slow the dementia caused by Alzheimer’s disease. Therefore, the exploration of effective nonpharmacological intervention is critical to extend the current treatment of Alzheimer’s disease.

Recently, repetitive transcranial magnetic stimulation (rTMS) has received increasing attention for its prominence effect on the intervention for cognitive function in AD and MCI (Birba et al., 2017; Chang et al., 2018; Lin et al., 2019; Chou et al., 2020). Repetitive transcranial magnetic stimulation is a non-invasive method of brain stimulation in which a train of magnetic pulses is delivered to a specific target location of the brain. rTMS could facilitate neural coactivation and change the synaptic strength, and thus, rTMS is able to modulate the activity in cortical areas or connectivity in related networks and influence the synaptic neuronal activities including long-term potentiation, which is related to the learning and memory processes (Tegenthoff et al., 2005; Luber and Lisanby, 2014). rTMS involves trains of TMS pulse with various frequencies and intensities. It has been reported that high frequencies (higher than 5 Hz) would increase cortical excitability and low frequencies (lower than 1 Hz) would suppress cortical excitability (Maeda et al., 2000).

A series of literature has suggested the positive effects of rTMS on AD patients and with the growing body of the rTMS studies in MCI and AD recently, several meta-analyses have investigated the effects of rTMS in older adults with MCI or AD and demonstrated a beneficial effect of rTMS on the cognitive function of patients (Lin et al., 2019; Chou et al., 2020; Wang et al., 2020; Jiang et al., 2021). However, most of them included patients within different stages of AD and resulted in large variety of pretreatment cognitive capability (Lin et al., 2019; Wang et al., 2020). Few studies have focused on the patients with MCI (Jiang et al., 2021). Previous studies have declared that the synaptic plasticity and cortical excitability, which play important roles in the rTMS-underlying mechanism, might be impaired in the early course of AD, even in MCI (Nardone et al., 2014; Koch et al., 2020). Given this, putting subjects with different stage of AD together may result in imprecise evaluation of the cognitive benefit of rTMS in specific stage of AD, especially in the early AD and MCI. Ruthurford et al. has reported the more marked cognitive benefits in early AD after rTMS stimulation and emphasized the importance of applying rTMS on early stage of AD (Rutherford et al., 2015). Thus, studying the effect of rTMS on the critical transitional stage, the MCI and early stage of AD, would extend our understanding in how to prevent the progression to dementia. Meanwhile, the condition of patients before receiving the rTMS has been reported to contribute to the variability of the rTMS-induced cognitive improvement (Anderkova et al., 2015) but such effect was barely investigated by previous meta-analyses. Besides, Some of the meta-analyses included studies without a randomized, controlled design, which cannot provide strong confidence about effect the of rTMS on the cognitive function in patients (Lin et al., 2019). Furthermore, some analyses included studies with less than 5 rTMS sessions, which could not provide enough stimulation for a complete rTMS protocol which can be applied for therapy (Chou et al., 2020). Previous rTMS studies mainly utilized high-frequency stimulation in AD patients to induce cortical excitability, and the most common frequency is 10 Hz and 20 Hz. DLPFC has been used as the typical stimulation site, and some studies applied rTMS over DLPFC only while some studies combined DLPFC with multiple sites over parietal and temporal cortex. The treatment duration was also distinctive in different studies, and most clinical trials utilized 20 to 48 sessions with 5 sessions per week. The therapeutic schedule and parameter design, such as target site and treatment course, and also the post-treatment effect of the intervention still require further investigation to develop more efficient intervention protocol. Therefore, the aim of this systematic review and meta-analysis was to provide up-to-date evidence on the effects of rTMS treatment on cognitive function in patients with MCI and early stage of AD based on a series of randomized, double-blind and controlled studies.



METHOD


Search Strategies

Databases of peer-reviewed literature were systematically searched on PubMed, Web of Science and CNKI for manuscripts about studies of the effect of rTMS on MCI or early AD, published online before March, 29, 2021. The English keywords used for the database searches were “mild cognitive impairment”, “MCI”, “Alzheimer’s Disease”, “AD”, “transcranial magnetic stimulation”, “repetitive transcranial magnetic stimulation”, “TMS”, “rTMS”. The Chinese keywords were “Qingdurenzhisunhai” (轻度认知损害), “Qingdurenzhizhangai” (轻度认知障碍), “Aerzihaimozheng” (阿尔兹海默症), “Aerzihaimobing” (阿尔兹海默病), “Qingdurenzhigongnengzhangai” (轻度认知功能障碍), “Chongfujingluciciji” (重复经颅磁刺激), “Jingluciciji” (经颅磁刺激). The reference lists of identified articles were checked for other potential studies.



Inclusion and Exclusion Criteria

The inclusion criteria for the primary relevant published studies were: (1) human search; (2) randomized controlled studies investigating the effects of rTMS treatment of the cognitive function of patients with MCI or early AD (mean score of ADAS-Cog < 25 or of MMSE/MoCA > 19); cognitive impairment was caused by AD; (3) rTMS was used as the sole treatment measure or in combination with other treatments, and compared with sham-rTMS, pharmacological treatments or cognitive training; (4) continuously stimulate for at least 20 sessions; (5) sufficient original data was provided. The exclusion criteria were: (1) cognitive impairment caused by other disease; (2) duplicate publications; (3) articles published in non-English and non-Chinese languages; (4) articles published in the form of case report, comment, letter, review, abstract or patent.



Data Extraction

Two researchers (YX, LN, and WZ) participated in extracting data from each included study, comparing their results and discussing to reach a consensus if there were disagreements. Extracted data included basic study information (author, year, and study design), sample size, sample characteristics (age, gender, education, disease type, disease duration), rTMS protocol (number of sessions, frequency, stimulation site), statistical data of the score of cognitive performance, the timing of outcome measurements, dropout rate and adverse effects. Authors of the original article were contacted if the information was unclear or insufficient.



Evaluation of Risk of Bias

The risk of bias was assessed using the method recommended by the Cochrane Collaboration in Rev-man. The following characteristics were evaluated: (a) adequacy of sequence generation; (b) allocation concealment; (c) use of blinding; (d) how incomplete outcome data (dropouts) were addressed; (e) evidence of selective outcome data reporting; and (f) other potential risks that may harm the validity of the study. The risk of bias for each domain was graded as low, high, or unclear.



Data Analysis

The meta-analysis was conducted with meta package in R (Balduzzi et al., 2019). We used standardized mean difference (SMD, also known as Hedges’ g given the small sample of the included studies) to express the effect size of rTMS on cognitive functions. The effect size and 95% confident interval (CI) were calculated according to the differences between poststimulation evaluations or changes relative to the baseline. With the studies which provided the outcome of pre- and post-stimulation and also the p-value or t-value of the paired sample t-test for each group, we calculated the change relative to the baseline for the group with the formulas below:
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Mchange is the change score and SDchange is the standard deviation of change score. t is the t-value of paired sample t-test, and n is the sample size of the group.

The heterogeneity across effect sizes was assessed with Q-statistics and the I2 index, which is useful for assessing consistency between studies. When heterogeneity was found by Q-statistics or when I2 > 50%, a random effects model was applied. If not, a fixed effects model was used. If the effect size were reported from different subgroups of patients with different severity of AD within a single study, the data were included as independent units in the meta-analysis.

To address the possibility of publication bias, Egger’s test was conducted and a p-value < 0.05 indicated a publication bias. Due to the heterogeneity of cognitive measures included in each study, sensitivity analysis was also conducted to test whether our results would have differed if we omitted the included studies one by one. Subgroup analyses were performed separately according to cognitive domains, stimulus site, stimulus frequency, treatment course, disease duration and time points.




RESULTS


Search and Selection of Studies

The study selection process is shown in Figure 1. A total of 2065 potentially relevant studies were identified from two English and one Chinese database using relevant search strategies. Of this relevant studies, 415 duplicates were removed. During the title and abstract screening phase of the remaining 1650 studies, an additional 1595 studies were removed. Finally, after reading the full texts of the remaining 55 articles, 43 articles were excluded, thus twelve studies were included in this meta-analysis.
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FIGURE 1. Flowchart of the literature search and screening processes.




Characteristics of the Induced Studies

Table 1 shows the characteristics of the twelve studies included in this meta-analysis, comprising a total of 438 participants (231 in the rTMS group and 207 in the control group) (Han et al., 2013; Rabey et al., 2013; Yang et al., 2014; Sun and Ma, 2015; Lee et al., 2016; Zhao et al., 2017; Wen et al., 2018; Zhang et al., 2019; Bagattini et al., 2020; Wen et al., 2020; Zhu et al., 2020; Yuan et al., 2021). Six studies were in English (Rabey et al., 2013; Lee et al., 2016; Zhao et al., 2017; Zhang et al., 2019; Bagattini et al., 2020; Yuan et al., 2021), and the remaining trials were in Chinese. Participants in seven studies were diagnosed as MCI (Han et al., 2013; Yang et al., 2014; Sun and Ma, 2015; Wen et al., 2018, 2020; Zhu et al., 2020; Yuan et al., 2021), while the participants in the rest five studies were diagnosed as mild to moderate AD. Among these five studies, two studies reported the behavioral outcomes for mild AD and moderate AD, respectively (Lee et al., 2016; Zhao et al., 2017). However, in the moderate subgroup of Lee et al., the score of ADAS-Cog was > 25 and the score of MMSE < 19, thus, only the mild subgroup of Lee et al. was included in the meta-analysis. Table 2 shows the characteristics of rTMS intervention in the included studies. Seven studies applied rTMS stimulation on unilateral/bilateral dorsolateral prefrontal cortex (DLPFC) only (Han et al., 2013; Yang et al., 2014; Wen et al., 2018, 2020; Bagattini et al., 2020; Zhu et al., 2020; Yuan et al., 2021), and the rest of the studies applied rTMS stimulation on multiple sites, including (a) parietal lobule and temporal lobule (Zhao et al., 2017), (b) left DLPFC and prefrontal cortex (PFC) (Sun and Ma, 2015), (c) left DLPFC and left lateral temporal lobe (LTL) (Zhang et al., 2019) and (d) Broca’s area, Wernicke’s area, bilateral DLPFC and bilateral parietal somatosensory association (pSAC) (Rabey et al., 2013; Lee et al., 2016). Seven studies utilized a frequency of 10 Hz (Rabey et al., 2013; Lee et al., 2016; Wen et al., 2018, 2020; Zhang et al., 2019; Zhu et al., 2020; Yuan et al., 2021), one studies used a frequency of 15 Hz (Sun and Ma, 2015) and four studies used a frequency of 20 Hz (Han et al., 2013; Yang et al., 2014; Zhao et al., 2017; Bagattini et al., 2020). The number of intervention sessions ranged from 20 to 48, and the timing for post-treatment assessment ranged from one to two month after treatment end. One study combined rTMS with electroacupuncture (Wen et al., 2020) and five studies combined rTMS with cognitive training (Rabey et al., 2013; Sun and Ma, 2015; Lee et al., 2016; Zhang et al., 2019; Bagattini et al., 2020).


TABLE 1. Demographic characteristics of the included trials.
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TABLE 2. Description of rTMS intervention in the included studies.
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For the outcome measures, different cognitive assessments were used to assessed same cognitive domain within a study or among studies. Measures for global cognitive function included Mini-Mental State Examination (MMSE) (Yang et al., 2014; Bagattini et al., 2020), Montreal Cognitive Assessment (MoCA) (Han et al., 2013; Sun and Ma, 2015; Wen et al., 2018, 2020; Zhu et al., 2020; Yuan et al., 2021) and AD Assessment Scale-cognitive subscale (ADAS-Cog) (Rabey et al., 2013; Lee et al., 2016; Zhao et al., 2017; Zhang et al., 2019). For the memory domain, the assessment included Rey Auditory Verbal Learning Test (RAVLT) (Bagattini et al., 2020), episodic memory (Han et al., 2013), World Health Organization University of California-Los Angeles (Zhao et al., 2017), Auditory Verbal Learning Test (WHO-UCLA AVLT) (Bagattini et al., 2020), the delay memory subscale of MoCA (Sun and Ma, 2015) and the memory sub-domain of Addenbrooke’s Cognitive Examination III (ACE-III) (Zhang et al., 2019). Trial Making Test-A (TMT-A) (Bagattini et al., 2020), alternating trial making (Han et al., 2013), attention subscale of MoCA (Sun and Ma, 2015) and attention sub-domain of ACE-III (Zhang et al., 2019) were used to assess the executive function and attention domain. Semantic verbal fluency (Bagattini et al., 2020), language subscale of MoCA (Sun and Ma, 2015), language sub-domain of ACE-III (Zhang et al., 2019) were used for the measurement of language ability.

Summary of effect sizes for global cognitive function and different cognitive domains assessed immediately after the treatment end were presented by Tables 3, 4. Effect sizes of three studies were calculated according to the provided change relative to the baseline (Rabey et al., 2013; Zhang et al., 2019; Yuan et al., 2021). Effect sizes of seven studies were calculated according to the poststimulation evaluations (Han et al., 2013; Yang et al., 2014; Sun and Ma, 2015; Wen et al., 2018, 2020; Zhu et al., 2020; Bagattini et al., 2020). Two studies provided the pre- and post-stimulation outcomes and statistical results of paired sample t-test for each group, thus the change relative to the baseline was calculated and two set of effect size were calculated with change relative to the baseline and poststimulation evaluation, respectively (Lee et al., 2016; Zhao et al., 2017). The effect sizes for global cognitive function assessed sometime after the treatment end were also calculated for the analysis to test the post-treatment effect of rTMS on cognitive function and the summary of the effect sizes was presented by Table 5.


TABLE 3. Summary of the effect sizes for global cognitive function.
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TABLE 4. Summary of the effect sizes for different cognitive domains.
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TABLE 5. Summary of the effect sizes for global cognitive function of the post-treatment assessments.
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Research Quality

The summary of the risk of bias of the included studies is shown in Figure 2. All studies declared random allocation, but only six Studies described the method used to generate the random sequence in detail and were rated as “low risk.” All studies declared double-blind, but only four studies mentioned the participants and researchers were double-blinded, thus performance bias was rated as “low risk.” The risk of attrition bias was rated as “high risk” because the research data were incomplete (due to drop-out) without enough details for two studies. The reporting bias of three studies were rated as “high risk” due to reporting their results selectively. Studies with unclear information were rated as “unclear risk”.
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FIGURE 2. Risk of bias graph.




Meta-Analysis of Treatment Effect


Global Cognitive Function

All of the twelve studies, thirteen trials assessed the effects of rTMS on global cognitive ability. The heterogeneity of the included studies was high (I2 = 70.8%, p < 0.0001), so a random-effect model was used for the meta-analysis. The results demonstrated that rTMS treatment significantly improved the global cognitive function in the active rTMS group with a statistically significant mean effect size of 1.17 (95% CI, 0.76 - 1.57, p < 0.0001, Figure 3A) when compared to the control group. Egger’s test was used to test the publication bias and revealed an unsignificant asymmetry (p = 0.77, funnel plot in Figure 3B). Because of the high heterogeneity, sensitivity analysis was conducted and omitting the studies one by one didn’t alter the significance of effect size. Such results still remained significant by replacing the effect size of study Zhao et al. and study Lee et al. which is calculated with poststimulation evaluations (mean effect size 1.22, 95% CI: 0.83 – 1.61, p < 0.0001, Supplementary Figure 1).
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FIGURE 3. (A) Forest plot: mean differences in effect of rTMS on different cognitive domain in patients with MCI or early AD with 95% CI. (B) Funnel plot for the publication bias of global cognitive function.




Subgroup Analyses of Global Cognitive Function

To determine variables that may influence the cognitive outcomes, several subgroups were conducted. The subgroup analysis for session number of the stimulation (“20”, “30”, “≥ 40”) revealed a mean effect size of 1.46 (95% CI, 0.74 - 2.18) for trials with 20 sessions, a mean effect size of 0.43 (95% CI, -0.08 - 0.95) for trials with 30 sessions and a mean effect size of 1.39 (95% CI, 0.83 – 1.96) for the trials with ≥ 40 sessions (Figure 4). The effect size of subgroups of session number exhibited significant between-group difference (p = 0.0175). Analysis for frequency of the stimulation (“10 Hz”, “15 Hz”, “20 Hz”) revealed a mean effect size of 1.40 (95% CI, 0.77 – 2.04) for trials with frequency of 10 Hz, a mean effect size of 1.09 (95% CI, 0.61 – 1.56) for trials with frequency of 15 Hz and a mean effect size of 0.88 (95% CI, 0.19 - 1.56) for trials with frequency of 20 Hz (Figure 5). The subgroup analysis for the stimulation site pattern (“DLPFC only” vs “multiple site”) revealed a mean effect size of 1.57 (95% CI, 0.93 - 2.21) for trials with DLPFC as single site, and a mean effect size of 0.82 (95% CI, 0.50 - 1.14) for trials with multiple sites (Figure 6). The effect size of subgroups of stimulation site exhibited significant between-group difference (p = 0.0393). The subgroup analysis for combination with cognitive training (“Yes” vs “No”) revealed a mean effect size of 0.82 (95% CI, 0.52-1.12) for trials combining rTMS with cognitive training and a mean effect size of 1.49 (95% CI, 0.76-2.21) for trials not combining rTMS with cognitive training (Figure 7). The effect size of study Zhao et al. and study Lee et al. calculated with poststimulation evaluations didn’t change the results a lot. Only the mean effect size for trials with 30 sessions (0.61, 95% CI: 0.10 – 1.13) became significant and the difference between subgroups of session number became marginally significant (p = 0.069, Supplementary Table 1).
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FIGURE 4. Forest plot: mean differences in session number subgroup with 95% CI.
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FIGURE 5. Forest plot: mean differences in frequency subgroup with 95% CI.
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FIGURE 6. Forest plot: mean differences in stimulation site pattern subgroups with 95% CI. NSS, number of session site.
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FIGURE 7. Forest plot: mean differences in cognitive training subgroups with 95% CI. COG, cognitive training.


Seven studies reported the disease duration of participants. The subgroup analysis for the mean disease duration of the participants (“MCI and less than 3 years,” “MCI and more than 3 years,” “early AD and less than 3 years,” “early AD and more than 3 years) revealed a mean effect size of 1.86 (95% CI, 0.97 – 2.76) for trials with MCI patients whose disease durations were more than 3 years, a mean effect size of 1.09 (95% CI, 0.61 – 1.56) for trials with MCI patients whose disease durations were less than 3 years, a mean effect size of 1.00 (95% CI, 0.21 – 1.79) for trials with early AD patients whose disease duration were more than 3 years and a mean effect size of 0.47 (95% CI, -0.09 – 1.04) for trials with early AD patients whose disease duration were less than 3 years (Figure 8). Seven studies included eight trials reported post-treatment effect at different time points after the end of the treatment. The subgroup analysis for the post-treatment effect (“one month” vs “one and a half month” vs “two months”) revealed a mean effect size of 1.45 (95% CI, 0.94 – 1.95) for trials in which the post-treatment effect was assessed one month after the end of the treatment, a mean effect size of 0.41 (95% CI, -0.18 – 0.99) for trials in which the post-treatment effect was assessed one and a half months after the end of treatment and a mean effect size of 0.42 (95% CI, -0.14 – 0.99) for trials in which the post-treatment effect was assessed two months after the end of treatment (Figure 9). The effect size of subgroups of post-treatment effect exhibited significant between-group difference (p = 0.0075). With the effect size of study Zhao et al. and study Lee et al. calculated with poststimulation evaluations, the mean effect size for trials in which the post-treatment effect was assessed one and a half months after the treatment end (0.39, 95% CI: 0.09 – 0.70) became significant (Supplementary Table 1).
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FIGURE 8. Forest plot: mean differences in disease characteristic subgroup with 95% CI.
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FIGURE 9. Forest plot: mean differences in post-treatment effect subgroup with 95% CI. PTE, post-treatment effect.




Memory, Executive Function and Attention, Language

Five studies included six trials reported the effect of rTMS on memory, while four studies reported the effect of rTMS on executive function and attention, and three studies reported the effect of rTMS on language. Subgroup analysis was conducted to test the effect of rTMS on these different domains, and a mean effect size of 0.67 (95% CI, 0.30 – 1.05) for trails of memory domains, a mean effect size of 0.62 (95% CI, 0.09 – 1.15) for trials of executive function and attention domains and a mean effect size of 0.71 (95% CI, 0.03 – 1.39) for trials of language (Figure 10). The effect size of study Zhao et al. and study Lee et al. calculated with poststimulation evaluations didn’t change the significance of effect size (Supplementary Table 1).
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FIGURE 10. Forest plot: mean difference in effect of rTMS on different cognitive domain in patients with MCI or early AD with 95% CI.






DISCUSSION

The current meta-analysis included thirteen studies with randomized, double-blind and controlled trials. These results added strong evidence for the efficacy of rTMS on cognitive improvement in patients with MCI and mild to moderate AD, not only in global cognitive function, but also in memory, language and executive function and attention. According to the subgroup analyses conducted to explore the proper stimulation patterns, most settings of rTMS parameters enhanced the global cognitive function, and the results revealed that rTMS protocols with stimulating frequency in 10 Hz and DLPFC as the stimulating site for 20 sessions would be able to produce benefit for the cognitive function. Besides, the post-treatment of rTMS has also be tested, and the result suggested a post-treatment effect on cognitive function for about one month and patients with MCI were likely to benefit more from the rTMS stimulation.

Consistent with the previous studies, the current results supported the benefit of rTMS on cognitive function in patients with MCI and AD, not only in the global cognitive outcomes, but also in the performance of memory, executive function and attention, and language. The impairments of memory, language and attention were cognitive manifestations of AD (Bracco et al., 2009; Jahn, 2013; Mueller et al., 2018; Malhotra, 2019). Recently, researchers have tested the effect of rTMS treatment on these cognitive domains and reported the cognitive benefit of rTMS on global cognitive function and sub-domains, like memory, language and executive function (Cotelli et al., 2011; Koch et al., 2018; Padala et al., 2018; Cui et al., 2020). It has been proposed that rTMS can modulate the cortical coactivation in the cognitive function-related brain areas (Cotelli et al., 2011). Previous studies demonstrated that rTMS of high frequency would facilitate cortical excitability and induce long-term potentiation (LTP) which has been implicated to be related to learning and memory (Motta et al., 2018; Di Lorenzo et al., 2019, 2020). The activation of the stimulation site would facilitate the connected larger-scale network and thus induce cognitive improvement in the multiple cognitive domains revealed by the current results.

Recent rTMS protocols have proposed the combination of rTMS and cognitive training, and our results also provide evidence to the improvement effect of the combination of rTMS and cognitive training on the cognitive performance (Bentwich et al., 2011; Das et al., 2019; Chu et al., 2020). It has been proposed that rTMS trials with cognitive training would combine the “exogenous” and “endogenous” stimulation to enhance neuroplasticity, in which the rTMS may be capable of pre-activating the initial state of neural system and the subsequent cognitive training would interact with the ongoing brain activation to potentiate or generalize the related neural impact (Miniussi and Rossini, 2011; Miniussi and Vallar, 2011; Bagattini et al., 2020). Thus, the cognitive training might be able to modulate the effect of rTMS, and might explain why the rTMS studies with cognitive training seemed to be more consistent than those studies without cognitive training. Besides, our current subgroup analysis of session number revealed that rTMS with more than 20 sessions might be able to produce cognitive enhancement in patients with MCI or early AD, which is consistent with previous studies (Lin et al., 2019; Wang et al., 2020; Jiang et al., 2021). However, the effect size of trials with 30 sessions seemed to be smaller than the effect size of trials with 20 session and with 40 sessions. The characteristics of trials have been checked and one alterative explanation was that the trials with 30 sessions had small sample sizes (most of them had less than 10 subjects for each group) and thus would limit the statistical power and resulted in lack of actual effects. Thus, trials with larger sample are in expectation to better test the effect of different rTMS parameters.

Different stimulation sites were used in the included studies of the current meta-analysis and subgroup analysis was conducted to test if rTMS treatment supported the cognitive improvement with the dorsolateral prefrontal cortex (DLPFC) used as the only stimulation brain area. Seven studies utilized left DLPFC or bilateral DLPFC as stimulation sites and other five studies utilized multiple brain regions. The results showed that those trials which stimulated DLPFC only (unilateral or bilateral) can improve the cognitive outcomes in patients with MCI and AD with an effect size significantly higher than those trials with multiple sites. DLPFC has been demonstrated as an important brain area subserving higher-level cognition and the its pathological change has been considered as a hallmark feature of AD from its early stage (Braak and Braak, 1991; Kumar et al., 2017). Besides, DLPFC has been considered as a key region playing important role in several large-scale brain networks, such as fronto-parietal network (FPN) and central executive network (CEN) (Agosta et al., 2012; Opitz et al., 2016). Considering its pivotal association with the cognitive impairment of AD, DLPFC has been used as stimulation site commonly in trials aiming to improving cognitive function in patients with AD. One study reported that rTMS at 5 Hz over left DLPFC would achieve similar cognitive improvement in AD patients compared to stimulation over multiple sites (Alcala-Lozano et al., 2018). The researchers proposed that left DLPFC connected with a variety of brain structures potentially involved in the pathophysiological progression in AD and thus the stimulation of DLPFC would also stimulate the areas engaged in the multi-site approach and produce equally positive outcomes (Alcala-Lozano and Garza-Villarreal, 2018). Although the results should be considered with caution due to its lack of a neuronavigator for the rTMS therapy, it still indicated the important role of DLPFC for rTMS stimulation. Besides, the efficacy of stimulation over unilateral or bilateral DLPFC is still under debate. A meta-analysis reported higher efficacy of right or bilateral DLPFC rTMS on cognitive outcomes over left DLPFC rTMS (Liao et al., 2015), and another study reported rTMS with a stimulation sequence of left DLPFC then right DLPFC was effective for cognitive outcomes (Ahmed et al., 2012). While the high-frequency rTMS over left/bilateral DLPFC has been reported to be effective on cognitive function, it has been reported that low-frequency rTMS of right DLPFC enhanced recognition memory in eight subjects with MCI (Turriziani et al., 2012). It has been proposed that the inhibition of the right DLPFC might modulated the activity of the dysfunctional network and thus restoring an adaptive equilibrium in MCI. Thus, further studies with DLPFC as stimulation site combining with multiple-modality data are needed to explore the efficacy of rTMS stimulation over DLPFC and its underlying mechanism.

How long would the cognitive benefit of rTMS in patients of MCI and AD prolong is another important issue that people care about. The current meta-analysis showed a significant effect size for the trials which tested the lasting effect one month after the treatment end. It has been reported that rTMS is able to induce long-lasting changes of cortical excitability (Nardone et al., 2014), and whether these changes would last after stopping the rTMS is still under exploration. Several studies utilized multi-timepoint assessments to test the lasting effect of rTMS (Lee et al., 2016; Nguyen et al., 2017; Bagattini et al., 2020). Cotelli et al. has reported that with a 2-week rTMS stimulation over left parietal cortex, aMCI patients improved their accuracy in an association memory task and such improvement remained significant 24 weeks after stimulation began (Cotelli et al., 2012). However, there are limitations that some studies lacked of data in the control group and cannot provide a better evaluation for the effect of rTMS. The current results suggested that the alteration of brain mechanism induced by rTMS might still support the improvement of global cognitive function for about one month even without the rTMS treatment when compared to the control group. Considering the small number of trials included in each subgroup, particularly for post-treatment effect assessed two months after the treatment end, the current results should be interpreted with caution and more studies still in need to provide evidence for the long-lasting effect of rTMS.

Except the post-treatment effect of rTMS, we also tested whether pre-treatment condition of patients would influence the effect of rTMS on the global cognitive function. Our results revealed that patients with lighter clinical manifestation and longer disease duration seemed to benefit more from rTMS treatment. It might suggest that patients with less cognitive impairment, or degenerating slower (have maintained in such stage for a longer time), might reflect a better pre-treatment brain mechanism compared to the patients whose symptoms worsened to a similar level in shorter duration, and thus would enable rTMS to be more efficient. Previous studies have reported the difference of LTP introduced by rTMS among different stage of AD, while the induced LTP has been regarded as the pivotal mechanism in which the rTMS treatment can support the cognitive benefit in AD patients (Maeda et al., 2000; Tegenthoff et al., 2005; Di Lorenzo et al., 2019, 2020). rTMS intervention has also be reported to be more marked cognitive benefit in patients at an early state of AD (Rutherford et al., 2015). It has also been reported that the variability of rTMS induced cognitive after-effects would be influenced by gray mater atrophy of AD-related brain regions (Anderkova et al., 2015). Current results should be interpreted with caution due to the small number of trials, however, it still called attention to applying intervention earlier and emphasized the importance to explore the biomarkers of pre-treatment brain mechanism for rTMS in developing better and individual-specific intervention protocol.



LIMITATION

A few limitations should be considered when interpreting the findings of the current study. First, with constrained inclusion criteria, the number of trials included in the meta-analysis is limited, and although Hedges’ g was used as SMD, the sample sizes of the included studies were small, which might limit the statistical power to detect the effects of rTMS on cognitive function in patients with MCI or early AD. Second, we can’t assess the change of treatment relative to the baseline for all the studies, and according to the effect sizes of the two studies (Lee et al., 2016; Zhao et al., 2017), we found that there is a little difference between effect sizes calculated with change relative to the baseline and those calculated with poststimulation outcomes, and thus induced a small shift of the effect size in some subgroup analyses. The evaluation of the rTMS cognitive effect would be more reliable with the effect size calculated by the change relative to the baseline, but the practical analysis was limited by the difficulty to assess the data. Third, optimal rTMS parameters remained unclear because of the relatively high heterogeneity of the included studies in the subgroup analyses of stimulation parameters (frequency, session number, stimulation site). Further randomized, double-blinded and controlled rTMS studies focusing on MCI or early AD are in expectation to be more sophisticated designed and better result-reporting.



CONCLUSION

In conclusion, our meta-analysis provided evidence that rTMS therapy in patients with MCI or early AD can significantly improve not only global cognitive ability, but also memory, executive function and language when compared to the control group. Most settings of rTMS parameter can significantly improve the global cognitive function and the results showed that rTMS protocol with frequency of 10 Hz and DLPFC as stimulation site for continuous 20 sessions would be capable to produce cognitive benefit. The cognitive benefit of rTMS treatment can last for about one month after the end of treatment. Patients with earlier course of AD would be more likely to benefit more from rTMS treatment. Current study provided critical information for optimal parameters of rTMS therapy and indicate the importance to consider the pre-treatment physiological condition of patients when evaluated the effect of rTMS therapy in patients with MCI and early AD. Further researches with larger sample sizes and better experiment design were crucially needed to identify the optimal parameters of rTMS intervention on cognition of AD patients.
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Imaging of α-Synuclein Aggregates in a Rat Model of Parkinson’s Disease Using Raman Microspectroscopy
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A hallmark of Parkinson’s disease (PD) is the formation of Lewy bodies in the brain. Lewy bodies are rich in the aggregated form of misfolded α-Synuclein (α-Syn). The brain from PD patients can only be analyzed after postmortem, therefore, limiting the diagnosis of PD to the manifestation of motor symptoms. In PD patients and animal models, phosphorylated α-Syn was detected in the peripheral tissues including the gut, thus, raising the hypothesis that early-stage PD could be diagnosed based on colon tissue biopsies. Non-invasive marker-free technologies represent ideal methods to potentially detect aggregated α-Syn in vivo. Raman microspectroscopy has been established for the detection of molecular changes such as alterations of protein structures. Using Raman imaging and microspectroscopy, we analyzed the olfactory bulb in the brain and the muscularis mucosae of colon tissue sections of a human BAC-SNCA transgenic (TG) rat model. Raman images from TG and WT rats were investigated using principal component analysis (PCA) and true component analysis (TCA). Spectral components indicated protein aggregates (spheroidal oligomers) in the TG rat brain and in the colon tissues even at a young age but not in WT. In summary, we have demonstrated that Raman imaging is capable of detecting α-Syn aggregates in colon tissues of a PD rat model and making it a promising tool for future use in PD pathology.

Keywords: α-synuclein, Raman microspectroscopy, Parkinson’s disease, brain, enteric nervous system


INTRODUCTION

Parkinson’s disease (PD) is the second most common disorder among neurodegenerative diseases with 6.1 million persons afflicted worldwide as estimated in 2016 (Alves et al., 2008; Dorsey et al., 2018). This disease burden is projected to have doubled in the past 25 years, whilst the number of older people did not increase in the same amount, indicating environmental factors could have an important role in PD progression (Dorsey et al., 2018). PD is manifested by the loss of neurons in the substantia pars nigra compacta with an increased neural loss of up to 70% by the time of death (Cookson, 2009). The presence of Lewy bodies (LB) represents the pathological hallmark of PD, as they are linked to the death of the dopamine-producing cells in the brain (Munishkina et al., 2003). The major component of LB is the filamentous inclusion protein α-Synuclein (α-Syn) (Kalia and Kalia, 2015). The accurate process of in vivo LB formation is not known so far. However, it is widely accepted that aggregation of α-Syn into soluble oligomers and then insoluble amyloid fibrils are the foundation of LB (Shahmoradian et al., 2019). During the aggregation process, phosphorylation is a usual characteristic as posttranslational phosphorylation of α-Syn is observed in 90% of misfolded proteins, while in cytosolic α-Syn, only 4% is phosphorylated (Kim et al., 2014). Even though α-Syn is an abundant protein in the brain, its exact function remains elusive in neuronal loss and their effective functions.

In its unfolded native form, α-Syn is a monomeric or intrinsically disordered protein (IDP) in neuronal cells and is a highly conserved protein mostly found in the presynaptic terminals of neurons and possibly in the nucleus (Li et al., 2001; Kalia and Kalia, 2015; Flynn et al., 2018). However, α-Syn embraces an α-helical nature upon engaging with lipid membranes and detergent micelles (Maiti et al., 2004; Mensch et al., 2017). Nuclear magnetic resonance (NMR) studies also demonstrated that the N-terminal region of the protein tended to form a stable α-helical secondary structures (Eliezer et al., 2001; Devitt et al., 2018). Furthermore, in vitro studies suggested that monomeric α-Syn normally consists mostly of α-helical (49%) and extended β-strand and polyproline II (PPII) structures (41%) with only a small amount of β-sheet present (10%) (Apetri et al., 2006). Transformation of α-helices by the increased presence of β-sheets was described earlier during α-Syn aggregation toward oligomers, protofibrils, and finally to the mature fibrils (Verma et al., 2015; Devitt et al., 2018). At the end of the fibrilization process, α-Syn mostly consists of well-ordered β-sheets (Flynn et al., 2018). In a more progressed fibrillization with protofibrils, β-sheets (54%) are the secondary structures in the majority, while the numbers of α-helical (37%) and extended β-strand and PPII (9%) structures are decreased (Apetri et al., 2006). While the mature fibrils are known to be toxic for cells, however, current evidence suggests that the intermediate species appears even more neurotoxic (Bengoa-Vergniory et al., 2017). Nonetheless, due to the sporadic nature of PD, many different forms of α-Syn aggregates may exist and thus, needs further investigation.

Many of the non-motor symptoms are associated with the impaired peripheral nervous system or the peripheral part of the central nervous system (vagus nerve, olfactory bulb, etc.) (Pellegrini et al., 2016; Liu et al., 2017). The receptor neurons of the olfactory bulb are exposed directly to the environment, giving an interface where environmental factors could trigger α-Syn aggregation (Liu et al., 2017). For α-Syn aggregation to occur, the enteric neurons (axons of myenteric plexus and/or submucosal plexus) need to be triggered by an intrinsic or environmental factor (Holmqvist et al., 2014). A recent study highlighted that enteroendocrine cells (EECs) were directly linked to enteric neurons, and therefore to the brain through the gastrointestinal muscles and the vagus nerve (Chandra et al., 2017). Furthermore, EECs also contained native α-Syn naturally, thus, these cells at the interface between environmental toxins and the enteric nervous system might be the source of the aggregation (Chandra et al., 2017; Liddle, 2018). Several earlier studies supported a notion of prion-like propagation of the α-Syn aggregation from cell to cell (Desplats et al., 2009; Visanji et al., 2013; Schweighauser et al., 2014; Liu et al., 2017; Candelise et al., 2019). Interestingly, α-Syn aggregates are also found inside gastrointestinal nerves, from the esophagus to the rectal end, before they can be observed in any of the dopamine-producing neurons (Lionnet et al., 2018). Direct transportation of α-Syn, injected into enteric neurons, toward the brain through the vagus nerve is demonstrated in several animal models; however, bidirectional propagation of α-Syn is possible (Uemura et al., 2018; Volpicelli-Daley and Brundin, 2018; Van Den Berge et al., 2019; Challis et al., 2020). Thus, peripheral tissues such as the colon could be an attractive target to detect the levels of α-Syn in PD patients or preclinical PD models.

Raman microspectroscopy is an ideal technology for use in medical and biochemical studies because of its high sensitivity and marker-free application (Brauchle and Schenke-Layland, 2013; Devitt et al., 2018). Raman spectra indicate changes of protein secondary structure based on specific peak shifts (Maiti et al., 2004). Previously, Raman microspectroscopy was utilized in a mouse model of Alzheimer’s disease (AD) for tau plaques from the brain (Michael et al., 2017; Ji et al., 2018). Furthermore, Raman spectroscopy has been used for the detection of α-Syn aggregations in in vitro studies (Mensch et al., 2017; Flynn et al., 2018). However, the use of Raman microspectroscopy for the detection of α-Syn in PD patients or preclinical rodent models has not been described so far to our knowledge. Thus, we hypothesized that Raman microspectroscopy could be utilized to recognize α-Syn forms, either native or aggregations, and their current structure in the fibrillization process to gain an insight into the progression of PD from the gut to the brain.

In this study, we used BAC-SNCA transgenic rats (called as TG) expressing full-length non-mutated human α-Syn (Nuber et al., 2013) and control wild-type (WT) rats at different ages [2–4 months (2–4M) and 12 months (12M)] to investigate the effects of aging and the differences between normal and pathological tissues due to expression of human α-Syn in the colon. Using Raman imaging and microspectroscopy together with immunofluorescence staining, we detected the presence of α-Syn-aggregated proteins and conformational changes in the protein secondary structures due to the fibrillization process in the brain and the colon tissues.



MATERIALS AND METHODS


Animals Used for the Study

The BAC-SNCA transgenic (TG) rats were described earlier (Nuber et al., 2013) and corresponding age- and sex-matched wildtype (WT) rats (Sprague Dawley outbred genetic background) were used for this study. All the rats were kept in standard open-type IV cages (three to four rats/cage) under a 12-h light-dark cycle with ad libitum access to food pellet and water. All experiments were performed according to the EU Animals Scientific Procedures Act and the German law for the welfare of animals. All procedures were approved (TVA: HG3/18) by the authorities of the state of Baden-Württemberg, Tübingen, Germany.



Colon and Brain Sample Preparation

The brain and colon tissues of WT and TG rats aged 4M or 12M were used for this study. The tissues were frozen in Tissue-Tek O.C.T (Sakura, Europe) compound and stored at −80°C until sectioning, and in some cases, formalin-fixed paraffin-embedded (FFPE) colon tissues were also used. Before sectioning, tissues were acclimatized at −20°C. A cryotome was used to cut tissue sections of 10 μm thickness, which were collected on standard glass slides. For the colon tissues, two to three sections per slide were collected, while for the brain tissues, one section per slide was collected. Twenty-five slides were collected for each sample. The remaining animal tissues were embedded into Tissue-Tek O.C.T (Sakura, Europe) compound for protection and transported at −80°C freezer. The tissue sections were stored in the −20°C freezer until further processing (details of chemical used in the study are available in Supplementary Table 1).



Nissl Staining

Nissl staining was performed on selected brain tissues for differentiation of the different brain regions and to detect if the sections were intact enough for further processing. The sections were washed three times with DPBS for 5 min. Then, the tissues were fixed with 4% PFA for 15 min and washed again with DPBS for 15 min. The sections were then treated with 1% cresyl violet solution for 10 min followed by a few seconds in demineralized water (details of chemical used in the study are available in Supplementary Table 1). The slides were examined microscopically to ensure sufficient staining had occurred. Afterward, the samples were dehydrated analogously for H&E staining and washed twice with isopropanol for 5 min and mounted with isomount before being covered with a cover slip. The sections were then scanned with the slide scanner.



Immunofluorescence Staining

Immunofluorescence staining was performed at least once per sample so that the α-Syn expressing regions could be identified. Primary and secondary antibodies were used for the staining (Supplementary Table 2).

The procedure of antibody staining was modified slightly from the protocol previously established (Brauchle et al., 2018). The sections were placed into racks and washed twice with DPBS for 10 min and fixed with 4% PFA for 20 min, before being washed again with DPBS twice for 5 min. The unspecific binding sites were blocked with goat blocking buffer. Next, the samples were treated with primary antibodies for an hour. After a washing step with the washing buffer, the samples were treated with the secondary antibody for 30 min in a dark room at room temperature (RT), followed by another washing step. If the samples were going to be measured directly with the Raman microspectrometer, the process was stopped, and the sections were stored in DPBS in a dark container for further use. If the samples were going to be just imaged with the fluorescence microscope, the samples were treated with DAPI for 10 min, and after a washing step, the sections were mounted with prolonged gold antifade mounting media (Thermo Fisher Scientific).

A control sample was always processed alongside the immunofluorescence staining for the evaluation of the staining success and the unspecific background staining. For the control samples, the previous procedure was performed with the exception that instead of diluting the primary antibodies in the dilution buffer, the dilution buffer was used on its own.



Imaging of Immunofluorescence-Stained Sections

The sections stained with DAPI were examined with the observer fluorescence microscope (Zeiss GmbH, Germany). The 10 ×, 20 × and 40 × objectives were used, where with the 40 × immersion oil objective had to be applied to the samples. The microscopy was performed at a wavelength of 358 nm (DAPI, blue channel), 488 nm (green channel), and 594 nm (red channel). The software Zeiss Zen Blue Edition was used for the evaluation and processing of the images (Supplementary Tables 3, 4).



Raman Imaging and Microspectroscopy


System Set-Up and Sample Preparation

A commercial Raman microspectroscope system (Alpha300R, WITec, Ulm, Germany) was used for all Raman measurements (Marzi et al., 2019; Zbinden et al., 2020). In brief, the system is equipped with a 532-nm laser, a filter to separate the scattered light and the excitation light, and a CCD camera (1,024 × 127 pixels) to detect the spectra. The samples were hydrated with DPBS and detected through a 63 × dipping objective with a numerical aperture of 1.0 (Zeiss, Oberkochen, Germany). The laser light was scattered from the samples and collected through the objective with CCD cameras. To eliminate any potential artefacts, the whole system was only used in a dark room and the CCD cameras were cooled to −60°C. Before any measurements could be taken, the performance of the Raman microspectroscope was verified by the measurement of a silicon wafer. The samples were excited with a laser power of 60 mW, and the scattered signal was analyzed with a grating of 1,800 g/mm centered at 1,300 rel. 1/cm. The microscope was also equipped with a filter set to visualize fluorescence-stained tissues. The biological samples examined were either untreated colon samples or immunofluorescence-stained colon or brain samples. All samples were kept in DPBS before and during the Raman measurements.

For each sample, three regions were selected from stained regions while the other three were selected randomly from non-stained regions of the brain samples. The large area scan width to height was 50 × 50 μm, the points per line and lines per image of the scan were 100 and 100, making the scan step size 0.5 μm. The integration time was selected as 0.5 s/pixel. A fluorescence image and a bright field image of the same area were overlapped to identify the immunofluorescence-stained area. In addition, single spectra were measured for later spectral analysis. In total, 12 single spectra were taken for the stained regions and the non-stained regions within one sample, with a total accumulation time of 100 s.

The untreated colon sections were measured by selecting three randomized areas in the muscularis externa. The large area scan width to height was 50 × 100 μm, the points per line and lines per image of the scan were 100 and 200, making the scan step size 0.5 μm. The integration time was 0.5 s. The immunofluorescence-stained colon sections were measured with the same parameters. A fluorescence image and the bright field image of the same sample area were overlapped to identify the stained area. Additionally, 15 single spectra were measured for each sample in stained regions for later analysis, with a total accumulation time of 100 s.



Pretreatment of the Spectra

For later statistical analysis, all spectra were pretreated with the Project 5.0 software (WITec, Ulm, Germany; Supplementary Table 4). Briefly, spectral data was automatically corrected for cosmic rays and the baseline corrected for each spectrum using a shape correction method with a shape size of 150 (WITec, Project 5.0). Shape correction means that the baseline is explained by circle and 150 corresponds to the size of each circle; these circles follow the baseline. The size can range from about 20 to 200 (minimum 20 and maximum 200). The baseline was similar in all spectra therefore, comparable. The spectra were then normalized, with the normalization type area to 1. Finally, the large area scans were stitched together so that later they could be analyzed together.



Raman Imaging and Spectral Analysis

Raman data were analyzed through different methods to detect differences in the samples at different time-points (4 M or 12 M) or of different genotypes (TG or WT).

The spectra (overall average of the Raman images of all the samples in each group) of the different groups (4M WT and TG and 12M WT and TG) were then compared with each other to identify differences. Peak positions, height, and full width at half maximum (FWHM) were automatically identified using the software-implemented peak listing (Project Five, WITec) The ratio of different peaks from amide I and amide III bands were compared. The compared peaks were related to changes of protein secondary structure: phenylalanine (1,004 cm–1)/amide III–β-sheet (1,267 cm–1), phenylalanine (1,004 cm–1)/amide III–α-helix (1,298 cm–1), phenylalanine (1,004 cm–1)/amide III–α-helix (1,340 cm–1), phenylalanine (1,004 cm–1)/amide I–α-helix (1,658 cm–1), amide III–β-sheet (1,267 cm–1)/amide III–α-helix (1,298 cm–1), amide III–β-sheet (1,267 cm–1)/amide III–α-helix (1,340 cm–1), and amide III–β-sheet (1,267 cm–1)/amide I–α-helix (1,658 cm–1). The statistical analysis through Student’s t-test was performed with Microsoft Excel 365.



Principal Component Analysis

Biological materials can produce complex datasets in Raman spectroscopy as several molecular vibrations produce overlapping peaks. Principal component analysis (PCA) is a multivariate analysis method that produces an optimized reduction of a spectral dataset to its principal components (PCs) is a well-established analysis tool used in Raman microspectroscopy (Pudlas et al., 2011). The first PC represents the highest amount of variation; the subsequent PCs refer to the next highest amount of variation chronologically. Score values represent the new variables of each spectrum and correspond to the calculated PCs (also called PC loading). PC score values were plotted against each other to visualize a correlation or separation of two or more datasets. The corresponding PC loading describes the spectral peak shifts that are responsible for the separation of a group.

In this study, PCA was performed on single spectra data from α-Syn-stained tissue regions using Unscrambler X 10.5 (Camo, Norway). Seven PCs were calculated for each analysis as described previously (Marzi et al., 2019; Zbinden et al., 2020). Score values from different groups were compared statistically with Student’s t-test using Microsoft Excel 365. The two PCs showing the highest statistically significant difference between the groups were presented in a score plot.



Raman Image Analysis

All image analysis was conducted using Project FIVE Plus Software (WITec). The software-implemented “true component analysis (TCA)” was employed for spectral image analysis (Project Five Plus, WITec). In each spectral image, five component spectra were automatically identified, representing the major structures within the selected tissue site (collagen fibers, cell nuclei, muscle fibers, lipids, unknown component). This method delivers meaningful results in a fast and convenient way. In brief, it uses a linear combination of spectra (components) to describe each pixel of the image. Thus, spectra showing different information in an image can be separated, and based on the spectral pattern of the components, the composition of a sample can be identified (Marzi et al., 2019; Zbinden et al., 2020). For the colon samples, TCA analysis was performed of the whole area (intensity range of the pixels: 0–1) or of the stained regions (intensity range of the pixels: 0–0.8).


Statistics

For spectral analysis, PCA and TCA Raman images/scans were used (Supplementary Figures 1a,b; Supplementary Table 4). The samples were measured and separated into four groups: 4M WT, 4M TG, 12M WT, and 12M TG. The single spectra of the different groups were compared with each other to identify the difference between sample groups. Furthermore, the intensity and FWHM of the spectra were statistically analyzed with Student’s t-test or one-way ANOVA by employing the Kurskal Wallis with Tukey’s multiple comparison test. Data are presented as mean ± standard deviation (SD). Data with p-values ≤ 0.05 were identified as statistically significant.



RESULTS


Identification of Endogenous α-Syn Aggregation in the Brain Olfactory Bulb Region of TG Rats

To identify the accumulation of α-Syn aggregation in the TG brain, we used the olfactory bulb brain regions as it is an early site of α-Syn accumulation (Niu et al., 2018; Stevenson et al., 2020). Initially, brain sections were used for Nissl staining for confirmation that the area of interest was suitable for the Raman measurements (Supplementary Figures 1a,b). Furthermore, we stained the samples for the endogenous rat-specific α-Syn antibody. We detected α-Syn staining faintly in the whole brain of either both genotypes WT or TG but predominantly on the edges (Figure 1A). Only the α-Syn-stained area was used for measurement by Raman microspectroscopy on a separate brain slide (Supplementary Figure 1b). After measurement of the samples, the assignment of peaks was identified based on literature (Supplementary Figure 1c and Supplementary Table 5).
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FIGURE 1. Spectral comparison in 12M WT and TG olfactory bulb regions. (A) Immunofluorescence images show the staining of α-Syn in the WT and TG olfactory bulb region of the brain (upper panel) and the spectra of WT and TG olfactory bulb regions (lower panel) and shaded areas indicate standard deviation. (B) All the marked changes were from the statistical 12M WT and TG intensity comparison based on Student’s unpaired t-test. Differences were detected in the tryptophan (p = 0.04), proline (p = 0.02), hydroxyproline (p = 0.04), amide III, β-sheet (p = 0.008), and amide III, α-helix (p = 0.01) peaks. p-Value represents *(p ≤ 0.05), **(p ≤ 0.01). (C) The ratio of different peaks from amide I and amide III were compared with Student’s unpaired t-test to identify statistical changes. Differences were detected in the phenylalanine/amide III–β-sheet (p = 0.001), phenylalanine/amide III–α-helix (p = 0.04), amide III–β-sheet/amide III–α-helix (p = 0.009), and amide III–β-sheet/amide I–α-helix (p = 0.03). p-Value represents *p ≤ 0.05 and **p ≤ 0.01. (D) The 12M WT and TG samples were compared with PCA of PC-6 and PC-7. The loadings of PC-7 were visualized. Positive side WT while negative side TG brain samples.


Univariate analysis was used to assess the statistical differences in the Raman spectra of WT and TG rats. The spectra of each Raman image were averaged (mean ± SD) and vector normalized. We compared Raman spectra of 12M WT and TG and showed signal patterns in the protein-rich structures. In 12M TG (n = 3), the rat brains had a higher intensity than the 12M WT (n = 4) rat brains except on the amide I shoulders, where WT rat brains have more relative intensity (Figure 1A). We found that the intensity of the tryptophan (759 cm–1) and proline (830 cm–1) was significantly lower in TG compared with WT rat brains, whereas hydroxyproline (877 cm–1), amide III, β-sheet (1,268 cm–1), and amide III, α-helix (1,298 cm–1) peaks were significantly higher in TG compared with WT rat brains (Figure 1B; Supplemnetary Figure 2). The Raman shift ratio was calculated when spectral peak data were normalized in the phenylalanine (1,004 cm–1) to amide III, β-sheet (1,267 cm–1) or amide III, α-helix (1,298 cm–1); a significant decrease in this ratio was noticed in TG compared with WT rat brains (Figure 1C). Significant higher expression of amide III β-sheets (1,267 cm–1) was discerned in TG rat brains in comparison with WT when spectral peak data were normalized to amide III, α-helix (1,340 cm–1) and amide I, α-helix (1,658 cm–1), indicating an increase of β-sheets relative to α-helix structures (Figure 1C). To sum up, our data suggests that Raman spectral signal patterns in the protein-rich structures in TG was clearly altered compared with WT rat brains.

The Raman spectra of 12M WT and TG brains were compared with each other through PCA to identify differences between the genotypes. A statistically significant separation was achieved in the molecular fingerprint region (800–1,800 cm–1) (Hashimoto et al., 2019) of the PC-6 and PC-7 score values (Supplementary Figure 3). Most of the WT samples were on the positive region, while most of the TG samples were on the negative region (Supplementary Figure 3). Two β-sheets were present in TG rats compared with WT, while WT rats had more α-helix, β-strand, and PP II than TG rat brains (Figure 1D). These results highlight the presence of aggregated α-Syn in the brain of TG rats.

The area of interest for Raman imaging was identified via α-Syn immunofluorescence staining. In Raman images from all samples, four major spectral components were identified: lipids, cell nuclei, matrix, and an unknown component (Figures 2A–F). No significant difference was observed in cell nuclei and the unknown component except that a significant difference in lipids was observed (Figures 2A–H). Lipids appeared to be more solid with less space in the TG rat brain compared with the WT brain samples (Figure 2C). Furthermore, in the lipid component, unassigned peaks near to hydroxyproline (873 cm–1) and tyrosine (1,175 cm–1) were significantly more intense (based on average height) in the TG brain samples compared with WT [Figure 2G, asterisks (∗)]. However, some visible differences were also observed in the phosphodioxy group (DNA backbone) (p = 0.06), CH2 and CH3 deformation peaks, though it did not reach a significance level (Figure 2G). Similarly, the protein (matrix) component in the brain region appeared to be different at the unassigned peak (1,209 cm–1) and C = C olefinic stretching (1,589 cm–1) peak (Figure 2H). Taken together, we concluded that TG rat brain samples had altered lipid and matrix components compared with WT brain samples.
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FIGURE 2. TCA of selected areas in the olfactory bulb of WT and TG animals. (A) The measured area is shown in red boxes. (B) The combined image of all the components is shown. (C) The separated components through TCA were lipids in green, (D) an unknown component in orange, (E) cells in blue, and (F) extracellular matrix components in yellow. The CCD count interval was listed for all the components. (G,H) The components displaying the same results were put together and averaged in their groups. The two components (lipids and extracellular matrix) out of five appeared to be different in most samples. x-axis represents the wavelength in centimeters while y-axis shows the spectral intensity. The separated groups were 12M WT (green) and 12M TG (brown). Differences in the lipid component were observed for intensity at unassigned peak 873 cm–1 (p = 0.009) and tyrosine (p = 0.006) between 12M WT and TG based on Student’s unpaired t-test. Heatmap represents the extracellular matrix component, some apparent difference in the spectra for unassigned molecule and C = C olefinic stretching; however, it did not reach a significant level. p-Value represents *p ≤ 0.05 and **p ≤ 0.01.




Label-Free Detection of α-Syn Aggregation in the Colon of TG Rats

After establishing the spectral pattern in the brain, we focused on the colon region with the predicted α-Syn aggregations that could be present in TG rats. First, we acquired the Raman spectra without labeling with α-Syn antibody from the FFPE tissues from WT and TG rats. Raman spectra also obtained from 2M WT (n = 3) and TG (n = 3) rat colon tissues showed signal patterns in the protein-rich structures (Figure 3). A bright field image of the colon tissue was shown (WT and TG) and red sqaure box highlighted area (mascularis mucosea layer) used for Raman spectra measurement (Figure 3A). Significant peaks were detected for proline (938 cm–1), phenylalanine (1,005 cm–1), C–C stretching (proteins) (1,169 cm–1), amide III (1,220–1,260 cm–1), and amide I (1,620–1,670 cm–1). Interestingly, Raman spectra of TG rats displayed strong contribution of C–O and C–C vibrational modes (1,060, 1,130, 1,300, and 1,437 cm–1) (Figure 3B), which were due to residual of paraffin wax in FFPE colon tissues and were thus not considered in this study. TG rat tissues showed lower relative intensities for proline, amide III and I, and α-helix, whereas signal intensities for C–C stretching (amino acids–tyrosine and phenylalanine) were increased in TG rat colon tissues compared with WT tissues (Figure 3B).
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FIGURE 3. Label-free imaging of TG rat colons. (A) Bright field images of WT and TG rat colon tissues (2M). Scale bar equals 50 μm. Ep., epithelium; Mm, muscularis mucosae. Red box marks scanned areas using Raman microspectroscopy. (B) Mean Raman spectra of Raman images (n = 3). Grey shades indicate standard deviations. Asterisk indicates Raman peaks referring to paraffin. (C) Representative Raman images based on the sum intensities for specific peaks assigned to nucleic acids (790 cm–1) and proteins (1,660 and 1,169 cm–1) of WT and TG rat colon tissues. TG rat colons lack muscular striation pattern visible via amide I peak at 1,660 cm–1 in WT tissues. TG tissues show increased intensities for 1,169 cm–1 throughout the image. Scale bar equals 20 μm. (D) PCA of Raman images for amide I region indicate shifts in protein structure for TG rat tissues. (E) Representative images of WT and TG rat colon tissues of amide I region. Distribution of PC-2 score values showing range of positive values for WT and negative scores for TG tissues. (F) PC loading spectrum indicating a shift of amide I toward 1,676 cm–1 for pixels with negative score values.


To visualize tissue structures of lamina muscularis mucosae in WT and TG colon, summarized intensities of Raman peaks for nucleic acids (760–790 cm–1) and protein structures (1,640–1,670 and 1,155–1,185 cm–1) were employed. Intensity-based images of nucleic acid peak at 790 cm–1 specify cell nuclei (Figure 3C). Amide I signal peak around 1,660 cm–1 represents muscular striation pattern in WT colon tissues, which were less clear in TG samples (Figure 3C). Only a few pixels within the lamina muscularis mucosae of WT tissues showed the Raman signal at 1,169 cm–1, whereas in the lamina muscularis mucosae of TG tissues, the peak at 1,169 cm–1 was very prominent throughout the colon tissue (Figure 3C). Previously, the amide I region was accredited for protein conformational change. Thus, the distribution of amide I peak positions was compared among WT and TG colon tissues. To resolve further the amide I peak signal, PCA was performed for the spectral range 1,500–1,800 cm–1. Spectral changes ascribed to the structural protein were identified in PC-2 (Figure 3D). Spectra from WT tissues show predominantly positive score values compared with Raman images from TG tissues, which exhibited negative score values for PC-2 (Figure 3E). Loading spectra of PC-2 indicates a shift of the amide I signal for WT tissues toward shorter wavenumber (1,647 cm–1) and TG tissues toward a higher wavenumbers of 1,676 cm–1 (Figure 3F). These data suggest the presence of β-sheet conformations in TG rat colon tissues, which have been seen to increase during α-Syn aggregation and fibril formation.



Identification of Changes in the Colon Tissues of TG Rats by Raman Spectra Using a Labeled Method

Formalin-fixed paraffin-embedded tissues are not ideal for Raman spectral analysis due to additional paraffin peaks. Therefore, we focused our investigation on cryopreserved tissues obtained from WT and TG rats. We also stained the colon tissues with α-Syn antibody from freshly frozen tissue sections for gaining confidence on our data that we had obtained from label-free Raman imaging. The assignments of the peaks were identified which was comparable with the α-Syn antibody-stained brain samples (Figure 4A). For spectral analysis and PCA, single spectra were also measured while for TCA large area scans were used (Supplementary Figures 1c,d).
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FIGURE 4. Spectral comparison at the genotype and age of the WT and TG rat colons. (A) The spectra of WT and TG colon samples at 4M and 12M age and shaded areas indicate the standard deviation. (B) Differences were detected at the intensity at 4M age for WT and TG in the amide III, α-helix (p = 0.01) peak. (C) The ratio of different peaks from amide I and amide III were compared with Student’s unpaired t-test to identify statistical changes. Differences were detected in the phenylalanine/amide III–α-helix ratio (p = 0.01). p-Value represents *p ≤ 0.05. (D) Comparison of the amide I 12M TG vs. WT samples through PCA with scores and loadings in colon. Amide I samples were compared with PCA at PC-2 and PC-4 (upper panel). PC-4 was significant (p = 0.01). The loadings of amide I PC-4 were visualized (lower panel). (E) Comparison of the amide I between 4M and 12M TG samples through PCA with scores and loadings in colon. Both PC-2 (p = 0.00003) and PC-5 (p = 0.004) were significant (upper panel). The loadings of amide I, PC-5 were visualized (lower panel).



Spectral Analysis

First, we made the genotype comparisons between 4M WT (n = 3) and TG (n = 5) colon samples using spectral analysis (Figure 4B). However, only the intensity of the amide III, α-helix (1,317 cm–1) peak was statistically higher in 4M TG colon compared with WT (Figure 4B). When the phenylalanine peak was divided by the amide III peak, a significant difference was detected, and this peak ratio was found to be higher in WT compared with TG (Figure 4C). Furthermore, when 12M WT (n = 4) and TG (n = 4) samples were analyzed, visible differences were observed in the tyrosine (855 cm–1), hydroxyproline (879 cm–1), proline (938 cm–1), phosphodioxy group (1,096 cm–1), amide III, β-sheet (1,248 cm–1), amide III, α-helix (1,317 cm–1), and C = O stretch (1,402 cm–1) peaks, but it did not reach to a significant level between them (Figure 4A). These spectral data suggest that there were several changes in protein conformation in TG rat colon tissues.

Further aging comparisons were made among 4M and 12M TG colon samples. The 12M TG colon sample peaks were more intense in every marked area except for the proline (829 cm–1) peak and the two α-helix peaks of amide III (1,299–1,317 and 1,342 cm–1). Statistical differences were observed in the intensities of the proline (829 cm–1; lower), tyrosine (855 cm–1; higher), proline (939 cm–1; higher), phenylalanine (1,004 cm–1; higher), and C–C acyl backbone (1,158 cm–1; lower) peaks in 12M TG colon tissues compared with 4M TG (Supplementary Figure 4a). No statistical difference was observed in 4M and 12M WT rat colon samples (Figures 4A,C). Thus, our spectral data highlights that the aging process has an important change in amino acids, protein, and lipid components in colon tissue composition of the TG rats based on peak intensities.



PCA Analysis to Identify the Aggregation of α-Syn in the TG Colon


Genotype comparisons in WT and TG rats at either 4M or 12M

The PCA analysis was performed on the colon tissues, utilizing a similar procedure as that used for the brain tissue analysis of the molecular fingerprint region (800–1,800 cm–1). First, we calculated the PCA to identify the differences at 4M TG and WT colon tissues. Significant separation was observed at the PC-4 score values, whereas the other PCs did not show any significant differences. The PC-4 component was easily distinguishable in which 4M WT colon samples were mostly on the negative region while the 4M TG colon samples were mostly on the positive region (Supplementary Figure 4b). The most prominent peaks were phenylalanine (1,001 cm–1) and amide III, α-helix (1,321 cm–1) on the positive region for the 4M TG colon samples while DNA (787 cm–1) and T, A, G ring breathing modes of DNA/RNA bases (1,378 cm–1) on the negative region which represent 4M WT colon tissue samples. These data suggest the conformational change in amide III, α-helix in young (4M) TG rats compared with WT in the colon tissues which was stained for endogenous α-Syn.

In addition to the total Raman spectra (molecular fingerprint region), specific amide I and III regions were also subjected to PCA analysis for 4M TG and WT. In amide III, a significant separation was achieved through PC-1 score values (41% variance) and PC-4 score values (7% variance) (Supplementary Figure 4c). The loadings at PC-1 showed the α-helix (1,294 cm–1, 1,340 cm–1) on the positive region (mixed TG and WT) and the β-sheet (1,245 cm–1) with the shoulder α-helix (1,270 cm–1) on the negative region (WT). A significant separation was achieved through the PC-2 score values (8% variance) and the PC-7 score values (1% variance) in the amide I region (Supplementary Figure 4c). The loadings for PC-2 showed the β-sheet (1,637 cm–1) and β-sheet turn (1,685 cm–1) on the positive region and C = C olefinic stretch (1,586 cm–1) and C = C phenylalanine stretch (1,606 cm–1) on the negative region. The loadings for PC-7 showed the peaks β-sheet (1,630 cm–1) and α-helix (1,654 cm–1) on the positive region (WT) and β-sheet (1,638 cm–1) and extended β-strand and polyproline II (PPII) structures (1,670 cm–1) on the negative region (TG). Overall, based on the data, we concluded that 4M TG rat colon samples appeared to have a higher conformational change in the amide I region (C = C olefinic stretch, C = C phenylalanine stretch, β-sheet, extended β-strand, and PPII structures) compared with WT samples.

The 12M TG and WT samples were compared with each other through PCA to identify differences of modified rats at the same age (12M). PCA of fingerprint region did not show any difference among WT and TG rat samples. The amide I and amide III regions were analyzed closer with separate PCAs. In amide III, a significant separation was achieved through the PC-6 score values (1% variance); although the separation of PC-6 was overlapping among WT and TG, it was difficult to define the specific regions for WT and TG. The loadings of PC-6 showed β-sheet (1,262 cm–1) and α-helix (1,310 cm–1) on the positive region and α-helix (1,296 cm–1) on the negative region (Supplementary Figure 5a). In amide I, a significant separation was achieved through the PC-4 score values (3% variance) (Figure 4D). The separation at PC-4 was overlapping, but recognizable. The 12M TG samples were more on the positive region, while the 12M WT samples were more on the negative region (Figure 4D). The most significant PC-4 was visualized with PC-2 with their corresponding loadings (Figure 4D). The loadings of PC-4 showed the β-sheet (1,635 cm–1) on the positive region and the nucleic acids (1,578 cm–1) and α-helix (1,658 cm–1) peaks on the negative region (Figure 4D). These data suggest conformational change in amide I region of β-sheet in 12M TG rats compared with WT in colon tissues.



Aging comparisons in WT and TG rats at 4M and 12M

Furthermore, aging comparisons were made in either WT or TG rat (4M vs. 12M) samples through PCA of the fingerprint region to identify differences among either WT or TG colon samples with aging.

First, two WT samples at different ages (4M and 12M) were compared with each other through the fingerprint region of PCA to identify differences with the aging process in control (WT) rats. A significant separation was achieved in the PC-5 score values (6% variance), as the other PCs did not show any differences between 4M and 12M WT (Supplementary Figure 6). The most prominent peaks were DNA (786 cm–1), phosphodioxy group (1,094 cm–1), T, A, G (1,378 cm–1), and nucleic acids (1,576 cm–1) on the positive region and phenylalanine (1,001 cm–1), C–C acyl backbone (1,128 cm–1), and C = O stretch (1,405 cm–1) on the negative region. Most of the major peaks in the positive region were related to DNA. Furthermore, the amide I and III regions were analyzed closer in separate PCAs. In the amide III band, a significant separation was achieved with the PC-4 score values (6% variance) while all the other PCs did not show any differences between 4M and 12M WT.

Furthermore, aging comparisons were made among 4M and 12M TG colon samples through PCA of the fingerprint region. Significant separation was detected at the PC-2 score values (25% variance), at the PC-3 score values (15% variance), and at the PC-4 score values (11% variance) (Supplementary Figure 5b). The most significant PC-4 was visualized with PC-2 with their corresponding loadings (Supplementary Figure 5b); 12M TG samples were more on the positive region, and the 4M TG samples were more on the negative region. The separation at PC-2 was less clear but distinguishable with the 12M TG samples more on the positive region and the 4M TG samples more on the negative region. The major peaks on PC-2 were phosphate group (860 cm–1), proline (940 cm–1), amide III, β-sheet (1,248 cm–1), amide III, α-helix (1,653 cm–1), and amide I, turn (1,685 cm–1) on the positive region and C–C skeletal stretch (1,065 cm–1), phosphodioxy group (1,086 cm–1), C–C acyl backbone (1,130 cm–1), amide III, α-helix (1,296 cm–1), and CH2 and CH3 deformation (1,439 cm–1) on the negative region. The loadings of PC-4 contained the main peaks β-sheet (1,637 cm–1) and extended β-strand and PPII structures (1,673 cm–1) on the positive region (12M TG) and phenylalanine (1,001 cm–1) and amide III, α-helix (1,315 cm–1) on the negative region (4M TG) (Supplementary Figure 5b).

The amide I and amide III regions were analyzed further in detail with separate PCAs (Supplementary Figure 5c). In amide I, a significant separation was achieved through the PC-2 score values (10% variance), the PC-3 score values (6% variance), and the PC-5 score values (2% variance) (Figure 4E). The separation was clearer with PC-5, where the 12M TG samples were more on the positive region, while the 4M TG samples were mostly in the negative region. The loadings for PC-2 showed the major peaks β-sheet (1,634 cm–1), β-sheet (1,668 cm–1), and turn (1,683 cm–1) on the positive region and the peak C = C phenylalanine stretch (1,605 cm–1) on the negative region (Supplementary Figure 5c). The loadings for PC-5 showed the major peaks nucleic acids (1,576 cm–1), β-sheet (1,632 cm–1) and β-sheet (1,669 cm–1) on the positive region and C = C phenylalanine stretch (1,606 cm–1) and α-helix (1,658 cm–1) on the negative region (Figure 4E). In summary (Supplementary Table 6), 12M TG contained a higher amount of β-sheet compared with 4M TG, while 4M TG contained advanced intermediate oligomers and more α-helices.



TCA Analysis to Detect Other Cell Components With Aging in the TG Rat Colon

Every measured sample with Raman microspectroscopy was also subjected to TCA. We stained the colon tissues with α-Syn staining (D37A6) antibody to achieve appropriate results; for the TCA, only the antibody-stained positively region was used (Figures 5A,B).
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FIGURE 5. True component analysis (TCA) of selected areas in the colon of WT and TG rats. (A) The measured area is shown in red boxes. (B) The combined image of the components is shown. (C) The separated components through TCA were collagen fibers in red, (D) lipids in green, (E) unknown component in orange, (F) cells in blue, and (G) muscle fibers in yellow. The CCD count interval was listed for all the components.


Raman images showed that collagen fibers surrounded the α-Syn-stained regions in all the samples with a more intense appearance in the older rats, presumably increasing in thickness with age (Figure 5C). Lipids appeared to be more concentrated in the stained regions with no changes in intensities between genotypes (Figure 5D). The colon unknown component appeared more solid in the α-Syn stained regions, possibly showing a connection with α-Syn protein. The intensity was lower in the 4M WT region, with no visible changes in the other groups (Figure 5E). The cells were mostly observed in the non-stained regions in all animals except the 4M WT sample, where cells were also observed inside the stained area (Figure 5F). The cells in the TG groups appeared smaller, possibly in the process of apoptosis. The muscle fibers were concentrated in the regions surrounding the staining, with no visible changes in intensity between the groups (Figure 5G). The spectral components of TCA were separated into their respective groups (4M WT, 4M TG, 12M WT, and 12M TG). The spectra highlighting the same component were averaged and graphed together so that the differences of the groups in the same component could be visualized (Supplementary Figure 7).

After the extraction of the different components through TCA (collagen fibers, lipids, unknown component, cells, and muscle fibers), the CCD counts and the number of pixels were scaled to an interval where all the positive pixels were contained. From the CCD count and the pixels, an intensity was calculated. The average intensity per pixel was taken for each component in each group to detect any difference between the components when their intensity in the TCA was compared. After statistical analysis, changes were observed in the muscle fibers between 4M and 12M TG, and nearly significant also among the 4M WT and TG colon samples (Supplementary Figure 7).

The average intensities per pixel were taken for the components stained with α-Syn antibody (D37A6), in the regions where positive staining was observed. A significant difference was observed at 4M among WT and TG for collagen fibers (Figures 6A,B). Additionally, statistical differences were observed at the unknown component between 12M WT and TG, as well as those between 4M WT and TG colon samples (Figure 6C). Furthermore, the fluorescence microscope was used to display stained tissue sections for α-Syn and collagen fibers surrounding the α-Syn-stained regions (Figure 6D). In 12M TG, pockets between the α-Syn and collagen fibers were observed (Figure 6D). Cells (DAPI staining) were abundant in the surrounding regions but absent in the stained regions between adjacent collagen fibers (Figure 6D). In the 4M TG rats, no unstained areas were observed between the α-Syn and the collagen fibers. Morphologically, cells differed from the surrounding cells outside the stained region, being smaller in size and shorter in length (Figure 6D).
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FIGURE 6. Collagen fibers, unknown component, and phospho-α-Syn in the TG rat colon. (A) Combined representative TCA images of the stained regions. The components were collagen fibers (red), lipids (green), an unknown component (orange), cells (blue), and muscle fibers (yellow). The intensity range was scaled 0–0.8 for all components. (B,C) The bar diagram showed the collagen intensity/pixel average for WT and TG rat colon samples at 4M and 12M age. Averaged intensities per pixel of the collagen fibers and unknown component statistically compared using Student’s unpaired t-test. p-Value represents *p ≤ 0.05. Significant differences were observed in the unknown component between 12M WT and TG (p = 0.002) as well as between 4M WT and TG 4M (p = 0.03). In contrary, statistical difference was observed in the collagen fibers only for 4M WT and TG (p = 0.02). p-Value represents *p ≤ 0.05 and **p ≤ 0.01. (D) Staining of the colon tissues with α-Syn (green, D37A6), collagen I (red, 113M4774) antibodies, and DAPI for cell nucleus for 4M and 12M TG rats. (E) The detection of phospho-α-Syn (p129; green) and α-synuclein (red, D37A6) and DAPI (blue) in the colon tissues of 4M and 12M TG rats.


To understand a relationship between endogenous α-Syn and phosphorylation of α-Syn together with collagen fibers, we stained the TG colon tissues using phospho-α-Syn antibody (human) along with a total α-Syn protein (endogenous rat). This analysis revealed that in 12M TG colon tissue, phosphorylation/aggregation is mostly located in the pocket region compared with 4M TG rat colon samples (Figure 6E). Thus, altogether, these data explain that the pocket region between the total α-Syn and collagen regions could be due to aggregated α-Syn in older TG rats. Overall, our Raman imaging and microspectroscopy data revealed that aging is involved in the aggregation of α-Syn in the colon of TG rats.



DISCUSSION

Based on the notion at the beginning of the aggregation process in the colon, α-Syn protein molecules infect the neurons in a prion-like manner, propagating up the vagus nerve toward the midbrain, where it causes PD (Goedert, 2001; Kalia and Kalia, 2015; Volpicelli-Daley and Brundin, 2018; Challis et al., 2020). Therefore, aggregation of the proteins and changes in protein conformation was expected in the colon of younger rats, while progressed disease was probable in older TG rats. We confirmed the presence of aggregated proteins, detected changes in the secondary structure of the proteins due to the fibrillization process, and identified the changes in colon tissues through a combination of Raman imaging and Raman microspectroscopy.

In the brain, the olfactory bulb is one of the first regions where α-Syn aggregation was detected and accompanied by anosmia (Rey et al., 2016, 2018). After measuring all the samples, the fingerprint region was determined, and the peaks were assigned based on published literature (Supplementary Tables 5, 6). With Raman microspectroscopy, it was possible to image protein structures of native monomers, intermediate spheroidal oligomers, protofilaments, and fibrils. Most of these structures were obtained in the amide III (1,230–1,300 cm–1) and amide I (1,640–1,690 cm–1) regions (Maiti et al., 2004; Apetri et al., 2006). The spectra comparison of 12M WT and TG showed an increased intensity of β-sheet in TG brain samples. Furthermore, a significant difference was achieved for the β-sheet to the α-helix ratio in the amide III region. The fingerprint PCA resulted in peaks correlating with α-helix, extending β-strand and PPII in the 12M WT brain samples, whereas a higher content of β-sheets was detected in 12M TG rat brain samples (Figure 1D). In the amide III-specific PCA, only α-helices were detected in both the regions while, in the amide I-specific PCA, β-sheets were the dominating secondary structures in 12M TG brain samples. Thus, 12M TG rat brain contained dominantly β-sheet-rich secondary structures, signs of an advanced PD with protofibrils and mature fibrils, and in agreement with previously described in vitro findings (Celej et al., 2012). TCA analysis further revealed significant changes in lipid structures (tyrosine) suggesting that there were more solid lipid molecules in the TG compared with WT rat brain samples. Native α-Syn protein is known to bind naturally to lipids, making lipid molecules a reflection of α-Syn molecules (Munishkina et al., 2003). Changes in the secondary structures of lipids indicate an effect of α-Syn aggregation and points toward native α-Syn being present in the TG rats. TCA of the unknown components appeared to be changed but did not reach to a significant level in TG brain samples. Thus, the role of the unknown component could not be deciphered. Overall, the brain data suggest that signs of the fibrillization process was detected in 12M TG rats.

In the colon tissues, we first measured the change in the α-Syn aggregation using label-free and later endogenous α-Syn antibody staining methods as described in Alzheimer’s disease for misfolded amyloid-β protein using Raman microspectroscopy (Ji et al., 2018). Label-free imaging detected an increase in β-sheet conformations in TG rat colon tissues compared with WT samples. FFPE tissues were not an appropriate choice, therefore, further investigation was performed on cryopreserved tissues obtained from WT and TG rats. To have complete confidence of our results, we also stained the colon tissues with α-Syn antibody with freshly frozen tissue sections to get meaningful results as with label-free Raman imaging. No compelling signs of aggregation were observed in the WT samples at any age group (4M or 12M). It has been described previously that monomeric α-Syn tends to bind to DNA molecules, increasing the persistence length of the DNA (Jiang et al., 2018). Since most DNA-related peaks were correlating to the 4M WT samples and DNA binding was observed in monomeric α-Syn, thus, this could be taken as confirmation of the expected monomeric nature of the 4M WT samples. The amide III and amide I specific PCA confirmed the presence of DNA related peaks correlating with 4M WT on both bands. Additionally, α-helices were observed in both ages (4M and 12M) in WT colon, reinforcing the suspected monomeric nature of the WT at any given age samples as described earlier based on Raman spectra (Devitt et al., 2018).

Spectral analysis of the 4M WT and TG groups was performed for the identification of changes. In both the spectral comparison and its statistical analysis, a change between the groups was detected in the amide III–α-helix region (1,292–1,317 cm–1), where 4M TG colon was more intense compared with 4M WT colon samples. This observation was confirmed by the ratio comparisons of interesting peaks, where the phenylalanine to amide III–α-helix ratio was significantly increased in 4M TG. The fingerprint PCA analysis revealed that the corresponding DNA-related peaks in the 4M WT colon samples suggested the presence of monomeric α-Syn (Jiang et al., 2018). The amide I-specific PCA was mixed, therefore difficult to interpret, nevertheless, it was observed that 4M TG was coinciding dominantly with β-sheets. We assumed that the α-Syn in the 4M TG group was in the process of fibrillization into spheroidal oligomer or protofilament structures. As, only α-helices were observed, therefore, a complete fibrillization was not considered and 4M TG colon samples were possibly showing non-motor signs of PD that precede the diseases by decades, like constipation in the colon (Pellegrini et al., 2016; Sveinbjornsdottir, 2016; Bridi and Hirth, 2018).

Additionally, genotype comparisons among the 12M WT and TG colon samples were also examined. The comparison of the spectra revealed a change of intensity at the turning point from β-sheet to α-helix in the amide III region (Fink, 1998; Celej et al., 2012; Flynn et al., 2018). The intensity of the 12M TG samples were higher on the β-sheet region (1,248–1,262 cm–1) while the 12M WT samples gained intensity in the α-helix region (1,292–1,317 cm–1). Although, these results were not statistically significant except only for the C–C acyl backbone (1,128 cm–1) peak which was statistically significant among 12M WT and TG colon samples. PCA analysis revealed the separation in the amide I region, which was distinguished more easily as a β-sheet peak was detected in the 12M TG colon samples, while an α-helix peak was observed in the 12M WT colon samples. Based on these results, the 12M TG colon samples were assumed to have proceeded to a more advanced fibrillization process as only the β-sheets were observed in the correlating loadings, whereas the 12M WT colon samples contained an α-helix, indicating no advanced fibrillization (Apetri et al., 2006; Devitt et al., 2018).

The most interesting results were obtained when spectral comparison of 4M and 12M TG (genotype) colon samples were analyzed and we found that the turning point of β-sheet to α-helix in the amide III region, where the 12M TG colon samples appeared to have a higher intensity in the β-sheet region (1,248–1,262 cm–1) while the 12M WT colon samples gained intensity in the α-helix region (1,292–1,317 cm–1). However, the change was visible, and statistical analysis did not yield significant changes in the amide III region, and most statistical changes were present in the protein peak regions (829 to 1,004 cm–1). The fingerprint PCA resulted in three PCs, of which one was mixed (PC-3), while the other two (PC-2 and PC-4) could be allocated to specific regions. Two PC loadings showed β-sheets with higher intensity in the 12M TG group whereas the 4M TG colon samples contained mainly α-helices. The results indicated an advanced fibrillization process in the 12M TG colon samples as described earlier for in vitro studies using Raman microspectroscopy (Devitt et al., 2018).

The amide III-specific PCA was not clear as the groups were mixed. Nevertheless, β-sheet correlation to 12M TG was observed in several PC loadings. α-Helices, along with β-sheets on the 12M TG region were also observed with a higher number of β-sheets, indicating an advanced fibrillization. In the case of 4M TG colon samples, they were either allocated to both regions and did not present any peaks, thus no conclusion could be made. Furthermore, the amide I-specific PCA was clearer, where β-sheets were dominating in the 12M TG colon samples in most of the significant PC loadings. Along with the β-sheet, additional secondary structures were present to a lesser extent. The 4M TG colon samples contained both α-helices and β-sheets in equal numbers, suggesting advanced spheroidal oligomers or protofibrils due to the high β-sheet content (Apetri et al., 2006; Devitt et al., 2018). Considering that the 12M TG colon samples were aged further than the 4M TG colon samples, it would be plausible to assume they would be further advanced in the aggregation process, correlating with advanced PD with motor symptoms and possible dementia. Interestingly, the C–C phenylalanine stretch (1,606 cm–1) peak was correlating in all PC loadings of the 4M TG colon samples, indicating a connection, which has not been mentioned earlier in any related literature. The results were able to successfully confirm the presence of α-Syn aggregations in the colon enteric nervous system. Overall, our data highlights that 12M TG colon rats have an increased α-Syn with advanced fibrilization process.

The analysis of the different components in the colon samples (Brauchle and Schenke-Layland, 2013; Brauchle et al., 2018) revealed that the collagen fibers were higher in intensity in the 12M samples. The enclosing collagen fibers around the aggregation was pushed further from the surroundings in the 12M TG colon samples compared with the 4M TG, presumably increasing the thickness of the colon. Statistical comparison of the average intensity per pixel of the α-Syn-stained region displayed changes in collagen fiber intensity between 4M TG and WT, suggesting less collagen fiber composition in TG rat colons. However, with aging in TG colon samples (4M vs. 12M), it did not reach to significant levels, although, there was a tendency of increase in the colon level among WT from 4M to 12M. Further changes could be detected in the unknown component, where the intensity of the TCA image was noticeably increased in the α-Syn-stained area, enclosed by collagen fibers. This indicated that the unknown component of colon might be related to α-Syn. The statistical averaged intensity per pixel of the α-Syn area supported this concept as the intensity of the unknown component was significantly stronger in both the 4M WT and 12M WT samples compared with age-matched 4M TG and 12M TG samples, respectively, suggesting that the unknown component is associated with monomeric α-Syn molecules. There were empty pockets in the TG 12M sample, presumably left by the absence of the previously present cells. These results indicated a further advancement in the fibrillization process of TG 12M samples as the aggregation process was associated with cell death according to literature (Cookson, 2009; Desplats et al., 2009).

Changes were detected in the intensity of phenylalanine (muscle fibers) between 4M WT and TG comparisons, where the 4M WT intensity was higher compared with 4M TG. Furthermore, with aging in the TG rat colon, muscle fiber intensity is significantly increased (from 4M to 12M TG). No relationship could be found in literature between phenylalanine and α-Syn or muscle fibers. While the α-helix was more intense in the 12M WT samples compared with age-matched TG samples, indicating structural changes due to α-Syn expression. The average intensity per pixel of the muscle fibers was significantly higher intensity in the 4M WT compared with the 4M TG colon samples (Supplementary Figure 7f). These results indicate that there could be muscle damage in TG rat colon surrounding the α-Syn containing area.

Finally, we attempted to decipher a relationship between endogenous α-Syn and phosphorylation of α-Syn together with collagen fibers. We found that 12M TG rat colon tissue to have increased phosphorylation/aggregation in the pocket region compared with 4M TG rat colon samples and reduced collagen fibers. Thus, reduction in collagen fibers could be involved in the α-Syn aggregation process in the TG rat colon. However, further analysis is warranted to understand the exact role of muscle fibers, collagen fibers, and lipids in the α-Syn aggregation or misfolding process.



CONCLUSION AND LIMITATIONS

Overall, in the colon, no changes were detected between the WT samples (4M vs. 12M), as both only contained α-helices. In comparison between the 4M samples, signs of fibrillization were detected in the amide I region of TG 4M, where α-helix, β-sheet and extended β-strand, and PPII molecules were detected, indicating early spheroidal oligomers. Interestingly, 4M WT colon samples contained DNA-related peaks, which according to published literature (Jiang et al., 2018) indicate native monomeric structures. An advanced fibrillization process was detected in the 12M TG colon sample, where mainly β-sheets were observed, while in 12M WT only α-helices were detected. These results were confirmed by the 4M and 12M TG comparisons, where more β-sheets were observed in the 12M TG colon samples. It should be noted that the collagen fibers in the colon were surrounding α-Syn-stained areas in TCA, allowing a possible approach to detect α-Syn containing regions without staining. Additionally, a possible component for the natively monomeric structures was identified in the unknown components, as it was occurring significantly higher in the WT groups than TG groups. Similarly, like the colon, the brain showed signs of advanced fibrillization in the 12M TG rats, supported by component analysis and microscopy images.

Nevertheless, our study also had a few limitations as well. Human-specific α-Syn antibody (total and aggregation-specific) would have been preferred to refine results in TG rats. Additionally, all the unknown components could not be defined in the current study. More time points (early or late stages of disease) in the rats would be of advantage to pinpoint the starting point of the aggregations more accurately in the colon and brain. The measurement of several more brain regions, or even the vagus nerve, would be necessary to understand the further progression of the disease. In the future, Raman microspectroscopy could be a routine tool to detect PD disease in advance through analysis of colon biopsies with a considerably reduced misdiagnosis rate, leading to better care and quality of life of the patients.
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The Freudian theory of conversion suggested that the major symptoms of functional neurological disorders (FNDs) are due to internal conflicts at motivation, especially at the sex drive or libido. FND patients might behave properly at rewarding situations, but they do not know how to behave at aversive situations. Sex drive is the major source of dopamine (DA) release in the limbic area; however, the neural mechanism involved in FND is not clear. Dopaminergic (DAergic) neurons have been shown to play a key role in processing motivation-related information. Recently, DAergic neurons are found to be involved in reward-related prediction error, as well as the prediction of aversive information. Therefore, it is suggested that DA might change the rewarding reactions to aversive reactions at internal conflicts of FND. So DAergic neurons in the limbic areas might induce two major motivational functions: reward and aversion at internal conflicts. This article reviewed the recent advances on studies about DAergic neurons involved in aversive stimulus processing at internal conflicts and summarizes several neural pathways, including four limbic system brain regions, which are involved in the processing of aversion. Then the article discussed the vital function of these neural circuits in addictive behavior, depression treatment, and FNDs. In all, this review provided a prospect for future research on the aversion function of limbic system DA neurons and the therapy of FNDs.
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INTRODUCTION

Functional neurological disorders (FNDs) are a common mental disorder (Ludwig et al., 2018). FND is a medical condition in which there is a problem with the functioning of the brain, rather than a structural disease. The exact prevalence of FND is unknown; research suggests that FND is the second most common reason for a neurological outpatient visit after headache/migraine, accounting for one-sixth of diagnoses (Voon et al., 2016). This means that FND is as common as multiple sclerosis or Parkinson’s disease (PD). FND was firstly known as conversion disorder, which was introduced by Breuer and Freud (1895–1995), who suggested that FNDs are due to the contradiction in the affective idea, which is converted into a somatic phenomenon. The Freudian theory of conversion proposed that the major symptoms of FND are due to inhibition of internal motivation, especially the sex drive or libido. FND patients always try to hide their internal motivations and always behave like acting in a play. FND patients might behave properly at happy situations; but they do not behave properly at aversive situations, when they are trying to hide their emotions. Sex drive is the major source of dopamine (DA) release in the brain; however, how DA in the limbic area is involved in FND is not clear. DA has been known as a reward neurotransmitter in the brain, and a large number of studies have shown that the secretion of DA in the limbic area has an inseparable relationship with joy (Gu et al., 2015). Since the 1960s, a great number of studies have confirmed the vital role of DA in the process of reward and motivation (Fouriezos and Wise, 1976; Corbett and Wise, 1980), so DA has gradually become a synonym for joy (Wang F. et al., 2020). However, what happens to the DA at the internal conflict for FND patients?

Schultz (Schultz et al., 1997) and others put forward the viewpoint of reward prediction error for DA in the 1990s, which induced most of the studies about dopaminergic (DAergic) neurons focusing on reward prediction error in the following 20 years. Meanwhile, there are an increasing number of studies investigating the neural circuitry of reward prediction error during this period. Brain regions such as the ventral tegmental area (VTA), substantia nigra (SN) pars compacta (SNc) (He et al., 2021), nucleus accumbens (NAc), striatum, lateral hypothalamus (LHa), and lateral habenula (LHb) have been found to be critically associated with the prediction error for rewards (Bromberg-Martin et al., 2010; Morales and Margolis, 2017). The most interesting thing is that the DAergic neurons are not only involved in reward-related prediction error, but they are also in the prediction of aversive information (Matsumoto and Hikosaka, 2009). Therefore, DA might work for both rewarding and aversive predictions, and DAergic neurons might induce two main motivational functions: reward and aversion at internal conflicts (Bromberg-Martin et al., 2010).

There have been many reports about the role of DA in reward, so this article only discusses the aversive function of DAergic neurons and their neural circuits. First, we briefly explain the role of DA neurons in the limbic system and the possible aversion mechanisms for FND. Then we review the neural circuits that limbic system DA neurons participate in. Finally, in order to better understand the neural mechanisms of aversion, we summarize the shortcoming of current research and recommend future studies, to provide new ideas for neuropsychiatric diseases, such as addiction, depression, and FND.



AVERSION FUNCTION OF DOPAMINE

Historically, FND has traditionally been viewed as an entirely psychological disorder in which repressed psychological stress or trauma gets “converted” into a physical symptom. This is where the term “conversion disorder” comes from. Psychological disorders and stressful life events, both recent and in childhood, may be risk factors for developing the condition in some patients, but they rarely provide a full explanation for the cause of the condition and are absent in many patients. Modern theories propose that FND has many causes, especially the monoamine neurotransmitters (Liang et al., 2021).

Dopaminergic neurons synthesize and release DA to a large area of the brain and change the emotional states of the whole brain (Morales and Margolis, 2017), including positive and negative reinforcement, decision making, and motivation (Adcock et al., 2006; Brischoux et al., 2009). It is revealed that DA is vital to the establishment of memory relevant to the search for reward motivation and reward cues, according to Dalley et al. (2005), and for the maintenance and promotion of action (i.e., motivation). However, the function of DA motivation was thought to be limited to approaching motivation or rewarding behavior. With the technological advancement, such as microdialysis methods, voltammetry method, and other electrophysiological methods, further studies (Salamone and Correa, 2012) found that DAergic neurons are also found to be involved non-reward events (Pezze and Feldon, 2004; Lisman and Grace, 2005; Redgrave and Gurney, 2006); for example, some researchers believe that DAergic neurons are also involved in the processing of other non-reward signals related to surprise, novelty, specificity, and even aversion. Surprisingly, DA has been shown to be involved in the opposite processes of reward, the aversion, which is also crucial for individual’s adaptation to environmental changes and cognitive processes such as learning and memory (Pignatelli and Bonci, 2015).

The pursuit of reward and the avoidance of punishment are two fundamental forces that drive animal’s behavior (Hu, 2016). Both Pavlov’s classical conditioned reflex and Skinner’s operational conditioned reflex have suggested that the pursuit of reward and the avoidance of punishment is beneficial evolutionally (Roy et al., 2014). Reward invokes approaching behaviors and induces satisfaction, which ultimately leads to behavior reinforcement, while an aversive stimulus produces negative emotions, including dislike and fear, resulting in avoidance and reducing the production of similar behaviors (Salamone and Correa, 2012; Hu, 2016).



AVERSION

Reward and aversion are two major important components for motivational control (Bromberg-Martin et al., 2010). DAergic neurons in the limbic system have been shown to be involved in these processes and cooperate with different neural circuits to coordinate the downstream cognitive structure and to control the motivational behavior (Bromberg-Martin et al., 2010; Fagan et al., 2020). The term “motivation” is widely used for reward (Salamone and Correa, 2012), and it is defined by the famous German philosopher Schopenhauer (1999) as “choose, seize, and even seek out the means of satisfaction.” Early psychologists such as Wundt, James, and Freud have all talked about motivation. However, motivation also involves avoiding, so a broad definition of motivation is the mental process, or an inner psychological process that is involved in approaching or avoiding a target. Young (1961) defined motivation as “the process of arousing actions, sustaining the activity in progress, and regulating the pattern of activity.” Peng (2012) defined motivation as an inner psychological process or internal motivation, guided, inspired, and maintained by a goal or object. The latest definition of motivation by Salamone (1992) is a series of processes by which organisms regulate the possibility, proximity, and availability of stimuli. Due to the phased characteristics of motivation, Salamone (2010) further defined stages of motivation as “desire, preparation, action, approach or seek.” FND patients might show some abnormal behaviors when the motivation was inhibited.

Given that motivation is a psychological process that consists of a series of phased psychological processes, including reward and aversion, reward motivation as approaching or enjoying an object or event induces positive emotion or pleasure (Schultz, 2010). According to Berridge and Kringelbach (2015), a similar definition of reward is that rather than a single process, reward contains several psychological components, namely, liking, wanting, and learning. On the contrary, aversion is convinced as “a stimulus that one always avoids or prevents.” This definition soon met negative comments, and it is criticized for failure to reflect the characteristics of learning reinforcement of aversive stimuli (Murphy, 2008). Aversion learning includes two processes: (1) operant aversion to learning (1a), punishment learning (1b), and active avoidance of learning; and (2) aversive Pavlovian classical conditioning. From the perspective of biological evolution, aversion is born to sustain survival (Jean-Richard-Dit-Bressel et al., 2018). In other words, aversion is an inner feeling generated by an individual to avoid the potentially harmful stimuli (toxin, instead of predator and threat) to the body. Aversion behavior might be the contrary of reward, which includes avoidance behavior (Verharen et al., 2020). Thus, FND patients might have problems especially at aversion behaviors: they can behave properly at rewarding behavior, but they do not know how to behave at aversive situations.

Of note, aversion should be differentiated from disgust, which is regarded as a basic emotion. Disgust and aversion are two common psychological concepts. As we discussed above, aversion derives from motivation; it is a kind of feelings opposed to reward. On the other hand, disgust is a kind of prototypical emotion, which originates from eating toxic foods and infected by pathogens and parasites (Berridge, 2018). From this perspective, the feeling of aversion is a complex emotion, which contains a series of basic emotions, such as disgust and fear (Chapman et al., 2009). However, both disgust and aversion can induce avoidance behavior.



DOPAMINE RESPONSES TO AVERSIVE STIMULI

Even though DA was suggested to be the major neurotransmitter for reward (Salamone et al., 1993), recent studies show that various disgusting or stressful events also increased DA release or metabolism in the NAc (Davidson et al., 2004), which indicates that DAergic neurons in the limbic system may be involved in the processing of aversive stimuli (Abercrombie et al., 1989; Bradberry et al., 1991; Joseph et al., 2003; Barr et al., 2009; Fadok et al., 2009). Other scholars, however, believe that aversive stimuli belong to motivation valence, which usually induces low-level DA activities (Liu et al., 2008; Roitman et al., 2008). In addition, others suggested that this kind of DA activation is related to the processing of stimulus arousal attributes (i.e., alertness) rather than value (aversion). Further studies show that two mixed activation modes of DAergic neurons exist in the limbic system (Ventura et al., 2001).

They are coexisting high-level and low-level activation modes of DA release in different brain regions (Pascucci et al., 2007). In recent years, with the development of viral vector-based methods (e.g., cell type-specific and projection-specific electrophysiology, in vivo imaging, and optogenetics), researchers induce aversion in mice by exposing them to chronic or acute aversive stimuli (foot electric shock, foot shock, forced swimming test, hind paw injection of formalin, social frustration stress, and fear conditioned reflex) and by intraoral injection of the solution, which leads to oral and facial reactions (Berridge, 2000; Fadok et al., 2009; Lammel et al., 2012; Tye et al., 2013; Friedman et al., 2014). Results show that DAergic neurons can be divided into multiple subpopulations, which are responsible for the processing of different stimuli information. The DAergic neurons that are involved in processing of aversive stimuli are multiple subpopulations of midbrain DA neurons (Kim et al., 2016; Groessl et al., 2018; de Jong et al., 2019). For example, Stephan Lammel’s laboratory has been dedicated to the study of DA aversion function for many years; in their recent studies, they injected viruses into the brains of mice and measured the release of DA in different ventral striatal subregions of mice with fiber photometry under different experimental task conditions (aversion and reward conditioned reflex experiment, real-time place preference experiment, open field experiment, and approach-avoidance experiment. It is found that NAc DAergic neuron terminals in the ventral NAc medial shell (vNAcMed) was excited at aversive cues (de Jong et al., 2019). This result indicates that although most DAergic neurons in the NAc are excited by reward stimuli and reward cues, there is a cluster of DAergic neurons in the NAc that are excited at aversive stimuli and cues (Lammel et al., 2011, 2012, 2015; Yang et al., 2018; Cerniauskas et al., 2019; de Jong et al., 2019). Further studies show that during rewarding events and when aversion to toxic events decrease, DA activity in the dorsomedial NAc shell (dmNAc) increases. In contrast, the release of DA in the ventromedial NAc shell (vmNAc) was increased by both rewarding and aversive stimuli, while the DA-sensor signal in the central vmNAc (ceNAc) and ventrolateral NAc shell (vlatNAc) showed complex dynamics (Yuan et al., 2019). The same result was also found in other projection terminals of VTA DA and SN DA including the medial prefrontal cortex (mPFC) (Kim et al., 2016; Ellwood et al., 2017; Morales and Margolis, 2017; Vander Weele et al., 2018), amygdala (Fadok et al., 2009; Lutas et al., 2019), and dorsolateral and caudal striata (Lerner et al., 2015; Menegas et al., 2015). In addition to the traditional DAergic neuron aggregation areas such as the VTA and SN, dorsal raphe nucleus (DRN), and midbrain periaqueductal gray matter (PAG) have recently been found to have relatively sparse DA neuronal activities at aversive stimulation (Cardozo Pinto et al., 2019); however, there are really some DAergic neurons in these regions, which have been reported to be activated in response to aversive stimuli (Matthews et al., 2016; Groessl et al., 2018; Verharen et al., 2020). Therefore, the above research shows that some special subtypes of DAergic neurons exist in multiple brain areas of the limbic system (such as the striatum, which includes the NAc, VTA, and SN) and show excitement when aversive stimuli and cues appear.

However, some researchers still hold opposite views on whether DAergic neurons are involved in the processing of aversive stimuli. For example, Schultz doubts about the aversive function of DAergic neurons; instead, he proposed reward prediction error (Schultz, 2010). He suggested that that majority of DAergic neurons in the limbic system showed excitement toward reward stimuli and inhibition toward aversive ones. According to Schultz, DAergic neurons are excited by the learning process about both rewarding and aversive stimuli, while they make no response to aversion itself. In some studies, however, the response of DAergic neurons in the limbic system to aversive stimuli is different studies with microdialysis, rapid scanning cyclic voltammetry, and electrophysiological methods (Roitman et al., 2008; Badrinarayan et al., 2012). Based on these conflict results, some researchers proposed other assumptions on the role of DAergic neurons in the limbic system in the processing of aversive stimuli (Verharen et al., 2020). These assumptions are as follows: (1) the aversive stimulus may reflect the physical attributes rather than aversion itself (Lammel et al., 2014; Menegas et al., 2018); (2) animals experience rewards or relief when aversive stimuli terminate (Brodsky and Lajoie, 2013); (3) a high-return environment may lead to excitement toward aversive stimuli (Matthews et al., 2016); and (4) DAergic neurons transmit safety signals when an animal successfully avoids nasty events (Luo et al., 2018). These four assumptions are indeed the symptoms of FND patients; however, further studies are needed to address these problems and to provide further evidence for the involvement of DAergic neurons in the limbic system in the processing of aversive stimuli, especially in FND patients.



DOPAMINE RECEPTORS

The psychological effects of DA are mainly mediated by DA receptors, which are composed of five different but closely related G protein-coupled receptors, including D1, D2, D3, D4, and D5 DA receptors (Beaulieu and Gainetdinov, 2011). At first, Spano et al. (1978) found that only a subset of DA receptors are positively correlated with the activity of adenylyl cyclase (AC). Then DA receptors can be separated into D1-like (D1 and D5) and D2-like (D2, D3, and D4) receptors (Vallone et al., 2000; Beaulieu and Gainetdinov, 2011) based on the structure, pharmacology, biochemical characteristics, and downstream signaling pathways. D1-like receptors can enhance the activity of AC by activating Gαs/olf family and can promote the production of cAMP (response element-binding protein). However, D2-like receptors activate Gs/ol family and inhibit the activity of AC and the production of cAMP (Xia et al., 2019). The five DA receptors are different in distribution and function. D1 receptors (D1Rs) are expressed mainly in the SNc; in midbrain limbic and middle cerebral cortex areas, such as the caudate–putamen (striatum), NAc, SN, olfactory bulb, amygdala, and frontal cortex; and at lower levels in the hippocampus, cerebellum, thalamic areas, and hypothalamic areas (Beaulieu and Gainetdinov, 2011). D1Rs can mediate PFC and brain-derived neurotrophic factor (BDNF) to impact partial working memory and learning process (Sarinana et al., 2014). The activation of hippocampal dentate gyrus D1Rs promotes the representation of explicit contexts and closely correlated to semantic memory (Fan et al., 2010). Besides, D1Rs also play a vital role in locomotor activity, rewarding reinforcement, and motivation. D2 receptors (D2Rs) are mainly distributed in the striatum, NAc septi, olfactory tubercle, SN, VTA, hypothalamus, cortical areas, septum, amygdala, and hippocampus (Gerfen, 2000; Vallone et al., 2000; Seeman, 2006). D2Rs play an important role in controlling motor action (Fan et al., 2010). The activation of presynaptic D2-like receptors may reduce the release of DA and then cause the reduction of motor action, but the activation of postsynaptic receptors will promote locomotor activity. The different functions of presynaptic and postsynaptic D2-like receptors may be attributed to different subtypes. It should be noted that the splice variants of the D2 DA receptors, D2RL (D2R long) and D2RS (D2R short), seem to have different neuronal distributions, with D2RS being predominantly presynaptic and D2RL being postsynaptic (Usiello et al., 2000; Mei et al., 2009). Like D1Rs, D2Rs are also vital to motivation, but they have totally different functions. It is found that there are two types of neurons projected in the dorsal striatum with two types of DA receptors, with the first type representing D1Rs and projecting in direct pathway in the basal ganglion to promote body motion, which is called rewarding approach, and the second type represents D2Rs and projects in an indirect pathway to suppress the body motion, called aversion avoidance (Hikida et al., 2010; Kravitz et al., 2010). And Kravitz et al., 2010, 2012 used ontogenetic stimuli and found that D1-medium spiny neurons (D1-MSNs) selectively activate the D1-type MSNs in the dorsal striatum, promote locomotion, and induce persistent reinforcement. In contrast, activation of the D2-type MSNs suppressed locomotion and induced transient punishment (Kravitz et al., 2010, 2012). Thus, rewarding and aversive stimuli can activate different DA neurons with different receptors and lead to the approaching or avoiding behaviors. This indicates that the rewarding and aversive neurons can be separated by different receptors. However, Al-Hasani et al. (2015) find that the activation of DAergic neurons in the ventral part of the NAc is mainly overlapped with D1-MSNs but reacts to aversive stimuli. Therefore, it is worthy further studying the different types of DAergic neurons with different DA receptors.

Although considerable progress has been made in the physiological function of D3, D4, and D5 receptors, the specific physiological functions of these receptors are yet unknown (Beaulieu and Gainetdinov, 2011), especially the function of DA neurons in rewarding and aversion. D3, D4, and D5 receptors are mainly expressed in the limbic system (Leriche et al., 2006; Rondou et al., 2010; Beaulieu and Gainetdinov, 2011). It is proved that D3 is vital to cocaine addiction (Zhang et al., 2017) and locomotion activity (Sibley, 1999). And the increase of D3 receptors (D3Rs) is closely related to tardive dyskinesia (TD) in a non-human primate model (Mahmoudi et al., 2014). Recent studies have shown that D4 receptors have the potential to improve mental disorders and cognitive functions (Guo et al., 2017). D5 receptor has beneficial effects on reward and novelty and on improving cognitive impairment (Leriche et al., 2006; Beaulieu et al., 2007; Mei et al., 2009; Shen et al., 2016). DA receptors also play a vital role in the treatment of many mental diseases, especially the FND, are targets of some psychiatric pharmaceuticals, and the target of many medications that are the main methods used to treat PD, restless legs syndrome, schizophrenia, bipolar disorder, and major depressive disorder, such as bromocriptine, pramipexole, ropinirole, chlorpromazine, risperidone, metoclopramide, brexpiprazole, and cariprazine (Pajonk, 2004; Bonuccelli et al., 2009; Fawcett et al., 2016; Kim et al., 2016; Klein et al., 2019).



PREDICTION ERRORS AND FUNCTIONAL NEUROLOGICAL DISORDER

The concept of reward prediction error proposed by Schultz et al. (1997) is regarded as a milestone in the study of DA function. Along with his colleagues, Schultz found that there is a significant relationship between the activation level of VTA DAergic neurons and the reward prediction before the appearance of stimuli. Later on, Gu et al. (2019b) deduced the famous reward prediction error formula through modeling:
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which quantifies the relationship between DAergic neuron excitement and reward prediction error. That is to say, the joy at reward stimuli is determined not only by the amount of reward but also by individual’s expectation of the reward stimuli (Wang F. et al., 2020). Chances are that the joy of a fully expected big reward is less than that of an unexpected small reward. Correspondingly, DAergic neurons perform differently at expected errors (as expected, better than expected, and worse than expected). Rewards regarded as “expected” might incur tonic DA release, those as “better than expected” produce phase burst signals, and those as “worse than expected” generate suspension of activation of DAergic neurons. Bursts of action potentials induce more DA release in a specific projection area than spikes of the same number in the spaced action potential tissue (Pignatelli and Bonci, 2015). It is worth noting that DAergic neurons in the limbic system are traditionally believed not to be sensitive to aversion prediction errors, because the midbrain DAergic neurons might only process the information of reward prediction errors, while they make no response in accordance with the occurrence of aversive clues [conditioned stimuli (CSs)] (Fiorillo et al., 2013; McHugh et al., 2014).

However, a recent study showed a totally different result, in contrast to previous studies that showed that the VTA and SN in the traditional DA neuron aggregation area are not activated by aversion prediction errors (Mileykovskiy and Morales, 2011; Schultz, 2015), and even showed inhibitory response to aversion prediction cues (Ungless, 2004; Tan et al., 2012). However, related results show that midbrain DAergic neurons are distributed not only in the VTA and SN but also in the PAG and DRN (Dougalis et al., 2012). Despite sparse distribution in the VTA and SN, these DAergic neurons are highly likely to play an important role in aversion prediction errors according to the characteristics of neurons in these brain areas (Matthews et al., 2016; Cardozo Pinto et al., 2019). Groessl et al. (2018) investigated the activities of DAergic neurons at CSs (such as noise) and unconditioned stimuli (USs; such as foot shock). Results showed that PAG and DRN DAergic neurons are activated by the aversive stimuli clues (noise). These mice showed three kinds of prediction errors: as expected, worse than expected, and better than expected. It turns out that the DAergic neurons of the PAG and DRN produced a potential activity similar to that of the DAergic neurons of the VTA during the reward prediction error. In other words, aversion regarded as “as expected” will incur tonic release; reward as “worse than expected” will incur a phase burst signal; and aversion as “as expected” will incur a suspension of activation. These results suggest that the DAergic neurons of the PAG and DRN are likely to be involved in the processing of aversive prediction errors.

Besides, human beings might also follow this principle in the process of decision making. Nobel Prize winner Professor Kahneman proposed in his classic loss aversion theory that human beings also follow the principle of seeking advantages and avoiding disadvantages in the process of decision making. Decision making under risk usually expresses different levels of aversion preferences and shows higher sensitivity to potential aversion than the same level of acquisition (Kahneman and Tversky, 1979). The involvement of the PAG in the processing of aversive prediction errors has been demonstrated in a functional magnetic resonance imaging (fMRI) study on the human brain (Roy et al., 2014). Roy et al. (2014) compared two different tests on aversion to avoid acquisition and degree of pain, and then they established two types of prediction errors. One is “all or nothing” and the other “continuous change.” Changes in relevant brain regions under three prediction errors (as expected, worse than expected, and better than expected) are recorded using fMRI. With Bayesian statistics processing, the results showed that the PAG is the key brain region of prediction error processing; at the same time, an important loop of aversive prediction error is identified: PAG–mPFC. Due to the intrusive nature of neuronal imaging (Verharen et al., 2020), it is not yet determined whether it is DAergic neurons that are activated by aversive prediction errors in the PAG. But with research results in mice by Groessl et al. (2018), it can be speculated that there exist a cluster of DAergic neurons in the PAG of animals that respond to aversive stimuli and engage in the processing of aversive prediction errors. The activation of aversive prediction errors in the human brain is likely to be incurred by a subgroup located in the area of DAergic neurons.

According to the description of the Diagnostic and Statistical Manual of Mental Disorders, fifth edition (DSM-5), FND is defined as a neurological disease with symptoms (such as motor and cognitive disorder) that cannot be explained by current neurological theories. When it comes to behavior research, FND patients are different in emotion and recognition from normal people, embodied by their more negative emotion and worse prediction (Pick et al., 2019). An fMRI study of FND patients found that the PAG activation increases when they face facial expressions, and the connection of the dorsolateral PFC (dlPFC) and insula increases according to an emotion-related study on them (Aybek et al., 2015; Espay et al., 2018; Szaflarski et al., 2018). Therefore, it is fair to say that the behavior and fMRI results are both strongly correlated with DAergic neurons in the PAG area. Accordingly, it is predicted that the abnormality of DAergic neurons in the PAG area is one of potential causes of FND. FND patients often show hysterical behaviors in stressful situations. FND patients tend to be more negative at loss and gain lower feelings of happiness from reward than healthy people. Consequently, they feel exhausted, indifferent, and even depressed, which appears to be consistent with symptoms of lacking DA (Logan and McClung, 2019; Xia et al., 2019; Liang et al., 2021). In conclusion, it is necessary to further explore the activation difference of DAergic neurons between FND patients and healthy people with predicting reward or aversion, so as to uncover the causes for FND.



PARKINSON’S DISEASE AND FUNCTIONAL NEUROLOGICAL DISORDER

There are symptoms of movement disorders at the onset stage of both PD and FND, for example, tremors; and related studies have found that the activation patterns of the basal ganglia are abnormal in patients with both diseases (Lehn et al., 2016; Klein et al., 2019). One of the main input areas of the basal ganglia is the striatum. Ninety percent of neurons in the striatum are GABAergic spiny projection neurons (SPNs), which highly express D1Rs and D2Rs and control movement by DAergic projections (Gerfen and Surmeier, 2011). Nowadays, it has proved that PD is related to the abnormalities in the pathway (Bonuccelli et al., 2009; McKinley et al., 2019), and recent studies of FND have also found that motor conversion disorders in FND patients may be related to abnormalities in this area (Voon et al., 2010; Lehn et al., 2016). PD is a common neurodegenerative movement disorder (Klein et al., 2019), which can be mainly divided into two subtypes. The first type is tremor-dominant PD whose symptoms are mainly motor retardation, muscle rigidity, resting tremor, and posture and gait disorder. The second type is non-tremor-dominant PD, which usually progresses faster and has higher functional disability than tremor-dominant PD (Jankovic et al., 1990; Kalia and Lang, 2015). The common incidence of PD happens in the elderly over 60 years old, and the incidence rate is about 13 cases per 100,000. And the incidence rate of men is higher than that of women (Williams-Gray and Worth, 2016).

The main motor symptoms of PD are caused by the degeneration of SN DAergic neurons (Suárez et al., 2014), which mainly project in the dorsal striatum. The main function of the striatum is to evaluate the “action plans” produced by the cerebral cortex; to construct a movement diagram based on the sensory state, motivational state, and past experience; and then to transmit the evaluation to other basal ganglion nuclei (Zhai et al., 2019). At the receptor level, the abnormal regulation of the direct and indirect pathway spiny projection D1Rs and D2Rs in the dorsal stratum is the cause of the main motor symptoms of PD (Gerfen and Surmeier, 2011). It was suggested that D1Rs and D2Rs control the “direct pathway” and “indirect pathway” and promote or inhibit body movements, respectively (Xia et al., 2019). And it has been found that the excitability of D1 and D2 shifted in opposite directions in PD patients, causing an imbalance in the regulation of the thalamus movement (Gerfen and Surmeier, 2011). Meanwhile, some studies have shown that the lack of DA alters the induction of long-term plasticity at glutamatergic synapses, and the lack of D1R signal may cause the long-term bias of the direct pathway of glutamatergic synapses, but the lack of D2Rs signal can cause long-term potentiation (LTP) of direct pathway glutamatergic synapses (Mallet et al., 2006). Thus, the current treatment for PD is using drugs that increase DA concentration or directly stimulate DA receptors for symptomatic treatment.

Similarly, FND symptoms are characterized by physical symptoms without disease pathology, mainly manifested as tremor, myodystonia, and gait disorder (Voon et al., 2010). FND patients account for about 30% of neurological outpatients (Carson et al., 2003). FND patients also suffer more than other known mental illness patients, because the causes of FND are not yet clear. At the same time, severe FND can also cause physical disability (Pick et al., 2019). In addition to physical symptoms, FND patients often report a series of emotional dysfunctions, such as anxiety, depression, alexithymia, and/or affective regulation disorder (Brown and Reuber, 2016; Carson and Lehn, 2016). Recently, some researchers have begun to study the differences between FND patients and normal people from the perspective of emotional processing and put forward some hypotheses for the causes of FND from the perspective of emotion. For example, Voon et al. (2010) applied an fMRI in studying the difference in brain activation between normal subjects and FND patients in recognizing emotional faces. They found that there was no difference of the activation of the amygdala when normal people watch emotional faces (happiness, neutral, and fear). And further analysis has found a greater interaction between the right amygdala and the right supplementary motor area in FND patients compared with normal subjects (Voon et al., 2010), which indicates some abnormalities in the amygdala of FND patients. The basolateral amygdala receives the signals from the hippocampus and cerebral cortex and then projects to the dorsal and ventral striata. Meanwhile, the basolateral amygdala can also send projections to the central nucleus of the amygdala and the terminal striae of the lateral basilar nucleus (extended to the amygdala) and then project to the gray matter around the aqueduct, the LHa (autonomous responses), and the midbrain nucleus, such as the VTA (Lang and Davis, 2006). The DAergic neurons projected via both pathways are related to motor control (Zhai et al., 2019) and reward prediction errors (Schultz et al., 1997; Groessl et al., 2018). The greater functional connectivity of the marginal zone in FND patients affects the motor preparation zone, which may be a pathophysiological basis of FND (Voon et al., 2010). Schrag et al. (2013) have some similar findings. Anyway, the causes of FND are complicated, and FND may not be caused by a dysfunction of a single brain area. Therefore, future studies are needed to start with the interactions between emotion and motor brain area and to study the DAergic projection in different neural networks.



NEURAL NETWORKS FOR DOPAMINE PROJECTION

The limbic system has been called the emotional brain, which is located at the underside of the brain and the inner side of the brain [including the anterior cingulate cortex (ACC)], the lower corpus callosum, the hippocampal structures in the hippocampus and deep hippocampus, and some subcortical brain structures, including the thalami, VTA, and SN (Shen and Lin, 1993; He et al., 2009). The VTA and SN in the ventral side of the limbic system have long been considered as the main source of DA transmitters in the cerebral cortex and subcutaneous tissue (Bjorklund and Dunnett, 2007). This area is also involved the processing of reward prediction error calculation (Schultz et al., 1997), with gamma-aminobutyric acid (GABA) in the VTA regulating the amount of reward by inhibiting the activity of DAergic neurons (Roberts et al., 2021), thereby calculating the reward prediction error (Cohen et al., 2012). At the same time, some animal studies have indicated that there are multiple clusters of neurons in this region that are responsible for different motivational functions and may be involved in different neural circuits to process reward and aversive information (Lammel et al., 2011). However, most studies mainly focus on the reward function of DA in the limbic system, lacking studies on the aversion function and its neural circuits. In addition, some researchers even questioned the aversive function of DA neurons in the limbic system (Schultz, 2010).

Bromberg-Martin et al. (2010) proposed that DAergic neurons of the limbic system act on different motivational controls when they participate in different neural networks. Therefore, it has been a vital research direction in the related field to find the aversive circuit of DAergic neurons of the limbic system. In recent years, with the development of virus-tracking technology, some aversive circuits of DA have been discovered (Hu, 2016; Verharen et al., 2020). For example, some studies have reported four limbic system brain areas: the VTA, SN, PAG, and DRN. The next discussion about the aversive circuit of DAergic neurons in the limbic system will also focus on these brain areas.



THE AVERSION FUNCTION OF DOPAMINERGIC NEURONS IN THE VENTRAL TEGMENTAL AREA

The VTA is an important nucleus for DAergic neurons, which play an important role in reward prediction error. Indeed, the mesolimbic DA system (refer to the DA pathway from VTA DAergic neurons to the NAc) has always been considered to play an important role in processing information about rewards, approaching behaviors and positive reinforcement (Saunders et al., 2018; Yuan et al., 2019). However, some researchers suggested that the DA release of neural circuits connected to DAergic neurons in this region is involved in the processing of aversive stimuli. For example, Lammel et al. (2011, 2012) discovered a circuit of VTA DAergic neurons processing aversive stimuli. Many new ways of studying have shed some light in this field, by injecting viruses and fluorescent tracers into the VTA of mice; applying conditioned place preference (CPP), conditioned place aversion (CPA), and open field tasks to these mice; and recording the activities of DAergic neurons in the VTA. And these results showed that there are two kinds of VTA DAergic pathways: the rostromedial tegmental nucleus (RMTg) → VTA DA → dorsal NAc pathway, which is mainly responsible for processing rewarding stimuli, and the other one is the LHb → VTA DA → mPFC pathway, which is involved in processing the aversive stimuli (Figure 1). Besides, there are studies that further reported several subgroups of DAergic neurons in the dorsal VTA, which are embedded in different circuits and participated in different behavioral functions. However, these pathways have been questioned by some later studies (Tian and Uchida, 2015; Tian et al., 2016); for example, Tian et al. (2016) showed that aversive stimulus processing function was not affected by VTA impairment, which suggested that the reaction is insensitive to the decline of the frequency of rewards. However, this aversive pathway is supported by many other studies (Pignatelli and Bonci, 2015; Hu, 2016). Alternatively, de Jong et al. (2019) reported another pathway for aversive processing associated with VTA DAergic neurons, which is LHb → RMTg → VTA DA → vNAcMed (Lerner et al., 2015). In all, these studies indicate that some DAergic neurons participate in the processing of aversive stimuli through the VTA as a start point projecting to different brain regions.
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FIGURE 1. Neural circuits for DA projection. DA, dopamine; OFC, orbitofrontal cortex; mPFC, medial prefrontal cortex; NAc, nucleus accumbens; LHb, lateral habenula; VS, ventral striatum; CEA, central amygdala; VTA, ventral tegmental area; SN, substantia nigra pars compacta; RMTg, rostromedial tegmental nucleus; DRN, dorsal raphe nucleus; PAG, periaqueductal gray matter; LDT, laterodorsal tegmental nucleus.




THE AVERSIVE FUNCTION OF DOPAMINERGIC NEURONS IN THE SUBSTANTIA NIGRA

Like the VTA, the SN is also an important nucleus of DAergic neurons. Some recent studies also found some aversive pathways related to SN DAergic neurons. Matsumoto and Hikosaka (2009) conducted a study about Pavlov’s classical conditioned reflex and found that the LHb → SN DA → dorsal striatum (dVS) pathway is likely responsible for processing aversive stimulus. And the same result was also found in the SN DA → ventral striatum (VS) pathway. Menegas et al. (2017, 2018) found that the SN DA → VS pathway played an important role in the fear aversion learning task of rats. The discovery of the pathway is consistent with their previous findings that lateral SN DAergic neurons are involved in the processing of aversive stimuli.



AVERSIVE FUNCTION OF PERIAQUEDUCTAL GRAY MATTER AND DORSAL RAPHE NUCLEUS DOPAMINERGIC NEURONS

Unlike the VTA and SN, the presence of DAergic neurons in the PAG and DRN has only been discovered in recent studies (Cardozo Pinto et al., 2019). Therefore, there is still some controversy about whether there are DAergic neurons in these two brain regions. With the advent of electrophysiology and other biological imaging techniques, some researchers have begun to study the characteristics of DAergic neurons in these two regions (Dougalis et al., 2012; Li et al., 2016) and have made a series of reports, which further support the existence of DAergic neurons in these two brain regions. Similarly, some studies have reported about the aversive function of PAG and DRN DAergic neurons, which have shown that the two brain regions (the PAG and DRN) play an important role in coping with pain stimuli (Eippert and Tracey, 2014; Gadotti et al., 2019), and the amygdala is an important targeting area of these two brain regions (McNally and Cole, 2006). Therefore, it is important to explore whether the PAG/DRN → amygdala circuit is involved in the processing of aversion stimuli. The study conducted by Groessl et al. (2018) found that PAG and DRN DAergic neurons play an important role in the processing of aversive stimulus and aversive prediction error processing (Charney, 2004). At the same time, it is found that PAG and DRN DAergic neurons projected to the central amygdala (CE) and confirmed that the PAG/DRN → CE circle is responsible for the aversive stimulus and the processing of aversive clues.

In addition to the above regions, DAergic neurons in other areas in the limbic system have also been found to be engaged in the processing of aversive stimuli. A recent study of Kramar et al. (2021) showed that the VTA DA release promotes the activation of DAergic neurons in the dorsal hippocampus, which reinforces late consolidation of aversive memory (Clewett and Murty, 2019; Shao et al., 2021). The hypothalamus is an important area of emotional processing in the limbic system with its medial and lateral nuclei processing different information. The medial nucleus is mainly responsible for the processing of reward stimuli such as food intake and sexual behavior, while the lateral nuclei are responsible for the processing of aversive information including stress and tension (Barbosa et al., 2017). It is worth noting that a recent study found that LHb projection to LHA neurons is responsible for encoding aversive information (Lazaridis et al., 2019). As Lammel et al. (2012) previously reported that aversive information is processed by DA transmission of (LHb) → VTA DA → mPFC circle, is the LHb → LHA projection related to DAergic neurons? Therefore, further research should focus not only on traditional distribution of DAergic neurons mentioned above but also on whether other areas of the limbic system and DAergic neurons in nuclei are involved in the processing of aversive information.



DOPAMINE AND NOREPINEPHRINE

Dopamine and norepinephrine (NE) neurons project widely in the whole brain (Charney, 2004). NE is mainly produced by neurons in the locus coeruleus (LC), and the LC–NE systems respond to stress by globally priming neurons in the brain (Nestler and Aghajanian, 1997; McCall et al., 2015). The already known functions of NE are alerting (Mandalaywala et al., 2017), arousal (Carter et al., 2010), recognition (Wagatsuma et al., 2018), sleep/awake transitions (Carter et al., 2012), and drug addiction (Cao et al., 2010). Some recent studies have also found that the LC–NE is related to stress recovery (Valentino and Van Bockstaele, 2015; Liang et al., 2021; Sullivan and Ballantyne, 2021) as the function of the pursuit of reward and the avoidance of punishment in DA and the function of alerting and arousal in norepinephrine are respectively relative to the valence and arousal in the theory of emotional dimension. Wang F. et al. (2020) added serotonin (5-HT) as another neurotransmitter and put up “three primary color model” of basic emotions (Gu et al., 2019b). The theory proposed that all emotions are composed of some basic emotions, such as happiness, sadness, and anger and fear, which are subsided respectively by the three neurotransmitters: DA, happiness; 5-HT, sadness; and NE, fear (anger). Recent studies have indicated that the VTA is a downstream projection area of the LC (Isingrini et al., 2016), and the LC–NE neurons manage negative emotion through suppressing VTA DAergic neurons. Current studies on the effect of NE transmitter to DAergic neurons focusing on addictive behavior (Grace et al., 2007) and the treatment of depression (Friedman et al., 2016; Gu et al., 2020) suggested that the LC–NE neurons projection to midbrain DA neurons and that their target structures play a vital role in the changes of neural circuits. These changes might be the causes for pathological behaviors, including the development and maintenance of addiction and the alteration of the reward and aversion neural circuits in patients with addiction or depression (Everitt and Robbins, 2005; Hyman et al., 2006; Schultz, 2007; Admon et al., 2017). It is crucially important to explore the mechanisms of changes of DAergic neurons, which are modulated by NE neurotransmitters. Relevant studies have shown that DAergic neurons are tensely distributed with α1 and β3 adrenergic receptors (Zhang et al., 2019). In the process of reward, the VTA DAergic neurons mainly receive the projection of glutamic acid (Mingote et al., 2019; Wang J. et al., 2020), GABA (Bouarab et al., 2019), and NE neurons. And the main function of DAergic neurons is to suppress the activation of GABAergic neuron. On the one hand, α1-Ars receptors can promote release of DA from DAergic neurons (Mitrano et al., 2012). In addition, α1-Ars receptors can also affect the release of GABA directly in the VTA DAergic neurons (Velasquez-Martinez et al., 2015) and further strengthen the activation of DAergic neurons (Figure 2). Velasquez-Martinez et al. (2015) found that cocaine-induced inhibition of monoamine reuptake may further enhance the availability of NE in synapse and invoke stronger stimulation of α1-ARs but may reduce the release of GABA in the VTA neurons (Martins et al., 2019). It may reverse neurotransmitter actions related to aversive behaviors, increase the nervous excitability of DAergic neurons, and then cause sensitization to drugs like cocaine (Clewett and Murty, 2019; Velasquez-Martinez et al., 2020). Zhang et al. (2019) reported in a study of social pressure and sensitivity that mice with stronger psychological resilience will release more NE than those with weaker psychological resilience in the circumstance of depression. After depressive-like behaviors were reversed, NE release increased rapidly, which indicates that the LC–NE system has an important function in mediating the psychological resilience of humans and animals.


[image: image]

FIGURE 2. Neural mechanism of LC–NE affecting DA in addictive behavior. LC, locus coeruleus; NE, norepinephrine; DA, dopamine.


In summary, NE (especially α1-Ars) participates in the processing of reward information of the VTA DAergic neurons, which directly promote the activation of DAergic neurons and hinder the release of antagonist GABA of DA. It will further affect the processing of reward information to the VTA DA and is significantly meaningful to the relevant treatment of addictive behavior, depression, and some diseases. Meanwhile, other studies (Mitrano et al., 2012) have found that the function of DA system and NE system interacts in other brain regions, which affect many psychological processes.



DOPAMINE AND SEROTONIN

5-HT was first suggested as a neurotransmitter for aversion in Bradley et al. (1986), and there is a great overlap in function of both 5-HT and DA (Yagishita, 2020). But 5-HT plays a vital role in motivation-related functions, such as reward and aversion learning, incentive processing, decision making, and goal-oriented behavior (Hu, 2016). The main gathering area for 5-HT neurons is the DRNs. The 5-HT neurons of the DRN send projection to the entire brain, including the striatum and thalamus (including the posterior complex and the lateral geniculate nucleus, the anterior ventral nucleus, and the anterior ventral nucleus), cingulate cortex, PFC (including medial PFC), temporal lobe, and sensory cortex (Conio et al., 2020), and receive the input from the hypothalamus, amygdala, midbrain, and the anterior neocortex (Weissbourd et al., 2014). The types of 5-HT receptors are more complicated than those of DA. There are 14 types of 5-HT receptors and can be divided into seven main families according to different G-proteins coupled. Different receptors in different families have different functions. For example, 5-HT1 plays a role in rewards (Akizawa et al., 2019) and anxiolytics (Ramboz et al., 1998), 5-HT2A receptors are correlated to hallucinations and insights (Vollenweider et al., 1998); 5-HT4 receptors have an effect on memory, depression, and feeding (Bockaert et al., 2008); and 5-HT7 is related to cognitive processes, such as learning and memory (Zareifopoulos and Papatheodoropoulos, 2016).

Although the psychiatric DA hypothesis has been the main hypothesis in the field of psychiatry in the past 50s, almost all drugs for the treatment of psychosis involve DA receptors, especially D2Rs (Stahl, 2018). However, more and more studies have found that 5-HT is also vital to treating mental disorders. Some symptoms of mental patients can also be alleviated by drugs interfered with 5-HT or 5-HT receptors in related brain regions (Stahl, 2016). Therefore, some scholars put forward that psychosis is a condition involving the disorder of multiple neurotransmitters in multiple pathways, but DA and 5-HT may be functioned in some psychosis processes at the same time (Rolland et al., 2014). New therapies for pathways and receptors besides D2Rs in the mesolimbic pathway have received more and more attention. The classic psychiatric DA hypothesis indicates that the abnormal DA pathway in the middle-marginal DA pathway is the cause of most psychosis, and almost all antipsychotic drugs block D2Rs there (Stahl, 2018).

However, a large number of clinical researches have indicated that blocking the D2Rs in this pathway will simultaneously block the D2Rs in the pathway of the SN to the dorsal striatum, leading to some motor disorders, such as meditation, drug-induced PD, and long-term TD (Stahl, 2016). Meanwhile, although the method of blocking D2Rs is effective for patients with manic, depressive psychosis and schizophrenia, it is not ideal for treating PD, Alzheimer’s, and other types of psychosis and even makes the symptoms worse (Ravina et al., 2007; Fénelon et al., 2010). Therefore, researchers have started to study other neurotransmitters in the treatment for psychiatric patients. The 5-HT theory is proposed in this context, which believes that psychosis may be the result of excessive activation of 5-HT2A receptors in glutamate neurons. Thus, blocking the overdose neurotransmission of 5-HT in patients with 5-HT2A receptors in psychosis can theoretically restore the balance between 5-HT and DA and can reduce visual hallucinations and delusions instead of worsening motor symptoms. It can effectively treat PD and Alzheimer’s (Stahl, 2018). Current studies have shown that the loss of DA in the dorsal striatum due to the SNc in patients of PD will change the normal balance between 5-HT and DA. Meanwhile, the 5-HT neurons in the fissure will degenerate with the original loss of 5-HT and worsen with the PD. Pyramidal neurons in 5-HT-related brain regions degenerate, and the number of 5-HT2A receptors is increased in the remaining neurons in the cerebral cortex, which leads to hallucinations in patients (Ballanger et al., 2010; Huot et al., 2010). In other words, 5-HT abnormalities are not significantly related to motor symptoms in PD but may be related to non-motor symptoms. Related clinical studies have found that 5-HT2A antagonists without d2 antagonists have been shown to be effective in the treatment of psychotic symptoms caused by PD. Among the second-generation antipsychotic drugs, 5-HT2A receptors are also important targets for drug theory. Simultaneous targeted therapy of DA D2Rs and 5-HT 5-HT2A receptors shows better performance than a single intervention on D2Rs and fewer side effects (Xia et al., 2019). To sum up, FND patients show obvious physical symptoms and mood disorders. 5-HT is related to many affective and executive functions. Related researches have indicated that 5-HT is associated with anxiety (Deakin and Graeff, 1991), depression (Kraus et al., 2017), alexithymia (Li et al., 2020), and emotion regulation disorder (Stiedl et al., 2009). Meanwhile, the function of 5-HT and FND patients in rewarding and aversion processing has received more and more attention. The aversive function of 5-HT has been early discovered (Bocchio et al., 2016), and behavior inhabitation (Crockett et al., 2009) has also been proved to be a vital function of 5-HT. And it is found that the NAc, meanwhile, receives the projection of 5-HT, and these neurons projected by 5-HT are also activated when receiving the projection of rewarding stimuli, which shows that it is closely related to rewarding (Barot et al., 2007). And DRN 5-HT neurons are excited about the actual reward (Liu et al., 2014) regardless of whether the reward is predicted or not. Therefore, considering that 5-HT is involved in the two major obstacles of FND at the same time, drug intervention in the 5-HT concentration of FND patients or drug treatment with 5-HT receptors as a target may alleviate some symptoms of FND patients to a certain extent. In the future, it is necessary to further clarify the role of DA and 5-HT in the common projection area (such as the NAc) domain, which is meaningful to intervene related transmitter receptors precisely and cue some related mental diseases.



SHORTCOMINGS AND PROSPECTS

The aversive function of DAergic neurons in the limbic system has been confirmed by many experiments, and the results have gradually obtained unanimous agreement. Many regions in the limbic system such as the VTA, SN, PAG, DRN, and VS (NAc) are suggested to be involved in processing aversive stimuli, and more relevant studies are gathering momentum. However, there are still some concerns in this area of research.

First, the technology of DA measurement is of concern. Problems still exist despite that significant progress has been done in the DA measurement with improved technology of electrophysiology, imaging, and virus tracking; DA imaging is still impossible to be applied to the human brain due to its invasive nature (Verharen et al., 2020). It can be speculated that DA in the human brain is engaged in the processing of aversive stimuli according to research on mice and rhesus monkeys. Humans, however, as higher organisms, show significant difference on brain structure and function with mice and monkeys. Further studies are needed on whether DAergic neurons in the limbic system of the human brain operate and function the same as the brains of mice and monkeys.

Second, whether DAergic neurons can be identified accurately emerges as a more important question. Morales and Margolis (2017) raised doubts about the identification of DAergic neurons in the VTA in the experiments. For example, neurons in mice can produce mRNA for tyrosine hydroxylase (TH) but cannot synthesize the enzyme required for DA. Therefore, false positives may be caused by identifying or manipulating DA neurons in the experiment on TH mRNA of mice (Yamaguchi et al., 2015).

Another concern relates to the ambiguous definition of aversion. Biologically, an aversive feeling is defined as an inner feeling when a creature avoids potential harm of stimuli (toxins, predators, and mechanical stress) on body for survival (Tovote et al., 2016). This definition, however, is too broad, as it includes almost all negative emotions and it leads to many problems in specific experiments. Stimuli in psychology and biology such as fear, pain, and social isolation are all considered as aversive stimuli; their value and degree of arousal, however, lack clear distinction (Lammel et al., 2012; Li et al., 2016; Matthews et al., 2016). So which stimulus incurs the reaction of DAergic neurons? Is it fear, pain, or the psychological effects of social isolation? Failure to distinguish value (aversion) and arousal (alertness) will lead to the confusion between aversion and alertness. Which feature of the stimulus produces a high level release of DA (Bromberg-Martin et al., 2010; Gu et al., 2019a)? Therefore, more studies are needed in studying how to further distinguish biological aversive stimuli, especially the distinction between value and arousal.



CONCLUSION

To sum up, the article starts with the aversion function of DA, discussing the definition of aversion. Then according to series of studies, it discusses some special subtypes of DAergic neurons that exist in multiple brain areas of the limbic system. Though some researchers hold opposite views on whether DAergic neurons are involved in the processing of aversive stimuli, they show excitation when giving aversive stimuli and cues. Then, the article discusses the prediction error function of DA. According to some performances of FND patients in event prediction, it is speculated that the abnormal prediction error loop of DA may be the potential cause of FND. Next, the article summarizes the neural circuits that DA neurons in the limbic system participate in the processing of aversive stimuli and propose some assumptions about neural circuits of DA projection. After that, it discusses the relationship of NE and DA based on the researches of addictive behavior and the treatment of depression. Finally, shortcomings of current researches and prospects of future study are summarized, attempting to help further research on DA.
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Schizophrenia is a chronic disorder characterized by specific positive and negative primary symptoms, social behavior disturbances and cognitive deficits (e.g., impairment in working memory and cognitive flexibility). Mounting evidence suggests that altered excitability and inhibition at the molecular, cellular, circuit and network level might be the basis for the pathophysiology of neurodevelopmental and neuropsychiatric disorders such as schizophrenia. In the past decades, human and animal studies have identified that glutamate and gamma-aminobutyric acid (GABA) neurotransmissions are critically involved in several cognitive progresses, including learning and memory. The purpose of this review is, by analyzing emerging findings relating to the balance of excitatory and inhibitory, ranging from animal models of schizophrenia to clinical studies in patients with early onset, first-episode or chronic schizophrenia, to discuss how the excitatory-inhibitory imbalance may relate to the pathophysiology of disease phenotypes such as cognitive deficits and negative symptoms, and highlight directions for appropriate therapeutic strategies.
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INTRODUCTION

Schizophrenia is a chronic, debilitating disorder characterized by primary symptoms (positive and negative), social and behavioral disturbances, and cognitive deficits. Interestingly, cognitive deficits often persist even after primary symptoms are relieved by drug treatment. Human and animal studies in the last decades have identified glutamate and gamma-aminobutyric acid (GABA) neurotransmission disturbances as affected factors involved in cognitive deficits of psychiatric disorders. Exploring the brain alterations that contribute to cognitive deficits will shed light on the mechanisms underlying the disease and may help find novel and powerful therapeutic strategies.



DEFINITION AND HISTORY OF THE EXCITATORY-INHIBITORY BALANCE HYPOTHESIS

The majority of neurons in the neocortex are glutamatergic excitatory pyramidal neurons (Somogyi et al., 1998; Sugino et al., 2006), while around 20% of the cortical neurons are GABAergic inhibitory interneurons (Tatti et al., 2017). Neural information consists of both excitatory signals from glutamatergic pyramidal neurons and inhibitory signals originate from GABAergic interneurons. In a healthy brain, excitatory and inhibitory information is perfectly balanced through the control by multiple developmental processes. Maintenance of the balance of excitatory and inhibitory signals is critical for the development and function of cortical microcircuits and neural networks. Disruption of this finely tuned excitatory-inhibitory (E-I) balance has been proposed as a hypothesis providing insights into the pathomechanisms underlying neurodevelopmental and neuropsychiatric disorders (Rubenstein and Merzenich, 2003; Yizhar et al., 2011; Lisman, 2012).

In general, the relatively simple conceptualization of E-I balance always refers to the balanced state of the overall excitatory and inhibitory levels of singular entities at both single cell and global circuit levels (Rubenstein and Merzenich, 2003). Recently, Sohal and Rubenstein (2019) have clarified the multidimensional concept of this balance, stating that excitation and inhibition signals originate from multiple sources and can act on different targets. Furthermore, the excitatory-inhibitory balance may contribute to the balanced activity of different subtypes of excitatory or inhibitory neurons, rather than the simple ratio between the overall level of excitation and inhibition (Sohal and Rubenstein, 2019). The multidimensional concept of E-I balance highlights the essentiality of understanding of the multifaceted mechanisms that can result in E-I imbalance and contribute to the pathophysiology of the disease. Imbalanced excitatory and inhibitory information could contribute to disturbance of higher cognitive functions, such as sensory and working memory processing (Rao et al., 1999; Casanova et al., 2007; Opris and Casanova, 2014). Understanding the disturbance of the excitatory-inhibitory balance can provide more insight into the mechanisms underlying neurodevelopmental disorders (NDDs) such as schizophrenia, autism spectrum disorders, intellectual disability, and epilepsy, and further provides guidance for future therapies for these NNDs.



DYSFUNCTION OF GABAergic AND GLUTAMATERGIC NEUROTRANSMISSION IN SCHIZOPHRENIA

The alteration of either GABA or glutamate levels contribute to an abnormal GABA/glutamate ratio, which further strengthens the proposition of an E-I imbalance in schizophrenia.


Evidence for GABAergic Dysfunction in Schizophrenia


Post-mortem Cerebrospinal Fluid and in vivo Plasma Levels

Postmortem studies in human subjects have demonstrated altered cerebrospinal fluid (CSF) levels of gamma-aminobutyric acid in several psychiatric diseases, including schizophrenia (Lichtshtein et al., 1978; Van Kammen et al., 1982), depression (Gold et al., 1980; Gerner and Hare, 1981), bipolar disorder, and anorexia nervosa (Gerner and Hare, 1981). Lower GABA levels in the CSF of schizophrenic patients than healthy subjects were first reported over 40 years ago (Lichtshtein et al., 1978), and were further found to be significantly reduced in female schizophrenic patients during the early years of the illness (Van Kammen et al., 1982). Lower GABA levels may also be present in the plasma, albeit the non-significant difference found in a previous study (Petty and Sherman, 1984). GABA levels have been shown to increase with age, duration of illness, and further increase with long-term neuroleptic treatment (Van Kammen et al., 1982).



Imaging Gamma-Aminobutyric Acid Levels in vivo

Imaging studies quantifying GABA levels via proton magnetic resonance spectroscopy (1H-MRS) have provided evidence of alterations in GABA concentration in several brain regions. While in vivo GABA levels were first assessed in the first-episode, antipsychotic-naive male patients with schizophrenia by Stanley et al. over 20 years ago, the original findings showed no significant changes in the left dorsolateral prefrontal cortex (DLPFC), as compared to healthy controls (Stanley et al., 1994). On the contrary, a 25% elevation in the ratio of GABA and glutamate to creatine was reported in the right prefrontal cortex of medication-free patients with first-episode schizophrenia (Choe et al., 1994), indicating an increased prefrontal glutamatergic and GABAergic activity. Consistently, a 15.5% elevation of the GABA/creatinine ratio in the anterior cingulate cortex (ACC) and a 11.9% elevation of the GABA/creatinine ratio in the parieto-occipital cortex (POC) have been found, respectively, in patients with chronically treated for schizophrenia (Ongür et al., 2010). Kegeles et al. (2012) reported a 30% increase in GABA levels in the medial prefrontal cortex (mPFC) but not the DLPFC in unmedicated patients with first-episode schizophrenia, suggesting distinct alterations in the excitatory-inhibitory balance in specific brain regions. Although systematic reviews and meta-reviews across psychiatric disorders indicated no statistical difference in levels of GABA in schizophrenic patients compared to controls (Schür et al., 2016), recent studies using advanced 1H-MRS technology have provided a new insight into in vivo GABA concentrations in patients with schizophrenia by reporting a tendency to reduce in vivo ACC GABA levels in chronic schizophrenia patients in older age (Rowland et al., 2013), and a significant reduction of in vivo GABA levels in patients with first-episode schizophrenia (Chiu et al., 2018). In addition, these reports indicated that decreased in vivo GABA levels was correlated with the severity of illness (indicated by total and general PANSS performance), and might be associated with poor attention in medication-naive patients with first-episode schizophrenia (Orhan et al., 2018). More recently, 7T 1H-MRS studies also provided evidence that patients with first-episode schizophrenia exhibited reduced ACC (Wang et al., 2019) and cortical GABA levels (Thakkar et al., 2017), and this reduction is significant when compared either with healthy siblings or the combination of their healthy siblings and participants in the healthy control group (Thakkar et al., 2017).




Evidence for Glutamatergic Dysfunction in Schizophrenia


Glutamate and Glutamate Markers in the Cerebrospinal Fluid, Post-mortem Tissue and Plasma

Human studies have suggested a predominant role in the contribution of corticolimbic glutamatergic neurotransmission dysfunction in schizophrenia. Heterogeneity in the CSF glutamate concentrations in patients with schizophrenia has also been reported. Kim et al. (1980) first reported reduced CSF glutamate levels in schizophrenic patients and proposed the idea that a decreased glutamatergic function might play a role in the etiology of this disorder. Tsai et al. (1995) found diminished glutamate concentrations in the hippocampus of schizophrenic patients. In addition, increased levels of N-acetyl-aspartyl glutamate (NAAG), an acidic dipeptide that acts as an NMDA receptor antagonist (Coyle, 1997), was found in the centrum semiovale in schizophrenia patients at younger age (Rowland et al., 2013). However, these findings suggesting lower glutamatergic activity in schizophrenic patients were only replicated by a few subsequent studies (Bjerkenstedt et al., 1985; Macciardi et al., 1990). Conversely, other studies reported increased levels of the cerebral glutamate and glutamate receptor antagonist kynurenic acid (KYNA) in schizophrenia patients treated with antipsychotics (Gattaz et al., 1982; Nilsson et al., 2005). Finally, a meta-analysis including a total of 320 schizophrenic patients and 294 healthy controls showed that peripheral glutamate levels in schizophrenic patients were significantly higher than those in the control (Song et al., 2014).



Glutamatergic Neurotransmission and Glutamate Receptors

The glutamatergic system is the major excitatory system linking the cortex, limbic system, and the thalamus. Several studies have proposed a role of glutamatergic neurotransmission dysfunction in the pathophysiology of schizophrenia (Coyle, 1996). Csernansky and Bardgett suggested that schizophrenic symptoms, especially negative symptoms, and cognitive deficits, might be associated with dopaminergic neurotransmission initiated by lesions of limbic-cortical neurons and decreases in glutamatergic inputs to the nucleus accumbens and the ventral striatum (Csernansky and Bardgett, 1998; Goff and Coyle, 2001). Thus, glutamatergic neurotransmission is considered as a promising target for potential antipsychotic drugs (Chiu et al., 2018; Mccutcheon et al., 2020).

The postsynaptic activities of glutamate are mediated by different families of glutamate receptors, including ionotropic receptors such as the N-methyl-D-aspartic acid (NMDA) receptor, the α-amino-3-hydroxy-5-methyl-isoxazole-4-proprionic acid (AMPA) receptor and the kainate receptor, and metabotropic receptors coupling to G-proteins which regulate intracellular metabolic processes (Goff and Coyle, 2001). The NMDA receptor (NMDAR) plays a critical role in many molecular and cellular processes modulate synaptic plasticity, neuronal development, and differentiation. In the brains of schizophrenia patients, a disruption of NMDAR expression and localization has been demonstrated (Kristiansen et al., 2007), as well as NMDAR dysfunction in schizophrenia-like behaviors in both humans and animal models (Wang et al., 2004; Guo et al., 2009). Impaired NMDAR function might cause deficits in the PV-positive neuron-mediated inhibition of cortical circuits in schizophrenia (Gonzalez-Burgos and Lewis, 2012; Jadi et al., 2016) and could further mediate cognitive impairments associated with schizophrenia (Karlsgodt et al., 2011). The administration of NMDAR antagonists, such as ketamine, induces schizophrenia-like symptoms, including positive and negative symptoms and cognitive deficits (Thiebes et al., 2017). Similarly, studies have consistently demonstrated a decreased AMPA receptor function in the hippocampus of patients with schizophrenia (Kerwin et al., 1988). Likewise, lower levels of AMPA receptors have been found in the medial temporal lobe of patients with schizophrenia (Meador-Woodruff and Healy, 2000).





ELECTROPHYSIOLOGY

Electrophysiology is a most important method to study the E-I balance. The E/I ratio is often determined by the changes in both miniature excitatory postsynaptic currents (mEPSCs) and miniature inhibitory postsynaptic currents (mIPSCs) from pyramidal neurons. Notably, some studies suggested that electrophysiological biomarkers, such as the P3b event-related potentials (ERP), P50 suppression, the gamma band oscillations, mismatch negativity (MMN), and resting state electroencephalography (EEG) characteristics, might be intermediate phenotypes that are predictive of treatment efficacy and pathophysiology elucidation of schizophrenia (Nagai et al., 2013; Light and Swerdlow, 2015; Thiebes et al., 2017). The gamma band oscillations and MMN are two electrophysiological features closely linked to activities of glutamatergic and GABAergic transmission systems.

Mismatch negativity often refers to a negative deflection to the perceived environmental stimuli. Previously, it has been demonstrated that MMN is attenuated in patients with schizophrenia (Erickson et al., 2016; Owens et al., 2016). Progressive MMN amplitude attenuation may be explained by the long-term dysfunction of the glutamatergic NMDAR neurotransmission system, which might be attributed to extensive gray-matter loss in the whole cortex (Coyle, 2006; Salisbury et al., 2007; Rasser et al., 2011; Näätänen et al., 2016). The use of NMDA receptor antagonists, such as ketamine or MK-801, could reduce the MMN amplitude in healthy human subjects (Umbricht et al., 2000). The NMDA receptor subunit genes GRIN1, GRIN2B, and GRIN3B are reported to be associated with the duration MMN as well (Lin et al., 2014).

Gamma band oscillations abnormalities have been consistently reported in schizophrenia studies (Uhlhaas and Singer, 2010). According to these studies, impaired gamma frequency oscillations may contribute to altered inhibition from parvalbumin-containing GABA neurons in schizophrenia (Volk et al., 2016), and reduced gamma band oscillations could result in impairments in working memory, attention and sensory processing in patients with schizophrenia (Gonzalez-Burgos et al., 2015). Thus, deficient gamma oscillations may indicate pathogenic processes in the GABAergic neurotransmission system, which may result in deficiency in inhibitory neurotransmission. Additionally, gamma band oscillations computational models exhibited stronger gamma band oscillations with weakened excitatory to enhanced inhibitory connections, as a consequence of GABAergic hyperfunction and NMDAR system hypofunction in the E-I network (Volman et al., 2011; Jadi et al., 2016).



ALTERATIONS IN GENETIC AND EPIGENETIC FACTORS OF GLUTAMATE AND GABA NEUROTRANSMISSION PATHWAYS


Genetic Mechanisms Underlying Altered E-I Balance

In this section, we aim to discuss the genetic causes underlying glutamate and GABAergic synaptic transmission dysfunction in schizophrenia with a focus on the effects of CYFIP1 and SYNGAP1.

Several genes are involved in the glutamate and GABA neurotransmission pathways are altered in schizophrenic patients. The expression of genes implicated in glutamate and GABA neurotransmission pathways was found to be altered across the visuospatial working memory network in layer 3 in subjects with schizophrenia (Hoftman et al., 2018). Generally, gene markers associated with glutamatergic transmission have been found to be disturbed in the visuospatial circuit in schizophrenia. For instance, it was demonstrated that vesicular glutamate transporter-1 (vGLUT1) expression was significantly lower in schizophrenic patients, compared to healthy subjects, throughout the entire visuospatial working memory network, while levels of GRIN1 transcript were higher in the primary visual cortex in patients with schizophrenia. In addition, the excitatory amino acid transporter (EAAT) 1 and EAAT2 play a key role in modulating glutamatergic activity and have been found to be associated with schizophrenia (Parkin et al., 2018). According to Hoftman et al. (2018), levels of EAAT2 mRNA transcripts was higher in the primary visual cortex and visual association cortex in patients with schizophrenia, as compared to healthy controls. And a reduced level of gene expression involved in GABAergic activity was shown in schizophrenic patients compared to controls. GAD1, a gene encoding the GABA synthetic enzyme glutamate decarboxylase 67-kDa (also referred to as gamma aminobutyric acid 67, GAD67), is downregulated in patients with schizophrenia (Fujihara et al., 2015, 2020; Tao et al., 2018), which may contribute to the disinhibition associated with schizophrenia (Volk and Lewis, 2002). This inference was also demonstrated by a study on animals with reduced GAD67 expression in PV-positive interneurons (Zhang et al., 2008). As expected, the expression of GABA transporter GAT1 is reduced in a subset of GABA neurons in the brain of patients with schizophrenia (Volk et al., 2001). Additionally, vesicular GABA transporter (vGAT), a GABAergic associated transcript, has been found to be significantly lower in the posterior parietal cortex in brains with schizophrenia, as compared to healthy brains. Similarly, it was also found that knockdown of syndapin I (synaptic dynamin-associated protein I) led to a reduced intracellular accumulation of overexpressed GluA2, further causing impaired function of glutamatergic AMPAR and NMDAR, and resulting in schizophrenia-like phenotypes (Koch et al., 2020). Lastly, a reduction of GABA in the cortex and hippocampus has been shown to result in schizophrenia-associated negative symptoms (Kolata et al., 2018) and cognitive impairments (Fujihara et al., 2020). Of note, schizophrenia-associated copy number variations (CNVs) are common for genes involved in inhibitory GABAergic and excitatory glutamatergic neurotransmissions (Pocklington et al., 2015).

CYFIP1 is a key pathogenic gene located on 15q11.2 (De Rubeis et al., 2013; Oguro-Ando et al., 2015). Numerous studies have identified a loss of CNVs on 15q11.2 in individuals with schizophrenia (Rees et al., 2014; Marshall et al., 2017), and polymorphisms and rare variants in CYFIP1 are also found to be associated with susceptibility to schizophrenia (Yoon et al., 2014). CYFIP1 is enriched in the synapses of excitatory neurons, where it regulates the plasticity and development of dendritic spines (De Rubeis et al., 2013; Pathania et al., 2014). Davenport et al. (2019) have shown that CYFIP is also enriched at the postsynaptic sites of inhibitory neurons. According to Davenport et al. (2019), CYFIP1 deficiency leads to enhanced inhibitory transmission in glutamatergic neurons in vivo, eliciting increased levels of synaptic proteins such as the postsynaptic GABA(A) receptor β2/3-subunits and neuroligin 3, and oversized inhibitory synapses. Conversely, increased expression of CYFIP causes an increase in excitatory synapses on both the shaft and dendritic spines, further disrupting inhibitory synaptic transmission. Collectively, CYFIP1 dysfunction, both overexpression and deletion, can result in an abnormal function of glutamatergic and GABAergic synaptic transmission, leading to an excitatory-inhibitory imbalance (Davenport et al., 2019).

SYNGAP1 (Synaptic Ras GTPase activating protein 1) is an essential component of the NMDAR complex abundantly expressed in the postsynaptic density (PSD) of excitatory glutamatergic neurons (Chen et al., 1998; Kim et al., 1998) and GABAergic interneurons (Berryer et al., 2016). In humans, de novo loss-of-function mutations in SYNGAP1 are among the most common causes of non-syndromic sporadic intellectual disability (Hamdan et al., 2009) and may be associated with schizophrenia (Xu et al., 2012). SYNGAP1 is also proposed as one of the top 10 prioritized genes with susceptibility to schizophrenia (Niu et al., 2019). Decreased levels of SYNGAP1 and its interaction partner PSD95 were well-documented in the brains of schizophrenia patients (Funk et al., 2009). And targeted deletion of SYNGAP1 was found to result in an enhanced membrane excitability and a disturbed excitatory-inhibitory balance (Berryer et al., 2016), which was one of the most common mechanisms underpinning NDDs. Studies have demonstrated that Syngap1 haploinsufficiency in mice caused profound core features of schizophrenia, such as hyperactivity, decreased prepulse inhibition, impaired working and spatial reference memory (Guo et al., 2009; Nakajima et al., 2019), generalized cortical excitability (Ozkan et al., 2014), and abnormal gamma oscillation (Berryer et al., 2016), whereas supplementation of the Syngap1 protein can reverse or attenuate the manifestation of behavioral problems, cognitive deficits and medically refractory seizures (Vazquez et al., 2004; Aceti et al., 2015).



Epigenetic Mechanism and RNA Interference Application in Schizophrenia Research

It has also been suggested that epigenetic alterations of genes involved in the GABA and glutamate pathways occur in patients with schizophrenia. According to Guidotti, psychotic patient exhibited increased methylation of promoters of GAD67 in their brains (Guidotti et al., 2011). And lymphocytes of chronic schizophrenia patients exhibited higher DNMT1 mRNA expression levels and lower GAD67 mRNA levels than non-psychotic controls (Zhubi et al., 2009). A study also demonstrated that methylation levels of two CpG loci within the putative GAD1 promoter was significantly associated with the expression of GAD25 in the DLPFC and with the SNP rs3749034, a SNP associated with schizophrenia (Tao et al., 2018).

RNA interference (RNAi) is a gene regulation process that mediates sequence-specific gene silencing through functional small inhibitory RNAs (∼21 nt) (Provost et al., 2002). To date, RNAi technology is well established, and served as a powerful molecular tool to study gene functions in biological processes, manipulate in vitro and in vivo gene expression, and guide new treatment strategies for diseases that lacks effective treatment (Boudreau and Davidson, 2010). The preclinical application of RNAi strategies could target knocked-down genes in glutaminergic and GABAergic neurons and induce disturbance in E-I network in experimental animals. For instance, the role for DISC1 in the development of schizophrenia has been repeatedly reported in previous preclinical animal model studies. Notably, this DICS1 model was generated by using RNA interference (RNAi) approach (Kubo et al., 2010). It was found that DISC1 deficiency in neurons led to increased GABAergic spontaneous synaptic current frequency and excessive inhibitory inputs from PV-positive GABAergic interneurons, resulting in dysfunction of excitatory glutamatergic synapses as well as disruption of the E-I balance (Delevich et al., 2020). RNAi technologies could also improve drug efficacy. Intranasal application of antipsychotic or antidepressant conjugated siRNAs that targeted corresponding receptors may elicit improvement faster than conventional drug treatment (Artigas et al., 2018).



Models of Schizophrenia With Altered Excitatory-Inhibitory Balance

Experimental studies have explored the contribution of altered E-I balance in animal models of different neuropsychiatric diseases. Transgenic knock-out (KO) of FMR1 in the somatosensory cortex of mice is a commonly used model for Fragile-X Syndrome (O’donnell et al., 2017), while a conditional MeCP2 allele KO in GABAergic neurons in mice is considered an adequate model for Rett Syndrome (Chao et al., 2010). Having described the genetic and epigenetic mechanisms that can impact the E-I balance, we now summarize studies that have examined mouse models of schizophrenia to enhance our understanding of alterations to the E-I balance.


MK-801 Schizophrenia Model

MK-801, a non-competitive NMDA receptor antagonist, can block NMDAR and introduce hyper-locomotor activity. MK-801 schizophrenia model is a pharmacological model. The hyperactivity induced by MK-801 could model part of the positive symptoms in schizophrenia. Notably, the MK-801 model can represent the most widely applied animal model for positive symptoms in schizophrenia. MK-801 treatment for rats could cause disruption in their recognition memory, reduction in the number of PV-positive interneurons and the upregulation in vGLUT1/vGAT ratio through their whole life (Li et al., 2015; Ma et al., 2020). VGLUT1 and vGAT are cortical E-I biomarkers, and the elevation in vGLUT1/vGAT ratio reflects the upregulation of E/I ratio, which indicates an imbalanced E-I network. Furthermore, it is previously reported that NMDAR antagonists take antipsychotic effect specifically by blocking NMDARs in PV-positive interneurons (Bygrave et al., 2016), and NMDAR hypofunction or deletion in PV-positive interneurons could prevent the hyperactivity induced by NMDAR antagonists (Belforte et al., 2010; Carlén et al., 2012). The hypofunction of NMDAR is closely connected to the function of GABAergic neurons. Repeated treatment with NMDAR antagonists could lead to NMDAR hypofunction and further decreased GAD67 expression in cortical GABAergic neurons, leading to reduced GABAergic activities (Rujescu et al., 2006; Behrens et al., 2007). This result could partially contribute to higher sensitivity to NMDAR antagonists for GABAergic interneurons than pyramidal neurons. Thus, evidence suggested that the prefrontal GABAergic transmission deficiency induced by MK-801 could be relieved by pharmacological treatment with GABAAα1-receptor-positive allosteric modulator (Thomases et al., 2013). In summary, the imbalance of the cortical excitation and inhibition networks indicates a core pathophysiology for schizophrenia.



DISC1 Mouse Model

Disrupted schizophrenia 1 (DISC1) is a strong candidate gene for major psychiatric disorders such as schizophrenia and autism spectrum disorders. It interacts with many types of proteins involved in neural development and is linked to numerous cognitive impairments in schizophrenia patients (Roberts, 2007; Teng et al., 2018). DISC1 knockdown in mature dentate granule neurons drastically reduces the number of mature mushroom spines and decreases the frequency of glutamatergic spontaneous synaptic currents, which indicates deficits of the glutamatergic synaptic transmission. Conversely, DISC1 deficiency in neurons leads to increased GABAergic spontaneous synaptic current frequency and excessive inhibitory inputs from PV-positive GABAergic interneurons, resulting in dysfunction of excitatory glutamatergic synapses in DISC1-deficient neurons (Delevich et al., 2020). The DISC1 deficiency-induced alterations in GABAergic and glutamatergic synaptic transmission supporting the hypothesis of the E-I imbalance, which then results in cognitive deficits (Kang et al., 2019).



RELN Mouse Model

The reelin gene (RELN) has been proposed as a risk gene implicated in several psychiatric disorders, including schizophrenia (Beasley et al., 2020), depression (Caruncho et al., 2016), and autism spectrum disorders (Aldinger et al., 2011). Reelin modulates neuronal morphology, development, as well as diverse aspects of synaptic plasticity and functions. In various studies, reelin supplementation in adult brains could increase hippocampal synaptic activity (Hethorn et al., 2015), long-term potentiation (Pujadas et al., 2010), and promotes dendrite and spine development (Pujadas et al., 2010; Bosch et al., 2016), consequently enhancing cognitive ability. The Heterozygous reeler mouse (HRM) is a model of schizophrenia. Recent studies have shown altered excitatory synaptic transmission in prefrontal pyramidal neurons and postnatal maturation of the PFC in HRM mice, which is in line with findings in schizophrenia patients (Iafrati et al., 2014). Reduced reelin levels have been further shown to result in an impaired maturation of GABAergic synaptic transmission. Reelin deficiency-induced dysfunction of GABAergic inhibition consequently impacts the synaptic excitatory-inhibitory balance. The reelin deficiency model, therefore, provides a mechanism for the altered E-I balance of prefrontal circuits in the pathophysiology of psychiatric disorders, particularly schizophrenia (Bouamrane et al., 2016).



CLU3 Mouse Model

Cullin 3 (CUL3) is a component of the CUL3-RING E3 ubiquitin ligase complex (Pintard et al., 2004), which regulates a series of cellular functions such as anti-oxidation, the cell cycle, protein trafficking, and signal transduction (Andérica-Romero et al., 2013). CUL3 mutations are considered risk factors for schizophrenia. Mice with Cul3 deficiency exhibit anxiety-like behaviors, social deficits, and alterations in both glutamatergic and GABAergic neurotransmission. Dong et al. (2020) found an elevated frequency of both mEPSCs and mIPSCs in CA1 hippocampal pyramidal neurons of GFAP-Cul3f/+ mice. Moreover, these mice also presented with an elevated eEPSC/eIPSC and E-I ratios. These changes may underlie the social deficits and abnormal behaviors of CLU3 mutant mice, suggesting that an E-I imbalance may be the mechanism for eliciting psychotic behaviors and symptoms (Dong et al., 2020).



ATX Mouse Model

The LPA-synthesizing enzyme autotaxin (ATX) is expressed in the astrocytic compartment of excitatory synapses and modulates glutamatergic transmission, and this regulates cortical E-I balance and controls sensory information processing in mice and humans. ATX inhibition is used for treatment interventions in animal models of psychiatric disorders. As it normalizes cortical hyperexcitability and altered behaviors in a ketamine-induced animal model of schizophrenia, it is considered to be effective treatment strategy for cortical hyperexcitation presented in patients with psychiatric disorders (Thalman et al., 2018).



PGC-1α Mouse Model

Peroxisome proliferator activated receptor γ coactivator 1α (PGC-1α) is a transcriptional coactivator found in the hippocampus. It is rich in inhibitory interneurons and regulates parvalbumin transcription. Transcriptional dysregulation of PGC-1α in parvalbumin interneurons causes altered inhibition, which represents a consistent pathophysiological feature of schizophrenia (Lewis and Hashimoto, 2007). Decreased mRNA expression of parvalbumin in interneurons is frequently reported (Reynolds et al., 2004), and genetic deletion of PGC-1α in mice was found to result in decreased protein expression of parvalbumin in interneurons (Lucas et al., 2010). Loss of PGC-1α enhances basal inhibition, including inhibition of parvalbumin interneurons, and contributes to the decrease in the E-I ratio in CA1 pyramidal cells in response to Schaffer collateral stimulation in slices from young adult mice. This reduces the spread of activation in CA1 and seriously limits spiking in pyramidal cells and reduces hippocampal output and gamma oscillations. Eventually, the altered E-I ratio and CA1 output may lead to persistent circuit dysfunction. Taken together, PGC-1α deficiency is highly likely to be associated with psychiatric diseases and may attribute to circuit-dependent alterations in the E-I balance (Bartley et al., 2015).



The 22q11.2 1.5 Mb Deletion [Df(16)A±] Mouse Model

De novo heterozygous and recurrent microdeletions of the chromosome 22q11.2 locus account for approximately 1–2% of sporadic cases of schizophrenia, and are considered to be one of the biggest genetic risk factors for this disease (Cantonas et al., 2019). The majority of recurrent 22q11.2 deletion carriers exhibit a 3 Mb chromosomal deficiency, while 7% exhibit a nested 1.5 Mb chromosomal deficiency (Choi et al., 2018). A study showed that the deletion of this region resulted in the loss of 35–60 known genes that might be critical for neurodevelopment (Cantonas et al., 2019). For instance, microdeletion of 22q11.2 could result in DGCR8 deficiency, leading to altered short-term plasticity in the PFC (Fénelon et al., 2011). The mouse model was established by Stark et al. (2008), which has a 1.5 Mb deletion on chromosome 22q11.2, is also referred to as the Df(16)A± mouse. Df(16)A± mice feature deficits in prepulse inhibition and working memory, which are in line with symptoms in patients with schizophrenia (Stark et al., 2008; Fénelon et al., 2013; Xu et al., 2013; Ellegood et al., 2014). It is worth noting that, although Df(16)A± mice have a normal E-I balance at baseline, they are unable to keep this balance of dopaminergic modulation, resulting in an altered E-I balance with higher excitatory and lower inhibitory transmission during KCNQ2 (Potassium Voltage-Gated Channel Subfamily Q Member 2)-dependent abnormal dopaminergic regulation (Choi et al., 2018).



NL2 R215H Knock-in Mouse Model of Schizophrenia

Neuroligin-2 (NL2), a postsynaptic cell adhesion protein predominantly expressed in inhibitory synapses, is required for synapse maturation, specification, and stabilization. The R215H single-point mutation of NL2 has been reported to be associated with schizophrenia (Chen et al., 2017), which was supported by a study showing that a knock-in of NL2 R215H in mice is associated with deficits in pre-pulse inhibition, learning and memory functions. The NL2 R215H knocked-in mice were also found to have a significantly reduced GABAergic inhibitory synaptic transmission (mIPSCs, eIPSCs) and decreased levels of inhibition-related proteins [PV, GABA(A) receptor, vGAT] in the mPFC, which could result in a disrupted E/I ratio and contributed to aberrant gamma oscillation (Chen et al., 2020).





EXCITATION-INHIBITION-RELATED MICROCIRCUIT DEFICITS IN SCHIZOPHRENIA

In the following sections, we aim to address specific brain circuits that might account for schizophrenia symptoms.


The Prefrontal Cortex

Many mental disorders, including schizophrenia, are accompanied by complex cognitive impairments, especially abnormal executive and working memory functions caused by dysfunction of the prefrontal cortex (PFC) (Lisman, 2012). Development of the mammalian PFC is characterized by a prolonged postnatal maturation period during which the PFC remains vulnerable to psychiatric influence. A disrupted E-I balance in PFC pyramidal neurons has been implicated in multiple PFC-dependent behaviors (or their alteration), including cognition, social interaction, and anxiety in psychiatric disorders (Ferguson and Gao, 2018b). In particular, working memory depends critically on coordinated circuitry activity of excitatory pyramidal neurons and subpopulations of inhibitory GABAergic neurons (such as PV-expressing neurons) in the dorsolateral prefrontal cortex (DLPFC), especially in layer 3 of the DLPFC (Hoftman et al., 2017). However, the expression of molecular substrates involved in glutamate and GABA neurotransmission in the layer 3 or the layer 3 local circuit of DLPFC is disrupted in schizophrenia patients, compared with unaffected normal subjects (Dienel et al., 2020). Of note, in an extensively validated spiking network model of spatial working memory, synaptic compensation that help restoring the E-I balance has been shown to ameliorate working memory deteriorations (Murray et al., 2014). Moreover, elevation of the cellular E-I balance within the mPFC has been found to elicit a profound deterioration in cellular information processing, and is associated with specific behavioral dysfunctions in human subjects (Yizhar et al., 2011). In addition, disinhibition of excitatory pyramidal neurons in layer 2/3 of the mPFC has been shown to be accompanied by decreased GABA release from local PV-positive interneurons in Disc1 Locus Impairment mice, and by disrupted feedforward inhibition in the circuit ranging from the mediodorsal thalamus to the mPFC (Delevich et al., 2020). Similarly, impaired maturation and refinement of glutamatergic and GABAergic synaptic transmissions in the postnatal PFC were found in mice with reelin haploinsufficiency, which ultimately impacted the sequence of synaptic E-I balance development, and therefore, provides a potential mechanism for altered E-I balance in the prefrontal circuit in patients with psychiatric disorders (Bouamrane et al., 2016).



Hippocampus

It has been recognized that the hippocampus is implicated in schizophrenia due to its altered functional activation in schizophrenia as well as the memory deficits associated with the disease. In healthy participants, higher glutamate and glutamine levels could predict higher levels of functional connectivity from the hippocampus to the anterior default mode network. However, an inverse relationship was observed in medication-free individuals with first-episode psychosis (Nelson et al., 2020). Furthermore, knockdown of S-SCAM, a unique synaptic scaffolding protein that localizes to both excitatory and GABAergic synapses in hippocampal neurons in vitro, causes a drastic loss of components in both GABAergic pre- and post-synapses, resulting in an attenuation of GABAergic synaptic transmission. Intriguingly, S-SCAM overexpression weakens GABAergic synapses by leading to a loss of neuroligin 2, gephyrin, and postsynaptic GABAA receptors, but presynaptic GABA transporters are not involved. Consequently, a loss of GABAergic synapses could contribute to an increase in excitatory synaptic transmission (Shin et al., 2020). Likewise, changes in the expression of NL2 have been shown to result in altered social behavior as well as altered inhibitory synaptic transmission, hence changing the E-I balance. Overexpressing NL2 in the rat hippocampus caused an increase in GAD65, reduced exploration of novel stimuli and resulted in less offensive behavior, suggesting that the disruption of E-I balance in the hippocampus is highly involved in the modulation of social and emotional behavior in those with psychiatric diseases (Kohl et al., 2013).



Other Microcircuits Associated With Excitatory and Inhibitory Balance

Recent work in schizophrenia patients has identified an altered resting thalamo-cortical connectivity (Klingner et al., 2014). Higher levels of thalamic-sensory-motor connectivity that could predicted symptoms and reduced levels of thalamic-prefrontal-cerebellar connectivity (Anticevic et al., 2014), reduced levels of prefrontal-thalamic connectivity and increased levels of motor/somatosensory-thalamic connectivity (Woodward et al., 2012) and increased levels of somatomotor-thalamic and reduced levels of PFC-thalamic connectivity in both early stage and chronic patients related to controls have been demonstrated (Woodward and Heckers, 2016). Moreover, the increased fronto-parietal control network connectivity in these patients was found to be correlated with the severity of symptoms (Yang et al., 2016), which may relate to an altered E-I balance. Similarly, alterations in cortico-striatal connections as well as functional connectivity between the thalamus and frontal/sensory support the hypothesis of neural disinhibition in schizophrenia (Coyle, 2006). Early stage patients exhibits altered functional connectivity in projections from inhibitory glutamatergic onto dorsal striatum regions (Anticevic et al., 2015). A recent 1H-MRS study found an association between higher glutamate levels and greater inferior parietal BOLD signal in schizophrenic patients using an auditory cognitive control task (Falkenberg et al., 2014).




CONSEQUENCES OF AN EXCITATORY-INHIBITORY IMBALANCE


Consequences of Abnormal Glutamatergic Neurotransmission

1H-MRS studies have found increased concentrations of in vivo glutamate in the precommissural dorsal-caudate, the basal ganglia and thalamus in patients with first-episode schizophrenia (De La Fuente-Sandoval et al., 2011), and in the precommissural dorsal-caudate in subjects at ultra-high risk for developing schizophrenia (De La Fuente-Sandoval et al., 2011). Thirteen studies in schizophrenic patients and five studies in high-risk individuals demonstrated increased glutamate and glutamine concentrations in the medial temporal lobe (Merritt et al., 2016). Recently, using a 7-T magnetic field, two in vivo glutamate studies on first-episode schizophrenia patients have shown decreased glutamate levels in the ACC (Reid et al., 2019; Wang et al., 2019); however, this finding was only replicated in a study on patients with predominantly negative symptoms (Kumar et al., 2020).

It is noteworthy that altered glutamatergic neurotransmission is related to the brain structure, clinical symptoms, and cognitive impairments of patients with schizophrenia (Tsai et al., 1998a, b). Glutamate concentrations in the brain were found negatively correlated with the inhibitory influence on excitatory neurons in the dorsal ACC of participants with first-episode psychosis (Limongi et al., 2020), and dysfunction in glutamatergic innervation was found in the circuit between the cortex and the medial dorsal thalamus (Sodhi et al., 2011). Similarly, a reduction of plasma GABA/glutamate ratio shows a positive correlation with the improvement of symptoms (Cai et al., 2010). In addition, schizophrenic patients with lifetime auditory verbal hallucinations were found to have exhibited higher levels of glutamate, compared to patients without lifetime auditory verbal hallucinations (Ćurčić-Blake et al., 2017). Bustillo et al. (2011) found that lower glutamate and glutamine levels were positively correlate with overall impaired cognitive function in patients with this illness. Antipsychotic resistance of patients with schizophrenia has been found to be associated with elevated glutamate levels (Demjaha et al., 2014); higher glutamate and glutamine levels in the dorsal ACC was also found in patients with treatment-resistant schizophrenia (Iwata et al., 2019).



Consequences of Abnormal GABAergic Neurotransmission

Evidence have shown that cortical GABA deficits were resulted from a dysfunction in GABAergic interneuron subpopulations expressing parvalbumin (PV) or somatostatin (SST). Inhibitory interneurons are essential for normal cognitive processing (Tsubomoto et al., 2019), and PV-positive interneurons are implicated in the pathophysiology of schizophrenia (Nguyen et al., 2014; Stansfield et al., 2015; Stedehouder and Kushner, 2017; Ferguson and Gao, 2018a; Perez et al., 2019). It has widely been recognized that working memory is impaired in schizophrenia, with the DLPFC being highly involved. Animal studies have found that heterozygous deficiency of Gad67, a GABA-synthesizing gene primarily in PV-expressing neurons, contributed to the pathophysiology of schizophrenia (Fujihara et al., 2015). Lower PV mRNA expression in the DLPFC (Chung et al., 2018; Tsubomoto et al., 2019), rather than lower density of PV-positive neurons, was found to be involved in schizophrenia (Enwright Iii et al., 2018). However, a selective loss of PV-positive GABAergic interneurons in the mPFC and hippocampus have been found in animal models of schizophrenia treated with N-methyl-D-aspartic acid receptor (NMDAR) antagonist (Lewis and Gonzalez-Burgos, 2006; Stansfield et al., 2015). Region-specific knockdown of PV has been shown to result in neuronal and behavioral deficits that is similar to symptoms of schizophrenia (Perez et al., 2019). In addition, a reduction of GABAergic transmission from PV-positive interneurons was found to affect fear and novelty-seeking behaviors, which might be related to the behavioral phenotype of schizophrenia (Brown et al., 2015).

Schizophrenia-associated SST mRNA elevations have been reported in both posterior and anterior regions in schizophrenia subjects (Tsubomoto et al., 2019). Postmortem evidence suggests a region-specific effect of SST neurons in schizophrenia. A study showed that SST knockdown in the ventral hippocampus led to an increase in the regional activity of pyramidal cells and produced downstream effects on dopamine neuron activity in the ventral tegmental area. In contrast, mPFC knockdown of SST did not affect the activity of ventral striatum dopamine neurons; however, it did result in deficits in negative (social interaction) and cognitive (reversal learning) domains (Perez et al., 2019).

Gamma band oscillations are crucial for cognition and have been found to be altered in patients with schizophrenia with the use of electroencephalography (EEG) and magnetoencephalography (MEG) (Gonzalez-Burgos and Lewis, 2012; Jadi et al., 2016). Studies showed that reduced cortical oscillations were associated with reduced inhibition and were considered to mediate important cognitive processes (Lodge et al., 2009; Lewis, 2012). Aberrant spectral power at low and high gamma band frequencies has been found in both first-episode and chronic schizophrenic patients, and reduced gamma band activity showed a correlation with neuropsychological deficits and clinical symptoms in schizophrenic patients (Grent-’T-Jong et al., 2018). Moreover, increased beta and gamma power has been observed in the local circuits of in vitro models of schizophrenia; and it has been shown that this hyper-synchronization derived from a loss function of NMDA could be prevented by clozapine (Rebollo et al., 2018). Schizophrenic patients also showed reduced electroencephalography power at 40 Hz, as well as a delayed onset of phase synchronization(Kwon et al., 1999).

The findings discussed above have provided evidence that abnormal functions of the GABAergic and glutamatergic system underlie the excitatory-inhibitory imbalance in schizophrenia (see Table 1).


TABLE 1. Summary of evidence for excitatory-inhibitory(E-I) imbalance in schizophrenia.

[image: Table 1]



SUMMARY AND FUTURE OUTLOOK-WHERE DO WE STAND AND WHAT ARE FUTURE STUDIES REQUIRED FOR A BETTER UNDERSTANDING OF THIS DISEASE

The relationship of the two opposing actions, excitation and inhibition, could influence difference brain functions, and its aberrance might result in a phenotype deficit. The stability and balance between excitation and inhibition in time and space form the basis of individual phenotypes. Previous studies on E-I balance are mostly limited to the ratio of synapsis, single cells or at the overall level in a certain timescale. However, the E-I balance of the whole brain is a complicated process, which has made this concept multidimensional. The balance status between excitation and inhibition signals is different in various subtypes of excitatory or inhibitory neurons and global circuits on dynamic timescales.

Schizophrenia is a heterogeneous disorder, and biomarkers might help identify its subtypes. The findings of studies related to subtype identification of schizophrenia, such as brain imaging deficit, eye tracking deficit, smell deficit, electrophysiological abnormality, immunity alteration, and genetic and epigenetic abnormalities, are only present in patients with some, rather than all, of the subtypes. These interconnected markers may serve as intermediate phenotypes underlying different subtypes of schizophrenia. It is also speculated that the imbalance between neuronal excitation and inhibition might be the core pathology for schizophrenia. Data from clinical studies in patients with schizophrenia as well as animal models of schizophrenia have provided evidence for the E-I imbalance in schizophrenia. Postmortem studies, CSF assessment and in vivo imaging studies also suggested that patients with schizophrenia had altered concentrations of GABA and glutamate, which indicated an alteration in E-I signaling at levels of individual synapses, circuits and networks. The alterations in E-I balance are associated with the severity of clinical symptoms and cognitive dysfunction. Several factors are highly likely to contribute to E-I imbalance, including developmental alterations, as well as alterations at the cell, circuit, network and receptor levels; the variety of factors might be the reason for the heterogeneity in clinical, cognitive, social, and behavioral phenotypes of schizophrenia patients.

Future work is required to further investigate the E-I imbalance in different spaces and dynamic timescales, as well as the consequence of time- and space-specific E-I imbalance in schizophrenia. Although the role of E-I imbalance in schizophrenia has been demonstrated, the role of this imbalance in different subtypes of schizophrenia and the time of onset is still unclear. E-I imbalance happening in various developmental stages (e.g., prenatal, adolescent, and adult stages) may reflect distinct mechanisms (long-term or permanent deficit) and result in different phenotypes. In addition, how could the E-I balance regulation improve clinical symptoms, cognitive deficits, or social-behavioral disturbances in schizophrenia also remains unclear. Future studies may also focus on the identification of biomarkers that might indicate E-I balance disruption in specific circuits and networks, predicts the type of clinical, cognitive, and social-behavioral phenotypes, and indicate which intervention might be effective. These efforts may help reveal new targets for pharmacological approaches and facilitate further development of treatment for the schizophrenia. Moreover, E-I imbalance has been reported in many neuropsychiatric disorders, including autism spectrum disorders, schizophrenia, and depression. However, whether this imbalance is shared between these diseases or a disease-specific alteration still requires further exploration. Therefore, there is still a long way to go with regards to the exploration of etiology, development and selection of treatment, and assessment of prognosis of schizophrenia.
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Background: Deep brain stimulation (DBS) is a typical intervention treating drug-refractory dystonia. Currently, the selection of the better target, the GPi or STN, is debatable. The outcomes of DBS treating dystonia classified by body distribution and etiology is also a popular question.

Objective: To comprehensively compare the efficacy, quality of life, mood, and adverse effects (AEs) of GPi-DBS vs. STN-DBS in dystonia as well as in specific types of dystonia classified by body distribution and etiology.

Methods: PubMed, Embase, the Cochrane Library, and Google Scholar were searched to identify studies of GPi-DBS and STN-DBS in populations with dystonia. The efficacy, quality of life, mood, and adverse effects were quantitatively compared. Meta-regression analyses were also performed. This analysis has been registered in PROSPERO under the number CRD42020146145.

Results: Thirty five studies were included in the main analysis, in which 319 patients underwent GPI-DBS and 113 patients underwent STN-DBS. The average follow-up duration was 12.48 months (range, 3–49 months). The GPI and STN groups were equivalent in terms of efficacy, quality of life, mood, and occurrence of AEs. The focal group demonstrated significantly better disability symptom improvement (P = 0.012) than the segmental and generalized groups but showed less SF-36 enhancement than the segmental group (P < 0.001). The primary groups exhibited significantly better movement and disability symptom improvements than the secondary non-hereditary group (P < 0.005), which demonstrated only disability symptom improvement compared with the secondary hereditary group (P < 0.005). The primary hereditary and idiopathic groups had a significantly lower frequency of AEs than the secondary non-hereditary group (P < 0.005). The correlation between disability symptom improvement and movement symptom improvement was also significant (P < 0.05).

Conclusion: GPi-DBS and STN-DBS were both safe and resulted in excellent improvement in efficacy and quality of life in patients with dystonia. Compared with patients with segmental dystonia, patients with focal dystonia demonstrated better improvement in dystonia symptoms but less enhancement of quality of life. Those with primary dystonia had a better response to DBS in terms of efficacy than those with secondary dystonia. Patients who exhibit a significant improvement in movement symptoms might also exhibit excellent improvement in disability symptoms.

Keywords: deep brain stimulation, dystonia, systematic review, STN (subthalamic nucleus), GPi (globus pallidus internus), body distribution, etiology


HIGHLIGHTS

This study is by far the most comprehensive and largest-sample meta-analysis of DBS for dystonia.


-GPi-DBS and STN-DBS were equivalent in terms of efficacy, quality of life, mood, and adverse effects.

-Focal dystonia was associated with more disability symptom improvement than segmental and generalized dystonia.

-Primary dystonia was associated with more movement symptom improvement than secondary non-hereditary dystonia.

-Primary dystonia was related to greater disability symptom improvement than secondary dystonia.

-The tolerance of primary hereditary dystonia was better than that of secondary dystonia, while the tolerance of idiopathic dystonia was better than that of secondary non-hereditary dystonia.

-A lower preoperative disability score might be the main predictive factor of higher disability symptom improvement.





INTRODUCTION

Dystonia is a disease that causes the undesired, uncontrollable, and sometimes painful, abnormal movement of an affected limb or body region (Tarsy and Simon, 2006). It is the third most common movement disorder, after Parkinson’s disease and essential tremor, with an estimated overall prevalence of 164 per million individuals (Steeves et al., 2012). This neurological disorder may be classified based on several factors: age at onset, body distribution, temporal pattern, associated features, and etiology (Jinnah and Albanese, 2014). The most widely accepted means by which dystonia is classified are classifications according to body distribution and etiology. Body distribution includes focal dystonia, segmental dystonia, multifocal dystonia, hemidystonia, and generalized dystonia, while etiology accounts for heritability, nervous system pathology and potential idiopathic nature (Albanese et al., 2013). In addition, heritability can be classified further into primary and secondary hereditary (Holloway et al., 2006). This disease has large negative impacts on both the physical and psychological aspects of those affected, including speech, swallowing, writing, feeding, hygiene, dressing, walking, pain, depression, and anxiety (Kupsch et al., 2006; Tsuboi et al., 2019).

In the early 1950s, clinicians treated dystonia with functional surgery in various target sites, including the dentate nucleus, globus pallidus internus (GPi), medial thalamus, and subthalamic nucleus (STN) (Krack and Vercueil, 2001). The first article on deep brain stimulation (DBS) for dystonia was published as early as 1977 (Mundiger, 1977). DBS is a method of intracranial stimulation that uses a controlled direct current that is applied to a specific subcortical nucleus (Montgomery and Gale, 2008). Since that time, many patients have been successfully treated with DBS. However, many differences in methodology, stimulation settings, evaluation, and follow-up have been reported (Benabid et al., 1987; Greene, 2005). Different target nuclei of DBS have been studied in patients with dystonia, including the GPi, the ventrointermediate nucleus (VIM), and the STN (Limousin-Dowsey et al., 1999). The GPi has been typically selected as the primary target for patients with dystonia (Holloway et al., 2006; Gruber et al., 2009), but in recent years, STN-DBS has been suggested to be significantly effective in some types of dystonia and could serve as an alternative for dystonia treatment (Gruber et al., 2009; Ostrem et al., 2011). The selection of an adequate target, the GPi or STN, is still a popular clinical topic that is heavily debated (Brodacki et al., 2017; Zhan et al., 2017; Liu et al., 2019).

Thus far, the efficacy and safety of DBS have been extensively shown in primary generalized (Holloway et al., 2006; Schjerling et al., 2013), segmental (Vidailhet et al., 2005; Holloway et al., 2006), cervical (Gruber et al., 2009; Volkmann et al., 2014), DYT1-positive (Andrews et al., 2010; Borggraefe et al., 2010), myoclonus and tardive dystonia (Welter et al., 2010) in large, well designed, multicenter trials. However, whether this conclusion applies to all types of dystonia is unclear, and whether different types of dystonia respond similarly to DBS is also still controversial. Some people have proposed whether the efficacy of DBS for generalized dystonia is better than for Meige Syndrome because of a larger lesion area, which is more likely to be affected by DBS (Illowsky Karp et al., 1999). It has also been suggested that the treatment of secondary dystonia may be worse than that of primary dystonia because of increased damage in the area of the intracranial lesion (Lumsden et al., 2013). Therefore, a comparison of the efficacy and safety outcomes of DBS for the treatment of dystonia of different classifications is needed. By comparing the results of all types of dystonia, we can draw an overall conclusion on the role of DBS in dystonia.

Here, we performed a meta-analysis to determine the efficacy, quality of life, mood, adverse effects, and possible outcome predictors based on the published literature of STN or GPi DBS for different types of dystonia.



METHODS


Search Strategy

Our systematic review was conducted following the PRISMA guidelines (Moher et al., 2009). We searched the following databases: PubMed, Embase, Cochrane Central Register of Controlled Trials, Cochrane Movement Disorders Group Trials Register. We also searched citing and cited articles in Google Scholar. The search was limited to human researches published in English. The following keywords were used to perform the search: “dystonia,” “torticollis,” “blepharospasm,” “Meige syndrome,” “deep brain stimulation,” “bilateral,” “globus Pallidus internus,” and “subthalamic nucleus.” The titles, abstracts, full texts, and references were independently screened and assessed by two investigators (FHY and ZZJ). We negotiated together to settle disagreements and reach a consensus.



Eligibility Criteria

The inclusion criteria for eligible studies were as follows: (1) the study used BFMDRS and/or TWSTRS scores, (2) the study reported the means and standard deviations (SD) of movement or disability BFMDRS/TWSTRS scores, SF-36 scores, and/or BDI scores, (3) the study used bilateral DBS, (4) the study was a randomized, controlled observational or experimental trial, (5) number of patients > 4, and (6) the follow-up duration was longer than 3 months and shorter than 4 years.

The exclusion criteria for eligible studies were: (1) indications for surgery other than dystonia, (2) target other than GPi or STN, (3) staged bilateral or unilateral DBS, (4) DBS with peripheral denervation surgery, (5) studies without outcomes of BFMDRS and/or TWSTRS scores (6) articles that included data that could not be extracted, (7) conference articles, (8) editorials, (9) reviews, (10) case reports, (11) duplicate publications (12) non-English articles.



Data Extraction and Data Items

A standardized form was used to extract the data. The following information was collected: (1) baseline characteristics of the patients (gender, age at surgery, age at onset, disease duration); (2) operation items (stimulation targets, programming parameters); (3) clinical outcomes (movement and disability BFMDRS/TWSTRS scores, follow-up duration, adverse effects, and other scoring scales at baseline/the last follow-up); and (4) information on body distribution/etiology (determined cases and undefined cases). Discrepancies were resolved by consultations between the authors (FHY, ZZJ).



Quality Assessment

The Meta-analysis Of Observational Studies in Epidemiology (MOOSE) was used to assess the quality of the studies included in this analysis (Stroup et al., 2000; Phan et al., 2015). Each of the following items was equal to one point, with a maximum of six points: (1) clear study population definition and enough patients (n > 10); (2) clear definition and assessment of outcomes; (3) independent evaluation of outcome parameters; (4) clear description of follow-up; (5) no selective loss during follow-up (<10%); and (6) identification of prognostic factors and important confounders. Only studies with a score >5, which were considered methodologically sound, were included in the main analysis. The sensitivity analysis included methodologically unsatisfactory studies. Using this strategy, the main analysis was not affected by unclear and small-sample studies since the sensitivity analysis included all data.



Meta-Regression

Regression analyses were performed to determine the potential predictors of the efficacy, quality of life, mood, and adverse effects, including age at onset, age at surgery, sex ratio, disease duration, dystonia type, target, and preoperative movement and disability scores.



Sensitivity Analysis

All studies were included in the sensitivity analysis, although the methodologies of some were less clear (score ≤ 5 in the MOOSE assessment).



Statistical Analysis

Each study’s effect size was determined by calculating the standardized mean absolute differences (SMD) in movement and disability BFMDRS/TWSTRS scores and 95% confidence intervals (CIs). Adverse events (AEs), including surgery-related, hardware-related, and stimulation-related AEs were recorded to evaluate the safety of DBS for dystonia. The Standard Cochrane Q and I2 statistics were used to assess heterogeneity. If p < 0.10 or I2 > 50%, the data were pooled by a random effect analysis model using a generic-inverse variance. Otherwise, a fixed-effect model was used. The means ± standard error was used as the form of pooled data. Comparisons of the patients’ baseline characteristics between the GPi and STN groups were detected by Student’s t-tests. Comparisons of the main outcomes of the two groups, including the surgical effects, quality of life, and adverse effect rates, were also performed using Student’s t-tests. P < 0.05 indicated a statistically significant difference.

Subgroup analyses of the body distribution and etiology classifications were also performed with total patients’ data (Steeves et al., 2012; Jinnah and Albanese, 2014; Volkmann et al., 2014). Dystonia was categorized as focal, segmental, multifocal, generalized, or hemidystonia based on classification by body distribution. For etiology, the primary hereditary, idiopathic, primary unspecified, secondary hereditary, and secondary non-hereditary groups were used to classify dystonia. Since some patients with primary dystonia lack information about family history or untested primary familial dystonia, another category of “primary unspecified” dystonia was added. Patients with dystonia gene (including DYT1, DYT6, and so on) positive patients were classified as the primary hereditary category. Patients with a negative family history of dystonia and no definite cause of dystonia, as well as primary familial dystonia with dystonia gene negative, were designated as “idiopathic.” Patients with pantothenate kinase-associated neurodegeneration (PKAN), Huntington’s disease (HD), familial myoclonic dystonia (FMD), and Wilson’s disease were classified as the secondary hereditary category. Patients classified as secondary non-hereditary dystonia include patients with cerebral palsy, patients with birth injuries, non-neonatal hypoxia, poststroke/trauma, patients with tardive dystonia, and patients who had other various causes. To detect any differences in the main outcomes, straight pairwise comparisons of the five groups were conducted. The p-values were calculated using Student’s t-tests and the Bonferroni multiple comparisons correction (Hsu, 1996); P < 0.05/N was considered statistically significant, where N was the final number of pairwise comparisons. To estimate the study variance, a simple linear meta-regression based on the unrestricted maximum likelihood model was performed, and P < 0.05/N was considered a statistically significant correlation. Comprehensive Meta-Analysis 2.2 (Biostat, Englewood, NJ, United States) and Stata 12.0 (Stata Corp, College Station, TX, United States) were both used to perform the statistical analyses. The data were managed using the Meta-analysis of Observational Studies in Epidemiology (MOOSE) Group and the Cochrane Handbook for Systematic Reviews of Interventions (Stroup et al., 2000; Higgins and Green, 2011). This analysis has been registered in PROSPERO under the number CRD42020146145.




RESULTS


Search Results

According to the keyword search, 6,109 articles were identified. After duplicate articles were removed and titles and abstracts were filtered, 3,971 articles were excluded. The reasons for exclusion were that they were studies unrelated to dystonia, non-clinical studies, and low-quality articles (conference articles, letters, editorials, professional opinions, and case reports). According to the inclusion and exclusion criteria, the remaining 1,083 articles were secondarily screened by reading the full texts. The references of these studies were also screened. Finally, 103 studies that met all the criteria were filtered out for the MOOSE quality assessment. The specific screening process is illustrated in Figure 1.


[image: image]

FIGURE 1. PRISMA flow chart of the studies included in the main analysis and the sensitivity analysis.




Quality Assessment

Based on the MOOSE quality assessment, 70% of the studies lost points due to insufficient patient numbers or insufficient outcome parameters (Supplementary Table 1). Overall, the methodology of 68 articles, which included 140 patients, was considered not clear enough. Therefore, these articles were eliminated from the main analysis. The specific data and other information of all 103 articles are shown in Supplementary Table 1.



Baseline Characteristics and Treatment Efficacy

The baseline characteristics, including age at onset, age at surgery, and length of follow-up, were not significantly different between the groups. However, the disease duration in the GPi group was higher than that in the STN group (Table 1).


TABLE 1. Pooled value of patient baseline characteristicsa.
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Main Outcomes of Deep Brain Stimulation Efficacy


Globus Pallidus Internus vs. Subthalamic Nucleus

The two groups were equivalent in movement symptom improvement, disability symptom improvement, SF-36 increase, BDI enhancement and adverse effect rates (AERs) (Table 2). However, in the efficacy assessment of each intervention, forest plots showed significant postoperative movement improvement for both GPi-DBS (standardized mean difference = 1.56; 95% CI:1.39–1.72; P < 0.001) and STN-DBS (standardized mean difference = 2.06; 95% CI:1.32–2.81; P < 0.001). Disability scores also improved significantly for both GPi-DBS (standardized mean difference = 1.09; 95% CI = 0.91–1.28; P < 0.001) and STN-DBS (standardized mean difference = 1.64; 95% CI = 1.89–2.39; P < 0.001).


TABLE 2. The main and sensitivity analyses of the efficacy, quality of life and adverse effects after DBSa.
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The improvements in SF-36 and BDI scores were 43.33 and 25.92%, respectively, for GPi-DBS and 31.62 and 16.26%, respectively, for STN-DBS. The pooled AERs after GPi-DBS and STN-DBS were 23.3 and 34.0%, respectively (Table 2).



Subgroup Analysis of Body Distributions

Of the studies included in this subgroup analysis, 13 were in the focal group, 41 were in the generalized group, 16 were in the segmental group, 2 were in the multifocal group, and none was in the hemidystonia group. Due to the lack of available data, the outcomes of the multifocal and hemidystonia groups could not be analyzed. The movement scores, disability scores, and the SF-36 and BDI scores after DBS all showed significant improvement in the remaining three groups (Table 3). No significant difference was observed among the three groups in terms of movement symptom improvement, BDI enhancement, or AERs (Table 3).


TABLE 3. The main and sensitivity analyses of the efficacy, quality of life and adverse effects after DBS in the body distribution subgroupa.
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The segmental and generalized groups demonstrated significantly less disability symptom improvement than the focal group, while no differences were observed between the segmental and generalized groups. In addition, the segmental group exhibited a significantly better SF-36 enhancement than the focal group. Notably, the SF-36 data in the generalized group and the BDI data in the segmental group were not available.



Subgroup Analysis of Etiology

In this subgroup analysis, 68 studies containing 908 patients were included (Table 4). Due to the lack of available data, the percentage of postoperative improvement in SF-36 and BDI scores could not be analyzed. The movement and disability scores both showed significant improvement in the five groups (Table 4). The secondary non-hereditary group demonstrated significantly less movement symptom improvement than the primary hereditary, idiopathic, and primary unspecified groups (p < 0.005), while no differences were observed between the other groups by pairwise comparisons. For disability symptoms, the secondary hereditary and secondary non-hereditary groups both showed significantly less improvement than the primary hereditary, idiopathic, and primary unspecified groups (p < 0.005). The frequency of AEs in the primary hereditary and idiopathic groups was significantly lower than that in the primary unspecified and secondary non-hereditary groups, while significant differences were also observed between the primary hereditary and secondary hereditary groups (p < 0.005).


TABLE 4. The main and sensitivity analyses of the surgery-related outcomes after DBS in the etiology subgroupa.
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Meta-Regression

Through a simple linear regression analysis, we found that age at onset (p = 0.191), disease duration (p = 0.553), age at surgery (p = 0.154) and preoperative movement scores (p = 0.105) were not significant predictors of movement symptom improvement. They were also not significant predictors of disability symptom improvement, SF-36 score improvement, BDI enhancement, or AERs. A significant correlation was observed between disability symptom improvement and movement symptom improvement (Figure 2).
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FIGURE 2. Simple linear regression of the target differences and disability symptom improvement. (A) Correlation between the target differences and the relative movement score (SMD). (B) Correlation between the preoperative disability score and the relative disability score (SMD) in the main analysis (B-1) and the sensitivity analysis (B-2). (C) Correlation between the movement score (SMD) and relative disability score (SMD).




Sensitivity Analysis

The 17 excluded articles were added, and all 103 cohorts were used to re-pool the data. Although the statistical values were slightly changed (Tables 2–4), the statistical significance of the data did not change for most outcomes with three exceptions. The focal group demonstrated significantly better movement symptom improvement than the segmental and generalized groups. The generalized group exhibited significantly less disability symptom improvement than the focal group (Table 3). The correlation between the preoperative movement scores and disability symptom improvement was also significant (Figure 2B-2).




DISCUSSION

In recent years, several comprehensive literature reviews on DBS for dystonia have been published (Holloway et al., 2006; Koy et al., 2013; Vidailhet et al., 2013; Elkaim et al., 2019; Girach et al., 2019; Rodrigues et al., 2019). However, none of these reviews have compared the differences in efficacy and quality of life outcomes between GPi-DBS and STN-DBS, which are the two most common clinical targets for dystonia. Due to the various classification systems for dystonia, the two most widely accepted classification schemes were chosen to pool the data to allow subgroup analyses of body distribution and etiology. This meta-analysis represents a method of obtaining a reasonable understanding of the effect of DBS on a complex syndrome (dystonia). The efficacy of DBS directed at two targets, the GPi and STN, was not significantly different in our meta-analysis. Moreover, our study indicated that the focal group exhibited significantly better disability symptom improvement but less SF-36 enhancement than the segmental group. All primary groups performed significantly better in terms of movement and disability symptom improvements than the secondary non-hereditary group, which demonstrated better disability symptom improvement compared with the secondary hereditary group. The primary hereditary and idiopathic groups had a significantly lower frequency of AEs than the secondary non-hereditary group. The correlation between disability symptom improvement and movement symptom improvement was also significant.


The Target of Deep Brain Stimulation

Overall, both GPi-DBS and STN-DBS patients showed statistically significant improvements in movement symptoms, disability symptoms, SF-36 scores, and BDI scores in our analysis. Though the mean movement scores (SMD) and disability scores (SMD) in the STN group were numerically higher than those in the GPi group, they were not significantly different. To our knowledge, the clinical outcomes of GPi-DBS and STN-DBS in patients with dystonia have been evaluated in two other studies (Schjerling et al., 2013; Lin et al., 2019). The authors proposed that both GPi and STN targets are effective in treating dystonia; however, the extent of the movement and disability improvements was substantially larger in the STN group, which is comparable to the findings of this study. Schjerling et al. (2013) reported that: after stimulation of the STN, the mean 6-month improvement in BFMDRS movement score was 13.8 points; after stimulation of the GPi, this improvement was 9.1 points. Lin et al. (2019) also reported that the percentage improvement in the BFMDRS total movement score was significantly larger after STN DBS (64%) than after GPi DBS (48%) after the 12-month follow-up.

In contrast, the mean percentage of postoperative improvements (PIs) in the SF-36 and BDI scores in the GPi group was numerically higher than that of the STN-DBS group, but the differences were not statistically significant. According to multiple researchers, GPi-DBS improves the quality of life in patients with dystonia (Schjerling et al., 2013; Girach et al., 2019; Liu et al., 2019). However, few studies have investigated the quality of life in patients with dystonia who undergo STN-DBS (Lin et al., 2019). According to a follow-up assessment by Lin and Elkaim et al., no significant difference was observed between the groups in terms of the percentage improvement in quality of life (Elkaim et al., 2019; Lin et al., 2019).

Depression could be regarded as one type of stimulation-related AEs (Liu et al., 2019). Both STN-DBS and GPi-DBS could cause transient depression. In addition, both can result in surgery-related adverse effects, including hemorrhages and infections. Although GPi-DBS is known to have a direct influence on dyskinesia, STN-DBS is thought to be effective in these patients because of its effect on Parkinson’s symptoms, which leads to a substantial reduction in medication use, thus avoiding hyperkinesia (Dinkelbach et al., 2015). In our present study, the pooled AER after GPi-DBS was numerically lower than that after STN-DBS, but the difference was not significant. This outcome might partly be due to the different stimulation parameters used in GPi-DBS and STN-DBS considering the stimulation-related AEs (Tsuboi et al., 2020). More studies are needed to explore the relationship between programming parameters and safety.



Subgroup Analysis of Body Distribution

Here, we focused on the focal, segmental, and generalized groups. The movement scores, disability scores, and the SF-36 and BDI scores after DBS all showed significant improvement in the three groups. The movement improvement for focal dystonia was slightly higher than segmental and generalized dystonia with no statistical difference. The segmental and generalized groups demonstrated significantly less disability improvement than the focal group, while no differences were observed between the segmental and generalized groups. A 42.9% improvement in dystonia, as assessed by the dystonia movement score, and a 63.8% improvement, as assessed by the dystonia disability score, were demonstrated by the first prospective, multicenter, single-blind study that assessed the efficacy and safety of DBS in cervical dystonia (Ostrem et al., 2007). In generalized and segmental dystonia, two double-blind and multicenter studies demonstrated a benefit ratio, with mean improvements in the dystonia movement score of 51 and 42% (Steeves et al., 2012; Zhan et al., 2017). Although patients with focal, segmental and generalized dystonia all exhibited good responses to DBS, patients with focal dystonia might demonstrate the most obvious improvement in motor symptoms and disability symptoms. The physiological and pathological mechanisms of dystonia and DBS might contribute to this phenomenon (Krauss, 2002; Kiss et al., 2007; Levinson et al., 2021).



Subgroup Analysis of Etiology

Based on etiology, dystonia is classified as either primary hereditary, idiopathic, primary unspecified, secondary hereditary, or secondary non-hereditary. Primary unspecified means the genetic tests of those patients were unclear. The movement and disability scores both showed significant improvement in the five groups. We observed that all the primary groups demonstrated significantly better movement and disability symptom improvements than the secondary non-hereditary group, which showed greater disability symptom improvement than the secondary hereditary group. However, the mean values of movement symptom improvements in the primary groups were all higher than those of the secondary hereditary group. In previous studies, many authors noted a significant benefit of DBS in patients with primary dystonia (Benabid et al., 1987; Koy et al., 2013; Filip et al., 2017). Specifically, the dramatic response to DBS was shown in dystonia musculorum deformans-1 (DYT1 +) patients, by Markun et al. and other researchers (Reese et al., 2011; Cao et al., 2013; Quartarone and Hallett, 2013). Previous studies also noted that patients with primary dystonia exhibited a better response to DBS than those with secondary dystonia (Markun et al., 2012), a conclusion that is comparable with the outcomes of this study.

The frequency of AEs in the primary hereditary and idiopathic groups was significantly lower than that in the primary unspecified and secondary non-hereditary groups, and there were also significant differences between the primary hereditary and secondary hereditary groups. However, these results should be interpreted with caution. Although we analyzed 16 clinical studies in this analysis, the idiopathic group only included 22 patients from two studies, while the secondary non-hereditary group only included 23 patients from one study. Therefore, the statistical calculations containing these two groups should be carefully interpreted. Secondary hereditary dystonia includes pantothenate kinase–associated neurodegeneration (PKAN), Wilson’s disease, and Huntington’s disease (HD). Panov et al. (2013) proposed that the AER in PKAN patients was 23.2%, and the AER in the secondary hereditary group was 21.2 ± 7.4% in the current study. Due to the dramatic response of primary hereditary dystonia (Cif et al., 2010; Cao et al., 2013; Quartarone and Hallett, 2013), its AER was also much lower compared with other types of dystonia.



Prognostic Factors

In this study, we attempted to determine the prognostic factors for DBS as a dystonia treatment. Compared with the baseline characteristics, it was difficult to compare the efficacy and safety of DBS between the GPI-DBS and STN-DBS groups because the disease duration was significantly different between these groups. However, no statistically significant change was observed in the efficacy or safety of DBS across the time of disease duration. Moreover, age at surgery, age at onset, and preoperative scores were also not significant predictors of movement symptom improvement, disability symptom improvement, SF-36 enhancement, BDI enhancement, or AERs. Nevertheless, we found patients who demonstrated significant improvements in movement symptoms likely also demonstrated excellent improvement in disability symptoms.

We cannot directly deny that these factors may contribute to a difference in the outcomes of patients with dystonia, and many studies have attempted to determine the possible prognostic factors for DBS in the treatment of different types of dystonia. In a previous study, Isaias et al. (2011) found that a younger age at surgery (<21 years of age) and shorter disease duration (<15 years) are the main predictive factors of good postoperative outcomes for primary dystonia (Eltahawy et al., 2004; De Vloo et al., 2019). Brüggemann et al. (2015) observed that caudate atrophy was a predictor of a less beneficial outcome. Rodrigues et al. (2019) recently showed that cortical plasticity can be used as a biomarker to verify outcomes of DBS treatment, which indicates a positive effect of DBS. Furthermore, Isaias et al. (2011) found that worse baseline severity is the main predictive factor of higher efficacy of DBS for the treatment of Meige syndrome. Actually, in our sensitivity analysis, the correlation between the preoperative disability score and disability symptom improvement was significant, which might be related to the floor effect. A floor effect, also known as a basement effect, means that when there is a certain improvement level, patients with mild symptoms may not have as much room for improvement as patients with severe symptoms (Isaias et al., 2011). However, we need to be cautious to conclude that a lower preoperative disability score is the main predictive factor of higher disability symptom improvement for all patients with dystonia. More convincing clinical trials are therefore needed.



Limitations

Our study had several limitations.

First, most of the included studies were not randomized controlled studies, and only two studies contained comparisons of the two types of DBS, which had some advantages and some disadvantages. The disadvantage was high heterogeneity, which introduced biases and reduced the evidence level. The advantage was that a large number of patient samples from multiple centers was included in this study, which increased the statistical validity and universality of the results. Actually, valuable clinical information can also be provided by the one-arm meta-analysis (Weaver et al., 2005; Yin et al., 2019; Giordano et al., 2020).

Second, the number of patients treated with STN-DBS was not sufficient, and additional studies of patients treated with STN-DBS are therefore needed.

Third, SF-36 was used as the Qol tool in our analysis. Though it’s widely used and can evaluate patients’ health as a whole, it contains very few problems with dystonia.

Fourth, the follow-up duration (mean of 12.5 months) was short. Therefore, the long-term impacts and safety data could not be pooled or calculated.

Finally, in terms of the methodology, included studies were limited to those published in English and excluded some older articles that could not be retrieved.




CONCLUSION

This meta-analysis demonstrated favorable outcomes in terms of efficacy, quality of life, and safety. GPi-DBS and STN-DBS were both safe to perform and efficacious, and both resulted in excellent improvement in the quality of life of patients with dystonia. Compared with patients with segmental dystonia, those with focal dystonia exhibited a better improvement in dystonia symptoms but exhibited less enhancement in quality of life. Those with primary dystonia had a better response to DBS in terms of efficacy than those with secondary dystonia. Patients who demonstrated a significant improvement in movement symptoms likely also demonstrated excellent improvement in disability symptoms. Additional outcome data for patients treated with STN-DBS are needed. Collectively, we believe that results from future studies would enable clinicians to provide patients with a clearer perspective and to enhance the efficacy, quality of life, and safety as they relate to DBS.
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Precise recognition of early Parkinson’s disease (PD) has always been a challenging task requiring more feasible biomarkers to be integrated to improve diagnostic accuracy. MicroRNAs (miRNAs) of cerebrospinal fluid (CSF) are believed to be potential and promising candidate biomarkers for PD. However, the role of altered miRNAs of CSF play in PD is unclear. Here, we recruited patients with early stages of PD and controls to analyze the expression of miRNA in CSF by the Next Generation Sequencing (NGS). Furthermore, we tested the levels of these miRNA in SH-SY5Y cells treated with MPP+ using real-time quantitative PCR. We found 21 miRNAs were upregulated in CSF of early PD patients and miR-409-3p, one of the identified 21 miRNAs, was further confirmed in SH-SY5Y cells treated with MPP+. Also, more cells survived in the overexpression of the miR-409-3p group when SH-SY5Y cells and mice were treated with MPP+ and MPTP, respectively. Mechanistically, we demonstrated the binding of miR-409-3p and 3’UTR of ATXN3 through a dual luciferase reporter gene assay. Moreover, miR-409-3p mimic reduced the aggregation of polyglutamine-expanded mutant of ATXN3 and apoptosis. Our results provide experimental evidence for miR-409-3p in CSF as a diagnostic marker of PD.
Keywords: microRNAs, Parkinson's disease, cerebrospinal fluid—CSF, miR-409-3p, apoptosis
INTRODUCTION
Parkinson’s disease (PD), as the second most well-known neurodegenerative disorder, occurs in >55-years-old persons with ∼1% prevalence rate across the world, characterized by the progressive degeneration and loss of dopamine (DA) neurons and the formation and accumulation of Lewy bodies (LB) in the substantia nigra (SN) (Wang et al., 2017). PD is a complicated neurological disorder, caused by the interaction of many risk factors including pathogenic genes, environmental toxin, oxidative stress. The diagnosis of PD primarily depends on clinical symptoms including resting tremor, bradykinesia, muscle rigidity and postural gait instability. However, non-motor symptoms like REM behavior disorder, olfaction disorders, depression and gastrointestinal dysfunction develop inconspicuously long before the emergence of motor symptoms. Furthermore, a large amount of DA neurons (60∼70%) has already disappeared when occurrence and observation of these manifestations which seems too late for patients to benefit from current therapeutics. Therefore, it is essential to look for more feasible and objective diagnostic methods to recognize PD at the prodromal stage.
Recently, rising evidence imply that the miRNAs abundantly exist in a variety of body fluids with high stability and quantification as well as lower detection cost and shorter time, which make it a promising and potential biomarker (Marques et al., 2017; Wang et al., 2017; Lu et al., 2018). MiRNAs are a class of short-stranded, noncoding, endogenous RNAs consisting of 20–22 nucleotides. involved in the process of gene expression post-transcriptional regulation by combining their target genes at seed sequence of 3’-UTR (Singh and Sen, 2017). In fact, a large portion of miRNAs associated with or not with PD pathogenic genes were verified to regulate the expression of particular proteins participating in PD pathogenesis [(Wang et al., 2019), (Zhou et al., 2018)], which suggest that miRNAs play an important part in the pathogenesis of PD and may be a new potential therapeutic target of this disease (Lu et al., 2018). In addition, from most of surveys about PD candidate biomarkers, the results showed that the CSF closest to the brain is considered to be the best source to reflect the changes of molecular levels in the brain and should be more stable without well fluctuations due to the environmental changes than other body fluid (Marques et al., 2017; Taguchi and Wang, 2018; (Dos Santos et al., 2018).
Therefore, the goal of this study is to explore potential miRNAs as diagnostic indictors for early PD and influence of these miRNAs on the occurrence and development of PD. To obtain feasible miRNA indicators, the miRNA expression in CSF was quantified by the NG. Then, the miRNAs that have different expressions between PD patients at early stage and healthy controls were selected to be screened in the reported document database. If the miRNA has the same trend of the reported result, this miRNA will be identified as a feasible and ideal indicator of PD. Besides, to further study the function of the identified miRNAs, we discuss influences of the overexpression of miRNAs on apoptosis, which were detected in cell by TUNEL and Western Blot and in mice by immunofluorescence staining of brain sections, and the target gene of the identified miRNAs by dual luciferase reporter gene assay.
MATERIALS AND METHODS
Clinical Samples and Patient Data
CSF was obtained by standard procedures from all subjects with written informed consent, recruited in the Department of Neurology, The second Xiangya Hospital, Central South University from July 2017 to June 2018. The inclusion criteria of early PD patients: 1) Patients meeting the 2015 clinical diagnosis criteria of MDS Parkinson’s disease and being jointly diagnosed by 2 senior neurology physicians (Postuma et al., 2015); 2) The onset age is 30 years old or above, and the duration of disease is less than 5 years; 3) Hoehn and Yahr (H&Y) stage is 2.5 or less. Exclusion criteria: 1) Patients were confirmed or suspected atypical Parkinson’s disease or drug-induced parkinsonism; 2) Score above 3 on Unified Parkinson’s Disease Rating Scale (UPDRS) in any limb; 3) MMSE score of 25 or less; 4) A history of stroke, intracranial space-occupying diseases, and infectious diseases of the nervous system; 5) A history of major trauma to the head or spinal cord or surgery; 6) Have been taking non-anti-Parkinson’s disease drugs for the past 3 months; 7) Lumbar puncture is not acceptable. The control group was collected from age-matched patients without neurodegeneration disease.
RNA Isolation and Sequencing
The CSF was stored in polypropylene tubes placed at −80°C before further tested. The total RNAs were extracted using TRIzol reagent. The quantity and quality of RNA were checked by Nanodrop and Electrophoresis. The small RNA was added RNA 3' and 5' adapters at each end. Reverse transcription is used to create cDNA constructs based on the miRNA ligated with 3' and 5' adapters. A quality control analysis on sample library was performed by Agilent Technologies 2,100 Bioanalyzer using DNA-1000 or High Sensitivity DNA chip. Use cBot for the cluster generation and then sequence by Hiseq2500 (Illumina company, America).
Cell Culture, Treatment and Transfection
SH-SY5Y cells were obtained from ATCC and cultured in the F-12 medium (Gibco, United States) supplemented with 10% fetal bovine serum (Hyclone, United States), 1% non-essential amino acid (NEAA), 1% glutamine, 1% sodium pyruvate and 100 U/mL penicillin and 100 μg/ml streptomycin (Gibco, United States). The cells were incubated at 37°C in a humidified chamber containing 5% carbon dioxide. SH-SY5Y cells were differentiated into neurons following cultured in F-12 medium with 10 μM retinoic acid, 10% FBS, 2 mM glutamine for 7 days, and further cultured in FBS-free F-12 medium with 50 ng/ml brain-derived neurotrophic factor (BDNF) (ThermoFisher, United States), 2 mM glutamine for 5 days. In the experiment, 1 mM MPP+ (Sigma, United States) were added to the cells. The overexpression of miRNA in the cells was by transfection with Lipofectamine 2000 reagent (Invitrogen, United States) according to the manufacturer’s protocol.
RNAs Extraction, Reverse Transcription and Quantitative Real-Time PCR
Total small RNAs were isolated using TRIzol reagent (Invitrogen, United States) according to the manufacturer’s recommendations. Reverse transcription of all RNAs into cDNAs using the PrimeScript RT reagent Kit (ThermoFisher, United States), were performed at 16°C for 30 min, 42°C for 30 min and finally 85°C for 10 min. RT-qPCR to detect miRNAs expression were conducted at 95°C for 10 min to heat, followed by 40 cycles in the conditions: 95°C for 15 s to become denatured, 60°C for 30 s to annealing, then 72°C for 10 s to extend, with U6 as an internal control. Above PCR reactions were performed in triplicate. The primers were purchased in BioSune company (China). Our selected miRNAs have all been reported in previous publications. The sequence of primers used is shown in Supplementary Appendix S1.
TUNEL Assay
The apoptosis rate of cells was measured using the TUNEL Kit (Sigma, United States) according to the manufacturer’s instructions. In this procedure, the SH-SY5Y cells were seeded on the coverslip placed on the 24-well plates (BD Falcon, United States) and then treated with MPP+ after being transfected with miRNA mimic (Ribo, China). The coverslips were washed twice with phosphate buffered saline (PBS), and fixed with 4% paraformaldehyde at 4°C for 30 min. After washed three times with PBS, the slices were covered with 50 μL TUNEL reaction mixture solution with deoxynucleotide fluorescein-12-dUTP and incubated at humidified atmosphere at 37°C for 60 min in the dark. After rinsing the slices with PBS for three times, the cells were treated with DAPI solution (Sigma, United States) shading at room temperature for 2 min. Finally, samples were rinsed twice with PBS, and slides were covered with mounting medium containing glycerin reagent (Sinopharm, China) and cover glasses (Sail Brand, China). Since then, the apoptotic cells were observed and photographed with a fluorescence microscope.
Western Blot Analysis
Cells were lysed in buffer comprising 2% SDS, 62.5 mM Tris-HCl pH 6.8 and 10% glycerol. The tissues were homogenised in 10 volumes of RIPA buffer (Tris-HCl 50 mM, NaCl 150 mM, 1% Triton X-100, Sodium Deoxycholate 1%, SDS 0.1%, EDTA 2 mM). Protein extracts were measured by the bicinchoninic acid (BCA) quantification assay (Sigma, United States). Equal amounts of whole protein were electrophoresed on 15% SDS-polyacrylamide gel at constant voltage 80 V for 30 min and constant voltage 120 V for 40–50 min to separate the different Dalton proteins on the glue. Then appropriate protein was transferred to the polyvinylidene fluoride (PVDF) membranes (Millipore, United States) by wet type transfer apparatus (Bio-Rad, United States). After being blocked with 5% skim milk (Yili, China), the membranes were incubated with primary antibodies against human BAX, Bcl2 and cleaved caspase 3 (Cell Signaling Technology, United States) overnight at 4°C, and normalized to the endogenous β-actin (sigma life science, United States) as an endogenous control. Horseradish peroxidase (HRP) conjugated second antibodies against mouse or rabbit IgG (Cell Signaling Technology, United States) was used to incubate the blot for 1 h at room temperature. Finally, super signal chemiluminescence (ThermoFisher, United States) was used to detect the signal intensities.
Animal Experiment
6 male B6 wild-type mice were raised under specific pathogen-free environment for 1 year. AAVs carried miRNA (Obio Technology, China) were injected to the substantia nigra pars compacta (SNc) of the mice brain through stereotaxic surgery. The coordinate axis parameter of SNc is ±1.25 mm in M/L, −3.16 mm in A/P, −4.25 mm in D/V. After 3 weeks, the MPTP (Sigma, United States) was administrated in these mice with injection every 2 h for four doses in total over an 8 h period (20 mg/kg per dose × 4). One-day interval later, these mice were sacrificed and their brains were removed. The brain tissues were fixed with 10% paraformaldehyde (Cell Signaling Technology, United States) for 1 day at room temperature, followed by dehydration in 30% sucrose for 2 days at 4°C and embedding with O.C.T.Compound (Solarbio, United States) at −80°C. The brain tissues were cut to 20 μm thick slices with the freezing microtome (Leica, Germany). The slices were blocked with 5% BSA powder (Proliant, United States) dissolved in PBS containing 0.3% Triton X-100 (Cell Signaling Technology, United States) for 1 h followed by incubation of rabbit tyrosine hydroxylase (TH) primary antibody (Abcam, United States, 1:200) overnight at 4°C and then with Fluor 594 (red) secondary antibody (ThermoFisher, United States) at 37°C for 30 min. Images were taken by Zeiss LSM 880 confocal microscope.
Dual Luciferase Reporter Gene Assay
The target genes of miR-409-3p were predicted in a bioinformatics prediction website (http://www.targetscan.org) and were evaluated whether to directly target ATXN3 using a dual-luciferase reporter gene assay. The 3’-UTR of ATXN3 gene was inserted into XhoI and NotI restriction sites of pmiR-RB-REPORT™ vector. The recombinant sequence was confirmed by DNA sequencing. The miR-409-3p binding site mutation (GTTGTAAG change to GTCCAAAG) were constructed using Q5® Site-Directed Mutagenesis Kit (NEB, United States). The Dual Luciferase Reporter assay system used the renilla luciferase gene as the reporter luciferase and the firefly luciferase gene as an internal control.
Immunofluorescence
The SH-SY5Y cells grown on coverslips were transfected with miRNA mimic (Ribo, China) and ATXN3-Q78-GFP.The cells were fixed with 4% paraformaldehyde for 15 min, permeabilized with 0.1% Triton X-100 in PBS for 15 min, and blocked with 5% fetal bovine serum (FBS) in PBS for 2 h at room temperature. Cells were then incubated with DAPI solution (Sigma, United States) shading at room temperature for 2 min. Finally, cells were mounted and visualized by confocal microscopy.
Cell Apoptosis Detected by Flow Cytometry
The SH-SY5Y cells were seeded on the 24-well plates (BD Falcon, United States) and then treated with MPP+ for after being transfected with miRNA mimic (Ribo, China) and ATXN3-Q78-GFP. The apoptosis was detected by the Annexin V-FITC Apoptosis Detection Kit (Gibco, United States) according to the manufacturer’s protocol. The cells were trypsin-released and Annexin-V/PI stained at room temperature and kept in dark place for 5 min. Apoptotic cells were measured by flow cytometer (BD Bioscience, Accuro C6) and quantitated.
Statistical Analysis
The profiling of miRNAs from CSF were constructed at Genergy company. Statistics from miRNA-Seq were performed and the expression of miRNAs was using Fold change (FC). Statistics from RT-qPCR were performed using Bio-Rad iQ5 software (Bio-Rad, United States). Relative expression of miRNA was calculated by REL = 2−ΔΔCt (ΔΔCt= (Ct [experimental group]-Ct [U6]) -(Ct [experimental group]-Ct [U6])). Statistics from western blot were performed by the analysis of gray value at ImageJ software. Statistical analysis of data used GraphPad Prism v5.0 (CA, United States). Results of quantitative data in this research are expressed as mean ± SD. Significant differences in experiment between two groups were compared using Student t-test. A p value less than 0.05 was considered statistically significant (*p values < 0.05, **p values < 0.01, ***p values < 0.001; bar, SD).
RESULTS
Variance Analysis of the Clinical Information
The demographic characteristics of the subjects in our study, including 7 early PD patients and 4 controls is summarized in Table 1. The PD group consisted of 3 males and 4 females, aged ranging from 44 to 59 years old with an average of 53 ± 3 years old, as well as their H&Y median is 2 and UPDRS III median: 24. 1 male and 3 females in the control group, aged 33–58 years old with average age of 46 ± 10. The difference about age, gender, and disease duration in the two groups is showed not statistically significant.
TABLE 1 | Cohort summary.
[image: Table 1]miRNAs Profiling in CSF of Parkinson’s Disease Patients
The miRNA libraries from the CSF were analyzed on the Illumina HiSeq2500 platform. There were 21 unique miRNAs with significant difference (p < 0.05) between PD patients and the control group (Figures 1A,B; Table 2). Among them, all miRNAs were up-regulated with a fold change ≥ 1.5 (p < 0.05, Table 2). The target genes of 21 miRNAs were predicted in the website TargetScanHuman (http://www.targetscan.org). The total summarizing number of target genes is 9033 by wiping off the repetition. GO analysis respectively showed a proportion of these target genes in the biological process, cellular component and molecular function (Figure 1C and Supplementary Appendix S2). The signal pathway is involved in the mitochondrial function, electron transfer activity and antioxidant activity related to the pathogenesis of Parkinson’s disease.
TABLE 2 | Top ranking variables.
[image: Table 2][image: Figure 1]FIGURE 1 | CSF miRNA profile data analysis and bioinformation prediction indicate the altered expression of miRNA in PD. (A) Volcano plot shows that most of altered CSF miRNAs were upregulated in PD patients compared to control group. Blue dots indicate a fold change expression > 1.5 [|log2 (Fold Change) | > 1] and p < 0.05 [−log10 (p value) > 1.3] (B). Heatmap represents the mean fold change in PD and related differential miRNA signature. Each entry of the grid refers to relative fold (log2) between the expression level of a given miRNA in all participators. The color of each entry represents the abundance of miRNAs, ranging from blue (negative values) to red (positive values). (C). GO enrichment analysis of predictive target genes of 21 different miRNAs in CSF between PD patients and control group.
Variation of the Selected miRNA in the Parkinson’s Disease Cell Model
Several miRNAs had been reported at abnormal level in PD, like miR-151-3p (Vallelunga et al., 2014), miR-409-3p ((Burgos et al., 2014), (Gui et al., 2015)), miR-423-5p ((Dos Santos et al., 2018), (Roser et al., 2018)) which were established in correlation with PD also in our study. Thus, the three miRNAs were selected to tested by RT-qPCR in SH-SY5Y cells treated with MPP+ in vitro. The results showed that miR-409-3p was decreased in the MPP+ treated cells (p < 0.05) (Figure 2).
[image: Figure 2]FIGURE 2 | The expression level of miR-409-3p decreases significantly in MPP+-induced SH-SY5Y cells. The expression levels of three selected miRNAs were detected in PD model cells by RT-qPCR analysis. Data were analyzed using Student t-test, *p < 0.05.
The Effect of Overexpression of miR-409-3p on Apoptosis in Cells Treatment of MPP+
To investigate the roles of miR-409-3p in apoptosis induced by MPP+, miR-409-3p was overexpressed in the SH-SY5Y cell by transfecting the mimic into the cells over 24 h. The cells then were induced to apoptosis using the MPP+ for 48 h. The TUNEL analysis indicated that the apoptosis ratio reduced remarkably in the cells with overexpression of miR-409-3p, compared with control (Figure 3). Similarly, the western blot analysis revealed the BAX/Bcl2 ratio decreased and active caspase3 downregulated in miR-409-3p mimic group compared with control when simultaneously treated with MPP+ (Figure 4), which supports that overexpression of miR-409-3p can protect the apoptosis from MPP+ treatment.
[image: Figure 3]FIGURE 3 | Overexpression of miR-409-3p inhibits apoptosis in MPP+-induced SY5Y cells. (A) TUNEL staining of SH-SY5Y cells apoptosis in each group. Scale bar = 50 μm. (B) Histogram shows SH-SY5Y cells apoptosis ratio decrease in the miR-409-3p mimic group. Data were analyzed using Student t-test, **p < 0.01.
[image: Figure 4]FIGURE 4 | Western blot analysis shows that miR-409-3p overexpression inhibits apoptosis. (A) The apoptosis related proteins (BAX, Bcl2 and Cleaved caspase 3) were detected by western blot analysis in SH-SY5Y cells treated with MPP+ after miR-409-3p overexpression. (B) Histograms shows that the BAX/Bcl2 ratio and the level of active caspase 3 decrease in the miR-409-3p overexpression group with MPP+-induced apoptosis. Data were analyzed using Student t-test, *p < 0.05; **p < 0.01.
SNc Stereotaxic Injections for Overexpression of miR-409-3p in vivo
We also tested the effect of miR-409-3p on MPTP-induced apoptosis of tyrosine hydroxylase (TH) neurons in vivo. The 12-months-age mice with overexpression of miR-409-3p through AAV infection in the SNc region of the right brain and control in the left for 3 weeks were then established the acute MPTP mouse model of PD. The immunofluorescence analysis indicated that a relatively denser distribution of TH positive neurons at the side of overexpression of miR-409-3p but rarely found at the control side. (Figures 5A,B). BAX/Bcl2 ratio and active caspase3 were also analyzed in vivo. The results showed BAX/Bcl2 ratio and active caspase3 were decreased in SNc region infected miR-409-3P mimic AAV comparing to SNc region infected with control AAV (Figures 5C,D). At the same time, we also detected a decrease of miR-409-3P in the SNc of mice treated with MPTP (Figure 5E).
[image: Figure 5]FIGURE 5 | miR-409-3p overexpression protects loss of TH neurons induced by MPTP in vivo. (A) TH positive neurons (red) and miR-409-3p overexpression (green) in SNc were detected by immunofluorescence analysis. The mice were injected AAV carried with miR-409-3p control and mimic on the left and right sides of their brains. TH neuron numbers decrease after MPTP treatment. Scale bar = 50 μm. (B) Histograms used to count the number of TH cells shows a relatively amount of TH positive neurons at right side compared to control side. (C) The apoptosis related proteins (BAX, Bcl2 and Cleaved caspase 3) were detected by western blot analysis in SNc. (D) Histograms shows that the BAX/Bcl2 ratio and the level of active caspase 3 decrease in the miR-409-3p overexpression group with MPTP treatment. Student t-test, *p < 0.05; **p < 0.01. (E). The expression of mouse miR-409-3p was detected by real-time PCR. Data were analyzed using Student t-test, *, p < 0.05.
miR-409-3p Regulate Apoptosis-Related Protein Pathways by Targeting at ATXN3
To explore the mechanism of miR-409-3p in neuroprotective effect, we analyzed the predicted miR-409-3p target genes that may affect mitochondrial function. ATXN3 is selected for further verification. miR-409-3p was verified to target the position 36–43 ATXN3 3’ UTR-WT (Figure 6A) using the online bioinformatics prediction website TargetScan (Figure 6A) and the dual luciferase reporter gene assay, which displays that the cells co-transfected with a miR-409-3p mimic and ATXN3-WT had lower relative luciferase activity than that of the NC group (p < 0.01), while the cells co-transfected with a miR-409-3p mimic and ATXN3-Mut showed no difference (Figure 6B). Both wild-type and polyglutamine-expanded mutants of ATXN3 have been reported to be involved in the mitochondrial function (Pozzi et al., 2008; Kristensen et al., 2018). Polyglutamine-expanded ATXN3 disrupts mitochondria by upregulating Bax and downregulating Bcl-xL and triggers apoptosis by inactivation of PNKP((Gao et al., 2015), (Chou et al., 2006)). To test the role of miR-409-3p in ATXN3-mediated apoptosis, we transfected miR-409-3p mimic in cells overexpressing ATXN3-Q78-GFP. The results show that miR-409-3p mimic can reduce the aggregates in ATXN3-Q78-GFP cells (Figure 7A). Moreover, miR-409-3p mimic can also decrease the apoptosis induced by ATXN3-Q78-GFP overexpression (Figures 7B,C).
[image: Figure 6]FIGURE 6 | The prediction in bioinformatics and dual luciferase reporter gene assay to determine the targeted relationship between miR-409-3p and ATXN3. (A) The binding sites of miR-409-3p and the position 36-43 of ATXN3’ UTR-WT and ATXN3’ UTR Mut (GTTGTAAG change to GTCCAAAG) predicted in the website. (B) The relative luciferase activity of the cells co-transfected with miR-409-3p mimic and ATXN3-WT was significantly reduced. Data were analyzed using Student t-test, *p < 0.05; **p < 0.01.
[image: Figure 7]FIGURE 7 | miR-409-3p decrease the cell toxicity of ATXN3-Q78-GFP (A) the aggregates of ATXN3-Q78-GFP were observed in SH-SY5Y cells with transfection of miR-409-3p mimic or negative control (NC). (B) Statistical results of apoptosis detected by flow cytometry in SH-SY5Y cells with transfection of miR-409-3p mimic or negative control (NC). Student t-test, *, p < 0.05. (C) Apoptosis were detected by flow cytometry in SH-SY5Y cells with transfection of miR-409-3p mimic or negative control (NC) using annexin-V-FITC and PI staining.
DISCUSSION
PD has a prodromal period of about 20 years (Fereshtehnejad et al., 2019) but early PD has only about 65% diagnostic rate. Diagnosis error seems inevitable due to subjective judgment of symptoms and medical history without effective objective diagnostic criteria (Hustad et al., 2018). Therefore, many studies have been carried out to find different molecular markers (chemicals, metabolites, etc.) that are unique to PD patients from tissues to biofluids. With the expression of special conservation and stability and the ability of regulation of gene expression at post-transcriptional level, miRNAs become promising indicators for early diagnosis and target for treatment in future (Wang et al., 2017). In addition, it is generally believed that CSF is an ideal source reflect veritably the condition of neurodegenerative diseases, prior to other samples (Magdalinou et al., 2014).
miRNAs Were Identified to Be a Feasible Indictor of Parkinson’s Disease
Altered microRNA profiles in CSF exosome in Parkinson disease are widely studied. Gui Y et al found miR-153, miR-409-3p, miR-10a-5p and let-7p-3p levels were increased significantly and miR-1 and miR-19b-3p levels were decreased in CSF by NGS and RT-PCR verification (Gui et al., 2015). miR-144-5p, miR-200a-3p, and miR-542-3p were found dysregulation in A53T mutant α-synuclein transgenic mice. These microRNAs were also shown significant increase in the CSF of PD patients (Mo et al., 2017). Additionally, our previous results showed the dysregulation of miR-626 in CSF were specific change in PD from other neurodegenerative diseases (Qin et al., 2019). A panel comprising 5 microRNAs (Let-7f-5p, miR-27a-3p, miR-125a-5p, miR-151a-3p, and miR-423-5p), with high sensitivity and specificity is a potential diagnostic tools for early stage Parkinson’s disease. Moreover, combined miRNA profiles with α-synuclein protein levels reach more high sensitivity and specificity (8). In our study, 21 miRNAs were identified at higher expression levels in CSF of PD by NGS (p < 0.05). The consistence of the change trend of miRNA expression was found in other studies. The expression level changes miR-423-5p and miR-151a-3p of in PD patients are consistent with the findings described above (Dos Santos et al., 2018). We also found the up-regulation of miR-409-3p in this study is similar to that of Burgos K et al (Burgos et al., 2014) and Starhof C et al (Starhof et al., 2019), which confirmed the high repeatability and stability of miRNA being a molecular marker for early diagnosis of PD.
Influence of Up-Regulation of miRNAs on Parkinson’s Disease
As mentioned, miRNA may participate in PD related gene expression regulation and pathogenesis of PD. Therefore, miRNA expression changes can not only as diagnostic markers for PD, but also as new targets providing for the study of the emerging gene therapy. According to GO analysis, the predicted target genes of 21 miRNA play a role in a variety of biological processes and some are related to PD, which indicates that these abnormally expressed miRNAs may regulate the level of related proteins in the pathogenesis of PD.
Above three identified miRNAs were selected to be tested further in the PD cell model by qPCR. Among them, miR-409-3p showed a lower level in MPP+ induced SH-SY5Y cells, which contrary to the results observed in cerebrospinal fluid. There may be a negative feedback regulation of miRNAs in the human body and some studies have found that miRNA target genes can lower the expression of miRNAs by influencing miRNA promoters (O'Brien et al., 2018). Therefore, we speculate that the opposite trend of miR-409-3p is because the down-regulated signal of miR-409-3p in the patient at the beginning of the disease will mobilize the body’s negative feedback regulation mechanism to cause miR-409-3p increase in CSF.
Usually, miR-409-3p was previously reported to be associated with cancer such as cervical cancer (Shukla et al., 2019), breast cancer (Ma et al., 2016) and colorectal cancer (Bai et al., 2015). However, in the results of TUNEL, it was found that the overexpression of miR-409-3p can reduce the apoptosis of SH-SY5Y cells induced by MPP+. Therefore, to explore its function in PD, we predicted the target genes of human miR-409-3p and mouse miR-409-3p, respectively. Many of their target genes overlap. Some of these target genes involve mitochondria and apoptosis, such as ATXN3 (ataxin 3), which play a activate role in the pathway of mitochondrial autophagy by upregulating the ratio of apoptosis-related protein Bax/Bcl-XL (Chou et al., 2006). Consistent with the result of WB, it was found that miR-409-3p affect the expression levels of apoptosis-related proteins BAX/Bcl2 and active caspase 3. We also found the overexpression of miR-409-3p in the brain of the mice can protect from the damage of toxicology. Furthermore, our dual luciferase reporter gene assay verified the miR-409-3p binding to ATXN3.
Future Work
Our findings provided evidence that miR-409-3p plays an important role in PD and probably have a major impact on the diagnosis and treatment of the disease. Future research needs to validate miR-409-3p as an early diagnosis of PD in a larger population. Research on the regulation mechanism of disease-specific miRNAs will also help us understand the pathogenesis of PD.
CONCLUSION
Our study further indicates that miRNAs in CSF can be ideal biological biomarkers for PD and it is valuable to be explored its function. Above all, the miR-409-3p seem to act a significant part in PD.
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Depression, a neurological disorder, is a universally common and debilitating illness where social and economic issues could also become one of its etiologic factors. From a global perspective, it is the fourth leading cause of long-term disability in human beings. For centuries, natural products have proven their true potential to combat various diseases and disorders, including depression and its associated ailments. Translational informatics applies informatics models at molecular, imaging, individual, and population levels to promote the translation of basic research to clinical applications. The present review summarizes natural-antidepressant-based translational informatics studies and addresses challenges and opportunities for future research in the field.
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INTRODUCTION
Depression is a neurological disorder commonly characterized by emotional and physical health, cognitive abilities, behavioral and sleep patterns affecting populations from all age groups globally (Wang et al., 2007; James et al., 2018). Amongst the major contributing factors are the patient’s family and medical history, traumas in early childhood, the structure of the brain, and drug abuse (Wang et al., 2007; James et al., 2018). At present, the medication for depression management largely relies on the chemical-based drugs that are categorized into selective serotonin reuptake inhibitors (SSRIs), serotonin and norepinephrine reuptake inhibitors (SNRIs), tricyclic antidepressants (TCAs), tetracyclic antidepressants, dopamine reuptake blockers, monoamine oxidase inhibitors (MAOIs), 5-HT receptor (5-HT1A, 5-HT2, and 5-HT3) and noradrenergic antagonists (Alvano and Zieher, 2020). The commercially available anti-depressants include citalopram, fluoxetine (SSRIs), desvenlafaxine, duloxetine (SNRIs), amitriptyline (TCAs), maprotiline (tetracyclic anti-depressants), isocarboxazid (MAOI), bupropion (dopamine reuptake blockers), vilazodone, nefazodone, and vortioxetine (5-HT1A, 5-HT2, and 5-HT3 receptor antagonists), and mirtazapine (noradrenergic antagonist) (Anonymous, 2000; Milev et al., 2016), which are accompanied by potential side-effects. Precisely, these vary from common side-effects (nausea, drowsiness, fatigue, constipation, dry mouth, weight gain, trouble sleeping, nervousness, tremors, and sexual problems) to serious health complications (low blood pressure, irregular heartbeat, seizures) (Ferguson, 2001). It is, therefore, imperative to venture into the natural products-based therapeutic domains.
Plant and natural products-based traditional medicine provides the foundation for numerous commercial drugs and has played a significant role in addressing global primary health requirements, especially, in developing countries (Duke et al., 1993; UNESCO World Decade for Cultural Development, and Organization W.H, 1996; Cragg et al., 1997; Newman et al., 2003; OrganizationW.H, 2013; Jyoti and Kumar., 2019; Mukhtar and Singh, 2020; Newman and Cragg, 2020; Atanasov et al., 2021; Dangar and Patel, 2021; Sathya and Arumugam, 2021). These natural products are isolated from various sources that include animals, fungi, plants, and microbes (Gunatilaka, 2006; Cragg and Newman, 2013; Genilloud, 2014; Atanasov et al., 2015; Katz and Baltz, 2016; Newman and Cragg, 2016; Futamura et al., 2017; Ikeda, 2017; Baltz, 2019; Singla et al., 2020; Apoorva et al., 2021; Bansal et al., 2021; Swarnkar et al., 2021). Unlike the chemical commercial drugs, laboratory synthesis of natural products with a heterogeneous composition and unique structures is an arduous task, albeit, enhanced stability and efficacy are reported for them. Moreover, there is often no evidence of microbial resistance, major toxic or side-effects for natural products-based therapeutics, and formulations (Moore et al., 2017). Essentially, these natural products include plant metabolic extracts and secondary metabolites extracted from different medicinal plants. Together, these are reported to demonstrate neuroprotective effects and reduce the risk of neurodegenerative diseases that strengthen their candidature as potential neuroprotective agents (Farahani et al., 2015; Fajemiroye et al., 2016; Martins, 2018; Bhandari et al., 2019). In light of the above facts, ongoing research efforts for depression management are focused on developing natural products-based anti-depressants.
In the recent past, tremendous progress in the interdisciplinary fields of medicinal science and computer-aided high throughput screening of therapeutic targets has accelerated the ominous process of drug discovery (Singh et al., 2009; Igoli et al., 2014; Singla, 2014; Khan et al., 2020). For this, various therapeutic target databases, models, and tools have been constructed that are essential for the management of vast clinical data (Chen et al., 2020; Liu et al., 2020; Yan et al., 2020; Chen et al., 2021; He et al., 2021). Together, these pave the way to the modern era of drug discovery and “big data,” with a foundation of five pillars,“ namelyValue,” “Variety,” “Velocity,” “Veracity,” and “Volume” (Dhingra and Kumar, 2007). The preclinical and clinical data collected from patients suffering from depression along with the data procured from healthy individuals make up the big depression data. This big data can be utilized for future approaches to data-driven medicine for depression. Figure 1 illustrates the 5 V s of big data characterization for depression. Computer-Aided Drug Discovery (CADD) based on the “big data,” surpasses the traditional methods of drug discovery that rely on ligand and structure-based drug designing tools (Sairam et al., 2002; Hazra et al., 2012; Joon et al., 2021). Howbeit, this demands a standardized multi-tiered data integration with robust algorithms for mining, structuring, and analysis of the accumulated clinical data (Shen et al., 2020; Miao et al., 2021). Also, this is crucial for assessing the precision of drug-target interactions generated by molecular simulation studies. Further, these contemporary drug discovery databases are expected to have ample data storage capacity with proper sources to ascertain the actual data density for the discovery of novel drugs and their targets. Moreover, the appropriate utilization of these modernized computational approaches is crucial for novel drug discovery.
[image: Figure 1]FIGURE 1 | 5 Vs of big data characterization for depression.
Even though much research has been done on natural product-based therapeutics that strengthen their credibility in the treatment of myriad ailments, the translation of data obtained from basic research to clinical application is still a challenge to the scientific community (Singla and Dubey, 2019; Singla et al., 2021a; Singla et al., 2021b; Singla et al., 2021c; Madaan et al., 2021). With a focus on the antidepressant application of these natural products, here, we propose a paradigm of the informatics-driven research model and summarize the application of informatics models at different levels for augmenting translational research. Since the studies on the application of data models, Bioinformatics, imaging informatics, medical informatics, and health informatics in natural products-based drug discovery is scarce, this review will illuminate developmental insights for future novel translational informatics-based research directions in the field.
2 SIGNALING PATHWAYS OF DEPRESSION
Depression pathogenesis involves multiple complex molecular mechanisms (Figure 2). To date, two pathways, including mitogen-activated protein kinase signaling (MAPK) and cyclic adenosine phosphate signaling (cAMP), have been widely reported to be associated with depression development, which has attracted close attention in antidepressant research (Duman and Voleti, 2012).
[image: Figure 2]FIGURE 2 | MAPK and cAMP signaling pathways.
The Ras-MAPK signaling pathway includes two key kinases, namely extracellular signal-regulated kinase (ERK) and MAP/ERK kinase (MEK). ERK is typically activated by the phosphorylation of various growth factors. The activated ERK will then enter the nucleus and regulate a bunch of transcription factors, promoting specific genes’ transcription and expression. ERK signaling is regulated by protein kinase A (PKA) and protein kinase C (PKC), the activators of which can activate the ERK 1/2 in the hippocampus (Roberson et al., 1999). Accumulating pieces of evidence have demonstrated that the decreased activity of ERK signaling is one of the contributors to depression. Data from studies on depressive suicide victims showed reduced activity of PKA, PKC, and adenylate cyclase (AC) (Dwivedi et al., 2004). Duric et al. sequenced the hippocampus tissues from major depressive disorder (MDD) patients and noticed a significantly elevated expression of MKP1, which is a suppressor for ERK and MEK (Duric et al., 2010). Moreover, Dwivedi et al. revealed the decreased catalytic and phosphorylation activity of ERK 1/2 via direct examination of the expression level of ERK 1/2 in the brain tissues from the suicide victims suffering from depression (Dwivedi et al., 2001). They also noticed the downregulation of Ras, which is an upstream regulator of ERK, and the interaction between Ras and MEK1 is limited as well (Dwivedi et al., 2009). Besides, MAPK suppressors like protein tyrosine phosphatase receptor type R (PTPRR) are also engaged in the ERK-involved depression mechanisms. Overexpression of PTPRR in mice led to their susceptibility to depression (Li et al., 2016). Taken together, ERK signaling plays a crucial role in enhancing neuron plasticity and promoting the release of neural growth factors. The general mechanisms of ERK signaling in depression development are due to its inactivation or suppression. Studies from a system level, however, should be addressed to further explore the landscape of ERK-engaged depression pathogenesis.
The cAMP signaling, or cAMP/AC/PKA signaling, is heavily involved in emotion regulation. A general route of this pathway starts from the activation of AC, which will result in the catalysis of ATP to cAMP, followed by the activation of PKA. The activated PKA will then phosphorylate the cAMP response element-binding protein (CREB) and finally regulate the gene transcription. Studies have noticed that the promotion of cAMP signaling may have antidepressant effects. For instance, Data from Jiang et al. showed that the immobility time of rats was significantly reduced by a PKA agonist named 8-BR-camp (Jang et al., 2018). Nico et al. used a cAMP analog that inhibits PKA but not cAMP and revealed that besides the activation of PKA, the elevation of cAMP can also promote the activity of this signaling pathway and enhance the antidepressant effects (Liebenberg et al., 2011). In addition, Wang et al. also showed similar results. By injection of Raleigh Alvin (rolipram), which is an inhibitor for phosphoric acid lipase 2–4 (PDE4) that can prevent the hydrolysis of cAMP, the researchers found the increased level of cAMP and phosphorylated CREB, and reduce of immobile time of the mice (Wang et al., 2019). Notably, the cAMP and MAPK signaling partially share the same proteins in depression development. There may be interactions between these two pathways, the relationship of which should be paid more attention to, especially for those antidepressant relevant research.
3 NATURAL PRODUCTS AGAINST DEPRESSION
The traditional system of medicine is the bedrock for several commercial drugs for depression and is based on natural products from various sources (Baird-Lambert et al., 1982; England, 1998; Hu et al., 2002; Hedner et al., 2006; Kochanowska et al., 2008; Zhao et al., 2016; Kochanowska-Karamyan et al., 2020; Singla, 2021). There is substantial evidence on the antidepressant activity of metabolic extracts and metabolites isolated from various medicinal plants (Farahani et al., 2015). The metabolic extracts are derived from distinct plant parts, such as leaves, flowers, roots, fruits (powdered or unripe), stem bark, bulb (powdered), whole plant, seed, petal, stigma, rhizome, hypocotyls, and etc. Reportedly, the plant secondary metabolites with anti-depression activity belong to different classes of phytocompounds that mainly comprise alkaloids, flavonoids, furocoumarins, glycosides, polyphenols, saponins, triterpenoids, and xanthones (Farahani et al., 2015). Together, these execute the anti-depression activity or neuroprotective effects through different mechanisms that target neurological signaling pathways or molecules responsible for depressive disorders (Farahani et al., 2015). The antidepressant properties of some important natural products are discussed below.
3.1 Metabolic Extracts
The methanolic extracts of Asparagus racemosus Willd. (roots) demonstrated in vivo antidepressant effects via MAO (Monoamine oxidases: MAO-A and MAO-B) inhibitory activity and dopaminergic (D2), serotonergic, GABAergic (Gamma-aminobutyric acid), adrenergic (α1), and noradrenergic receptor system interactions (Dhingra and Kumar, 2007; Singh et al., 2009). Similarly, the whole plant extracts of Bacopa monnieri (L.) Wettst. exerted in vivo antidepressant effects mainly through MAO (Monoamine oxidases: MAO-A and MAO-B) inhibitory activity and dopaminergic (D2), noradrenergic, and serotonergic receptor system interactions (Sairam et al., 2002; Maity et al., 2011; Hazra et al., 2012; Singh et al., 2014; Girish et al., 2016). Further, the fruit (methanolic) and seed (aqueous) extracts of Benincasa hispida (Thunb.) Cogn. exhibited MAO-A enzyme inhibition activity and dopaminergic (D2), serotonergic, GABAergic, adrenergic, and noradrenergic receptor system interactions (Dhingra and Joshi, 2012; Bharti and Singh, 2013). Phyllanthus emblica L. aqueous fruit extract showed MAO-A inhibitory activity and dopaminergic (D2), serotonergic, adrenergic receptor system interactions. This antidepressant activity could be due to the ascorbic acid, tannins, flavonoids, and polyphenols present in its fruit (Pemminati et al., 2010; Dhingra et al., 2011). Another plant extract that acts through MAO (MAO-A and MAO-B) activity inhibition is Glycyrrhiza glabra L. The aqueous, hydroalcoholic and ethanolic root extracts of G. glabra L. elevates norepinephrine (NE) and dopamine (DA) levels in the brain (Dhingra and Sharma, 2006; Chowdhury et al., 2011; Biswas et al., 2012). The petroleum ether stem extracts of Tinospora cordifolia (Willd.) Hook. f. and Thomson demonstrated antidepressant activity by MAO (MAO-A and MAO-B) enzyme inhibitory activity and dopaminergic (D2), serotonergic, adrenergic, and noradrenergic receptor interactions (Dhingra and Goyal, 2008a). The ethanolic and aqueous leaf extracts of Rhazya stricta Decne. demonstrated antidepressant effects through MAO-A inhibition (Ali B. et al., 1998; Ali B. H. et al., 1998). Momordica charantia L. relies on dopaminergic (D2), serotonergic (5-HT2), muscarinic, cholinergic, and noradrenergic (α1 and α2) receptor systems for its antidepressant activity (Ishola et al., 2013). Piato et al. and Siqueira et al. showed that Ptychopetalum olacoides Benth. (ethanolic root extract) possess antidepressant activity along with the noradrenergic (β) and dopamine (D1) receptor system interactions (Siqueira et al., 2004; Piato et al., 2009). Pedersen et al. demonstrated that Mondia whitei (Hook.f.) Skeels and Xysmalobium undulatum (L.) W.T.Aiton possess antidepressant activities, which could be attributed to their affinity for the Serotonin transporter (SERT) (Pedersen et al., 2008). Reportedly, the ethanolic root and rhizome extracts of Nardostachys jatamansi (D.Don) DC. showed anti-MAO (MAO-A and MAO-B) activity and GABAB receptor interaction (Dhingra and Goyal, 2008b; Karanth et al., 2012; Deepa et al., 2013). The root and rhizome extracts of (aqueous, dichloromethane, hydroethanolic, oil, and methanolic) Valeriana jatamansi Jones ex Roxb. were reported to have antidepressant effects via inhibition of nitric oxide (Subhan et al., 2010; Sah et al., 2011a; Sah et al., 2011b). Viana et al. demonstrated the antidepressant activity of Schisandra chinensis (Turcz.) Baill. (seeds) to be through its interaction with noradrenergic receptors (Viana et al., 2005). Rodrigues et al. showed that the hydroethanolic stem and leaf extracts of Siphocamphylus verticillatus possess antidepressant activity via synaptosomal inhibitory activity. These include [3H] dopamine [3H] noradrenaline, and [3H] serotonin uptake (Rodrigues et al., 2002). The uptake of serotonin and dopamine was also inhibited by the hydroethanolic bark extract of Trichilia catigua A. Juss. (Campos et al., 2005). Burdette et al. showed antidepressant activity of various extracts (aqueous, ethanol, and isopropanol) of Actaea racemosa L. It was reported to behave as a serotonin (5-HT1A, 5-HT1D, and 5-HT7) receptor agonist (Burdette et al., 2003). Figure 3 shows an interaction analysis map of metabolite extracts from various plant sources with the physiological biomarkers of depression. Except for Rhazya stricta Decne., Mondia whitei (Hook.f.) Skeels, Valeriana jatamansi Jones ex Roxb., Schisandra chinensis (Turcz.) Baill., and Xysmalobium undulatum (L.) W.T.Aiton, the rest all the metabolite extracts were documented to be multimodal in action for their antidepressant activity. To the surprise, all the natural sources belong to a single class (Magnoliopsida). Further, as per the covered data, the family Apocynaceae, Curcurbitaceae, and Caprifoliaceae were of special importance to explore natural antidepressants. In our previous literature study, we have observed that families like Solonaceae and Fabaceae, are important in yielding agents against Parkinson’s disease (Singla et al., 2021a).
[image: Figure 3]FIGURE 3 | Interaction analysis map to express association and relationship between class and family of natural sources with the physiological pathways related to depression.
3.2 Metabolites
Zhou et al. and Jin et al. demonstrated that antidepressant effects of Akebia trifoliata (Thunb.) Koidz. (ethanolic powdered fruit extract) are due to hederagenin (Supplementary Figure S1A), which has high norepinephrine transporter (NET), dopamine transporter (DAT), and serotonin (SERT) transporter affinity, and inhibitory activity (humans and rats) (Zhou et al., 2010; Jin et al., 2012). Likewise, several studies reported anti-NET, anti-DAT, and anti-SERT activities of alkaloids, namely, buphanamine (Supplementary Figure S1B) and buphanidrine (Supplementary Figure S1C), isolated from the ethanolic bulb extract of Boophone disticha (L.f.) Herb. (Nielsen et al., 2004; Pedersen et al., 2008; Gadaga et al., 2010). Quercetin (Supplementary Figure S1D) isolated from the aqueous powdered bulb extract of Allium cepa L. demonstrated MAO inhibitory activity. An increased metabolite to neurotransmitter ratio was observed in rat models of depression administered with quercetin (Sakakibara et al., 2014). Likewise, paeoniflorin (Supplementary Figure S1E) and albiflorin (Supplementary Figure S1F) isolated from the ethanolic root extract of Paeonia lactiflora Pall. exhibited MAO inhibitory activity. These glycosides also up-regulated the serotonergic systems (Mao Q.-Q. et al., 2008; Mao Q. et al., 2008; Qiu et al., 2013). Ren et al. showed that sarsasapogenin (Supplementary Figure S1G) isolated from Anemarrhena asphodeloides Bunge leaf extracts possessed MAO (MAO-A and MAO-B) inhibitory activity. It was also shown to interact with norepinephrine and serotonin (5-HT) receptor systems (Ren et al., 2006). MAO inhibitory activity was observed with piperine (Supplementary Figure S1H) and methylpiperate (Supplementary Figure S1I) isolated from the ethanolic fruit extract of Piper longum L. (Lee et al., 2005; Lee et al., 2008). Other examples include polygalatenoside A (Supplementary Figure S1J) and polygalatenoside B, YZ-50, and 3,6-disinapoyl sucrose (Supplementary Figure S1K) isolated from the root extracts of Polygala tenuifolia Willd. that caused NE-mediated MAO activity inhibition (Cheng et al., 2006; Hu et al., 2010; Hu et al., 2011). Isoliquiritin (Supplementary Figure S1L) and liquiritin (Supplementary Figure S1M) isolated from the aqueous root extracts of Glycyrrhiza uralensis Fisch. ex DC. demonstrated serotonin (enhanced 5-HT) and NE-mediated antidepressant activity in the mice model of depression (Wang W. et al., 2008; Zhao et al., 2008; Fan et al., 2012). 4-hydroxyisoleucine (Supplementary Figure S1N) isolated from the seed extract of Trigonella foenum-graecum L. exhibited serotonergic system-mediated antidepressant activity (Gaur et al., 2012). Various other metabolites, such as 1 F-fructofuranosylnystose (Supplementary Figure S1O), heptasaccharide (Supplementary Figure S2P), inulin-type hexasaccharide, nystose (Supplementary Figure S2Q), succinic acid (Supplementary Figure S2R) (aqueous root extracts of Gynochthodes officinalis (F.C.How) Razafim. and B. Bremer) (Cui et al., 1995; Zhang et al., 2002), neferine (Supplementary Figure S2S) (seed extracts of Nelumbo nucifera Gaertn) (Dhanarasu and Al-Hazimi, 2013), gingerol (Supplementary Figure S2T) and shogoal (hydromethanolic rhizome extract of Zingiber officinale Roscoe) (Pratap et al., 2012; Sibi and Meera, 2013) were demonstrated to be agonists for serotonin receptor (5-HT1A). Turmerone (Supplementary Figure S2U) (aqueous rhizome extract of Curcuma longa L.) (Yu et al., 2002; Liao et al., 2013) and gentiacaulein (Supplementary Figure S2V) (diethyl ether aerial extract of Gentiana acaulis L.) (Tomic et al., 2005) impeded MAO-A activity while desmethoxyyangonin (Supplementary Figure S2W) and pyrones (Piper methysticum G. Forst.) caused dopaminergic-dependent MAO-B inhibition in vivo (Baum et al., 1998; Uebelhack et al., 2007). Furocoumarins, namely, psoralen (Supplementary Figure S2X) and psoralidin (Supplementary Figure S2Y) isolated from the seed extract of Cullen corylifolium (L.) Medik. possessed serotonergic-dependent MAO inhibitory activity (Xu et al., 2008; Yi et al., 2008). Similar antidepressant activities were observed with rosiridin (Supplementary Figure S2Z) isolated from the aqueous, dichloromethane, and methanolic root extracts of Rhodiola rosea L. (Supplementary Figure S2) (van Diermen et al., 2009; Mannucci et al., 2012). Riparins (Riparin II (Supplementary Figure S2AA) and Riparin III (Supplementary Figure S2AB) (Sousa et al., 2004; Teixeira et al., 2013), lectins (Barauna et al., 2006), and rutin (Supplementary Figure S2AC) (Machado et al., 2007; Machado et al., 2008) isolated from the unripe fruit (ethanolic extract), seed, and stem and leaf (hexane and ethanolic extracts) of Aniba riparia (Nees) Mez, Canavalia brasiliensis Mart. ex Benth., and Schinus molle L. respectively were shown to interact with dopaminergic, noradrenergic, and serotonergic receptor systems. β-amyrin palmitate (Supplementary Figure S2AD) isolated from the methanolic leaf extracts of Lobelia inflata L. showed antidepressant activity via noradrenergic receptor system activation (Subarnas et al., 1992; Subarnas et al., 1993). Flavonoids, precisely, hyperoside (Supplementary Figure S2AE) and isoquercitrin (Supplementary Figure S2AF) isolated from the ethanolic leaf extracts of Apocynum venetum L. caused elevated hippocampus levels of NE and DA. Dopaminergic receptor system (D1 and D2) interactions were observed (Butterweck et al., 2001; Zheng et al., 2013). 1,8-cineole (Supplementary Figure S2AG), betulinic acid (Supplementary Figure S2AH), carnosol (Supplementary Figure S2AI), and ursolic acid (Supplementary Figure S2AJ) isolated from Salvia rosmarinus Spenn. (stem and leaf extracts) demonstrated antidepressant effect via dopamine receptor activation (Machado et al., 2012; Machado et al., 2013; Mukhtar et al., 2013; Singla et al., 2017). 2,4,5-trimethoxycinnamic acid (Supplementary Figure S2AK), apigenin (Supplementary Figure S3AL), and rosmarinic acid (Supplementary Figure S3AM) isolated from the leaves of Perilla frutescens (L.) Britton demonstrated dopaminergic system-dependent antidepressant activity (Nakazawa et al., 2003; Ito et al., 2008; Yi et al., 2013). Carvacrol (Supplementary Figure S3AN) (aromatic plant extract) caused a dopaminergic system-mediated antidepressant effect leading to elevated levels of serotonin (5-HT) and dopamine (Melo et al., 2011; Zotti et al., 2013). On the contrary, curcumin (Supplementary Figure S3AO) exerts its antidepressant activity via the serotonergic receptor system (5-HT1A/1B and 5-HT2C) causing an elevation in the serotonin (5-HT) levels (Wang R. et al., 2008; Kulkarni et al., 2008). The otherwise altered 5-HT1A mRNA (hippocampus) was also reversed in curcumin-treated mice models of depression (Xu et al., 2007). Resveratrol (Supplementary Figure S3AP) showed MAO inhibitory activities and increased dopamine, noradrenaline, and serotonin (5-HT) levels in rat models of depression (Xu et al., 2010; Yu et al., 2013). Crocin (Supplementary Figure S3AQ), kaempferol (Supplementary Figure S3AR), and safranal (Supplementary Figure S3AS) isolated from the petal and stigma extracts (aqueous and ethanolic extracts) of Crocus sativus L. demonstrated a potential antidepressant activity by inducing the release of brain dopamine and glutamine (Hosseinzadeh et al., 2004; Hosseinzadeh et al., 2007; Ettehadi et al., 2013). Forskolin (Supplementary Figure S3AT) isolated from Coleus hadiensis (Forssk.) A.J.Paton showed antidepressant activity by enhancing the availability of cAMP in the brain (Wachtel and Loschmann, 1986; Maeda et al., 1997). Ferulic acid (Supplementary Figure S3AU) increases CREB phosphorylation and mRNA levels of a brain-derived neurotropic factor in mice models of depression (Yabe et al., 2010). The scientific name of the medicinal plants was mentioned as per the universally accepted nomenclature, specified and recommended by the Ethnopharmacology team. So, the names specified in the manuscript will seems to be different from that of cited articles. To cross-check the nomenclature, refer Medicinal Plant Names Service (MPNS) https://mpns.science.kew.org/mpns-portal/and http://www.plantsoftheworldonline.org/. Data for Figures 3, 4 was collected manually by literature search using PubMed and Google Scholar. For Figure 3, the taxonomical class of the biological sources has been retrieved from the NCBI taxonomy browser. For Figure 4, the phytochemical class was mentioned as per the classification mentioned in PubChem, NCBI. Then all these data were transformed as per the Sankey Graph principles to convert into an interactive illustration. Figure 4 shows an interaction analysis map of various potential antidepressant phytochemicals or metabolites with the physiological biomarkers of depression. It has been observed that the majority of natural antidepressants fall under the category of carbohydrates, glycosides, phenols, polyphenolics, flavonoids, carboxylic acids, and terpenes. Figure 5 illustrates the molecular mechanisms mediated by the bioactives for depression management.
[image: Figure 4]FIGURE 4 | Interaction analysis map to express association and relationship between phytochemical classifications of antidepressant metabolites with the physiological pathways related to depression.
[image: Figure 5]FIGURE 5 | Illustration of the molecular mechanisms mediated by the bioactives for depression management.
3.3 Natural Products From Various Other Sources for Depression Management
Karamyan et al. demonstrated in vivo antidepressant activity for veranamine isolated from the marine sponge (Verongula rigida). Owing to its selective affinity towards sigma-1 and 5HT2B receptors, it could serve as a novel antidepressant drug candidate (Kochanowska-Karamyan et al., 2020). Similarly, barettin, 8,9 dihydrobarettin, gelliusines A and B, and sigma-conotoxin have been reported to possess selective affinity towards the serotonin receptors (England, 1998; Hedner et al., 2006). Further, Lambert et al. reported the MAO inhibitory activity for methylaplysinopsin isolated from Aplysinopsis reticulate (a sponge) (Baird-Lambert et al., 1982). The antagonist binding displacement activity at 5HT2A and 5HT2C receptors have been reported for the compounds isolated from Smenospongia aurea (a sponge) (Hu et al., 2002). There are some other marine natural products reported to possess promising antidepressant activity in vivo (Kochanowska et al., 2008). For example, potential in vivo antidepressant activity was reported for the total sterols and β-sitosterol isolated from Sargassum horneri (a brown seaweed). There occurred a significant increase in NE, 5-HT, and 5-HIAA (5-hydroxyindoleacetic acid) neurotransmitters (Zhao et al., 2016).
4 DATABASES COMPRISING NATURAL PRODUCTS—SHARING OF DATA AND REFERENCES
With the breakthrough technologies, such as omics and informatics, biomedical research has made significant strides (Canuel et al., 2014; McGuire et al., 2020). Since the collected biomedical information is huge, data management with highly organized databases is enormously important (Harel et al., 2011). Besides, such well-structured databases must be amenable to sharing and integration of the standardized and annotated stored data (Misra et al., 2019). Natural products comprise a spectrum of potential therapeutic compounds for myriad diseases. Owing to the spectacular diversity in natural products, the development of natural-products databases is essential (Mehbub et al., 2014; Atanasov et al., 2015; Cheesman et al., 2017). These databases, in turn, will broaden our horizon on the mechanistic insights of natural products or compounds on a particular disease target and reveal crucial clinical details for ‘precision medicine’. One such example is COCONUT, an acronym for MongoDB COlleCtion of Open Natural prodUcTs (https://coconut.naturalproducts.net) that comprise freely accessible natural products databases, albeit partially (Sorokina et al., 2021).
Traditional Medicine Databases
Based on the geographical location, the traditional medicinal system has various distinct branches with shared attributes. To name a few, these conventional medicinal systems include traditional Indian medicine, traditional Chinese medicine, and traditional Islamic medicine (Pan et al., 2014; Yuan et al., 2016). From a holistic perspective, the development of robust databases and knowledge bases is imperative for a systematic sharing and annotation of these traditional medicinal systems that encompass enormous information on natural products. This indeed is indispensable for an integrated evaluation and screening of natural products (Ikram et al., 2015). Over the years, endeavours have been undertaken to build compendious natural products databases that accommodate essential data on the natural products, their potential targets, and genetic interactions. HERB (http://herb.ac.cn) and SymMap (https://www.symmap.org/) are exemplary traditional Chinese medicine databases. HERB contains elementary information on herbs with their putative targets and genetic interaction mechanisms while SymMap is useful in mapping the disease symptoms disseminating appropriate prescriptions (Wu et al., 2019; Fang et al., 2021). Others in the category are the curated Indian Medical Plants, Phytochemistry And Therapeutics (IMPPAT) (https://cb.imsc.res.in/imppat), and Universal Natural Product Resource (UNaProd) (http://jafarilab.com/unaprod) databases that provide useful information on the nomenclature and medicinal applications of Indian and Iranian herbs, respectively (Mohanraj et al., 2018; Naghizadeh et al., 2020). Noteworthy, data on natural products contained within these traditional medicine databases may provide us with valuable conventional clinical and therapeutic anti-depression prescriptions. Howbeit, a real-time integrated data analysis is all-important for gaining newer clinical insights to the global scientific community dedicated to depression research.
Databases of Different Natural Product Sources
In recent times, there has been a resurgence in interest in natural product-based drug discovery research (Gu et al., 2013; Laganà et al., 2019). However, this demands prompt, apt, and credible screening methods for natural products, followed by their isolation from the heterogeneous extracts and structural characterization to strengthen their therapeutic potential over alternate drug discovery processes. Additionally, these screening tools must be competent for the large-scale production of natural products-based therapeutic compounds (Butler, 2004). It is, therefore, incumbent on the global research community to develop robust and comprehensive natural products databases that comprise crucial information on the species source and quantitative pharmacological activity of all possible natural products, in addition to their structural details and qualitative pharmacological activity. Unfortunately, the existing general and specialized natural products databases disseminate experimental quantitative activity data for the few natural products contained within. The examples include SuperNatural (http://bioinformatics.charite.de/supernatural) (Banerjee et al., 2015), ZINC (http://zinc.docking.org/) (Irwin and Shoichet, 2005), TCM-ID (Traditional Chinese Medicine Information Database) (http://bidd.group/TCMID/) (Wang et al., 2005), TCM@Taiwan/iSMART (SysteMs Biology Associated Research with TCM) (http://ismart.cmu.edu.tw/) (Chang et al., 2011), TCMID (Traditional Chinese Medicines Integrated Database) (http://119.3.41.228:8000/tcmid/) (Huang L. et al., 2018), TCMSP (Traditional Chinese Medicine Systems Pharmacology Database and Analysis Platform) (https://old.tcmsp-e.com/tcmsp.php) (Ru et al., 2014), TM-MC (Northeast Asian traditional medicine) (http://informatics.kiom.re.kr/compound) (Kim et al., 2015), NuBBEDB (Nuclei of Bioassays, Ecophysiology and Biosynthesis of Natural Products Database) (https://nubbe.iq.unesp.br/portal/nubbedb.html) (Pilon et al., 2017), SANCDB (South African Natural Compounds Database) (https://sancdb.rubi.ru.ac.za/) (Hatherley et al., 2015), HIT (Herbal ingredients’ targets databases) (https://bio.tools/hit) (Ye et al., 2010), NPACT (Naturally Occurring Plant-based Anti-cancer Compound-Activity-Target database (http://crdd.osdd.net/raghava/npact/) (Mangal et al., 2013), and BioPhytMol (http://ab-openlab.csir.res.in/biophytmol/) (Sharma et al., 2014). To this end, numerous natural products databases were constructed to complement the existing databases with ample information on species sources and experimental quantitative activity for myriad natural products. These include NPASS (Natural Product Activity and Species Source) (http://bidd2.nus.edu.sg/NPASS/) (Zeng et al., 2018), NANPDB (Northern African Natural Products Database) (http://african-compounds.org/nanpdb/) (Ntie-Kang et al., 2017), and SuperNatural II (Super Natural database) (http://bioinformatics.charite.de/supernatural) (Banerjee et al., 2015). These provide an enhanced knowledge of the structural and physicochemical attributes for a large majority of natural compounds along with their toxicity class prediction, metabolic pathways, pharmacokinetics, biological activity, and related mechanisms, and vendor information (Banerjee et al., 2015; Ntie-Kang et al., 2017; Zeng et al., 2018). Besides, there exist some other natural product databases, such as, NPBS (Natural Products and Biological Sources) (http://www.organchem.csdb.cn/scdb/NPBS) that furnish vital information on the relationship between natural products and their sources (relational data) (Xu et al., 2020). Essentially, the biological source is linked to the natural products derived from it and vice versa. This database with a broader range of natural source species can be exploited to avoid the replication of isolation and characterization of established natural products (Xu et al., 2020). Other examples include CMNPD (Comprehensive Marine Natural Products Database) (https://www.cmnpd.org/) (Lyu et al., 2021) and PAMDB (Pseudomonas Aeruginosa Metabolome Database) (http://pseudomonas.umaryland.edu/) (Huang W. et al., 2018) that encompass data on marine natural products and the metabolic pathway diagrams and metabolomics on Pseudomonas aeruginosa, respectively. There are some others that include, PSC-db (http://pscdb.appsbio.utalca.cl) (Valdés-Jiménez et al., 2021), TeroKit (http://terokit.qmclab.com) (Zeng et al., 2020), MedPServer (http://bif.uohyd.ac.in/medserver) (Potshangbam et al., 2018), TriForC (http://bioinformatics.psb.ugent.be/triforc) (Miettinen et al., 2018), 3DMET (http://www.3dmet.dna.affrc.go.jp) (Maeda and Kondo, 2013), BiG-FAM (https://bigfam.bioinformatics.nl) (Kautsar et al., 2021), DEREP-NP (https://github.com/clzani/DE) (Zani and Carroll, 2017), TMDB (http://pcsb.ahau.edu.cn:8080/TCDB/index.jsp) (Yue et al., 2014). In all, these databases with an enormous wealth of information on natural products and their source species (biological sources) might be instrumental in augmenting the efforts directed towards screening of anti-depression therapeutics, drug discovery, and development. Table 1 outlines the databases comprising natural products-sharing of data and references as discussed above.
TABLE 1 | Databases comprising natural products-sharing of data and references.
[image: Table 1]TRANSLATIONAL INFORMATICS FOR INVESTIGATION OF POTENTIAL NATURAL PRODUCTS AS ANTI-DEPRESSANTS—DATA INTEGRATION AND MODELING
Computational tools based on multi-scale modeling (MSM) are explicitly efficient, robust, and dynamic in integrating data, testing hypotheses, and comprehensively illuminating the pathophysiological mechanisms underlying depression-related neurological disorders (Ramirez-Mahaluf et al., 2015; Shen et al., 2019). Collectively, these expedite diagnosis and therapy together with antidepressant target identification for drug development (Ramirez-Mahaluf et al., 2015). These putative antidepressant molecules can be explored to ascertain their candidature as a proficient therapeutic target or biomarker for depression disorders by employing amalgamated and synchronized network-based strategies (Zhang T.-T. et al., 2018; Wu et al., 2018). Over the past few years, deep learning has revolutionized the traditional target screening, which embarks on a new age of drug discovery (Schneider, 2017; Kraus, 2019; Kiriiri et al., 2020; Schaduangrat et al., 2020; Gupta et al., 2021; Paul et al., 2021; Singh et al., 2021). For instance, TripletRes and AlphaFold are globally acclaimed contemporary two-dimensional (2D) protein structure prediction tools of deep learning, which have spectacularly boosted the efficacy of classical drug discovery strategies (Kryshtafovych et al., 2019; Li et al., 2019; Senior et al., 2019). A consolidated yet thoughtful utilization of these modern computational tools will be decisive in exploring naturally occurring molecules for depression management and prognosis (Truax and Romo, 2020; Woo and Shenvi, 2021).
Computational Models for the Synthesis of Natural Products
In general, the naturally occurring biomolecules are either isolated from microbial fauna or medicinal plants, which is an expensive and labour extensive long rigmarole (Sairam et al., 2002; Sarker and Nahar, 2012; Bucar et al., 2013; Zhang Q.-W. et al., 2018). These cumbersome isolation procedures are oftentimes undermined by inevitable constraints, such as the seasonal variations of plant growth, variations in microbial growth conditions (in the case of microbial biomolecules), the efficacy of the purification procedures employed, and low yields (Sairam et al., 2002; Sarker and Nahar, 2012; Bucar et al., 2013; Zhang Q.-W. et al., 2018). A combination of highly efficient isolation and purification techniques is, therefore, indispensable to obtain these natural products at reasonable yields. Even though there exist a few fully autonomous computational algorithms and tools, these are tarnished by major pitfalls. For instance, these are capable of accomplishing solo commands at a given time and are usually confined to comparatively simple molecular drug targets (Song et al., 2009; Prachayasittikul et al., 2015; Bharatam, 2021). A highly acclaimed synthesis route design tool for complex natural products is Chematica (Mikulak-Klucznik et al., 2020). With the innovation of Chematica, autonomous-computer-aided synthesis pathways are designed swiftly for myriad commercially important natural products and biologically active compounds of medicinal value. In contrast to the previous synthesis pathways, it requires fewer steps with incredible synthetic efficiency and cost-effectiveness evident from its laboratory performance (Klucznik et al., 2018).
It is worth discussing here, that the classical retro-synthesis technique for even simple organic molecules relied on the recursive or repetitive transformation into still smaller entities. This cumbersome task has been hastened by the advent of computer-based retro-synthesis. Quite dismally, these are in their infancy with disappointingly sluggish performance and quality-compromised outputs. Recently, these limitations have been overcome with the introduction of symbolic artificial intelligence (AI) and Monte Carlo tree search-guided revelation of retro-synthesis routes for diverse organic molecules (Segler et al., 2018). This state-of-the-art computer-aided retro-synthesis tool essentially consists of deep neural networks, viz. expansion policy, and filter networks integrated Monte Carlo tree search to allow a guided search with the prior selection of the propitious steps for synthesis route. Further, these deep learning tools are exceptionally swift in their output for diverse molecules over manually designed conventional heuristic methods that rely on extracted rules for synthesis route search. Also, these are well-trained, with an inbuilt knowledge on nearly all the reported organic reactions for myriad molecules as ascertained by a double-blind analysis (Segler et al., 2018).
This spectacular breakthrough in the field of computer-aided retro-synthesis might assist researchers in devising novel techniques to deduce feasible approaches for the optimal synthesis of molecular targets. Also, this does not require any prior knowledge or expertise regarding the existing strategies. Altogether, these contemporary computational tools, perhaps strategize the multi-step complex syntheses route designs for natural products, which are otherwise quite laborious and inefficacious.
Computational Models for Natural Products-Based “Precision Medicine”
The network-based approaches play a cardinal role in numerous scientific fields (Chandran et al., 2017; Guo et al., 2020). Amongst the various crucial applications is in the domain of biomedical sciences, where it assists in the evaluation of diverse systemic molecular interactions (Sonawane et al., 2019; Sheik Amamuddy et al., 2020; Wang et al., 2020). To perform investigations, such as assessing the effects of dysfunctional molecules in the system as a whole, hitherto biological networks were relied upon (Furlong, 2013; Somvanshi and Venkatesh, 2013; Altaf-Ul-Amin et al., 2014; Charitou et al., 2016; Hu et al., 2016; Caldera et al., 2017; Faeder et al., 2020; Silverman et al., 2020; Wang et al., 2020). The discovery of biomarkers together with a screening of putative drug molecules for complex diseases, including depression-related disorders can be accomplished using more utilitarian network-based applications. These include, but are not limited to co-expression, gene-gene, and protein-protein interaction network-based strategies (Khanin et al., 2011; Vella et al., 2017; Myers et al., 2019; Sun et al., 2019; Ovens et al., 2021).
With the innovation of genomics or genomic sequencing (DNA/RNA), the process of novel drug discovery is tremendously accelerated (Xia, 2017; Suwinski et al., 2019; McGuire et al., 2020). Further, genome sequencing was pioneering in introducing the concept of “Drug repurposing” for medically-approved drugs, which was a turning point in treating diverse ailments and a diminished economic burden for developing newer drugs for individual disease treatment (Emilien, 2000; Jarada et al., 2020; Nabirotchkin et al., 2020). Howbeit, their applicability in the therapeutic management of numerous disparate diseases was sceptical. This limitation is overcome by the contemporary and technologically advanced genomic techniques that sped the identification of specific disease-causing key genetic factors or anomalies in an individual, in particular (Dryja, 1997; Lander et al., 2001; Hasin et al., 2017; Horton and Lucassen, 2019). This “Precision medicine” furnishes a mechanistic insight into an individual patient’s disease (customized disease module) and unveils principal disease contributing elements. Eventually, these disease mechanisms could be targeted with “precision” for high-end personalized treatment strategies (Dugger et al., 2017; König et al., 2017). In this direction, a drug repurposing, Genome-wide Positioning Systems network (GPSnet) algorithm that targets genomic sequence profile-derived disease modules from a single patient was developed. These genomic sequencing profiles allow protein-protein interaction mapping for human diseases that reveal the key molecular players in disease pathophysiology. This, in turn, is pivotal in strategizing and prioritizing the selection of repurposed drugs for an effective and customized treatment regimen. Further, disease modules based on the predictions from GPSnet (https://www.gpsnet.com.br/) could accurately predict responses and strategize usage for a reasonable number of approved chemotherapeutic drugs for approximately five thousand cancer patients on prior in silico investigations (transcriptomic profiling and exome sequencing) (Cheng et al., 2019). As a proof of concept, ouabain (cardiac drug) demonstrated an antitumor potency via anti-HIF1α/LEO1 activity in vitro. This in silico tool could perform the dual role of specifically identifying a disease module and repurposing the approved drugs with precise indications for medical applications as observed in the case of cancer. These findings strengthen the candidature of GPSnet as a drug repurposing scaffold for constructing an effective therapeutic screen for various drugs, including identification of naturally occurring potential drug molecules, their synthesis, and precise administration in depression therapies (Cheng et al., 2019).
There is accumulating evidence on the utility of network theory in evaluating the therapeutic potential of natural products in health management. For instance, association network-based novel techniques were developed for scrutinizing and discerning microbes that synthesize biomolecules from those that participate in the biological transformation of natural (or pharmaceutical) products within the human host. Specifically, these association networks rely on the concomitant probing of metabolomics and metagenomics data on diversified human microbial fauna. As a step further, the intended molecules were mapped to their respective clade and finally to the phylogenetic tree to identify the microbial species participating in their synthesis or biotransformation (Cao et al., 2019). As a futuristic approach, these might supersede the available time and cost-extensive characterization techniques, which are solely dependent on methods of microbial cultivation. Further, this limits their efficiency of species identification that partakes in the synthesis or the transformation of the vivid small molecular wealth found within the host system. The feasibility study of metagenomics and metabolomics association networks unveiled the corynomycolenic acid-producing microbial genes amid the human cystic fibrosis microbiome isolates. Additionally, these accurately delineated the associations of quinolone signals (Pseudomonas), phevalin, and tyrvalin to their respective clusters of biosynthetic genes (Cao et al., 2019).
In another study, the mechanisms that govern natural products and synthetic chemotherapeutic synergism were investigated. Accordingly, the information on compounds and their targets was retrieved from the public domain that aided in assessing the targetable space for respective natural products. In the context of the network, their evaluation accentuated the notion that these natural products exhibit groupings of targets in the family, which are disparate as well as share commonness with a synthetic chemotherapeutic. Conclusively, these rational pieces of evidence emphasize the chemotherapeutic efficiency of natural products for developing complementary and combinatorial novel chemotherapies with synthetic anticancer drugs (Chamberlin et al., 2019). Likewise, multi-potent natural chemotherapeutics were screened from Clerodendrum indicum and C. serratum using network pharmacology (Gogoi et al., 2017). By employing an integrative approach, the anticancer effects of a combination of drugs against various cancer targets were determined. Amongst the predicted natural anti-cancer compounds, apigenin 7-glucoside and hispidulin could bind efficiently to reasonable chemotherapeutic targets (seventeen). These findings are crucial milestones in the field of novel anti-cancer drug discovery (Gogoi et al., 2017).
Whilst shreds of evidence on network-based approaches for anti-depression natural product discovery are lacking, the above findings might serve as important milestones in bridging the gap in the identification of natural products and developing these as potent anti-depression therapeutics.
FUTURE PERSPECTIVES ON TRANSLATIONAL INFORMATICS FOR INVESTIGATION OF NATURAL PRODUCTS ANTI-DEPRESSANTS
With a global technological advancement in the healthcare sector, depression management strategies now include translational informatics, which has firmly integrated clinical data with basic research (Smith et al., 2007; Unützer and Park, 2012; Tenenbaum, 2016; Robinson, 2018; Kraus et al., 2019). Also, these aim to strive at “precision medicine” for depression care (Nierenberg, 2012; Menke, 2018; Serretti, 2018). Noteworthy, these substantially rely on multi-tiered databases comprising enormous yet, segregated data from various resources, such as clinical, environmental, lifestyle, and natural products data (Herland et al., 2014; Shameer et al., 2017; Seyhan and Carini, 2019). These, in turn, are essential for developing a well-trained AI system with ample inbuilt knowledge. It is contemplated that the AI system, so developed, can be exploited for performing dual tasks of exploring potential natural therapeutic candidates commenced by recommendation of precise drugs for depression management at first. Secondly, the real-time medical status of a single patient can be monitored based on the instantaneous physiological information together with an automated AI system alarm upon encountering health aberrations. Furthermore, healthcare counselling and related advice can be imparted to patients by day-to-day evaluation using cloud computing. Unfortunately, the AI system for depression management is still in its infancy struggling with issues of privacy and confidentiality of patient information amongst myriad other challenges (Grist et al., 2018; Graham et al., 2019; Hategan et al., 2019; Huckvale et al., 2019; Romano and Tatonetti, 2019; Tran et al., 2019; Bickman, 2020; Ke et al., 2020; Mennen et al., 2021).
Figure 6 illustrates the futuristic translational informatics-based model for depression management using natural antidepressants. Presently, the databases on natural products store data on the promising candidates for myriad diseases. With the increasing research data on depression-related therapeutics based on natural products and the complexity associated with the disease, it is important to integrate these databases with systematic analysis. These, in turn, are expected to disseminate the references and knowledge for well-trained AI systems. It is, therefore, contemplated that the AI systems can be exploited for performing two important tasks. Firstly, these can be utilized for natural product screening and for endorsing promising candidates for depression-targeted pre-clinical and clinical trials. Next, the effective anti-depression natural products, as revealed by these studies, are included in the treatment regime of the patients diagnosed with depression. Depending upon their effectiveness, these can be administered either as a stand-alone or in combination with commercially approved drugs. Secondly, AI systems can be used for surveillance as well as monitoring the health status of the patients. Accordingly, patients’ physiological data are acquired in real-time through wearables and cloud platform-assisted technology. This caters to the customized needs of the patients by providing them suggestions for their self-care, and their health status is also reported simultaneously. Although this systemic translational informatics-based model for depression management using natural antidepressants is promising and attractive, various issues are yet to be addressed to implement this futuristic approach.
[image: Figure 6]FIGURE 6 | The futuristic translational informatics-based model for depression management using natural antidepressants.
Databases and Knowledge Bases for Specific Antidepressant Natural Products
Unfortunately, the available databases for natural products contain scarce anti-depression therapeutic candidates (Varteresian and Lavretsky, 2014; Sorokina et al., 2021). As the scientific intrigue and general concern for depression management have gained momentum, it is imperative to develop anti-depression natural therapeutic candidate databases. For futuristic computational therapeutic screening, these depression-specific databases are essential. In light of the disease complexity, these databases must mandatorily employ an integrated systematic analysis. Further, the construction of knowledge databases is suggested as they undertake the compilation of data obtained from distinct levels. These include, but are not limited to, potential therapeutic biomolecules with the databases of natural products, related biomolecules, and their putative targets within the host system, environmental factors, and various other depression-associated attributes. Eventually, a stratified biomedical landscape for depression management is sketched by these knowledge databases. These knowledge databases, in turn, aid in the construction of knowledge graphs, which are expert-populated data integration biomedical resources. Specifically, the biomedical entities (concepts) are illustrated as nodes while inter-entity associations or relationships are depicted as edges (Yu et al., 2017; Nicholson and Greene, 2020). These might be of immense significance in assisting various biomedical applications capable of comprehending novel clinical, genomic, and pharmaceutical details needed for treatment support decisions.
Systematic Modeling Based on AI Screening of Potential for Antidepressant Natural Products
Since depression is a neurological and debilitating disease with complex traits, which might have genetic roots as observed in the case of other psychiatric disorders such as cystic fibrosis and Huntington’s chorea (Bowcock, 2010; Dunn et al., 2015; Shadrina et al., 2018). Owing to the complexity of contributing factors, the AI system largely reckons on molecular dynamic simulations- and modeling tools-based depression evolutionary analysis for evaluating the implications of natural products for patients with depression disorders (Romano and Tatonetti, 2019). Consequently, unveiling the principal elements and crucial molecular players associated with disease progression and deciphering effective natural products for its management becomes an onerous task. This generates mind-boggling yet critical questions concerning improvisations on the robustness of AI for screening of natural products and precision medicine (Shen et al., 2021). Quite possibly, these can be subdued by employing quality training data, selection, optimization, and validation algorithms, feature extraction as well as standard and validated techniques-based data collection.
Cross-Level Data Integration-dependent Precision Treatment for Depression
Depression-specific medicinal research encompasses complex clinical and molecular phenotypic data types with yet more complicated interconnections (Krishnan and Nestler, 2008; Clark et al., 2017). By and large, the ongoing research emphasizes certain aspects while neglecting other facets, which might be commensurably important in prompt diagnosis, therapy, and management of depressive disorders. Mapping these entwined clinical and molecular phenotypic linkages is cardinal for modeling in systems biology for any disease type (Schumann et al., 2014). For instance, there have been reports on the therapeutic efficacy of some natural products at the molecular level without any marked effect on the clinical phenotypes of patients (Liu et al., 2015; Yeung et al., 2018). This supports the notion that gathering a paired molecular and clinical data for a defined duration can be instrumental in simulating disease progression, depression, in this case, and generating a reliable model for the same. The Cancer Genome Atlas (TCGA) (https://www.cancer.gov/) and the International Cancer Genome Consortium (ICGC) (https://daco.icgc.org/) are exemplary data integration programs that can be viewed as a landmark for constructing similar depression-disorder programs. In conclusion, Figure 6 represents a promising systemic model for depression management, however, the feasibility of this model relies on several challenges, including the scarce quantitative data on natural antidepressants.
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Objectives: Half of the patients who have tailored resection of the suspected epileptogenic zone for drug-resistant epilepsy have recurrent postoperative seizures. Although neuroimaging has become an indispensable part of delineating the epileptogenic zone, no validated method uses neuroimaging of presurgical target area to predict an individual’s post-surgery seizure outcome. We aimed to develop and validate a machine learning-powered approach incorporating multimodal neuroimaging of a presurgical target area to predict an individual’s post-surgery seizure outcome in patients with drug-resistant focal epilepsy.
Materials and Methods: One hundred and forty-one patients with drug-resistant focal epilepsy were classified either as having seizure-free (Engel class I) or seizure-recurrence (Engel class II through IV) at least 1 year after surgery. The presurgical magnetic resonance imaging, positron emission tomography, computed tomography, and postsurgical magnetic resonance imaging were co-registered for surgical target volume of interest (VOI) segmentation; all VOIs were decomposed into nine fixed views, then were inputted into the deep residual network (DRN) that was pretrained on Tiny-ImageNet dataset to extract and transfer deep features. A multi-kernel support vector machine (MKSVM) was used to integrate multiple views of feature sets and to predict seizure outcomes of the targeted VOIs. Leave-one-out validation was applied to develop a model for verifying the prediction. In the end, performance using this approach was assessed by calculating accuracy, sensitivity, and specificity. Receiver operating characteristic curves were generated, and the optimal area under the receiver operating characteristic curve (AUC) was calculated as a metric for classifying outcomes.
Results: Application of DRN–MKSVM model based on presurgical target area neuroimaging demonstrated good performance in predicting seizure outcomes. The AUC ranged from 0.799 to 0.952. Importantly, the classification performance DRN–MKSVM model using data from multiple neuroimaging showed an accuracy of 91.5%, a sensitivity of 96.2%, a specificity of 85.5%, and AUCs of 0.95, which were significantly better than any other single-modal neuroimaging (all p ˂ 0.05).
Conclusion: DRN–MKSVM, using multimodal compared with unimodal neuroimaging from the surgical target area, accurately predicted postsurgical outcomes. The preoperative individualized prediction of seizure outcomes in patients who have been judged eligible for epilepsy surgery could be conveniently facilitated. This may aid epileptologists in presurgical evaluation by providing a tool to explore various surgical options, offering complementary information to existing clinical techniques.
Keywords: machine learning, epilepsy, neuroimaging, epilepsy surgery, outcome
INTRODUCTION
Surgery for drug-resistant focal epilepsy has been shown to be superior to medical management (Engel, 2008; Ryvlin et al., 2014; Moshe et al., 2015; Devinsky et al., 2018). The recommended surgical treatment is to remove the brain area necessary and sufficient for generating spontaneous seizures or epileptogenic zone (EZ, the concept of an EZ represents a theoretical region of the cortex that if removed would result in seizure freedom) (Engel, 2008; Ryvlin et al., 2014). Risks of serious adverse events and surgical failure could be minimized by accurately locating EZ (Engel et al., 2003b; Andrews et al., 2019). Thousands of more patients with drug-resistant focal epilepsy underwent brain surgery to stop their seizures, but half of the patients, on average, who had tailored resection of the suspected EZ have recurrent postoperative seizures (Jobst and Cascino, 2015; Jehi et al., 2015). Therefore, in addition to accurately localizing EZ, another serious challenge in epilepsy surgery is to accurately predict surgical outcomes to achieve a favorable patient risk–benefit balance.
It has been reported that several outcome predictors were associated with postoperative seizure outcomes (Huang et al., 2016; Esteva et al., 2017a; Esteva et al., 2017b). However, for any individual patient considering surgery for epilepsy, the key question was the individual’s rates of seizure outcomes rather than a summary of predictors. Multimodal neuroimaging has become an important and indispensable part of preoperative delineation of EZ or surgical target area in clinical practice (LoPinto-Khoury et al., 2012; Burneo et al., 2015; West et al., 2015; Devinsky et al., 2018; Tang et al., 2018; Yu et al., 2019). To date, no validated approach has incorporated multimodal neuroimaging of presurgical target area to predict an individual's post-surgery seizure outcome. The differences in multimodal neuroimaging (Barba et al., 2016; Chassoux et al., 2017; Gleichgerrcht et al., 2018), different location and size of surgical target brain regions, and the fusion among multimodal features made the prediction of surgical outcomes a nontrivial task (Andrews et al., 2019). In cases like these, machine learning-powered techniques may be useful because such techniques could perceive obscure associations between multimodal preoperative results and postsurgical outcomes in epilepsy surgery candidates (Gleichgerrcht et al., 2018; Roy et al., 2019).
The subsequent task was how to extract discriminative features from the different modalities of the volume of interest (VOI) and combine these features effectively. A deep residual network (DRN) was adopted as the backbone network due to its efficiency and stability. A key advantage of DRN was the ability to manipulate multimodal data objectively and allow to produce interim results that the algorithm can readily revise as more data become available (Bernhardt et al., 2015; Jehi et al., 2015; Memarian et al., 2015). A multi-kernel support vector machine (MKSVM) was adopted for the information fusion by kernel combination, which provided a more effective way to integrate multiple views of biomarkers (Direito et al., 2017). DRN–MKSVM applied to multimodal neuroimaging of surgical target VOI for individualized predictions of seizure outcomes may be optimally used for this goal and powerful enough to improve clinical management (Ryvlin et al., 2014; West et al., 2015; Barba et al., 2016; Dwivedi et al., 2017; Devinsky et al., 2018; Sidhu et al., 2018; Andrews et al., 2019). Therefore, we aimed to develop the DRN–MKSVM-derived approach incorporating multimodal neuroimaging of presurgical target VOI to predict individual's postoperative seizure outcomes and to evaluate the performance of our method with extensive experiments.
MATERIALS AND METHODS
Patients
Informed consent was obtained from all participants. All procedures were approved by the Xiangya Hospital, Central South University institutional review board. The primary cohort was evaluated according to the medical records from January 2016 to August 2018. We retrospectively studied the patients according to the diagnosis of drug-resistant epilepsy following the International League Against Epilepsy criteria (Berg et al., 2010) and comprehensive presurgical assessment, including detailed clinical history and neurological exam, video electroencephalogram monitor, high-resolution brain magnetic resonance imaging (MRI), and 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT), neuropsychiatric test, and invasive electroencephalogram (EEG) monitor when indicated.
The decision for brain surgery was a consensus of the comprehensive epilepsy team at the surgical conference. We excluded patients with hemispherectomy, multilobar resections, or reoperations. For patients who had multiple surgeries during the study period, we included only the first surgery. Routine postoperative follow-up was performed 3 and 12 months after surgery and at yearly intervals after that. All patients were interviewed in detail for seizure recurrence, if any, and the date of recurrence. Surgical outcomes were classified as either seizure-free (SZF, Engel class I) or seizure-recurrence (SZR, Engel class II through IV) at least 1 year after surgery according to the Engel surgical outcome scale (Engel et al., 2003a; Engel et al., 2003b; Berg et al., 2010; Engel and Engel, 2013; Memarian et al., 2015; Gleichgerrcht et al., 2018).
Image Acquisition and Processing
All patients underwent a structural MRI scan using 3-Tesla Siemens MAGNETOM Trio, A Tim system. A high-resolution, three-dimensional (3D) magnetization-prepared rapid acquisition with gradient-echo T1-weighted sequence was used to identify structural abnormalities and for co-registration with PET/CT images [repetition time = 2,300.0 ms, echo time = 3.0 ms, field of view (FOV) = 256 × 256 mm, slice thickness = 1.0-mm thick contiguous slices, 176 sagittal slices, voxel size 1.0 × 1.0 × 1.0 mm]. Axial and coronal T2- and fluid-attenuated inversion recovery weighted images, an oblique-coronal diffusion-weighted imaging sequence, an oblique coronal T2 mapping sequence, and functional MRI data were collected for routine clinical investigation and surgical planning. MRI scans were performed before and 1 month after surgery. 18F-FDG PET/CT examination was performed on the Discovery Elite PET/CT scanner (GE Healthcare) before the surgical resection. 18F-FDG was injected at a mean dose of 3.7 MBq/kg. The acquisition parameters of CT were as follows: 120 kV; 180 mAs; 0.5-s rotation time; detector collimation: 40 × 3.75 mm; FOV, 500 × 500 mm2; matrix, 512 × 512. PET images were acquired in three dimensions; the full width at half maximum of the scan was 5.4 mm. All images were reconstructed into a 256 × 256 trans-axial matrix (FOV of 350 mm) using the 3D VUE point ordered-subset expectation-maximization algorithm with six iterations and six subsets (Tang et al., 2018; Tang et al., 2020).
Target Volume of Interest Segmentation
We used postoperative T1-weighted MRIs to segment actually targeted VOI rather than VOI delineated in presurgical evaluation for each patient. Preoperative MRI, PET, CT, and postoperative MRI were coregistered using SPM12 software (Wellcome Department of Cognitive Neurology, London, United Kingdom) on MATLAB. The targeted VOI of preoperative multimodal neuroimaging was segmented using ITK-SNAP software (Yushkevich et al., 2006) (www.itksnap.org). An initial VOI was delineated around the low signal area of postoperative T1-weighted MRI, and the final target VOI was further refined by the surgical records (Figure 1).
[image: Figure 1]FIGURE 1 | Illustration of surgical target brain volume of interest (VOI) segmentation. Registration of pre-/postoperative neuroimaging and then used ITK-SNAP software to segment surgical target VOI. Surgical records further refined final target VOI.
Deep Residual Network Training
The DRN structure is shown in Table 1, which had 34 layers (ResNet-34), 36 convolutions, 36 batch normalization, 34 ReLU, and 1 Ave Pooling full connection layer. The feature dimension of the output of the penultimate layer was 512. We pretrained the network based on the Tiny-ImageNet dataset (https://tiny-imagenet.herokuapp.com/) to utilize its powerful/discriminative representation. The image size was 64 × 63 × 3. To facilitate training, we conducted grayscale processing for the image. A well-trained DRN had strong representational power and could capture discriminative features in images by learned convolution filters (He et al., 2015). Then, we transferred this DRN to our proposed neuroimaging data as a feature extractor (Figure 2).
TABLE 1 | ResNet-34 model structure.
[image: Table 1][image: Figure 2]FIGURE 2 | Illustration of deep residual network (DRN) as feature extraction and transfer. DRN was pretrained on Tiny-ImageNet dataset. Then, backbone of well-trained DRN was transferred on different modality images for feature extraction. In the end, feature can be put into a full connection layer or shallow classifier (i.e., Support Vector Machine, SVM).
Volume of Interest Multi-View Slice Extraction
Deep learning methods have substantial challenges remaining in the specific 3D tasks due to the curse of dimensionality. The method of multi-view slice extraction could obtain features with higher information density from the multi-slice images (Xie et al., 2019). We cropped a minimum circumscribed cube for the parcel VOI such that it would always be completely in the cube and reshaped it into a 64 × 64 × 64 cube. Then, we extracted nine 2D slices from the 3D cube on the transverse, sagittal, coronal, and six diagonal planes, respectively. In this way, we obtained nine views of slices with size 64 × 64 for each VOI. For each modal data, we could collect 4,608-dimensional features by concatenating the features obtained from the nine slice images.
Attention-Based Mechanism
The cube method might not make good use of the effective information inside the VOI. We further optimized the process of feature acquisition using the mask of VOI to perform attention-based mechanism operations on the images. To improve the representative information, we achieved such nonuniform resolution and sparsity by mask-based attention operation through enhancing the signal inside the mask but reducing the signal outside the mask (Chariker et al., 2016). The amplifying factor and suppressing factor were set as 1 and 0.7, respectively, for appropriate visual effect. After reentering to the ResNet-34, new features of three models were obtained.
Multi-Kernel Support Vector Machine and Validation
The information combination provides a more effective approach to integrating multiple views of biomarkers. The simplest method was to splice the feature directly. However, it can be ill-posed due to the high-dimensional curve and the small sample sizes. Moreover, the modality with more dimensions can easily submerge the modality with fewer dimensions (Zhang and Parhi, 2015). To address these issues, we concatenated the MKSVM following to the full connection layer for information combination. According to statistical learning theory (Vapnik, 1999), the SVM introduced a large margin across two classes. Both tight hypothesis and large margin theory (Joachims, 1998) could effectively decrease the generalization error and further alleviate the high-dimensional curve to some extent, which could effectively decrease the generalization error and further reduce the risk of overfitting (Direito et al., 2017). In addition, we calculated the single-kernel DRN-SVM classification performance of each single-mode neuroimaging. Due to the small sample size, leave-one-out cross-validation with MKSVM was performed, which provides an optimistic estimate of the classification accuracy because all except one of the subjects are used to train the classifier and has been used in a similar sample size in many previous studies (Wee et al., 2012; Dyrba et al., 2015; Rondina et al., 2018; Li et al., 2019). The performance of different methods was evaluated by four quantitative measures, including accuracy, sensitivity, specificity, and area under the receiver operating characteristic curve (AUC). A diagram that summarizes this algorithm is shown in Figure 3. The existing models and analysis process described earlier can be integrated into one, and data input and results output could be achieved in one step.
[image: Figure 3]FIGURE 3 | Flowchart of algorithm. Manually segment target volume of interest (VOI) in multimodal neuroimaging. Then, automatically extract multi-view slice of each modal VOI, transfer and fuse features using a well-trained deep residual network (ResNet-34, DRN) and multi-kernel support vector machine (MKSVM) to provide individualized predictions of seizure outcomes after epilepsy surgery. After that, classification performance of different methods was evaluated by quantitative measures, including accuracy, sensitivity, specificity, and area under receiver operating characteristic curve. Differences between various areas under receiver operating characteristic curve were compared using a Delong test. Abbreviations: SZF, seizure-free (Engel class I); SZR, seizure recurrence (Engel class II through IV).
Statistical Analysis
Descriptive statistics were expressed as mean ± standard deviation or median and interquartile range. Significant differences between groups were evaluated with the Student's t-test or Mann–Whitney U test, when appropriate, for quantitative variables and with the χ2 test or Fisher's test for qualitative variables. Differences between various AUCs were compared using a Delong test (Delong et al., 1988). p-values less than 0.05 indicated statistical significance.
RESULTS
Baseline Characters
As shown in Table 2, 141 patients met the inclusion criteria after more than 1-year follow-up: 76 men and 65 women; mean age, 22.3 ± 11.1 years. Seventy-nine of the 141 patients (56%) obtained an Engel class I outcome. Between SZF and SZR cohorts, neither all baseline characters (p > 0.05) except the history of past illness (p = 0.05) nor the location of brain lobe and histopathology had significant differences.
TABLE 2 | Baseline characters of patients.
[image: Table 2]Overall Prediction Accuracy
In the analysis of this cohort, DRN–MKSVM with the attention mechanism demonstrated the highest prediction accuracy compared with all other methods of SZF and SZR classification. The leave-one-out cross-validation for the DRN–MKSVM procedure showed that the accuracy, sensitivity, and specificity were 91.49, 96.20, and 85.48%, respectively, which demonstrated that MKSVM was universally better than other methods, including single-kernel, with/without a mask and multi-kernel without a mask. It also demonstrated the highest AUC (0.952) and was significantly better than all single-kernel DRN-SVM methods (all p < 0.01, Table 3 and Figure 4). There was no significant difference between the AUC of DRN–MKSVM with a mask and without a mask (0.9520 vs. 0.9036; p > 0.05).
TABLE 3 | Prediction performance of different predictive methods.
[image: Table 3][image: Figure 4]FIGURE 4 | Comparison of receiver operating characteristic curves between different methods. (A) Multi-/single-kernel deep residual network without mask attention operation; (B) multi-/single-kernel deep residual network with mask (MK + M); (C) all receiver operating characteristic curves fuse together. Multi-kernel fusion and introduction of mask can effectively improve prediction effect of prognosis because multi-kernel mode utilizes information from different modes more effectively and provides greater information support, whereas introduction of mask can provide more precise and accurate information and reduce impact of noise. Multi-kernel and mask attention operation (MK + Mask) are more favorable than other single-mode methods [p-values are 0.00006 (CT), 0.00003 (MRI), 0.0104 (PET), 0.00141 (CT + mask), 0.00007 (MRI + mask), and 0.00692 (PET + mask), respectively, at a confidence level of 0.05] using Delong test. Multi-kernel methods without attention mechanism are also significantly improved compared with other single-mode methods using Delong test [p-values are 0.017 (CT), 0.0003 (MRI), and 0.0103 (PET), respectively]. Abbreviations: FPR, false-positive rate; TPR, true-positive rate.
Prediction Accuracy Versus Mode of Neuroimaging
Prediction accuracy for each different unimodal neuroimaging is shown in Table 3. For the single-kernel DRN-SVM without a mask, when each mode independently adopted PET, MRI, and CT prediction performance of each patient to assess seizure outcomes, the functional neuroimaging of PET showed the highest accuracy (78.72%) and AUC (0.8754) compared with both two structural modes. However, they showed no significant differences in classifying SZF and SZR (all p > 0.05); the receiver operating characteristic curves overlapped each other (Figure 4), which indicated that the sensitivity and specificity of a single-kernel DRN-SVM had no obvious correlation with the mode of neuroimaging. These data were confirmed in both with and without mask methods (all p > 0.05).
For the single-kernel DRN-SVM using the mask of VOI, the sensitivity of PET was 84.81%, slightly lower than that of CT (87.34%). The performances of neuroimaging did not show significant differences between PET and other modes (all p > 0.05). AUCs of MRI, CT increased from 0.7997, 0.8176 to 0.8699, 0.8644, respectively, but AUC of PET had no variation (0.8754–0.8715). For each mode of neuroimaging, the performance of single-kernel DRN-SVM with and without mask had no significant difference.
DISCUSSION
Advances in neuroimaging and the development of methods for data postprocessing had made the delineation of EZ more accurate, which could improve the likelihood for postsurgical seizure freedom (Chassoux et al., 2010; West et al., 2015; Sidhu et al., 2018). Moreover, many predictors of surgical prognosis have been identified, and multi-informative indicators have been used to generate predictive models of seizure outcome (Jehi et al., 2015; Memarian et al., 2015; Gleichgerrcht et al., 2018). However, studies have shown that some comprehensive predictors of neuroimaging and clinical characteristics were often complex and multiple contradictory and only effective for groups rather than individuals (Englot and Chang, 2014). An instrument based on patient or foci centered on providing individualized predictions of seizure outcomes assessment measure does not exist, and at present, a high proportion of patients who have resective brain surgery for drug-resistant epilepsy have recurrent postoperative seizures (de Tisi et al., 2011; Jehi et al., 2015). In this study, we sought to probe whether we could predict individual’s seizure outcomes after epilepsy surgery based on combining patient or foci-centered neuroimaging with a machine learning-derived approach, which demonstrated good performance in predicting seizure outcomes.
Once the target VOI of neuroimaging was identified during presurgical assessment, our deep learning approach could automatically obtain an individualized prediction of seizure outcomes. The representational feature learning and the classification model played two key roles in such prediction. DRN provided a competitive way to detect strong representational power features of images. In addition, the residual network framework was easier to optimize and gain accuracy from considerably increased depth (He et al., 2015), not only exhibiting high effectiveness in several general image classification tasks when the dataset was large but also easily transferring its knowledge to perform specific tasks or solve small sample problem (Bengio et al., 2011; Guyon et al., 2012; Zhang et al., 2017). Here, we transferred DRN from Tiny-ImageNet to extract features to identify better patterns of multimodal neuroimaging associated with seizure-free vs. seizure-recurrence in a patient population. In particular, to utilize the available multimodal data to predict surgical outcomes, we concatenated MKSVM after DRN for a better fusion of the information from different modalities (Zhang and Parhi, 2015; Direito et al., 2017). Despite variations in seizure type, underlying pathology, volume, and location of intractable EZ, excellent performance (AUC ranged from 0.799 to 0.952) of this approach in the cohorts valued its usefulness.
MKSVM method was for better application in clinical practice. In the absence of one or more preoperative data modalities, even when only one modality was available, this method could still be used to predict the surgical outcomes. However, there were no significant differences among those three modes in classifying SZF and SZR. 18F-FDG PET might show the highest accuracy and AUC in the assessment of metabolic features compared with MRI and CT (with mask, accuracy, 82.27, 80.14, and 80.14% and AUC, 0.8715, 0.8699, and 0.8644, respectively; p ˃ 0.05). Some studies have indicated that 18F-FDG PET could provide more relevant information about the EZ extent and improved surgical outcomes compared with MRI (Choi et al., 2003; Chassoux et al., 2010; Guedj et al., 2015; Chassoux et al., 2017), and the predictive values of 18F-FDG PET and electroclinical features were consistent (Chassoux et al., 2004; Rusu et al., 2005; Guedj et al., 2015; Chassoux et al., 2016). DRN with single-kernel SVM of PET only showed a similar trend, most likely because the population size and follow-up were insufficient (Choi et al., 2003; Chassoux et al., 2004). Existing practices and guidelines for epilepsy surgery demonstrated that CT might not be recommended solely for preoperative localization of EZ for the restricted contrast resolution (Engel et al., 2003a; Engel et al., 2003b; Ryvlin et al., 2014). As CT data were available after 18F-FDG PET/CT examination, CT could serve as an important model for surgical outcomes in patients with epilepsy using DRN–MKSVM. Based on the MKSVM approach, kernel function and regularization parameters of the classifier could be flexibly customized, and the best prediction results could be obtained by freely combining the available data at hand.
Although more epilepsy surgery centers have been established, clinical guidelines recommend more systematic assessment on presurgical assessment than is seen at present; a huge unmet need in the decision-making of analytic model among physicians is also likely to preclude many patients from surgery (Erba et al., 2012). This modeling needs to apply some of the scientific rigor to the decision-making of patients and neurosurgeons, particularly when the decision in question is as significant as brain surgery. For any individual patient considering surgery for epilepsy, the crucial question for deciding resection of suspected EZ is the individual's odds of postoperative freedom from seizures. For epileptologists, they could potentially send an earlier referral to epilepsy surgery for patients who are deemed favorable candidates. Patients have the opportunity to achieve seizure freedom, which was generally unpredictable before surgery. Previous studies suggested that overestimation of risks and underestimation of postoperative freedom from seizures by neurologists and patients were barriers to wider surgery for patients (Erba et al., 2012; Hrazdil et al., 2013); thus, surgical treatment for epilepsy failed to expand during the past decade and remained one of the most underused but effective therapeutic interventions in medicine (Engel, 2008; Gomez-Alonso, 2012; Cloppenborg et al., 2016).
Overall, we demonstrated that the optimal classification model derived from a combination of multimodal neuroimaging and DRN–MKSVM had an accuracy of 91.49%, which provided an objective and quantifiable estimate of postoperative seizure outcome. According to the predicted results, the presurgical planning was revised in time to facilitate simultaneous control of epilepsy and minimize complications (Figure 5). Those, in turn, would likely reduce the psychosocial burden and improve the quality of life for patients. Given that only half of the patients achieve seizure control based on current presurgical evaluation, our approach was almost 40% more accurate than clinical assessment alone in predicting surgical outcomes (Englot and Chang, 2014; Ryvlin et al., 2014; Moshe et al., 2015; Barba et al., 2016; Devinsky et al., 2018; Andrews et al., 2019). In fact, some algorithms using some clinical variables or brain connectome of functional MRI of patients showed approximately 70–80% accuracy (de Tisi et al., 2011; Jehi et al., 2015; Gleichgerrcht et al., 2018; Bharath et al., 2019), whereas some studies revealed that outcomes were predictable with an estimated accuracy of as much as 90% in temporal lobe epilepsy (Armananzas et al., 2013; Memarian et al., 2015; Bharath et al., 2019). However, these were not patient or foci-centered and had no guiding effect on how to optimize preoperative area (Engel et al., 2003a; Engel et al., 2003b; Ryvlin et al., 2014).
[image: Figure 5]FIGURE 5 | Flow chart of DRN–MKSVM clinical application. Patient's preoperative multi-neuroimaging is coregistered, and surgical target volume of interest (VOI) can be segmented during presurgical assessment. Then, we can obtain individualized prediction of seizure outcomes based on deep residual network and multi-kernel support vector machine (DRN–MKSVM) of multimodal neuroimaging VOI. presurgical VOI could be timely revised according to predicted results so that patients could avoid postoperative epilepsy recurrence and reduced complications caused by excessive lobectomy. Proposed method is objective, automated, and fast. Both patients and epileptologists may benefit from optimizing VOI of surgery planning, objective and quantifiable prediction of seizure outcomes. Abbreviations: SZF, seizure-free (Engel class I); SZR, seizure-recurrence (Engel class II through IV).
The most important argument for the use of our approach was focused on the interpretation of the individual need of epileptologist and presurgical assessment. The decision to undergo surgery for epilepsy depended on multiple factors, not solely the chances of freedom or recurrence from seizures. Our approach showed a moderate specificity of 85%, indicating that some patients are predicted by our algorithm to SZR after surgery, and the true seizure outcome may be SZF. This requires us to fully integrate the clinical data of each patient in the clinical application of this approach, including the coincidence of clinical symptomology with EEG and imaging, the effect of drug treatment, and the necessity of surgery. Some patients may reduce the frequency or severity of epilepsy and may also benefit from epileptic surgery. Of course, this needs to be combined with an epileptologist to fully evaluate and communicate with the patient before considering surgical treatment. Our approach was not meant to replace the clinical judgment but rather to enrich it by providing an objective and quantifiable estimate for one key decision driving factor (postoperative seizure outcome). In addition, the use of a patient-specific prediction approach by an epileptologist, surgical planning, or VOI of resection can be adjusted in time to ensure the favorable overall outcome of the surgery. Therefore, the DRN–MKSVM approach might have the potential, if used correctly, to increase the number of patients with epilepsy referred for surgical treatment in a timely manner; even those who are not candidates for surgery might benefit from giving up surgical treatment and choosing other medical management.
There are several limitations in the current study that must be considered when interpreting our findings. Our data were collected retrospectively and derived from a limited number of patients. In addition, preoperative EEG data and results of more sophisticated diagnostic tests such as ictal single-photon emission computed tomography and invasive EEG were not analyzed in the study. Such data might contribute to better identification of EZ and interpretation of surgical failures (Barba et al., 2007; Ohta et al., 2008; Ryvlin et al., 2014; West et al., 2015; Bartolomei et al., 2017; Devinsky et al., 2018; Andrews et al., 2019), but they were rarely used in the delineation of surgical target VOI during the presurgical assessment. Our instrument did not include other important outcomes of interest after epilepsy surgery, such as quality of life, mood, and psychosocial functioning. Moreover, we used an inferior outcome metric of 1 year Engel class I, as opposed to 5 years Engel Ia (or International League Against Epilepsy 1a), which is known to be a better marker for true long-term success in surgery (Jehi et al., 2015). It is known that patients who have an initially good outcome over time go into relapse; it is well documented that short-term (i.e., 1-year outcomes) are often overly optimistic compared with longer-term outcomes. We excluded a few types of specific surgery such as hemispherectomy and multilobar surgeries or reoperations because they are rarely done and have specific outcome indicators that probably require another individual instrument. And finally, we only applied leave-one-out validation to verify the prediction without external validation. Further investigation focusing on external verification, handling small and imbalanced data will be our future work; we will continue to use some sophisticated machine learning algorithms and patient's clinical and imaging data, cooperating with other epilepsy surgery centers to develop more internal and external validation, which may better predict prognosis of epilepsy surgery and serve patients with refractory epilepsy who have the opportunity to undergo surgery.
CONCLUSION
This study demonstrated that DRN–MKSVM, using multimodal compared with unimodal neuroimaging from the surgical target area, accurately predicted postsurgical outcomes. The preoperative individualized prediction of seizure outcomes in patients who have been judged eligible for epilepsy surgery could be conveniently facilitated. This may aid epileptologists in presurgical evaluation by providing a tool to explore various surgical options, offering complementary information to existing clinical techniques, which should be allowed to harmonize best practices and translated into safer and more effective epilepsy surgery.
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Background: Nicotinamide adenine dinucleotide (NAD+) metabolism has drawn more attention on neurodegeneration research; however, the role in Amyotrophic Lateral Sclerosis (ALS) remains to be fully elucidated. Here, the purpose of this study was to investigate whether the circulating NAD+ metabolic-related gene signature could be identified as a reliable biomarker for ALS survival.
Methods: A retrospective analysis of whole blood transcriptional profiles and clinical characteristics of 454 ALS patients was conducted in this study. A series of bioinformatics and machine-learning methods were combined to establish NAD+ metabolic-derived risk score (NPRS) to predict overall survival for ALS patients. The associations of clinical characteristic with NPRS were analyzed and compared. Receiver operating characteristic (ROC) and the calibration curve were utilized to assess the efficacy of prognostic model. Besides, the peripheral immune cell infiltration was assessed in different risk subgroups by applying the CIBERSORT algorithm.
Results: Abnormal activation of the NAD+ metabolic pathway occurs in the peripheral blood of ALS patients. Four subtypes with distinct prognosis were constructed based on NAD+ metabolism-related gene expression patterns by using the consensus clustering method. A comparison of the expression profiles of genes related to NAD+ metabolism in different subtypes revealed that the synthase of NAD+ was closely associated with prognosis. Seventeen genes were selected to construct prognostic risk signature by LASSO regression. The NPRS exhibited stronger prognostic capacity compared to traditional clinic-pathological parameters. High NPRS was characterized by NAD+ metabolic exuberant with an unfavorable prognosis. The infiltration levels of several immune cells, such as CD4 naive T cells, CD8 T cells, neutrophils and macrophages, are significantly associated with NPRS. Further clinicopathological analysis revealed that NPRS is more appropriate for predicting the prognostic risk of patients with spinal onset. A prognostic nomogram exhibited more accurate survival prediction compared with other clinicopathological features.
Conclusions: In conclusion, it was first proposed that the circulating NAD+ metabolism-derived gene signature is a promising biomarker to predict clinical outcomes, and ultimately facilitating the precise management of patients with ALS.
Keywords: NAD+, amyotrophic lateral sclerosis, whole blood, peripheral immune infiltration, prognosis
INTRODUCTION
Amyotrophic lateral sclerosis (ALS) is a fatal neurodegenerative disease involving both upper and lower motor neurons that leads to progressive muscle atrophy and motor deficit. The average disease duration of ALS is about 3–5 years (Ludolph et al., 2012; Brown and Al-Chalabi, 2017). The clinical feature of ALS is heterogeneous regarding age and site of disease onset, sex, rate of disease progression, and survival (Xu and Yuan, 2021). There are no effective treatments available in ALS to date; however, the most recently approved edaravone is an antioxidant that acts as a free radical scavenger (Jackson et al., 2019; Petrov et al., 2017). The poor diagnostic and therapeutic approach to ALS may be due to the inability to dynamically evaluate lesions in the central nervous system. Therefore, it is critical to identify biomarkers of clinical progression for ALS, which could be used to monitor and target potential disease-modifying treatments before any irreversible neurodegeneration occurs.
The oxidative stress associated with mitochondrial homeostasis dysfunction and electron transport chain impairment in ALS is a factor that contributes to neurodegeneration (Carrì et al., 2015; Jackson et al., 2019; Smith et al., 2019; Zhu et al., 2020). Nicotinamide adenine dinucleotide (NAD+) is one of the most important coenzymes for redox reactions, as well as being central to energy metabolism. It is also a crucial cofactor for non-redox NAD+ -dependent enzymes, including sirtuins and poly (ADP-ribose) polymerases (PARPs) (Covarrubias et al., 2021). However, low NAD+ levels have been associated with a variety of disorders, including metabolic and neurodegenerative diseases (Xie et al., 2020; Covarrubias et al., 2021). Currently, scientific research suggests that recovery and increasing NAD+ levels may prevent progressive neurodegeneration (Sasaki et al., 2006; Zhang et al., 2016), promote the activity of mitochondrial function (Bonkowski and Sinclair, 2016), reverse the energy metabolism damage and enhance the protection against oxidative stress (Brown et al., 2014; Verdin, 2015).
Nicotinate and nicotinamide metabolism is involving in the biosynthesis and/or degradation pathways for NAD+(Xie et al., 2020). Moreover, the molecules or compounds of nicotinate metabolism are responsible for the de novo and Preiss-Handler synthetic pathway, while nicotinamide metabolism relates to the salvage synthetic pathway and consumptions of NAD+. Our previous research demonstrated that the repletion of nicotinamide riboside, a precursor of NAD+, activates mitochondrial unfolded protein response signaling and modulates mitochondrial proteostasis in the brain of SOD1G93A mice (Zhou et al., 2020). Furthermore, studies have found that ALS is associated with impairment of the de novo synthetic pathway in NAD+ metabolism, including higher levels of cerebrospinal fluid (CSF) and serum tryptophan, kynurenine, and quinolinic acid, and reduced serum picolinic acid levels (Chen et al., 2010; Lautrup et al., 2019). Compared to household controls, nicotinamide is decreased in both CSF and serum from ALS patients (Blacher et al., 2019). Parallel to the impaired de novo pathway, ALS also has a decline in NAD+ due to deficiencies in the nicotinamide monophosphoribosyl transferase (NAMPT)-mediated salvage pathway.
Although there is growing evidence that NAD+ metabolism-related molecules or compounds in body fluids, such as blood or CSF, are altered in ALS. However, no studies have been reported on the NAD+ metabolic pathway concerning the prognostic assessment of ALS. Therefore, the purpose of this study was to investigate whether the peripheral NAD+ metabolic pathway could be identified as a prognostic factor for ALS patients. Transcriptional data of whole blood NAD+ metabolism-related genes (NMRGs) from ALS patients were extracted and a series of bioinformatics and machine learning approaches were combined to screen for robust candidate genes, and establish individualized NAD+ metabolism-derived profiles to predict the overall prognostic value of ALS patients. Besides, we obtained a comprehensive understanding of the peripheral immune regulation of NAD+ metabolism based on the prognostic signature. This provides new insights to elucidate the mechanisms of immune regulation in ALS patients.
MATERIALS AND METHODS
Datasets and Samples
The ALS patient dataset was obtained from the Gene Expression Omnibus (https://www.ncbi.nlm.nih.gov/geo/) and ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/experiments/E-TABM-940/), and the inclusion criteria for the candidate dataset were: ALS, Human gene expression profile, availability of follow-up information (survival information), and related clinical data. GSE112676 and GSE112680, gene expression data were obtained from two microarray platforms (Illumina HumanHT-12 V3.0 and HumanHT-12 V4.0 expression beadchip arrays), were included in our study. GSE112676 (n = 233 ALS and 508 controls) and GSE112680 (n = 164 ALS, 75 mimics, and 137 controls) contained a total of 397 whole blood gene expression data from ALS patients, as described in previous studies (van Rheenen et al., 2018; Swindell et al., 2019). The clinical features of the 397 ALS patients are presented in Table 1. The cases were eventually randomly grouped into a training cohort and a validation cohort for bioinformatics analysis based on the ratio of 6:4. The E-TABM-940 dataset (n = 57 ALS and 23 controls) from ArrayExpress database was used as the external validation cohort (Lincecum et al., 2010). As shown in Figure 1, our study design was briefly described in the flow chart.
TABLE 1 | Summarization of clinicopathological features of patients in training and validation cohorts.
[image: Table 1][image: Figure 1]FIGURE 1 | Flow chart of the study design. ALS, Amyotrophic Lateral Sclerosis; CTRL, Control; GSEA, Gene set enrichment analysis; NMRGs, NAD+ metabolism-related genes; NPRS, NAD+ metabolism-related prognostic risk score; ROC, Receptor operating characteristic.
Data Processing and Normalization
Raw data of GSE112676 and GSE112680 were downloaded in the supplementary file from the GEO database. We refer to the detailed description of the data processing process and results in the methods and supplementary materials section reported by Swindell et al. (2019) to avoid platform-specific effects and confounding batches. The normal-exponential convolution model was performed for background correction, which using the neqc function (R package: limma; function: neqc) to normalize and transform the intensities from each sample (Ritchie et al., 2011). The background-corrected GSE112676 and GSE112680 expression matrix were quantile normalized (R package: limma; function: normalizeBetweenArrays), respectively, and the probes were annotated with gene names using the “illuminaHumanv3.db” package. As reported in the previous study (Swindell et al., 2019), there were large batch effects in the raw analysis of these data. We used the ComBat algorithm (R package: sva; function: ComBat) to remove the apparent batch effect in GSE112676 and GSE112680 according to the method proposed by Swindell et al. (2019). Comparison of the PCA plots before and after normalization and batch corrections from the microarray data showed that the batch effects in the raw data were well removed using the method of Swindell et al. (Supplementary Figure S1). Later, we used the inner_join function (R package: sva; function: inner_join) for two datasets integration and continued to use the ComBat function to remove the platform-specific effects. Raw data of E-TABM-940 from the Affymetrix GeneChip Human Genome U133 Plus 2.0 chip platform were pre-processed to an expression matrix using the robust multi-array average method (R package: affy; function: rma). The probe IDs were annotated with gene names using the annotation file corresponding to the microarray platform, and the expression matrix was quantile normalized for analyses.
NMRGs were obtained from the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway database (Pathway: hsa00760) and Reactome database (R-HSA-196807). We identified 40 overlapping NMRGs in the GSE112676 and GSE112680 dataset, the expression level of NMRGs was extracted from each case for further analyses.
Construction and Validation of the NMRGs Signature
Unsupervised consensus clustering analysis was performed prior to the construction of prognostic signature to elucidate the relationship between NAD+ metabolic subtypes and prognosis. Subsequent construction of predictive models based on NMRGs is reasonable only if it is confirmed that NAD+ metabolic subtypes affect the prognosis of ALS patients. In the training cohort, using the Least Absolute Shrinkage And Selection Operator (LASSO) regression with 10-fold cross-validated to screen out NMRGs associated with survival in ALS patients. In LASSO regression, a penalty term is added based on the least square to compress the estimated parameters, select the independent variable that has a great influence on the dependent variable and calculate the corresponding regression coefficient, and finally obtains a simplified model that successfully prevents overfitting. Here, the glmnet package was applied to determine the optimal lambda value corresponding to the minimum of the error mean via cross-validation. These NMRGs associated with prognosis (survival status and survival time) in ALS patients screened by LASSO regression were used to construct prognostic risk signature based on regression coefficients. ALS patients were then divided into high-risk or low-risk groups according to the median risk score. The NAD+ metabolism-related prognostic risk score (NPRS) of each sample was calculated using the formula: NPRS = ΣExp (mRNAί) × Coefficient (mRNAί). Kaplan-Meier survival analysis and time-dependent ROC curves were used to evaluate the prognostic predictive performance. Furthermore, survival analysis and time-dependent ROC were also validated in the validation cohort and the external validation cohort (R package: timeROC).
The independent predictive variables identified by LASSO regression were used to construct the predicted nomogram and the corresponding calibration curves (R package: rms). The concordance index was used to evaluate the accuracy of the predictive performance of the nomogram, and the diagnostic accuracy was measured by ROC curve analysis (R package: survivalROC). Univariate and multivariate Cox regression analyses were conducted to profile independent prognostic parameters.
Investigation of Immune Cell Type Fractions in ALS Blood
Considering that NAD+ metabolism and immunity are closely linked (Navas and Carnero, 2021), and peripheral immune cells are closely associated with disease progression in ALS patients (Murdock et al., 2017). Therefore, it is difficult to dissociate peripheral immune infiltration from the study. Cell-type Identification By Estimating Relative Subsets Of RNA Transcripts (CIBERSORT) (Newman et al., 2015) analysis was employed to estimate the proportions of 22 human immune cell subsets according to the gene expression data. Only samples with p < 0.01 in CIBERSORT analysis results were used in the subsequent analysis of differential immune infiltration levels.
Additional Bioinformatic Analyses
To elucidate the biological phenotype regulated by the NMRGs in the blood of ALS patients, the unsupervised consensus clustering (R package: ConsensuClusterPlus) (Wilkerson and Hayes, 2010) was used to obtain clusters based on “pam” method with 1,000 iterations and resample rate of 80%. Principal component analysis (PCA) and uniform manifold approximation and projection for dimension reduction (UMAP) (Trozzi et al., 2021) methods were used to evaluate gene expression patterns in peripheral blood of different subclusters of ALS. The GSEA software version: 4.1.0 (https://www.gsea-msigdb.org/gsea/index.jsp) was used to illustrate the enriched KEGG and Reactome pathways among different ALS subtypes.
Statistical Analysis
All Statistical analyses and visualization were carried out by R version 4.0.2 (http://www.r-project.org). Student’s t-test and Wilcoxon signed-rank test were used to estimating the differences between the two groups, and the Kruskal–Wallis test was used to compare more than two groups. Kaplan-Meier analyses and log-rank tests were used to assess the survival differences between subtypes of ALS patients. The Spearman analysis computed the correlation coefficients between NPRS and ALS-related parameters. p < 0.05 was regarded as statistically significant.
RESULTS
The Landscape of NMRGs in the Whole Blood of ALS
Our previous study reported the aberrant expression of NAD+ Metabolism-related coenzymes was identified in the brain of SOD1G93A mice (Zhou et al., 2020). Therefore, we attempted to systematically observe the expression patterns of NMRGs in the whole blood of ALS patients. Based on whole blood transcriptional microarray analysis (from GSE112676 and GSE112680) of 397 ALS patients, 645 controls, and 75 ALS-mimics, significant changes in the transcriptional levels of NMRGs in ALS whole blood were described (Figures 2A,B). The expression of NADSYN1, NAMPT, PARP8/9/16, PTGS2, NT5C2, BST1, SIRT1/5, and NADK was significantly up-regulated in ALS, whereas QPRT, SLC5A8, NMNAT3, PARP6/14/10, NT5C, ENPP1, and SIRT2 were significantly downregulated. GSEA (Figure 2C) was used to identify differences in transcriptional mechanisms between whole blood from ALS patients and controls, and the results revealed that the nicotinate and nicotinamide metabolism pathway (normalized enrichment score [NES] = 1.545, normalized p value = 0.032) was significantly enriched in ALS.
[image: Figure 2]FIGURE 2 | NAD+ metabolism-related molecular patterns and GSEA in whole blood of ALS patients (A) Heatmap of NAD+ metabolism-related genes in ALS patients, controls and ALS mimics (B) Differential expression of NAD metabolism-related genes in whole blood of ALS and controls (C) GSEA showed that the nicotinate and nicotinamide metabolism pathway are differentially enriched in ALS patients. ALS, Amyotrophic Lateral Sclerosis; CTRL, control; MIM, mimic; NES, normalized enrichment score; Normal p-val, normalized p value. *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.
Identification of NAD+ Metabolic Subtype
According to the expression level of NMRGs, the optimal clustering stability of k = 2 to 10 was achieved when k = 4 (Figure 3A and Supplementary Figure S2A,B). The 397 ALS patients were divided into four subtypes: Cluster1 (n = 129), Cluster2 (n = 95), Cluster3 (n = 129), and Cluster4 (n = 54). UMAP and PCA analysis revealed large differences between Cluster2 and the rest of subtypes, particularly with Cluster4 (Figure 3B and Supplementary Figure S2C). The heatmap (Figure 3C) also displayed that the expression patterns of NMRGs were different in Cluster2 and Cluster4. Besides, Kaplan-Meier analysis showed that ALS patients with Cluster2 had the most satisfactory outcome (Figure 3D), while ALS patients with Cluster4 had more rapid disease progression. Compared to Cluster2, eleven genes (NNT, PTGS2, SIRT1, PARP8, NT5C2, NAMPT, SLC5A8, NADSYN1, SIRT4, NT5E, SIRT5) were significantly upregulated in Cluster4, while six genes (NT5C, PARP6, QPRT, CD38, PARP14, PARP10) were significantly downregulated in Cluster4 (Figure 3E).
[image: Figure 3]FIGURE 3 | Clustering analysis based on NAD + metabolism-related gene expression profile identifies prognosis of ALS patients (A) Consensus clustering matrix for k = 4 (B) UMAP analysis confirmed the classification (C) Heatmap depicted the expression levels of NAD+ metabolism-related genes among the four subtypes (D) Kaplan-Meier survival analysis for patients with ALS in four clusters (E) Boxplots showed differential expression of NAD+ metabolism-related genes between Cluster2 and Cluster4. *p < 0.05; **p < 0.01; ***p < 0.001, and ****p < 0.0001.
To elucidate the potential regulatory mechanisms leading to prognostic differences between Cluster2 and Cluster4 by GSEA. Adaptive immune system, innate immune system, neutrophil degranulation, post-translational protein modification, and metabolism of proteins were predominantly enriched in the Cluster2 (Figure 4A; All p < 0.01), which are patients with better survival, wheares G Protein-Coupled Receptors (GPCR) signaling related pathways and platelet homeostasis pathway were significantly enriched in the Cluster4 (Figure 4B; All p < 0.01).
[image: Figure 4]FIGURE 4 | Enrichment analysis and peripheral immune infiltration characteristics of NAD+ metabolic subtypes with distinct prognosis (A) GSEA for Cluster2 and Cluster4. Immune pathways and protein metabolic pathways were significantly enriched in Cluster2 (B) and GPCR signaling-related pathways were significantly enriched in Cluster4 (C) Boxplots showed immune cell infiltration differences between Cluster2 and Cluster4. *p < 0.05; **p < 0.01; ***p < 0.001, and ****p < 0.0001.
To investigate the relationship between subtypes and immune cell infiltration in the whole blood of ALS patients, the CIBERSORT method was used to evaluate the relative immune cell levels of four subtypes (Figure 4C). The B cells, CD8 T cells, CD4 naive T cells, regulatory T cells (Tregs), and natural killer (NK) resting cells were significantly higher infiltration in the blood of patients with Cluster2, while the neutrophils were lower infiltrated. The CD4 memory T cells (both resting and activated), follicular helper T cells (Tfh), gamma delta T cells (Tgd), M2 macrophages, and mast resting cells were significantly increased in patients with Cluster4, while CD4 naive cells and M0 macrophages were significantly reduced.
Construction of the NAD+ Metabolism-Related Prognostic Risk Score
ALS patients were randomly divided into a training cohort (n = 239) and a validation cohort (n = 158) at a ratio of 6:4. In the training cohort, we screened the most robust prognostic genes in NMRGs using the LASSO algorithm with an optimal lambda value of 0.0429 (Supplementary Figure S3A,B). Seventeen genes were identified to construct the NMRGs-related prognostic signature, as shown in Figure 5A. The NPRS was calculated for each sample according to the established formula. All ALS patients were separated into high- and low- NPRS groups according to the median value of the NPRS in the training cohort. Kaplan-Meier analysis (Figures 5B,C) demonstrated that ALS patients in the high-NPRS group were more rapidly progressive than those in the low-NPRS group in both the training cohort (p < 0.0001) and the validation cohort (p = 0.021). Sankey plots (Figure 5D) showed that Cluster2 patients were mostly concentrated in the low-NPRS group, while these subtypes with poorer prognoses were largely distributed in the high-NPRS group. Furthermore, fewer patients in the high-NPRS group were alive compared to the low-NPRS group, which means that more patients were dead in the high-NPRS group. Correspondingly, Cluster2 had the lowest NPRS among the four subtypes (Supplementary Figure S4). The subtype, sex, site of onset, age at onset, survival status, and duration, as well as immune infiltration score under the high- and low- NPRS subgroups are illustrated in the heatmap (Supplementary Figure S5). Risk plots showing the association of NPRS with survival time and status in the training (Figure 5E) and validation (Figure 5F) cohorts, which demonstrated that NPRS has predictive value for prognosis in ALS patients.
[image: Figure 5]FIGURE 5 | Development and assessment of a prognostic NAD+ metabolism-related signature for ALS patients (A) An ensemble of 17 genes remained with individual coefficients (B) and (C) Kaplan-Meier survival analysis for patients with high- and low- NPRS in the training (B) and validation cohorts (C), ALS patients in the high group had worse prognostic survival than those in the low group (D) Sankey plot of four clusters distribution in groups with different NPRS, and survival outcomes (E) and (F) Risk plots showed that patients with low scores in the training (E) and validation cohorts (F) had better survival (G–I) In the training (G), validation (H), and entire (I) cohorts, time-dependent receiver operating characteristic analysis showed NPRS had better performance in predicting the survival of ALS patients (J) and (K) Patients in the low NPRS group had better FVC (J) and ALSFRS (K) scores compared to the high NPRS group in E-TABM-940 (L) and (M) In E-TABM-940, NPRS was negatively correlated with FVC (L) or ALSFRS (M) scores, respectively.
To investigate the predictive accuracy of NPRS for prognosis, receiver operating characteristic curve (ROC) analysis was used and the area under the curve (AUC) values at 3, 5, and 7 years were compared. The 3-, 5-, and 7-year AUC values for assessing the predictive accuracy of NPRS in the training cohort were 0.71, 0.74, and 0.77, respectively (Figure 5G); the 3-, 5-, and 7-year AUC values in the validation cohort were 0.56, 0.64, and 0.8, respectively (Figure 5H); and the 1-, 3-, 5-, 7-, and 9-year AUC values in the entire cohort were 0.62, 0.66, 0.7, 0.77, and 0.84, respectively (Figure 5I). Furthermore, the dataset of ALS patients in E-TABM-940 was used as an external cohort to test the predictive value of NPRS. The above formula was first applied to calculate the NPRS for each patient, which was assessed by observing the relationship between NPRS and clinical parameters related to ALS. ALS patients in the external cohort were divided into high and low-risk groups according to the median score, and subgroup analysis showed that both FVC (Figure 5J) and ALSFRS (Figure 5K) were significantly lower in the high NPRS group compared to patients in the low group. Moreover, analysis of correlations identified a significant negative correlation between NPRS and FVC (Figure 5L, r = −0.33 p = 0.021); NPRS also showed a negative trend with ALSFRS scores, although it was nearly to reach statistical power (Figure 5M, r = −0.28, p = 0.054).
To evaluate the relationship between NPRS and immune cell infiltration in the whole blood of ALS, the CIBERSORT algorithm was used to analyze immune cell differences in patients (Figure 6A). Patients with higher scores had significantly increased neutrophils and M0 macrophages, while B naive cells, M2 macrophages, mast resting cells, CD8 T cells, and CD4 naive T cells were relatively lower. Analyses of correlations suggested that CD8 T cells (Figure 6B; r = −0.19, p < 0.001), CD4 naive T cells (Figure 6C; r = −0.27, p < 0.001), and M2 macrophages (Figure 6D; r = −0.17, p < 0.001) were negatively correlated with NPRS, while M0 macrophages (Figure 6E; r = −0.24, p < 0.001), and neutrophils (Figure 6F; r = −0.32, p < 0.001) were positively correlated.
[image: Figure 6]FIGURE 6 | Estimation of peripheral immune cell infiltration by the prognostic signature (A) The peripheral infiltrating levels in the high- and low- NPRS groups by using CIBERSORT algorithms. The violin plot showed the differences in peripheral immune infiltration score between the high- and low- NPRS groups (B-F) The Spearman correlation between NPRS and the fraction of peripheral immune cells is shown. Scatterplots depicts that NPRS is negatively correlated with CD8 T cells (B), CD4 naive T cells (C), and M2 macrophages (D), while positively correlated with M0 macrophages (E) and neutrophils (F).
Clinicopathological Analysis for NPRS
Clinicopathological analysis revealed that higher NPRS in patients with age at onset ≥60 years than in patients <60 years (Figure 7A). No statistical difference in NPRS among ALS patients with different sites of onset (Figure 7B). To determine whether the predictive capacity of the prognostic features of signature was independent of other traditional clinical characteristics (including sex, age at onset, and site of onset), we performed univariate (Supplementary Figure S6) and multivariate (Figure 7C) Cox regression analyses of these parameters in the entire cohort. The results confirmed that age at onset (HR = 1.028, 95%CI: 1.018-1.038) and NPRS (HR = 2.538, 95%CI: 1.714-3.757) were independent risk factors for ALS progression. Additionally, we observed that the overall survival of patients with spinal initiation in the low-NPRS groups was superior (Figure 7D); however, the survival benefit of spinal initiation was relatively not significant in patients with high-NPRS (Figure 7E). Furthermore, patients with an age of onset <60 years had a favorable survival advantage over elder patients in both high- (Figure 7F) and low- NPRS groups (Figure 7G).
[image: Figure 7]FIGURE 7 | Association of NPRS with clinicopathological features (A) NPRS was significantly higher in patients with elderly onset (B) There was no difference in NPRS between patients with different sites of onset (C) Age at onset and NPRS were independent prognostic risk factors in the multivariate COX regression model (D) and (E) Progression in patients with high NPRS (D) is not affected by site of disease onset, while survival differences are observed in patients with low risk scores (E) (F) and (G) Differences in survival risk by age of onset are not affected by high- (F) or low- (G) NPRS patients. Comparison of the prognostic capacities and survival outcomes of the risk score for patients with different features of onset (H) and (I) Both in training (H) and validation (I) cohorts, high-NPRS patients with spinal onset have poor survival (J) and (K) In the bulbar onset group, high-NPRS patients showed worsen survival compare to the low-NPRS group in the training cohort (J) but without survival differences between high- and low- NPRS patients in the validation cohort (K) (L) and (M) In the entire cohort, time-dependent receiver operating characteristic analysis of NPRS in predicting the survival of ALS patients with spinal (L) or bulbar (M) onset (N) and (O) In E-TABM-940, negative correlated between NPRS and FVC in ALS patients with spinal onset (N) but not in patients with bulbar onset (O).
The prognostic value of NPRS for ALS patients with different sites of onset was investigated. Both in training (Figure 7H) and validation (Figure 7I) cohorts, survival analysis indicated that the prognosis of patients with spinal initiation in the high-NPRS group was significantly worse compared with the low-NPRS group. Rapid progression was observed in high NPRS patients with bulbar onset in the training cohort (Figure 7J), but could not be identified in the validation cohort. (Figure 7K). Furthermore, the 3- and 5-year AUC values for assessing the predictive accuracy of NPRS were higher in patients with spinal onset (Figure 7L; 3-year: 0.68; 5-year: 0.7) than patients with bulbar onset (Figure 7M; 3-year: 0.6; 5-year: 0.67). Moreover, a significant negative correlation between NPRS and FVC scores was also observed in patients with spinal initiation (Figure 7N) in the external cohort, but not in patients with bulbar onset (Figure 7O).
Establishment of the Prognostic Nomogram
To quantify the prognostic risk assessment of ALS patients, a predictive nomogram was constructed to measure the probability of ALS survival at 1, 3, 5, and 7 years (Figure 8A). In the calibration analysis, the prediction lines of the nomogram for 1-, 3-, 5- and 7-year survival probability were extremely close to the ideal performance, suggesting a great accuracy of the nomogram (Figures 8B,C). Then, we performed ROC analysis to verify the predictive value of the nomogram. The AUCs of nomogram were superior to the single independent predictor in both training and validation cohorts (Figures 8D,E). Therefore, the nomogram provided the best benefit for survival prediction compared to other clinical parameters.
[image: Figure 8]FIGURE 8 | Construction and validation of a predictive nomogram (A) The nomogram for predicting the overall survival of patients with ALS at 1, 3, 5, and 7 years (B) and (C) The nomogram showed high accuracy in the calibration analysis (D) and (E) The nomogram exhibited the most powerful capacity for survival prediction compared with other clinicopathological features in both training and validation cohorts. ***p < 0.001.
DISCUSSION
As an important coenzyme for redox reactions in the cytosol and mitochondria, NAD+ is essential for enabling the most basic biological functions of the cell, including the glycolysis, the tricarboxylic acid cycle, and β-oxidation of fatty acids. NAD+ can be synthesized in cells from precursors via three major pathways: the de novo pathway, Preiss-Handler pathway, and salvage pathway. The salvage pathway mediated by the NAMPT is required for the majority of NAD+ production in mammalian cells (Evans et al., 2002; Revollo et al., 2004). SIRTs, PARPs, and cyclic ADPR (cADPR) synthetases are involved in the catalytic process of NAD+ consumption. Interestingly, decreased NAD+ levels may be a risk factor for age-related neurodegeneration (Lautrup et al., 2019). Indeed, low levels of NAD+ were assumed to be a consequence of aging (Clement et al., 2019), including in the human brain and CSF(Guest et al., 2014; Zhu et al., 2015), serving as a neuroprotective and anti-inflammatory molecule (Verdin, 2015).
In our previous works, the NAMPT-mediated NAD+ biosynthesis was the main reason for the NAD+ levels decline, the replenishment of intracellular NAD+ by providing NR might modulate the mitochondrial proteostasis and improve the adult neurogenesis through activating the mitochondrial unfolded protein response signaling in the brain of SOD1G93A mice (Zhou et al., 2020). Further, either NAMPT overexpression or NMN supplementation enhances resistance to oxidative stress by increasing mitochondrial and cytoplasmic NAD+ levels in vitro models of ALS (Harlan et al., 2016). Notably, key molecules of the tryptophan-nicotinamide metabolic pathway were also significantly altered in serum of ALS patients, and sera levels of nicotinamide correlated with better scores of ALSFRS. Likewise, low nicotinamide levels were observed in the cerebrospinal fluid of ALS patients (Blacher et al., 2019). Alterations in molecules associated with the NAD+ metabolic pathway in peripheral blood are highly suggestive of its potential as a biomarker for ALS. However, this possibility has not been confirmed.
In this study, We collected as much of the transcriptional dataset of peripheral blood from ALS patients with clinical parameters as possible from public databases. Firstly, we explored the aberrant NAD+ metabolic pathway in the blood of ALS patients using GSEA. Then we identified different NAD+ metabolic subtypes based on the expression patterns of NMRGs and compared the prognosis and immune infiltration differences between subtypes. This was aimed to clarify whether NMRGs in the blood of ALS patients could predict prognosis and peripheral immune infiltration. Finally, peripheral blood prognostic signatures of ALS patients were constructed using the LASSO regression method, and subsequent subgroup analysis and construction of a prognostic nomogram were performed.
The expression patterns, prognostic values, and effects on the immune cell infiltration of NMRGs in peripheral blood of ALS were demonstrated. In contrast to the trend towards low expression in the central nervous system of ALS, transcriptional levels of NAMPT were significantly higher in blood compared to the control population. Similarly, elevated trends were found for NADSYN1, an NAD+ synthetic enzyme involved in the final step of the Preiss-Handler pathway (also involved in the de novo pathway). However, transcript expression of QPRT, a key enzyme of the tryptophan de novo synthesis pathway, was significantly lower in the whole blood of ALS. Regarding changes in NAD+ consuming enzymes, SIRTs and the biosynthetic catalase of NADP+ (NNT and NADK) showed an increasing trend in blood, whereas PARPs were inconsistently differentially expressed in ALS. This suggests that the NAD+ metabolic pathway is activated in the blood of ALS patients, and indirectly confirmed by the GSEA results. The synthesis of NAD+ in the peripheral blood of ALS is predominately mediated by the Preiss-Handler pathway and the salvage pathway. Although metabolites of the de novo pathway are increased in the serum of ALS patients (Chen et al., 2010; Blacher et al., 2019), the low expression of QPRT implies that the de novo pathway is attenuated in blood.
Moreover, unsupervised consensus clustering analysis of NMRGs expression patterns revealed that the expression of QPRT was relative lower in patients with Cluster4 compared to those with Cluster2. This suggested that the progressive reduction of NAD+ synthesis by the de novo pathway in the blood of ALS patients may be related with rapid disease progression. Meanwhile, the Preiss-Handler pathway mediated by SLC5A8 and NMNAT3, and the salvage pathway mediated by NAMPT were relatively up-regulated in patients with Cluster4 compared to those with Cluster2. This result also supports our speculation above that excessive activation of the non-de novo synthesis pathway in the blood may indicate a poor prognosis for patients. The expression trends of NAD+ consuming enzymes were inconsistent, which may be related to NAD+ subcellular homeostasis. Indeed, NAD+ is involved in multiple biological processes within a variety of organelles (Xie et al., 2020).
The LASSO regression model was employed to screen for the most robust biomarkers to create an NMRG-related prognostic signature, as well as a risk score constructed based on the signature. Subsequently, the NPRS was validated in different cohorts to have a favorable prognostic value for patients with ALS, in which patients with low-NPRS showed better survival and vice versa. The AUC values of the prognostic signature suggested a greater predictive power beyond 5 years. Furthermore, Cluster2, which had a better prognosis in clusters, possessed a lower NPRS, and patients with elderly onset of ALS had a higher score than youngers. The fact is that age of onset is one of the risk factors influencing the prognosis of ALS patients (Testa et al., 2004). Besides, we also found a better prognostic value of the signature in patients with spinal onset, which may be related to the variation in symptoms due to different sites of onset. ALS with bulbar onset is more likely to cause dietary and ventilatory disorders (Brown and Al-Chalabi, 2017), leading to disturbances in energy metabolism, which increases the difficulty of prediction. A prognostic nomogram was built to quantify risk assessment and survival probability based on NPRS, sex, age and site of onset for ALS patients. Compared to other clinical features, the nomogram demonstrated the highest accuracy and discrimination in survival prediction.
As an essential metabolite for cellular homeostasis, NAD+, and its metabolic enzymes are also important for the regulation of immune responses (Navas and Carnero, 2021). The CIBERSORT algorithm evaluated the immune cell infiltration in ALS whole blood. We identified several peripheral blood immune cells potentially associated with prognosis in ALS, mainly involving B naive cells, CD4 naive T cells, CD8 T cells, M0 and M2 macrophages, and neutrophils. M0 macrophages, and neutrophils were higher infiltrated in patients with worsen survival, while B naive cells, M2 macrophages, resting mast cells, CD4 naive T cells, and CD8 T cells were relatively lower infiltrated. Several immune cells were correlated with NPRS, such as neutrophils and M0 macrophages, which were positively correlated, but CD4 naive cells, CD8 T cells, and M2 macrophages were negatively correlated. This may revealed that neutrophils and M0 macrophages in the blood of ALS patients may promote disease progression, while CD4 naive T cells and CD8 T cells may act as retarders. Recent studies have reported that increased neutrophils and monocytes in peripheral immunity in ALS patients (Murdock et al., 2016,2017; Gustafson et al., 2017) and these activation levels correlate with disease progression (Murdock et al., 2017; McCombe et al., 2020). Macrophages exhibit a similar trend of upregulation in peripheral immunity and neuroinflammation that promote disease progression (Steinacker et al., 2018). Rusconi et al. (2017) suggested that DCs are reduced in the peripheral blood of ALS patients, and these cells are functionally altered and more likely to skew T cell responses towards a pro-inflammatory phenotype in neurodegenerative diseases (Gonzalez and Pacheco, 2014). Despite the controversy regarding the status of peripheral blood CD4 and CD8 T cells in ALS, our results indicate that peripheral CD4 T cells, especially CD4 T naive cells, and CD8 T cells, may be protective factors for survival in patients with ALS. Besides, patients with Cluster2 had a higher immune enrichment, which also implies that NMRGs may improve survival of ALS patients by regulating peripheral immunity. This immunomodulatory mechanism may be related to the level of infiltration of CD4 naive T cells, CD8 T cells, neutrophils and macrophages. Although our results are not able to elucidate the pattern of regulation of peripheral immunity by NAD+ metabolism but demonstrate the associations between them and the relationship of peripheral immunity with the prognosis of patients. Interestingly, we also observed a significant enrichment of GPCR signaling-related pathways in patients with Cluster4. Aberrant transport of GPCRs signaling-mediated neurotransmitters (Husted et al., 2017) and neurotrophic factors can lead to a variety of neurological and psychological disorders, including ALS (Jeanneteau and Chao, 2006). Therefore, the study of the triadic relationship between ALS- NAD+ metabolic- GPCRs signaling is worth further exploration.
This study systematically describes the importance of NAD+ metabolism-related transcription patterns in whole blood for the assessment of survival, as well as constructing a more accurate signature to predict the prognoses of ALS patients. Furthermore, we have briefly analyzed the association between NAD+ metabolism and immune cell infiltration, providing therapeutic directions for modulating peripheral immunity in ALS. Nevertheless, there are several limitations existed in this study. Although we included as many datasets as possible for rigorous validation, we also acknowledge that further cohorts with larger samples are needed to validate our findings. We are devising a cohort study on fluid biomarkers of ALS and currently have a bank of blood samples from ALS patients in the Chinese population (Xie et al., 2014; Deng et al., 2017) that we hope to validate within it. Meanwhile, part of the NMRGs in the dataset was filtered at the microarray quality control stage, resulting in the inability to perform analysis for all NAD+ metabolic genes. Although the prognostic signature demonstrated a better predictive ability in this study, adjustment and optimization of the signature will be necessary for future studies.
As a highly energy-consuming neurodegenerative disease (Greenwood, 2013; Wills et al., 2014), our study first suggests that NAD+ synthesis pathways in peripheral blood of ALS patients are associated with survival. Hypoactive de novo synthesis along with hyper-synthesis of non-de novo pathways demonstrated a relatively poor prognosis and vice versa. Furthermore, an NAD+ metabolic risk signature developed by machine-learning algorithms exhibited promising prognostic value, as well as generated a nomogram to quantify risk assessment. Meanwhile, the clinical classifications were analyzed and compared between various risk statuses. Lastly, the association of prognostic risk signature with immune cell infiltration was also assessed.
CONCLUSION
In conclusion, our study provides some valuable insights into the introduction of NAD+ metabolic profiling in peripheral blood for ALS risk prediction and treatment decisions, ultimately facilitating the precise management of patients.
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Limb-girdle muscular dystrophy 2G (LGMD2G) is a subtype of limb-girdle muscular dystrophy. However, the disease’s mechanisms are still not fully understood, and no established therapeutic targets have been found. Using a morpholino-based knockdown approach, we established an LGMD2G zebrafish model. In this study, we found that the ROS level increased in LGMD2G zebrafish. The expression of the mitophagy-related protein BNIP3L, LC3A-II/LC3A-I, and LAMP1 were increased in LGMD2G zebrafish. The oxygen consumption rate and citrate synthase expression was significantly decreased. Thus, mitophagy was presumed to be involved in the LGMD2G to reduce ROS levels. Then, we administered vitamin C, coenzyme Q10, idebenone, metformin, or dexamethasone to rescue LGMD2G in zebrafish. Idebenone reduced the curly tail phenotype and ROS level. Also, it reduced BNIP3L expression in LGMD2G zebrafish models and improved their motor function. In conclusion, mitophagy might be involved in the LGMD2G, and idebenone ameliorated LGMD2G by downregulating ROS level.
Keywords: LGMD2G, TCAP, mitophagy, idebenone, zebrafish, ROS
INTRODUCTION
Limb-girdle muscular dystrophy 2G (LGMD2G) is a subtype of limb-girdle muscular dystrophy caused by nonsense or frameshift mutations in TCAP (Lv et al., 2020). TCAP encodes telethonin, a 19 kD protein located in the periphery of Z-discs (Zhang et al., 2009).
Studies examining the pathogenesis of LGMD2G are rare. In 2009, Zhang and his colleagues reported disrupted formation of the T-tubule system in LGMD2G zebrafish models (Zhang et al., 2009). Their study also indicated that stretch force induces variable expression, and tcap expression is negatively regulated by integrin-link kinase. In 2010, a tcap knockout mouse model was generated and showed a dystrophic phenotype comparable to that of patients with LGMD2G (Markert et al., 2010). In 2013, Ibrahim et al. reported another mouse model. They investigated this gene function in cardiomyocytes, suggesting that telethonin is a critical, load sensitive regulator of t-tubule structure and function (Ibrahim et al., 2013). However, the disease’s mechanisms are still not fully understood, and no established therapeutic targets have been found.
In our previous study in 2020, we observed a disturbing focal sarcomere architecture and abnormal autophagolysosomes, presumably of mitochondrial origin (Lv et al., 2020). Another study revealed intermyofibrillary mitochondrial accumulation and the accumulation of abnormal mitochondria with paracrystalline inclusions in patients with LGMD2G (Paim et al., 2013). These facts hit us those mitochondria dysfunction might exist in LGMD2G. Mitochondrial abnormalities have been observed in individuals with LGMD2B (Liu et al., 2016). Mitophagy has been discovered in the mdx mouse model (Kuno et al., 2018), and it might be involved in the pathology of muscular dystrophies (Sebori et al., 2018). In another study, reactive oxygen species (ROS) levels were increased in the muscle of mdx mice models. It illustrated that increased expression of autophagy/mitophagy-related genes and autophagic flux reduces ROS levels in the muscle of mdx mice and thus improved the muscular pathology and physical strength of the mdx mice (Sebori et al., 2018). However, the ROS level in LGMD2G patients and zebrafish has not been studied yet.
In this study, we established an LGMD2G zebrafish model to study the levels of ROS, mitochondrial autophagy-related proteins, citrate synthase (a specific mitochondria marker), and LAMP a lysosome marker (a lysosome marker) in zebrafish with LGMD2G. We found increased expression of the mitophagy-related protein BNIP3L, lysosome marker LAMP1, and LC3A-II/LC3A-I in this zebrafish model. We also found decreased expression of citrate synthase in LGMD2G. Additionally, the oxygen consumption rate (OCR) of the LGMD2G zebrafish decreased, which might be attributed to the reduced number of mitochondria. The mitochondrial DNA (mtDNA) copy number was increased in patients with LGMD2G and zebrafish models. Idebenone reduced the ROS production. Furthermore, it restored the expression of BNIP3L and citrate synthase, mtDNA copy number, and improved their motor function and curly tail phenotype of LGMD2G zebrafish.
METHODS
Zebrafish Husbandry and Embryo Culture
Adult wild-type zebrafish (AB strain, China zebrafish resource center, China) were housed on a 14 h light/10 h dark cycle with pH 7.5–8.0 and a water conductivity of 980–1,000 μS/cm at 28°C. The animals were fed twice with Artemia. We placed breeding pairs in a partitioned breeding tank (Tecniplast) to prevent egg predation at night. The following day, the partition was removed, and the onset of light-triggered spawning. Zebrafish embryos and larvae were cultured in a nonCO2 incubator on a 14 h light/10 h dark cycle at 28°C. We injected the tcap morpholino (MO) into zebrafish eggs at the one-four cell stage. Four hours after the MO injection, we removed unfertilized eggs. Then, we used E3 medium to wash fertilized eggs several times. Fifty of these fertilized eggs were then incubated in each dish with E3 solution containing 0.1, 0.05, and 0.025 μM or no idebenone for 36 h.
Morpholino Oligonucleotides
The morpholino oligonucleotides were produced by Gene Tools, LLC (Corvallis, OR, United States). The methods for morpholino preparation and injection were conducted as previously described (Nasevicius and Ekker, 2000). The sequence of tcap morpholino (MO) complementary to the translation-blocking target was 5′-CAG​GAC​TGA​GCA​AAC​CTG​CAT​CTT​C. We designed a 5-mispair oligo for the morpholino designed above as a specificity control morpholino (COMO): 5′- CAc​GAa​TGA​GaA​AAC​CTc​CAT​aTT​C.
Immunostaining of Zebrafish
The immunostaining methods were described in our previous article (Hightower et al., 2020). We used the F59 antibody (Developmental Studies Hybridoma Bank, DSHB) at a 1:50 dilution. Alexa Fluor-conjugated secondary antibodies were used (Invitrogen). After staining, Zebrafish were imaged using a microscope (Olympus BX51, Japan).
Metabolic Measurements
The OCR was measured using an XF24 Extracellular Flux Analyzer (Seahorse Biosciences). Three zebrafish larvae at 5 h postfertilization (hpf) (n = 3–4 per group) or one zebrafish larva at 48 hpf were placed in each well of a 24 well islet microplate, and an islet plate capture screen was placed over the measurement area to ensure that the larvae remained in the center of the well. Measurements were recorded to establish the basal OCR and ATP-linked respiration (Stackley et al., 2011).
Behavioral Analysis
At 5 days postfertilization (dpf), six embryos from each group were used to evaluate locomotor behavior. Zebrafish were placed into individual wells of a 6-well plate, and swimming behavior was recorded by DanioVision software for 15 min in the dark. After tracking, the software showed the movement locus of zebrafish and recorded the speed of swimming and distance. Heatmaps, swimming distance, and velocity data were generated using DanioVision software.
qPCR
The mtDNA copy number was analyzed using qPCR. For zebrafish, the forward primer 5′-CCA​CTT​AAT​TAA​CCC​CCT​AGC​C -3′ and reverse primer 5′-ATG​TTT​GTG​GGG​GTA​GAC​CA -3′ for ND1 encoded in mtDNA were used to amplify the mtDNA. The forward primer 5′-CGC​CTG​AAA​ACT​ACG​TTC​TAC​AC -3′ and reverse primer 5′-ACT​TTC​GGA​GTG​GCT​GAA​AA -3′ for B2M were used to amplify the nuclear DNA product. For humans, the forward primer 5′- CAG​CCC​ATG​ACC​CCT​AAC​AG -3′ and reverse primer 5′- TAC​ATC​GCG​CCA​TCA​TTG​GT -3′ for COX3 encoded in mtDNA were used to amplify the mtDNA. The forward primer 5′- ATG​GTG​AGC​TGC​GAG​AAT​AGC -3′ and reverse primer 5′- GGC​TTC​CTT​TGT​CCC​CAA​TCT​G -3′ for Actb were used to amplify the nuclear DNA product. Relative differences in copy number were quantified by analyzing both the difference in threshold amplification between mtDNA and nuclear DNA [delta C(t) method] and a standard curve of a reference template.
Reactive Oxygen Species Measurement
To evaluate distribution of ROS content, embryos were washed with embryo water twice after exposure, then 2′, 7′-Dihydrodichlorofluorescein diacetate (H2DCFDA) was added at a final concentration of 30 µM, and incubated for 1 h at 28°C in the dark. After staining, Zebrafish were imaged using a microscope (Olympus BX51, Japan).
Western Blotting Analysis
Proteins were extracted from muscle samples of patients or twenty 48 hpf zebrafish larvae. Western blot analysis was performed as previously described (Lv et al., 2020). The membranes were reacted with antibodies against microtubule-associated protein 1 light chain 3 alpha (LC3A) (18722-1-AP; WUHAN SANYING, Wuhan, China) at a 1:1,000 dilution, BNIP3L (12986-1-AP; WUHAN SANYING) at a 1:1,000 dilution, citrate synthase (ab96600, Abcam, Cambridge, United Kingdom) at a 1:1,000 dilution, and LAMP1 (ab24170, Abcam, Cambridge, United Kingdom) at a 1:1,000 dilution. Detection was accomplished using secondary antibodies. Statistical analyses of LGMD2G zebrafish models were performed using Student’s unpaired t test with GraphPad Prism 8.2.1 software. Unless indicated otherwise, a p value < 0.05 was considered statistically significant.
Muscle Pathology and Ultrastructural Examination
Muscle pathology of patients was analyzed as previously described (Lv et al., 2020). Routine histological and histochemical procedures, including hematoxylin and eosin (HE) staining, modified Gomori trichrome (MGT) staining, nicotinamide adenine dinucleotidetetrazolium reductase (NADH-TR) staining, cytochrome c oxidase (COX) staining, succinate dehydrogenase (SDH) staining, and SDH-COX double staining following incubation at a pH of 4.3 and 10.4, and acid phosphatase (ACP) staining, were performed. The primary antibody used for immunohistochemistry was P62 (Abcam) at a 1:100 dilution. A control muscle specimen collected from healthy people was labeled for comparison between the patient and control sections for each sample.
Patient and zebrafish biopsied muscle specimens were used for the ultrastructural examination described in a previous study (Lv et al., 2020).
RESULTS
Muscle Pathology and Ultrastructural Observation
The muscle biopsy specimen from LGMD2G patient showed obvious variation in fiber size (Figure 1A), scattered rimmed vacuoles (Figure 1B). The most interesting finding is that we observe abnormal mitochondria distribution, which is illustrated by the presence of high enzyme activities for NADH, SDH, and COX staining at the periphery of sarcoplasm and the decreased enzyme activities in the center of sarcoplasm (Figures 1C–E). No blue fibers were found in SDH-COX double staining (Figure 1F). We also observed scattered P62-positive muscle fibers (Figure 1G) and increased acid phosphatase enzymatic activity (Figure 1H).
[image: Figure 1]FIGURE 1 | The muscle biopsy specimen from LGMD2G patient. (A) HE staining showed obvious variation in fiber size. (B) MGT staining showed scattered rimmed vacuoles. No ragged red fiber was found in MGT staining. (C–E) The presence of high enzyme activities for NADH (C), COX (D), and SDH (E) staining at the periphery of sarcoplasm and the decreased enzyme activities in the center of sarcoplasm. (F) No blue fibers in SDH-COX double staining. (G) P62 staining showed scattered P62-positive muscle fibers. (H) Increased acid phosphatase enzymatic activity (black arrows). (I) Ultrastructural examination and muscle pathology of patients with LGMD2G.
The ultrastructure observation of the LGMD2G patient showed an abnormal autophagosome, presumably attributed to mitophagy because of its double membranes (Figure 1I).
Generation of Tcap Knockdown Zebrafish
We knocked down telethonin expression using MO-tcap to generate LGMD2G zebrafish model. According to the criteria reported by Zhang et al. (2009), four types of LGMD2G zebrafish models exist: normal, weak (slightly curled tail), severe (severe curled tail) and lethal at 36 hpf (Figure 2A). Zebrafish tcap is expressed from the 21-somite stage (Zhang et al., 2009). This article shows that tcap is expressed at an early stage of embryonic development (Figure 2B). Injection of 0.3 pmol MO-tcap resulted in 33 embryos (n = 118) presenting weak phenotypes and 25 presenting severe phenotypes (Figure 2C). Injection of 0.6 pmol MO-tcap resulted in 14 embryos (n = 69) presenting weak phenotypes and 25 presenting severe phenotypes. Injection of 0.9 pmol MO-tcap resulted in 22 embryos (n = 170) presenting weak phenotypes and 40 presenting severe phenotypes. A U-shaped myoseptum was observed in LGMD2G zebrafish, but a V-shaped myoseptum was observed in the control zebrafish (Figure 2D), consistent with a previous study (Zhang et al., 2009). In some areas, myofibrils from neighboring somite segments were separated (white arrows in Figure 2D).
[image: Figure 2]FIGURE 2 | (A) MO-tcap results in specific phenotypes: images of 36 hpf wild-type zebrafish and weak and severe phenotypes of the LGMD2G zebrafish model. (B) Tcap is expressed at an early stage of embryonic development. (C) Dose-dependent effect of MO-Tcap. Coinjection of the wild-type human TCAP mRNA reduced the percentage of the animals with the phenotype at 0.3 pmol, while the mutant TCAP mRNA did not. (D) Tcap deficiency causes muscular dystrophy-like phenotypes. The anti-F59 antibody stained muscle fibers in green. COMO fish presented a V-shaped myoseptum and normal sarcomere architecture (red line in a). Tcap knockdown zebrafish exhibited a U-shaped myoseptum (red line in b) that was discontinuous or missing in some regions (white arrows in c and d), and the myofibers grew through adjacent somites. Scale bar, 20 mm. (E) Electron microscopy images of control zebrafish (a and b) and tcap knockdown zebrafish (c and d). Red arrows indicate normal mitochondria in b and dysmorphic mitochondria in d.
After coinjection of 30 pg of wild-type human TCAP mRNA with 0.3 pmol MO-tcap at the one-four cell stage, the percentage of larvae exhibiting severe phenotypes was reduced from 36.23 to 22.41%. However, coinjection of 30 pg of the mutant human TCAP mRNA with 3 pmol of MO-tcap at the one-four cell stage increased the percentage of lethal embryos from 23.19 to 64.00% (Figure 2C).
The ultrastructural examination of control zebrafish is shown in Figure 2E, a, and b. Tcap knockdown zebrafish exhibited destroyed M-lines (Figure 2E, c) and abnormal mitochondria (Figure 2E, d).
Oxygen Consumption Rate of Zebrafish
We divided zebrafish into two groups: Group 1 included zebrafish injected with COMO; Group 2 included zebrafish injected with MO-tcap. At 48 hpf, three phenotypes were observed in Group 2: normal, weak, and severe. We evaluated the OCR in living zebrafish eggs and larvae by moving 5 hpf and 48 hpf COMO zebrafish and MO-tcap zebrafish into islet capture plates (Figure 3A). A significant decrease in the oxygen consumption rate was observed in MO-tcap zebrafish (Figures 3B–E). No significant difference in ECAR was observed between COMO zebrafish and MO-tcap zebrafish; however, the ECAR in COMO zebrafish tended to be higher than that in MO-tcap zebrafish (Figures 3F, G).
[image: Figure 3]FIGURE 3 | (A) Cartoon representation of how the Seahorse bioanalyzer displays mitochondrial bioenergetics. (B,C) OCR of control subjects (three zebrafish larvae in each group, four groups in total) and tcap knockdown zebrafish (four groups) at 5 hpf. The OCR of control subjects was significantly higher than that of tcap knockdown models of LGMD2G. An unpaired t test was used to compare the MO and COMO groups. * Indicates p < 0.05. (D,E) Comparison of OCR among control subjects (n = 4), tcap knockdown zebrafish with the slight phenotype (n = 4), and tcap knockdown zebrafish with the severe phenotype (n = 4). The OCR of control subjects was significantly higher than that of slightly curly tailed or severe curly tailed MO-tcap zebrafish. One-way ANOVA (Dunnett’s post hoc test) was used to compare the COMO, slightly curly tail, and severe curly tail groups; ****indicates p < 0.001. (F,G) ECR of control subjects (three zebrafish larvae in each group, four groups in total) and tcap knockdown zebrafish (four groups) at 5 hpf. The ECAR of control subjects was not significantly higher than that of tcap knockdown models of LGMD2G. An unpaired t test was used to compare the MO and COMO groups. (H,I) MtDNA copy number in patients with LGMD2G and control subjects (H) and tcap knockdown zebrafish and control zebrafish (I). Unpaired t test was used for comparisons. * Indicates p < 0.05.
Mitochondrial Copy Number Analysis
In humans, the mtDNA copy number was detected in muscle tissue from patients with LGMD2G (n = 3) and control subjects (n = 4). A significant increase in the mtDNA copy number was observed in patients with LGMD2G (Figure 3H). In zebrafish, the mtDNA copy number was detected in muscle tissue from MO-tcap (n = 4) and COMO zebrafish (n = 4). We also observed a significant increase in the mtDNA copy number in MO-tcap zebrafish (Figure 3I).
Protein Analysis
BNIP3L is a mitophagy marker, and it interacted with LC3A but not with LC3B (Hanna et al., 2012). As shown in Figure 4, we investigated mitophagy in zebrafish models by performing Western blotting to evaluate the expression levels of BNIP3L, LAMP1, citrate synthase, and LC3A-II/LC3A-I. In the LGMD2G zebrafish model, BNIP3L expression, LC3A-II/LC3A-I, LAMP1 expression was significantly increased compared with the control group (Figures 4A–E). What’s more, we found citrate synthase expression decreased significantly in LGMD2G zebrafish model (Figures 4F, G).
[image: Figure 4]FIGURE 4 | (A,D,F) BNIP3L, LC3A, LAMP1 and citrate synthase expression in 48hpf zebrafish. (B,C,E,G) Quantification of western blot results from LGMD2G zebrafish models. Values are presented as the means ± SD of 3 separate experiments. Unpaired t test was used for comparisons. *Indicates p < 0.05.
Idebenone Reduces the Curly Tail Phenotype of LGMD2G Zebrafish Larvae
We administered different concentrations of vitamin C, coenzyme Q10, idebenone, metformin, or dexamethasone to LGMD2G zebrafish larvae. The drug we select those found to be useful in DMD, including metformin, dexamethasone, coenzyme Q10 and idebenone (Werneck et al., 2019), and vitamin C. However, these drugs did not ameliorate the phenotype of LGMD2G zebrafish, except for idebenone.
After injection of 0.3 pmol of MO-tcap, 50 of these fertilized eggs were then incubated in each dish with E3 solution containing 0.05 μM, 0.025 μM or no idebenone up to 36 hpf (Figure 5A). The phenotypes were divided into four types: normal, weak, severe, and lethal at 36 hpf. The administration of 0.05 μM idebenone showed greater efficacy than 0.025 μM (Figure 5B). Then, we analyzed body length (Figure 5C). The body length of LGMD2G zebrafish was 2482.32 μm, shorter than that of the COMO group, namely, 2749.45 μm. Idebenone (0.05 and 0.025 μM) restored the body length of LGMD2G zebrafish larvae to 2767.13 and 2846.17 μm, respectively (Figure 5D).
[image: Figure 5]FIGURE 5 | (A) Design of the short-term phenotype assay in zebrafish. MO-tcap was injected into one-four cell stage embryos. Drug treatments were applied from 4 hpf. At 36 hpf, the phenotype was analyzed. (B) Graphic summary of the percentage of normal, slightly curly tail, severely curly tail, and lethality in different classes of LGMD2G zebrafish with or without idebenone treatment. (C) Body length analysis of different groups. One-way ANOVA (Dunnett’s post hoc test) was used to compare the MO, MO + 0.05 μM Ide, MO+0.025 μM groups. (D) Idebenone restored the body length of LGMD2G zebrafish. M + I, MO + idebenone. (E) Design of the short-term swimming activity assay in zebrafish: pairs of wild-type zebrafish were mated, and COMO and MO were injected into 1-4 cell stage embryos. Drug treatments were applied to the progeny in six-well plates (1 embryo per well) beginning at 2 dpf. At 5 dpf, a swimming activity assay was performed. (F) The locomotor activity settings for one cycle (15 min) of tracking are shown. (G) Representative heatmaps of swimming activity produced by DanioVision comparing COMO-injected, MO-injected, and MO-injected drug-treated fish over 15 min. Heatmap showing the tracking path of six zebrafish from each experimental group. The blue marks indicate the area the zebrafish passed through, and the depth of color represents the cumulative frequency of the tracking path. (H) Distance traveled by zebrafish from four different groups (COMO, MO, MO + 0.05 μM Ide, and MO + 0.025 μM Ide). One-way ANOVA (Dunnett’s post hoc test) was used for comparisons among the MO, MO+0.05 μM Ide, and MO+0.025 μM groups. An unpaired t test was used to compare the MO and COMO groups. p < 0.05 (*), 0.001 < p < 0.05 (**), p < 0.001 (***).
Idebenone Improves the Motor Function of the LGMD2G Zebrafish Model
Given the substantial correction of the curly tail phenotype, we hypothesized that the motor function of the LGMD2G zebrafish model might be improved after incubation with idebenone. Using DanioVision software, we developed a dark locomotion assay in 6-well plates to evaluate the motor function of fish (Figures 5E, F).
MO-tcap-injected embryos treated with or without idebenone in the water were individually placed in wells of 6-well plates to analyze the distance traveled by fish and velocity at 5 pdf. The mean total swimming distance of LGMD2G zebrafish (n = 6) was 1,401.11 mm, shorter than that of COMO zebrafish (n = 6), namely, 2291.83 mm. The mean total swimming distances of 0.05 μM (n = 6) and 0.025 μM (n = 6) idebenone-treated LGMD2G zebrafish were 2689.43 mm and 2165.68 mm, respectively. Idebenone-treated MO zebrafish exhibited a more active swim activity heatmap than the MO-treated cohort (Figures 5G, H).
Idebenone Increased OCR and ATP Production of the LGMD2G Zebrafish Model
We divided zebrafish into three groups: Group 1 included zebrafish injected with MO-tcap; Group 2 included zebrafish injected with MO-tcap and then treated with 0.05uM idebenone; Group 3 included zebrafish injected with MO-tcap and then treated with 0.025uM idebenone. At 48 hpf, the OCR were evaluated in living zebrafish eggs and larvae of these three groups by moving zebrafish into islet capture plates. After idebenone treatment, data illustrated that no significant difference in basal OCR between MO zebrafish, MO + 0.05uM Ide group, and MO + 0.025uM Ide group. However, the basal OCR in idebenone treatment groups tended to be higher than that in MO-tcap zebrafish (Figures 6A, B). Oligomycin OCR is used to determine ATP-linked respiration (Bond et al., 2018). A significant increase in the ATP-linked respiration was observed in idebenone treatment zebrafish groups (Figures 6A, C).
[image: Figure 6]FIGURE 6 | (A) OCR of MO subjects (n = 5), MO + 0.05uM Ide (n = 4), and MO + 0.025uM Ide (n = 5) zebrafish at 48 hpf. (B) Basal OCR of MO subjects (n = 5), MO + 0.05uM Ide (n = 4), and MO + 0.025uM Ide (n = 5) group. The data represent means ± S.D. (C) ATP-linked respiration was studied for all groups. The data represent means ± S.D. *p < 0.05. (D) Distribution of fluorescence visualizing ROS in COMO, MO, MO + 0.05uM Ide, and MO + 0.025uM Ide group in 48 hpf. (E) Fluorescence intensity of ROS. The data represent means ± S.D. *p < 0.05, **p < 0.01. (F) Western blot showing BNIP3L, and citrate synthase levels in control, LGMD2G zebrafish model and drug-treated LGMD2G zebrafish. (G,H) Quantification of western blot results from zebrafish. One-way ANOVA (Dunnett’s post hoc test) was used for comparisons with the MO, MO + 0.05 μM Ide, MO + 0.025 μM groups. An unpaired t test was used for comparisons with the MO and COMO groups. p < 0.05 (*), 0.001<p < 0.05 (**), p < 0.001 (***). (I) MtDNA copy number in COMO, MO, MO + 0.05 μM Ide, MO + 0.025 μM groups. Unpaired t test was used for comparisons. * Indicates p < 0.05. (J) Cartoon representation of mitophagy generation after tcap knockdown.
Idebenone Reduces the ROS Production of the LGMD2G Zebrafish Model
ROS levels were demonstrated to increase in the muscle of mdx mice models (Sebori et al., 2018). So we detect ROS level in LGMD2G zebrafish models. ROS staining was performed after exposure to idebenone at 48 hpf, and the fluorescence intensity was calculated using ImageJ (Figures 6D, E). Compared with the control group, ROS content increased significantly in MO-tcap group. In addition, the administration of idebenone showed decreased ROS (Figures 6D, E).
Idebenone Reduces Mitophagy Related Protein Expression, and Restores Citrate Synthase Expression and MtDNA Copy Number
MO-tcap-injected zebrafish exhibited an increase in BNIP3L expression. In MO-tcap-injected zebrafish treated with 0.05 μM idebenone, BNIP3L expression was decreased to the baseline levels observed in the COMO group (Figures 6F, G). Moreover, idebenone treatment restored citrate synthase expression and reduced mtDNA copy number (Figures 6F, H, I).
In conclusion, these results prove the hypothesis that idebenone reduced the ROS production. Furthermore, it restored the expression of BNIP3L and citrate synthase, mtDNA copy number, and improved their motor function and phenotype of LGMD2G zebrafish.
DISCUSSION
In this article, we successfully established an LGMD2G zebrafish model by injecting morpholino oligomers. The zebrafish model showed a phenotype mimicking muscular dystrophy characterized by body curvature and reduced swimming ability.
Mitochondrial ultrastructural alterations are observed in individuals with many muscular disorders. For example, Bethlem myopathy caused by COLA6 mutation is also related to mitochondrial dysfunction and autophagy (Bernardi and Bonaldo, 2013). Inefficient autophagy is related to mitochondrial diseases and collagen VI muscular dystrophies (Zhang et al., 2020). In 2018, ROS level was demonstrated to increase in DMD mouse and increased expression of autophagy/mitophagy-related genes. Autophagic flux reduces ROS levels in the muscle of mdx mice and then improves the muscular pathology and physical strength of the mdx mice (Sebori et al., 2018). It is proposed that damaged or dysfunctional mitochondria are the primary source of ROS in most cells. These types of mitochondria are eliminated by mitophagy. Autophagy insufficiency induced by the knockout of autophagy/mitophagy-related genes causes a significant increase in cellular ROS, suggesting that ROS are liberated from damaged mitochondria that escape mitophagy. Thus, the insufficiency of mitophagy may have a role in the pathology of muscular dystrophies. In the present study, the ROS level of MO-tcap zebrafish is higher than control zebrafish. So we then detected the expression of the mitophagy-related protein, BNIP3L. Mitophagy regulates the turnover of damaged and dysfunctional mitochondria (Fivenson et al., 2017). In mammals, mitophagy is mediated by NIP3-like protein X (BNIP3L) during red blood cell differentiation (Youle and Narendra, 2011). BNIP3L interacts with LC3A through a BH3 domain (Novak et al., 2010; Hanna et al., 2012) and is a proapoptotic protein (Chen et al., 1999). BNIP3L transcription is triggered in various cells under hypoxic conditions (Yuan et al., 2017). Nix might primarily regulate basal levels of mitophagy under physiological conditions and induce mitophagy under hypoxic conditions (Yoo and Jung, 2018). In the present study, BNIP3L expression and LC3A-II/LC3A-I were increased significantly in LGMD2G zebrafish models. These facts indicate an impairment of mitochondria. Lysosomes marker LAMP1 also increased significantly in LGMD2G zebrafish model. Muscle pathology of LGMD2G patient showed high acid phosphatase enzymatic activity (Figure 1H, black arrow). The acid phosphatase enzyme is an enzyme of the lysosome. An increase of acid phosphatase enzyme in LGMD2G patients indicates an increase in the lysosome number. These facts indicated mitophagy was involved in LGMD2G zebrafish.
We observed citrate synthases decreased significantly in LGMD2G zebrafish. This fact suggests the mitochondria number is reduced in LGMD2G zebrafish, which might be caused by increased mitophagy. Also, we observed decreased OCR of LGMD2G zebrafish, which a reduced number of mitochondria might cause.
Idebenone, an analog of coenzyme Q10, is an antioxidant. A previous study indicated that long-term treatment with idebenone reduces the annual decrease in FVC%p by approximately 50% in patients with DMD (Servais et al., 2020). Our study showed that idebenone improved the curly tail phenotype, motor dysfunction, and reduced ROS level. What’s more, idebenone restored the BNIP3L expression and citrate synthase expression. Therefore, idebenone reduces ROS in LGMD2G zebrafish and might be a potential therapeutic drug for LGMD2G. According to our data, it is interesting that idebenone-treated MO zebrafish exhibited a more active swim activity and longer body length than COMO zebrafish. A study reported that complex II subunit SDHD is critical for cell growth and metabolism. The respiratory and growth defects caused by SDHD knockout can be partially restored with treatment of idebenone in cells (Bandara et al., 2021). So we suggested idebenone might promote cell growth and development. This theory might explain why idebenone-treated MO zebrafish exhibited a more active swim activity and longer body length than COMO zebrafish.
In this study, we observed an increased mtDNA copy number in patients with LGMD2G and LGMD2G zebrafish models. After treatment with idebenone, mtDNA copy number of LGMD2G zebrafish was restored.
As shown in the present study, after tcap knockdown, ROS increased. Dysfunctional mitochondria might produce ROS. Then the expression of LC3A-II/LC3A-I and BNIP3L increased to eliminate dysfunctional mitochondria to reduce ROS. Damaged mitochondria are recognized by phagophores to form autophagosomes. Then, the autophagosome fuses with the lysosome to induce mitophagy (Figure 6J). Our study suggests that idebenone might benefit LGMD2G zebrafish by reducing ROS and supports a new indication for idebenone as a potential LGMD2G therapeutic to be further investigated in a mouse model of LGMD2G.
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Data modality SZ/HC First-degree relatives/HC

Accuracy (%) Sensitivity (%) Specificity (%) Accuracy (%) Sensitivity (%) Specificity (%)
MRI 83.43 75.71 88.57 80.37 87.14 67.57
DTI 89.71 85.71 92.38 91.59 87.14 89.19
T 84.57 80 87.62 71.96 84.29 48.65
fMRI + DTI 91.43 87.14 94.29 93.46 94.29 97.30
DTI+T1 90.29 84.29 94.29 83.18 90 70.27
fMRI 4 T1 92.57 90 94.29 90.65 90 91.89
fMRI + DTl + T1 94.86 92.88 96.19 96.33 94.29 91.90

fMRI, functional MRI; DTI, diffusion tensor imaging; SZ, patients with schizophrenia; HC, healthy controls.
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Data modality SZ/HC

Accuracy (%) Sensitivity (%) Specificity (%)

MRI 51.43 94.29 25.71
DTI 62.28 52.86 68.57
™ 50.86 90 21.9
MRI + DTI 52 90 26.67
DTI+T1 62.86 55.71 67.62
MRI + T1 63.42 55.71 68.57
fMRI 4- DTl 4- T1 64.57 70 60.95

fMRI, functional MRI; DTI, diffusion tensor imaging; SZ, patients with schizophrenia;
HC, healthy controls.
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Cerebrospinal fluid (CSF) and
Post-mortem studies

Microcircuits

Animal models

Excitatory-inhibitory(E-I) balance

Glutamatergic dysfunction GABAergic dysfunction

Findings of CSF glutamate levels are inconsistent. Lower CSF and plasma GABA levels in schizophrenic

Enhanced levels of glutamate receptor antagonist kynurenic patients were first reported. The GABA levels increased

acid (KYNA) is consistent. with age, duration of iliness, and with therapy of long-term
neuroleptic.

Increased glutamatergic activity in prefrontal, Increased prefrontal, anterior cingulate cortex, and

precommissural dorsal-caudate, basal ganglia, thalamus, parieto-occipital cortex GABAergic activity; reduced GABA

and medial temporal lobe, decreased glutamatergic activity levels in ACC showed correlation with iliness severity were

in the anterior cingulate cortex were reported. reported.

Genetic models: DISC1, RELN, CLU3 and ATX, PGC-1a—/-, 22g11.2 1.5 Mb deletion [Df(16)A + ], NL2 R215H knock-in
mouse model of schizophrenia suggested alterations of E-I balance.

Pharmacological studies

Dysfunction of NMDAR could cause schizophrenia-like Dysfunction of ionotropic GABA type A receptors

behaviors in animal models and humans. Antagonists of represents a core pathophysiological mechanism underlying
NMDAR could produce positive, negative and cognitive cognitive dysfunction in schizophrenia. Lorazepam could
symptoms in schizophrenia. D-serine and riluzole may be exacerbate working memory deficits in schizophrenia.
effective in the treatment of negative symptoms. However, flumazenil could ameliorate working memory

deficits in schizophrenics.
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Characteristic

Schizophrenia patients

First-degree relatives Healthy control Statistics p
(n=99) (n =42) (n =69)
Mean (SD) Mean (SD) Mean (SD)
Age (years) 29.84 (8.55) 32.76 (7.97) 25.62 (5.95) 11.69 0.00
Sex (male/female) 39/60 17/25 38/31 4.43 0.1
Education (years) 12.68 (3.04) 11.6 (4.31) 13.35 (4.26) 2.33 0.10
Age of onset (years) 24.31 (7.52)
Duration of illness (years) 5.58 (5.33)
PANSS score
Total 79.37 (7.33)
Positive 26.12 (4.06)
Negative 16.52 (3.69)
General 35.73 (6.54)
Cognitive performance
Digit span 13.55 (3.30) 13.86 (9.41) 15.36 (3.36) 2.64 0.08
Verbal fluency 19.05 (6.51) 21.25(5.75) 22.76 (5.18) 7.86 0.00
Digit symbol coding 44.61 (13.03) 57.63 (13.97) 64.06 (13.72) 43.73 0.00
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Main analysis
Movement scores (SMD)
Disability scores (SMD)
Adverse effects (%)
Sensitivity analysis
Movement scores (SMD)
Disability scores (SMD)
Adverse effects (%)

Primary hereditary
(PH)

2.03 +0.17 (319)
1.54 + 0.16 (206)
6.6 + 3.3 (59)

1.96 £ 0.14 (326)
1.54 £ 0.16 (207)
6.5+ 4.1 (59

Idiopathic
(ID)

1.69 £ 0.16 (202)
1.21£0.19 (216)
9.0+6.4 (22)

1.76 £ 0.16 (338)
1.33 £ 0.19 (232)
15.7 + 6.1 (47)

Primary unspecified
(PU)

1.96 + 0.20 (178)
1.42 + 0.245 (128)
38.0 + 5.5 (124)

2.17 £ 0.29 (216)
1.58 4 0.225 (158)
37.9 + 5.6 (134)

Secondary hereditary
(SH)

0.95 + 0.4 (29)
0.43 £ 0.19 (57)
212+ 7.4(39)

0.95 + 0.44 (29)
0.43 + 0.19 (57)
215+ 7.7 (39)

Secondary
non-hereditary (SN)

0.77 + 0.13 (152)
0.57 + 0.15 (129)
60.9 = 16.3 (23)

0.94 £ 0.16 (171)
0.65 £ 0.14 (148)
60.9 + 16.6 (23)

PC
outcomes®

DBS, deep brain stimulation; PC, pairwise comparison; SMD, standardized mean difference.
a“Mean =+ standard error (number of observations)” is used to represent the data.

b Each significant comparison is marked as a “ +.”

®p-value of the pairwise comparison of “Movement scores (SMD)” in the main analysis: PH vs. SN < 0.005; ID vs. SN < 0.005; PU vs. SN < 0.005.
dp-value of the pairwise comparison of “Disability scores (SMD)” in the main analysis: PH vs. SH < 0.005; ID vs. SH < 0.005; PU vs. SH < 0.005; PH vs. SN < 0.005; ID
vs. SN < 0.005; PU vs. SN < 0.005.
®p-value of the pairwise comparison of “Adverse Effects (%)” in the main analysis: PH vs. PU < 0.005; PH vs. SH < 0.005; PH vs. SN < 0.005; ID vs. PU < 0.005; ID vs.

SN < 0.006.

fp—value of the pairwise comparison of “Movement scores (SMD)” in the sensitivity analysis: PH vs. SN < 0.005; ID vs. SN < 0.005; PU vs. SN < 0.005.

9p-value of the pairwise comparison of “Disability scores (SMD)" in the sensitivity analysis: PH vs. SH < 0.005; ID vs. SH < 0.005; PU vs. SH < 0.005; PH vs. SN < 0.005;
ID vs. SN < 0.005; PU vs. SN < 0.006.
Np-value of the pairwise comparison of “Adverse Effects (%)” in the sensitivity analysis: PH vs. PU < 0.005; PH vs. SH < 0.005; PH vs. SN < 0.005; ID vs. PU < 0.005;

ID vs. SN < 0.005.
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Main analysis
Movement scores (SMD)
Disability scores (SMD)
PI SF-36

PI BDI

Adverse Effects (%)
Sensitivity analysis
Movement scores (SMD)
Disability scores (SMD)
PI SF-36

PI BDI

Adverse effects (%)

Focal

2.1 +0.24 (146)
1.7 £0.25 (122)
18.12 + 6.68 (16)
28.77 + 6.14 (45)
43.6 + 12.4 (75)

241 +0.2(231)
2.0 +0.21 (174)
16 + 1.67 (26)
35.4 £ 10.65 (64)
42.4 +8.6(110)

Segmental

1.44 + 0.20 (132)
0.8 + 0.24 (91)
37.3+3.76 (10)

/
17.7 £ 7.9 (60)

1.44 +0.23 (171)
0.9+ 0.23 (101)
37.3£3.76 (10)
16.26 + 6.33 (7)
17.3 £ 9.6 (60)

Generalized

1.47 £ 0.12 (653)
1.0 + 0.14 (420)
/

25.14 + 6.33 (73)
2454 9.0 (53)

1.49 + 0.11 (659)
1.0 + 0.14 (426)
/

25.14 + 6.33 (79)
22.8+81 (53)

Focal vs. Seg

0.09
0.01
0.01
/
0.29

0.01
0.01
0.01
0.336
0.265

Focal vs. Gen

0.02
0.01
/

/
0.22

0.01
0.01
/
0.528
0.186

Seg vs. Gen

0.82
0.53
/
0.70
0.57

0.83
0.746
/se
0.700
0.571

DBS, deep brain stimulation; SMD, standardized mean difference; Pl, percentage improvement postoperatively; SF-36, 36-item Short Form Health Survey; BDI, Beck

Depression Inventory.

a“Mean =+ standard error (number of observations)” is used to represent the data. The outcomes are demonstrated by p-values and the comparisons with significant

differences are highlighted.
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Main analysis
Movement scores (SMD)
Disability scores (SMD)
PI SF-36

PIBDI

Adverse effects (%)
Sensitivity analysis
Movement scores (SMD)
Disability scores (SMD)
PI SF-36

PIBDI

Adverse effects (%)

GPi-DBS

1.56 £ 0.08 (319)
1.09 £ 0.09 (286)
43.33 £ 18.33 (29)
25.92 +6.12 (39)
23.3+£3.4(133)

1.65 + 0.08 (1349)
1.2 + 0.09 (998)
25.69 + 4.8 (39)

30.54 + 6.33 (172)
241 + 3.4 (519)

STN-DBS

2.06 4 0.35 (106)
1.64 £0.09 (113)
31.62 +7.09 (16)
16.26 £ 45.76 (7)
34.0 +£13.3 (41)

2.11 4+ 0.35 (125)
1.25 +0.34 (123)
32.83 + 7.09 (20)
29.24 +12.7 (16)
34.0 +13.4 (41)

P-value

0.12
0.10
0.77
0.58
0.53

0.20
0.24
0.44
0.47
0.57

DBS, deep brain stimulation; SMD, standardized mean difference; Pl, percentage
improvement postoperatively; SF-36, 36-item Short Form Health Survey; BDI, Beck

Depression Inventory.

a“Mean =+ standard error (number of observations)” is used to represent the data.
The outcomes are demonstrated by p-values and the comparisons with significant

differences are highlighted.
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GPi-DBS STN-DBS P-value

Age of surgery 37.85 £2.05(319) 42.26 + 6.61 (125) 0.55
Age at onset 25.01 £1.19(208) 38.74 + 7.57 (58) 0.14
Disease duration (years) 10.69 £0.85(192) 4.64 +1.03 (102) 0.01
Follow-up duration (months) 10.08 & 3.53 (207)  9.84 4 2.06 (102) 0.50

GPi, globus pallidus internus; STN, subthalamic nucleus.
a“Mean = standard error (number of observations)” is used to represent the data,
and the comparisons with significant differences are highlighted.
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Variable

Sex, female (%)
Age at surgery (mean, SD)
Age at onset (mean, SD)
Duration of epilepsy (mean, SD)
Histopathology (%)

HS

Tumour

FCD

Others
MRI resut, positive (%)
Aura (%)
Family history of epilepsy (%)
Psychiatric complication (%)
Lobe of surgery (%)

Parietal lobe

Frontal lobe

Temporal lobe

Occipital lobe

Insular lobe
History of past illness (%)

FS

Injury

History of ONS infection

Without
Months since surgery (mean, SD)

ALL
(n = 141)

46.1
223 (11.1)
11002
114 (8.4)

31.9
28
26.2
29
90.1
45.4
21
71

6.4
199
63.8
57
43

17

f 5|

43

7.6
237 (10.7)

SZF
(n =79

34
21.9(11.1)
117 (10.1)
102 8.2)

36.7
5.1
215
36.7
924
45.6
1.3
6.3

6.3
16.2
67.1
6.3
5.1

20.3
38
13

747

21.8(0.4)

szR
(n=62)

50
227 (11.3)
100 (8.1)
130 8.5)

258
0
323
419
87.1
452
3.2
8.1

6.5
15.2
59.7

4.8

3.2

129
13
8.1
67.7
262 (11.8)

t

7.859

-2.453

p-value

0.41
0.636
0.157
0243
0.102

0.295
0.946
0.836
0.946
0612

0.05

0.076

NOTE. p-valueis derived from univariable association analyses between each of clinicopathologic variables and surgical outcome. Abbreviations: CNS, central nervous system; FCD, focal
cortical dysplasia; FS, febrike seizure; HS, hippocampal sclerosis; m, month; MR, magnetic resonance imaging; SD, standard deviation; SZF, seizure-free (Engel class I); SZR, seizure-

recurrence (Engel class N through V)
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Layer
Input
Convi
Conv2_x
Conv3_x
Conv4_x

Convs_x

Average Pool
Fc

Output size
64x64, 1
32x32, 64
16x 16, 64
8x8, 128
3x3, 2566

2x2,512

1x1,512

Convolution structure

3x3, 64, stride 2

3x3, 64 %3
3x3, 64
3x3,128
3x3, 128

]><4
3x3,256] o
3x3,256 | *
[axs,swzl
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DOE name ID Window size Step PreFOG duration
TO1 1 128 5 150
TO2 2 128 10 250
TO3 3 128 20 500
TO4 4 128 30 600
T05 5 256 5 250
TO6 6 256 10 150
TO7 7 256 20 600
T08 8 256 30 500
T09 9 400 5 500
T10 10 400 10 600
T 11 400 20 150
T12 12 400 30 250
T13 13 500 5 600
T14 14 500 10 500
T15 15 500 20 250
T16 16 500 30 150

DOE, Design of experiment; preFOG, pre-freezing of gait.
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Expression
Fi = max(x)
F> = min(x)

Fa = x¢ > xG)|

Fq4 = max(x) — min(x)
Fo = m 2% 1 x0P

Fo = mr 5e X0

Fr=m 2% 60 —%7

Fo = &5, kO-%°
W 2 x0-02 h
Fo = =2 xh-x)*
W 2 x0-0° B
Fio = g 5% x®—%)°
Fiy = N:—SZ,,WIX(')IZ
L KO

Remarks
Maximum value of the signal
Minimum value of the signal
Mean of the absolute value of the signal
Signal range

Root mean square

Mean of the signal

Standard deviation

Skewness depicts the symmetry of the signal

distribution

Kurtosis depicts the steepness of the signal

distribution

Variance of the signal

Waveform factor

Fia

Expression
Fig = —Zme
2 x0?

Fig = <

N‘—S 0 )X

e x() ]
NS Z’ \/N > x() %P

- [ l—]
R VeSS

Fio = —Zhe—s
o X x0P
Fi7 = e
2 KO

T (x0-89*
e 3 | (axi-an?)”

Fro = m= 2 X()

Foo =
> X0)

= 163X ()

Fa1 =
> X0

S (Gt xX0)

Foo =
> XG)

3

4

Remarks
Crest factor
Reciprocal coefficient of variation
Skewness coefficient
Kurtosis coefficient

Clearance factor

Impulse factor

Energy operator
AX - 3 L AXG)
if the data point is not an endpoint,
Ax () X ()2 =x (i +1) xx(i — 1)
else,
Ax (1) x(1)2 = x (2) x x (Ns)
AX (Ns) x (Ns)? = x (1) x x(Ns = 1)

Mean frequency
X(): amplitude at the corresponding frequency

Center frequency
f (j): frequency
X(): amplitude at the corresponding frequency

Root mean square of the frequency
f (j): frequency
X (j): amplitude at the corresponding frequency

f (j): frequency
X(): amplitude at the corresponding frequency
frc: F2o

Ns, length of the signal; X, mean of the signal; xmax, maximum signal; Ngt, length of the spectrum signal.
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Male Female p-value

Number (%) 8 (57.14) 6 (42.86) -
Age, years, mean (SD) 71.83(11.67) 69.20 (5.89) 0.642
Age of Onset, years, mean (SD) 5.00 (2.61) 6.40 (4.34) 0.549
Hoehn-Yahr Stage, N (%)22.53 1.000

3 (37.50) 2(33.33)

3 (37.50) 2(33.33)

2 (25.00) 2(33.33)
MDS-UPDRS score, mean (SD) 51.17 (5.56) 52.00 (7.81) 0.847
FOGQ score, mean (SD) 8.83(1.17) 8.80 (0.84) 0.957

FOGQ), Freezing of Gait Questionnaire; MDS, movement disorders society; SD,
standard deviation; UPDRS, Unified Parkinson’s Disease Rating Scale.
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Databases

COCONUT

HERB
SymMap
IMPPAT

UNaProd

Supernatural Il

TCMID
TCM@Taiwan/

ISMART
TCMID
TCMSP
TM-MC
NUBBEos
SANCDB

HIT
NPACT

BioPhytMol
NPASS
NANPDB
NPBS.

CMNPD
PAMDB

PSC-db

TerokKit

MedPServer
TriForC
3DMET
BIG-FAM

DEREP-NP

T™DB

Specification

Comprise freely accessible natural products databases

Website

hitps://coconut,
naturalproducts.net

Traditional medicine databases

Contains elementary information on herbs with their putative targets and
genetic interaction mechanisms

SymMap is useful in mapping the disease symptoms for appropriate
prescriptions

Provide information on the nomenclature and medicinal applications of
Indian herbs

Provide information on the nomenclature and medicinal applications of
Iranian herbs

httpy/herb.ac.cn
hitps:/Awww.symmap.org/
https://cb.imsc.res.infimppat

http://atarilab.com/unaprod

Databases of different natural product sources

Provides segregated information on natural products, their 2D structures,
structural and physicochemical characteristics, toxicity prediction, and
associated pathways for natural product synthesis, their degradation and
activity

Provides information on natural products for the Traditional Chinese
Medicine

Allows for virtual screening and drug designing for the Traditional Chinese
Medicine using an integrated cloud computing approach

Provides information on the Traditional Chinese Medicine and
interconnections among the herbal constituents, prescriptions, potential
targets, drugs, and diseases

Provides information on herbal medicines for drug discovery using the
systems pharmacology

Provides information on medicinal materials and chemical compounds
used in traditional medicine system of Northeast Asia

Provides information on natural compounds from the Brazilian biodiversity,
including their structure and biological activilies

Provides information on natural compounds from various sources in South
Africa

Provides information on herbal bioactives and their targets

Provides information on anti-cancer phytocompounds, their activity and
potential targets.

Provides information on anti-mycobacterial phytocompounds and
metabolic extracts from plants for drug discovery

Provides information on natural prodiucts, their activity and source species

Provides information on natural products from various sources in North
Africa

Furnish vitalinformation on the relationship between natural products and
their sources (relational data)

Provides information on marine natural products

Provides information on the metabolic pathway diagrams and
metabolomics on Pseudomonas aeruginosa

Provides information on plant secondary metaboites

Provides information on terpenome compounds and their properties,
faciltates drug discovery of terpenome via implemented toolkits (target
profiing and conformer generation modules)

Allows for the identification of therapeutic targets and potential natural
products leads

Provides information on the plant triterpene biosynthesis

Provides information on the 3D structures of natural metabolites

Provides information on the biosynthetic gene clusters from microbial and
metagenome-assembled genomes

Provides information on natural products from various sources for rapid
de-replication, Mass spectroscopy and Fast Nuclear Magnetic Resonance
Spectroscopy are exploited for data acquisition

Provides information on tea originated small molecular compounds.

http://bicinformatics.charite.de/
supernatural

http://bidd.group/TCMID/
http://ismart.cmu.edu.tw/

http://119.3.41.228:8000/
temid/

https://old.temsp-e.com/
temsp.php
http://informatics.kiom.re.kr/
compound
https:/nubbe.ig.unesp.br/
portal/nubbedb html
https:/sancdb.rubi.ru.ac.za/

https://bio.tools/hit
hitpy/crdd.osdd.nevraghava/
npact/
http:/ab-openiab.csir.res.in/
biophytmol/
http://bidd2.nus.edu.sg/
NPASS/
http://african-compounds.org/
nanpdo/
hitp/Awww.organchem.csdb.
cn/scdb/NPBS
hitps:/Awww.cmnpd.org/
httpy/pseudomonas.
umaryland.edu/
http://pscdb.appsbio.utalca.cl

hitp://terokit.qmclab.com

httpy/bif.uohyd.ac.in/medserver

http//bioinformatics.psb.ugent.
beftiforc
http:/Awww.3dmet.dna.affrc.
gojp

https://bigfam bioinformatics.nl

https://github.com/clzani/DE

http://pesb.ahau.edu.cn:8080/
TCDB/index.jsp

PMID

33423696

33264402

30380087

29531263

32454867

25300487

16003299

21696236

29106634

24735618
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28775335

26097510
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Ranking

miRNA

hsa-miR-486-5p
hsa-miR-122-5p
hsa-miR-451a
hsa-miR-423-5p
hsa-let-7b-5p
hsa-miR-151a-3p
hsa-miR-320a
hsa-miR-574-5p
hsa-miR-206
hsa-miR-204-5p
hsa-miR-1298-5p
hsa-miR-320b
hsa-miR-1246
hsa-miR-1307-3p
hsa-miR-128-3p
hsa-miR-409-3p
hsa-let-7a-5p
hsa-miR-144-3p
hsa-let-7d-3p
hsa-miR-4508
hsa-miR-155-5p

p value

0.00000959
0.0000287
0.0000432

0.000192607
0.000343727
0.000350179
0.002406471
0.003219922
0.00331531

0.004298214
0.005178984
0007877432
0.008116925
0.011427351
0.014178885
0.020788862
0.025565157
0.032294754
0.037862484
0.037949705
0.046302922

log2FoldChange

3.88993088
5.643851992
3.241350029
3.062007205
2.687544466
3.452579624
2.690385725
4058887315
4.022111862
2.701213776

2.47109027
4.807969959
4573932171
2.766017262
2.841556885
4.199636078
2.208103548
2.210960024
2.253885033
3.093618416
1.634609609
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Individuals ()
Gender (male in % (m/f)

Age (in years mean +/~ SD)
Disease duration (in years mean)
H&Y (median)

UPDRS Il (mediar)

PD Control p value
7 4 NA
43% (3/4) 25% (1/3) NA

53+5 4610 01479
25115 NA NA
2:07 NA NA
24+ 106 NA NA

A total of 11 individuals were include in this study, 7 early stage PD, patients and 4
controls. Gender, age and disease duration were calculated for both groups and are
presented above. H&Y = Hoehn and Yahr staging and UPDRS Il = Unified Parkinson's
Disease Rating Scale. p values are calculated with Pearson Chi Square or t-lest.
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Target ID

B-actin (human)

hsa_circ_0020959

hsa_circ_0005959

hsa_circ_0006862

hsa_circ_0027732

hsa_circ_0126218

hsa_circ_0031578

hsa_circ_0078445

hsa_circ_0086092

hsa_circ_0094610

Primer sequence 5'-3'

F
R
F
R
F
R
F
R
F
R
F
R
F
R
F
R
F
R
F
R

: GGGAAATCGTGCGTGACATT

: GGAACCGCTCATTGCCAAT

: TGCAGACTAGACCAGCAACA

: CCATGCACATCAAGGACTGG

: GGTAGCGGGAGTGATGTCTG

: CTTCGGAAGCTCAGGACCTAT

: TGGTCTTCACAATACCCTCTTCA
: CTTCATTGGCAACTGCTAGTACA
: AAGAGCCGGGTAGAACGTCAT

: TCAAAGTTGAGGTTGGTGTCTG
: GACGGTCCACAGATCGGAG

: TGACTCAGGAGCGAAAATTGTT
: TTATCCCTCAAGCTACCCTTGG

: AGTGCCATGTTCCACTACAAC

: ATGGACGATGGAGTGTCATCT

: CATGTGCCTGTCGAAAGCAG

: CGCAGCTCTACGTGTACCG

: GGACATGACGTTGCCAAAGAA
: ATTCCCAAGCCTTTCCATCAG
cTTTTGCTGTTCTCGATTGTGTTG
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Gene ID

hsa_circ_0020959
hsa_circ_0005959
hsa_circ_0033064
hsa_circ_0006862
hsa_circ_0027732
hsa_circ_0126218
hsa_circ_0031578
hsa_circ_0094610
hsa_circ_0078445
hsa_circ_0086092

Position

chr11:5269501-5269717
chr19:58805463-58806947
chr14:94582126-94583033
chr1:212216334-212220759
chr12:94975397-94976314
chr4:367704-367873
chr14:31915242-31926680
chr10:97098889-97170534
chr6:158475998-158485782
chr8:145620479-145626685

log,FC

—6.141450653
6.013367456
5.989119909
5.913831782
5.806916578
5.691439361
5.691439361
5.565908479
5.565908479
5.565908479

P-value

3.24E-10
6.54E-09
1.18E-30
2.04E-08
6.44E-08
0.000000206
0.000000206
0.00000067
0.00000067
0.00000067

Q-value

6.31E-08
0.000000984

8.74E-28
0.00000277
0.00000777
0.0000213
0.0000213
0.0000584
0.0000584
0.0000584

Gene symbol

HBG1
ZNF8
IF127

DTL
TMCC3
ZNF141
C14o0rf126
SORBS1
SYNJ2
CPSF1
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Pathway Name

Pathway Enrichment

Wt signaling pathway -

Ubiquitin mediated proteolysis A

TGF-beta signaling pathway -

Steroid hormone biosynthesis -

Sphingolipid signaling pathway -

Signaling pathways regulating pluripotency of stem cells

Regulation of actin cytoskeleton -

Ras signaling pathway -

Rap1 signaling pathway -

Proteoglycans in cancer -

Platelet activation

Pathways in cancer -

MAPK signaling pathway -

Insulin resistance

Hippo signaling pathway 4

Focal adhesion -

ErbB signaling pathway -

Endocytosis -

Axon guidance -

Amoebiasis -

2 3
-log1o (Pvalue)

-log1o (Pvalue)
45
40
35
3.0
25
2.0
15

Count

30

40

50
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Pathway Enrichment

Wt signaling pathway - ‘
Ubiquitin mediated proteolysis .
Thyroid hormone signaling pathway -{.

Steroid hormone biosynthesis - . c
ount

w

Proteoglycans in cancer

Signaling pathways regulating pluripotency of stem cells ’

00000
(o))

[}
i
§ N-Glycan biosynthesis4{ ¢
5* 8
=
% Morphine addiction 4 .
o
-logo (Pvalue)
Lysine degradation - ‘ 4.0
3.5
3.0
Long-term depression -I' 25
2.0
Glycosphingolipid biosynthesis - lacto and neolacto series - . 15
ErbB signaling pathway - ‘
Endocrine and other factor-regulated calcium reabsorption - .

Cell adhesion molecules (CAMs) .

T T T

2 3 4
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Variables

No. of patients
Sex

Age of onset
Site of onset

Survival time (years)
Status

Male
Female
Bulbar
Spinal
Alive
Dead

Training cohortNo. (%)

239
144 (60.3)

95 (39.7)
61,59 (23.12,88.49)
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Device Testing

References
Name/Group Actuator Weight (g) DoF Efficacy (Metrics) Subjects Bench test®

RoconandPons (2011) | WOTAS DC motor 850 3 (EFE, FAA, WFE) 40% (PSD) 10/(ET, PD, MS) | O

Ando et al. (2012) EMG-controlled Exo DC motor. 330 1 (EFE) E 1 ET 4 HT 0

Matsumoto et al. (2018) | Voluntary-driven elbow orthosis DG motor- 410 1 (EFE) 50-80% (AA) 1ET1HTFESP 0

Huen et al. (2016) ADL Exo Servo riotor 350 2 (FPS, WFE) 77% (AR) 6HT(VB,3HZ° O

Zhou et al. (2017) MMS DC motor 129 1 (WFE) - 0 7PD

Zhou et al. (2018) WTSG DC motor 320-340 3 (WFE, Index, Thumb) | 85 & 8% (JA) 88 & 14% (PSD1) 92 = 7% (PSD2) 0 7PD

Hermstact et . (2019) SO DC motor 1,700 1 (EFE) 94.4% (PSD) 9(PD, ET) 0

Zamanian and Richer (2019) PMLM Linear motor - 2 (WFE, WUD) 97% (PSD)

Wang et al. (2019) TAWE Servo motor 2 (WFE, WUD)

Kotovsky and Rosen (1998) = B
Tekanokuraetal. (2011)  Air dashpots Air dashpots B 3(EFE,WFE,WUD)  20-62% 1 HT (FES) -
Buki et al. (2018) Vib-bracelet Tuned mass damper 280 1 (FA8) 8% 12PD =
Fromme et al. (2020) TAPO Air-filed a8 2 (WFE, WUD) 78% 1PD -

EFE, elbow fiexion/extension; FPS, forearm pronation/supination; WFE, wrist flexion/extension; WRU, wrist radial/ulnar deviation; JA, joint angle amplitude; AA, acceleration amplitude; PSD1, PSD2, spectral power at the 1st and 2nd
harmonc.

aBench Testing without human subject. Tremorous input motion was used from recorded datasets.

bHealthy subject. FES was applied to simulate tremorous movements.

CHealthy subject. Mechanical vibration was applied.

Healthy subject. Seif-initiated oscillation movements.

Colors represent different suppression mechanisms (light red: Activ

jht blue: Semi-active; light gray: Passive).
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8The hold valuas indicate the maximun value of the colurnn.
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Cohort 1 Cohort 2 Cohort 3

Group A _P(n=78) AB _N (n =105) P-value Cog_D (n =24) Cog_M (n =27) P-value ADNI (n = 13) ADNI + Cog_D (n =37)
Gender (male/female) 21/67 36/69 0.280 11/13 11/16 0.714 4/9 16/22

Age (y) 67.4 +£ 6.0 65.6 £ 5.5 0.039* 69.5 + 7.6 68.9+7.3 0.775 74.85 +6.75 73.32 £ 9.06
Education 128436 128:k381 0.275 11.0+4.8 1804 2.7 0.074 14.7 1.2 12.30 £ 4.29
MoCA 2624 3.1 25028 0.486 23.5 + 1.9 (23 Ava) 25.0 £+ 3.2 (26 Ava) 0.054 23.8 £ 3.8 (12 Ava) 23.7 + 2.7 (35 Ava)
APOE ¢4 28 (77 Ava, 36.4%) 38 (36.2%) 0.981 9 (21 Ava, 42.9%) 13 (48.1%) 0.715 1(7.7%) 10 (34 Ava, 29.4%)
SUVR 1.230 + 0.047 1.089 + 0.057 <0.0001**

Cohort 1 was qualitatively divided into Ap-P and AB-N groups according to participants” SUVR (cutoff: 1.18); cohort 2 was classified by participants’ future cognitive outcomes, including Cog-D and Cog-M groups. At
baseline, all participants were cognitively healthy, and we made comparisons of the clinical data between the two groups of cohorts 1 and 2. Cohort 1 was used as the training and validation dataset, and cohort 2 was
used as the test set. Cohort 3 was applied to the longitudinal study, including the 24 participants from cohort 2 (Cog-D) and 13 from the ADNI; the latter was a supplement and identical to the evaluation of the Cog-D
group. The MoCA scale applied in cohort 1 was the Chinese MoCA-Basic version, in cohort 2 was the MoCA-Beijjing version, and in ADNI was the traditional MoCA version. Continuous measures are presented as
mean = standard deviation. Statistical analysis was conducted using the x? test for categorical variables and an independent two-sample two-tailed t-test for quantitative variables. *p < 0.05, *'p < 0.001. AB, amyloid-B;
P, positive; N, negative; Cog, cognition; D, deteriorated; M, maintained; MoCA, Montreal Cognitive Assessment; SUVR, standard uptake value ratio; ADNI, Alzheimer’s Disease Neuroimaging Initiative; Ava, available.
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Two-sample t-test, autocorrelation, and Fisher score Two-sample t-test, autocorrelation, and Lasso Two-sample t-test, autocorrelation, and mRMR

Feature (ID) Times Brain region R Feature (ID) Times Brain region R Feature (ID) Times Brain region R
LZHGE (6486) 500 Cingulum_Post_L 1/2 Busyness (26056) 468 Frontal_Mid_Orb_R 2 LZHGE (6486) 495 Cingulum_Post_L 1/2
LZHGE (6529) 500 Cingulum_Post_R 1/2 Homogeneity (24775) 467 Vermis_7 312 LZHGE (6529) 488 Cingulum_Post_R 1/2
LZHGE (11474) 500 Cingulum_Post_L 213 Variance (27442) 430 Parietal_Sup_L 2 LZHGE (11517) 486 Cingulum_Post_R 213
LZHGE (11517) 500 Cingulum_Post_R 213 Contrast (14273) 419 Cerebelum_6_R 213 ZSN (27076) 445 Occipital_Sup_R 2
Variance (27442) 480 Parietal_Sup_L ) Complexity (9287) 402 Cerebelum_6_R 1/2 LZHGE (11474) 441 Cingulum_Post_L 2/3
LZL GE (24803) 447 Vermis_7 3/2 Coarseness (6489) 399 Cingulum_Post_L 1/2 Variance (27442) 441 Parietal_Sup_L 2
Strength (18834) 428 Temporal_Inf_R 1 Kurtosis (7485) 397 Parietal_Sup_L 1/2 SZLGE (11471) 420 Cingulum_Post_L 213
Coarseness (6489) 423 Cingulum_Post_L 1/2 Busyness (26314) 394 Cingulum_Ant_R 2 SZLGE (18179) 398 Temporal_Mild_L 1
ZSN (27076) 423 Occipital_Sup_R 2 LZHGE (11517) 391 Cingulum_Post_R 2/3 Coarseness (6489) 339 Cingulum_Post_L 1/2
GLN (16497) 420 Cingulum_Post_R 1 Kurtosis (5292) 383 Frontal_Mid_R 1/2 ZSV (28977) 320 Cerebelum_Crus2_R 2

Under the sample disturbance of five-fold cross-validation, we carried out three different kinds of composite function disturbances separately to screen features in the training dataset and repeated the process 100
times. We calculated the number of occurrences of each retained feature, ranging from 0 to 500, and listed the top 10 most frequently appearing features here; they all originated from the sMRI modality. Three
stable high-frequency features were verified, and their identification numbers were 11517, 27442, and 6489. The kurtosis feature belongs to the “global” category; the homogeneity and variance features belong to the
“gray-level co-occurrence matrix” category; the GLN, ZSN, LZHGE, SZLGE, LZLGE, and ZSV features belong to the “gray-level size zone matrix” category, and the strength, coarseness, busyness, complexity, and
contrast features belong to the “neighborhood gray-tone difference matrix” category. Notably, the variance and contrast features could also originate from the “global” and “gray-level co-occurrence matrix” category,
respectively. The “R” represents weights to bandpass sub-bands in wavelet filtering. Lasso, least absolute shrinkage and selection operator; mRMR, max-relevance and min-redundancy; ID, identify number; sMRI,
structural magnetic resonance imaging; L, left; R, right; Post, posterior; Sup, superior; Inf, inferior; Mid, middle; Orb, orbital; Ant, anterior; GLN, gray-level nonuniformity; ZSN, zone-size nonuniformity; LZHGE, large zone
high-gray-level emphasis; SZLGE, small zone low gray-level emphasis; LZLGE, large zone low-gray-level emphasis; ZSV, zone-size variance.
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Under the sample disturbance of five-fold cross-validation, we carried out three different kinds of composite function disturbances separately to screen features in the
training dataset and repeated the process 100 times. The retained features were incorporated into the SVM model and RF model each time, and we then calculated
the models’ classification performance in the validation dataset and test dataset separately. The measures are presented as mean =+ standard deviation. SVM, support
vector machine; RF, random forest; ACC, accuracy; SEN, sensitivity; SPE, specificity; Lasso, least absolute shrinkage and selection operator; mRMR, max-relevance

and min-redundancy.
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0.00
0.50
0.00
0.12

Hits represent the matched number of metabolites in the pathway. Raw p represents the original p-value calculated from the enrichment analysis. Holm p represents the

p-value further adjusted using the Holm—Bonferroni method. FDR (false discovery rate) represents the p-value adjusted using false discovery rate.
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Herbal name

Hong-Shen
Shan-Yao
Fu-Shen
Bai-Shao
Dan-Shen
Bai-Bian-Dou
Lian-Zi
Shi-Chang-Pu
Yuan-Zhi
Tan-Xiang
Ju-Hong
Gan-Cao
Total amount

Species name and Latin name

Panax ginseng C. A. Mey.
Dioscorea polystachya Turcz.
Poria cocos (Schw.) Wolf
Paeonia lactiflora Pall.

Salvia miltiorrhiza Bunge
Lablab purpureus (L.) Sweet
Nelumbo nucifera Gaertn.
Acorus gramineus Sol. ex Aiton
Polygala tenuifolia Willd.
Santalum album L.

Citrus maxima “Tomentosa”

Glycyrrhiza uralensis Fisch. ex DC.

Place of origin

Jilin

Henan
Anhui
Anhui
Shandong
Zhejiang
Hunan
Zhejiang
Hebei
Guangdong
Sichuan
Neimenggu

Part used

Root
Rhizome
Root
Root
Root
Bean
Seed
Rhizome
Root
Sandalwood
Epicarp
Root

Voucher specimens

180109
171207
171130
171128
171122
180111
171118
171209
171013
180109
171016
170815

Amount used (g)

30
15
15
15
12
15
20
10
10
4.5
9
9
164.5
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MNI coordinates

Abbreviations

ID (L:left,R:right)y X (mm) Y(mm) 2Z(mm) References

1 PreCG.L —38.65 —5.68 50.94

2 PreCG.R 41.37 —8.21 52.09 Zhanget al., 2016a
5 ORBsup.L —16.56 47.32 —13.31 Xuetal, 2016

g ORBmid.L —30.65 50.43 —9.62 Zhangetal., 2018
12 IFGoperc.R 50.20 14.98 21.41  Chenetal, 2016

14 IFGtriang.R 50.33 30.16 14.17  Salvatore et al., 2015
16  ORBInf.R 41.22 3223 —11.91 Salvatoreet al,, 2015
22 OLFR 10.43 15691 —-11.26 Sunetal, 2012

28 REC.R 8.35 35.64 —18.04

35 PCG.L —-4.85 —42.92 24.67 Zhangetal., 2018
36 PCG.R 744  —41.81 21.87 Weeetal, 2012

37 HIPL -25.03 -20.74 —-10.13 Salvatore et al., 2015
43 CALL —-7.14  -7867 6.44 Xuetal., 2016

44  CALR 1599 -73.15 9.40

47  LING.L —14.62 —67.56 —4.63

57 PoCG.L —-31.16 —40.30 —-20.23 Xuetal, 2016

61 IPL.L —42.80 —45.82 46.74

62 IPLR 46.46  —46.29 49.54  Salvatore et al., 2015
66 ANG.R 4551  —59.98 38.63 Xuetal, 2016

67 PCUN.L —7.24  —56.07 48.01

68 PCUN.R 9.98 -56.05 43.77

71 CAUL —11.46 11.00 9.24  Salvatore et al., 2015
89 ITG.L —49.77 -28.05 —-23.17 Zhangetal., 2018
90 ITG.R 53.69 —-31.07 —22.32
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Method

SRTLA (Jiang et al., 2019)
SLR (Qiao et al., 2016)
SR (Jiang et al., 2019)
GSR (Wee et al., 2014)
WSR (Yu et al., 2017)

PC (Jiang et al., 2019)
PLTR (Gao et al., 2020)
PTLA (Jiang et al., 2019)
PCscale-free (Li €t al., 2017)
WRTLA

ACC (%) £ STD

47.9853 £ 0.2863
48.7990 £ 0.3749
54.9559 + 0.4476
65.4730 £ 0.0722
73.4975 £ 0.3749
85.7070 £ 0.2840
85.7672 £ 0.2064
86.7623 £+ 0.1684
86.7034 + 0.3064
87.0662 £ 0.3202

SEN (%) + STD

51.7647 &+ 8.1956
50.5833 £ 10.7991
65.7353 & 1.4451
64.7206 + 0.1267
73.5343 £ 0.3758
82.5980 + 0.3365
83.0931 £+ 0.3842
82.9069 + 0.4108
83.4951 & 0.5754
83.4363 £+ 0.5076

SPE (%) + STD

44.2059 + 8.1071
47.0147 £10.7029
441765 4+ 1.8784
66.2255 + 0.1498
73.4608 + 0.5484
89.8529 + 0.2806
88.4412 4+ 0.3167
90.6176 & 0.1964
89.9118 £ 0.3526
90.6961 £ 0.3250

AUC + STD

0.5530 £ 0.0120
0.6210 £ 0.0149
0.5665 + 0.0038
0.7006 + 0.0003
0.8125 £ 0.0019
0.9373 £ 0.0019
0.9176 £ 0.0009
0.9410 £ 0.0011
0.9413 £ 0.0025
0.9431 £0.0023
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Method

S=1,V=50
S=2,V=50
S=3,V=50
S=4,V =50
S=1,V=60
S=2,V=60
S=3,V=60
S=4,V =60
S=1,V=70
S=2,V=70
S=3,V=70
S=4,V=70
S=1,V=80
S=2,V=80
S=3,V=80
S=4,V =80

ACC (%) £ STD

83.3598 + 0.3866
88.2852 £ 0.2457
80.2386 + 0.2732
79.7609 £ 0.6082
84.9487 £ 0.3173
90.0208 + 0.3655
87.8025 £ 0.1845
81.3750 £ 0.4552
86.9975 £ 0.2910
87.0797 £ 0.6694
87.2464 £ 0.6832
83.9259 + 0.7332
87.6782 £ 0.2204
87.3222 £ 0.7346
81.8083 £ 1.1091
75.9111 £ 1.4438

SEN (%) + STD

78.3068 £+ 0.6416
88.7704 £ 0.4030
71.56303 £ 0.4681
78.9855 £ 0.7358
80.4060 £ 0.5459
88.5250 £ 0.6074
89.8272 £ 0.5466
81.2333 £+ 0.6992
83.3235 £ 0.5850
85.6377 £ 1.4025
86.1304 + 0.9831
82.1481 +1.2103
84.7184 £ 0.3256
85.1889 + 1.1536
76.3833 & 2.5471
65.4444 4 2.7542

SPE (%) + STD

88.4129 4 0.4572
87.8000 =+ 0.2881
88.9470 £ 0.3183
80.56362 + 1.1715
89.4915 £ 0.2446
91.56167 £+ 0.2570
85.7778 £+ 0.5033
81.5767 &+ 0.7305
90.6716 4 0.3126
88.56217 4 0.8078
88.3623 + 0.8987
85.7037 & 0.4434
90.6379 £ 0.3599
89.4556 + 0.6141
87.2333 £ 0.8791
86.3778 £+ 1.2067

AUC + STD

0.9153 £ 0.0032
0.9409 + 0.0009
0.8822 + 0.0025
0.8981 £ 0.0036
0.9288 + 0.0019
0.9504 + 0.0007
0.9462 £ 0.0016
0.9132 £ 0.0020
0.9429 + 0.0020
0.9351 £ 0.0034
0.9343 £ 0.0027
0.9204 £ 0.0023
0.9448 £ 0.0015
0.9310 £ 0.0035
0.9093 + 0.0045
0.8781 £ 0.0066
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Self-report craving

Baseline (TO)

Post 1st week of intervention (T1)
Post 2nd week of intervention (T2)
Post 3rd week of intervention (T3)
Post 4th week of intervention (T4)
Addiction Stroop Task
ARTMA-Nettral (ms) (SD) (T0)
ARTMA—Neutral (ms) (SD) (T4)
Error rate of MA words (SD) (TO)
Error rate of MA words (SD) (T4)
Error rate of neutral trials (SD) (TO)
Error rate of neutral trials (SD) (T4)

Active iTBS group (n = 30)

62.29 (31.43)
37.74 (26.48)
33.43 (24.99)
24.74 (22.63)
14.46 (15.72)

11.12 (28.51)
3.32(18.97)
0.10 (0.11)

0.05 (0.04)

0.09 (0.10)

0.04 (0.05)

Sham iTBS group (n = 19)

50.41 (29.76)
33.05 (30.23)
52.82 (29.83)
54.95 (26.08)
52.18 (28.00)

10.01 (29.10)
0.74 (24.40)
0.05 (0.03)

0.07 (0.09)

0.04 (0.03)

0.06 (0.09)

Effect

Time Group Interaction
F p-value F p-value F p-value
20.60 <0.01** 5.16 0.03* 29.24 L0017
1.51 0.23 0.76 0.39 0.00 0.98
0.06 0.81 0.07 0.79 4.24 0.04*
411 0.05* 1.03 0.32 2.94 0.09

MA-Neutral The reaction time in MA condition minus that in neutral condition. T0, baseline; T1, post 1 week of intervention; T2, post 2 weeks of intervention; T3, post
3 weeks of intervention; T4, post 4 weeks of intervention; iTBS, intermittent theta-burst stimulation; DLPFC, dorsolateral prefrontal cortex; rTMS, repetitive transcranial
magnetic stimulation; MA, methamphetamine; RT, reaction time.

*p < 0.01; "p < 0.05.
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Active iTBS Sham iTBS X 2/F  p-value

group (n = 30) group (n = 19)
Age (SD) 29.66 (4.70) 30.73 (6.68) —0.66 0.51
Gender (F/M) 10/20 10/11 1.06 0.30
Years of education 8.69 (2.39) 9.05 (2.36) —0.52 0.61
(SD)
Age of first 23.37 (5.15) 23.82 (7.53) —0.25 0.80
substance use (SD)
Total years of 5.00 (3.21) 5.00 (3.89) 0.00 1.00
substance use (SD)
Abstinent times 2.63(1.42) 3.05 (1.40) —1.01 0.32
(months) (SD)
Baseline craving 62.29 (31.43) 50.41 (29.76) 1.32 0.19
(VAS) (SD)

iTBS, intermittent theta-burst stimulation; VAS, visual analog scale.
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Characteristics Total GPi STN

(N =38) (N =20) (N=18)
Male 25 12 13
Female 13 8 5
Age at PD onset (year) 485+ 11.1 52.0+8.0 45.7 £11.4
Age at the time of surgery (year)  58.8 + 11.2 62.0+9.1 559 +123
Disease duration* (year) 10.24 3.8 10.0+ 89 10.3 +£3.2
Hoehn-Yahr stage
Off-medication 3.2+09 38+08 32408
On-medication 2.6+0.8 2.7+09 24 +0.8
Last follow-up (month) 7 (6-12) 12 (6-13.5) 6 (6-8)
Presence of dyskinesia 20 (53%) 9 (45%) 11 (61%)

L-dopa equivalent dose (mg/day) 747.0 £ 302.7 761.4 £247.9 731.8 +360.5

Continuous variables are presented as means £ SDs or medians with interquartile
ranges. Categorical variables are presented as frequencies (%).

*Defined as the amount of time since self-reported onset of motor symptoms.

GPi, globus pallidus interna; STN, subthalamus nucleus.
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MDS UPDRS-III

Total score
MedOff
MedOff/StimOff
MedOff/StimOn

Non-tremor total score
MedOff
MedOff/StimOff
MedOff/StimOn

Rigidity
MedOff
MedOff/StimOff
MedOff/StimOn

Tremor
MedOff
MedOff/StimOff
MedOff/StimOn
Bradykinesia
MedOff
MedOff/StimOff
MedOff/StimOn

Axial symptoms
MedOff
MedOff/StimOff
MedOff/StimOn

Values are presented as means + SDs.

GPi

(N =20)

46.2 £12.4
48.4 £10.1
36.7+£12.9

40.4 £12.7
44.0+£09.2
3562+ 12.6

10.7 £ 4.9
10.6 + 3.3
88+35

58+5.7
44+£54
05+1.1

20.4 £6.1
249 +6.3
19.3 + 81

94+42
8.6+38
70+£37

P1

0.371

0.132

0.926

0.107

0.008*

0.388

P2

1.9 % 10~5*

3.0 x 1076+

0.029*

4.2 x 10~*

40 x 1076*

0.001*

STN

(N=18)

61.6+156.8
60.5 + 13.6
36.9 4+ 14.4

50.5+13.8
52.5+13.0
356.1 +£13.9

18.2+£4.0
18.1+£28
71+44

11.1+£6.4
8.0+55
1.8+32

26.2+ 85
292482
214 8.8

11.1+£42
10.3+4.7
6.9+39

P1

0.761

0.478

0.829

0.021*

0.058

0.458

P2

4.0 x 1076+

1.7 x 1074

9.7 x 10-%

6.4 x 107*

2.5 x 1073

2.1 x 10~4*

p1 indicates the statistical difference of the MDS UPDRS-IIl score and subscores between the MedOff and MedOff/StimOff states. p» indicates the statistical difference

of the MDS UPDRS-IIl score and subscores between the MedOff/StimOff and MedOff/StimOn states.

*p-value < 0.05.

MDS UPDRS-IIl, Movement Disorder Society Unified Parkinson’s Disease Rating Scale-Motor Part; GPi, globus pallidus interna; STN, subthalamus nucleus; MedOff,
preoperative off-medication state; MedOff/StimOff, postoperative off-medication/off-stimulation state; MedOff/StimOff, postoperative off-medication/on-stimulation state.
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Scale

GPi
(N =20)

STN
(N =18)

MDS UPDRS-III
Total score

L-dopa responsiveness
DBS responsiveness
Non-tremor total score
L-dopa responsiveness
DBS responsiveness
Rigidity

L-dopa responsiveness

DBS responsiveness

Tremor
L-dopa responsiveness
DBS responsiveness
Bradykinesia
L-dopa responsiveness

DBS responsiveness
Axial symptoms

L-dopa responsiveness
DBS responsiveness

50.8 £ 16.3% (28-82%)
26.7 +19.0% (6-71%)

47.0 £ 17.5% (22-82%)
21.8 + 16.6% (2-53%)

51.1 &+ 25.4% (8-100%)

13.6 £ 28.5% (—27 to
69%)

56.9 + 44.3% (0-100%)
73.4 & 40.2% (0-100%)

45.0 £ 22.5% (0-86%)

25.1 £ 18.3% (0-61%)

48.6 & 24.7% (0-100%)

16.4 £29.2%
(—50%-67%)

50.9 + 12.1% (30-77%)
42.5 + 15.5% (25-72%)

44.9 £ 12.8% (21-73%)
37.2 £ 156.6% (18-70%)

441 +£24.8% (—10 to
100%)
56.0 & 16.8% (28-82%)

79.1 & 30.0% (0-100%)
68.2 & 48.4% (0-100%)

41.8 £14.3% (13 10
67%)

30.2 4+ 20.8% (=11 to
65%)

53.8 £ 20.8% (25-100%)
34.0 & 26.2% (0-100%)

Values are presented as means + SDs (ranges).

DBS, deep brain stimulation; MDS UPDRS-IIl, Movement Disorder Society Unified
Parkinson’s Disease Rating Scale-Motor Part; GPi, globus pallidus interna; STN,
subthalamus nucleus.
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No Author Outcome Data Type Nstim/Nsham Mstim/Msham SDstim/SDsham Hedges’g Lower Upper PTE (month)

1 Lee etal., 2016 ADAS-Cog  Change 13/6 6.85/3.5 7.2/3.46 0.5052 —0.4766  1.4871 15
(mild)
Poststimulation 13/6 14.92/17.33 7.43/4.93 0.339 0.6349 1.3129
2  Zhaoetal, 2017 ADAS-Cog  Change 12/8 6.4/2.3 7.89/7.97 04957  —0.4131 1.4046 15
(mild)
Poststimulation 12/8 14.2/19.4 6.8/6.8 0.7324 —0.1931 1.6578
3 Zhao et al., 2017 ADAS-Cog  Change 5/5 4.9/4 8.73/9.8 0.0876 —1.1527 1.3279 15
(moderate)
Poststimulation 5/5 18.9/23.5 2.3/5.4 0.5429 —0.7244 1.8102
4 Wen et al., 2018 MoCA Poststimulation 23/22 24.26/21.73 1.28/1.51 1.7792 1.0852 2.4732 1
5 Zhang et al., 2019 ADAS-Cog  Change 15/13 3.52/1.54 1.90/2.27 0.9602 0.1736  1.7467 1
6 Wen et al., 2020 MoCA Poststimulation 22/23 24.91/22.35 1.11/1.47 1.9249 1.2139 2.6358 1
7  Bagattinietal., MMSE  Poststimulation 27/23 24.16/22.8 2.36/3.91 0.4228  —0.1397 0.9853 2
2020
8 Yuan et al., 2021 MoCA Change 12/12 1.25/-0.42 1.48/1.83 0.9689 0.1198 1.8179 1

Nstim/Mstim/SDstim, number of subjects/mean/standard deviation of stimulation group; Ncon/Mcon/SDcon, number of subjects/mean/standard deviation of control
group; MoCA, Montreal Cognitive Assessment; MMSE, Mini-Mental State Examination; ADAS-Cog, AD Assessment Scale-cognitive subscale.
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No Author

Memory
1 Han etal., 2013
2! Sun and Ma, 2015

3 Zhaoetal, 2017
(miild)

4  Zhaoetal, 2017
(moderate)

5 Zhangetal., 2019

6 Bagattini et al.,
2020

Attention

7 Hanetal, 2013

8 Sun and Ma, 2015

9 Zhangetal., 2019

10 Bagattinietal.,
2020

Language
11 Sunand Ma, 2015
12 Zhang et al., 2019

13 Bagattinietal.,
2020

Outcome

Epsodic memory
Delay-memory subscale of MoCA
WHO-UCLA AVLT

WHO-UCLA AVLT

Memory subscale of ACE-IIl
RAVLT

Alternating Trial Making
Attention subscale of MoCA
Attention subscale of ACE-Ill
TMT-A

Language subscale of MoCA
Language subscale of ACE-Ill
Semantic verbal fluency

Data Type

Poststimulation
Poststimulation
Change

Poststimulation
Change

Poststimulation
Change
Poststimulation

Poststimulation
Poststimulation
Change
Poststimulation

Poststimulation
Change
Poststimulation

20/18
39/40
12/8

12/8
5/5

5/5
15/13
27/28

20/18
39/40
15/13
27/23

39/40
15/13
27/23

7.73/6.28
3.71/3.09
2.3/0.8

37.9/36.6
3/3.3

33.5/33.9
3.87/0.29
6.67/5.51

61.10/74.94

5.71/5.04
2.19/0.07

52.85/49.05

3.12/2.91
2311

32.11/29.17

2.45/1.63
0.72/0.14
8.40/9.31

6.5/6.7
7.52/8.14

2.3/5.4
0.82/1.07
3.0/2.94

25.62/17.63

0.61/0.93
0.44/0.49

54.45/26.99

0.19/0.12
0.89/0.92
9.53/7.11

0.675
1.1909
0.1639

0.1893
—0.0346

—0.0871
1.029
0.3841

0.6101
0.8414
1.2324
—0.0849

1.3123
0.3896
0.3402

Nstim/Nsham Mstim/Msham SDstim/SDsham Hedges’g Lower

0.0196
0.7116
—0.7323

—0.7074
—1.2743

—1.3274
0.2361
-0.1773

—0.0419
0.3809
0.4187

—0.6413

0.8252
—0.3605
—0.2201

Upper

1.3304
1.6702
1.0601

1.086
1.2051

1.1533
1.8219
0.9455

1.2621
1.302

2.0461

0.4715

1.7994
1.1397
0.9004

MoCA, Montreal Cognitive Assessment; WHO-UCLA AVLT, World Health Organization University of California-Los Angeles Auditory Verbal Learning Test; ACE-I,
Addenbrooke’s Cognitive Examination Ill; RAVLT, Rey Auditory Verbal Learning Test; TMT-A, Trial Making Test-A.
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No

Author

Hanetal., 2013
Rabey et al., 2013
Yang et al., 2014
Sun and Ma, 2015
Lee et al., 2016 (mild)

Zhao et al., 2017 (mild)

Zhao et al., 2017 (moderate)

Wen et al., 2018
Zhang et al., 2019
Wen et al., 2020
Bagattini et al., 2020
Zhu et al., 2020
Yuan et al., 2021

Outcome

MoCA
ADAS-Cog
MMSE
MoCA
ADAS-Cog

ADAS-Cog

ADAS-Cog

MoCA
ADAS-Cog
MoCA
MMSE
MoCA
MoCA

Data Type

Poststimulation
Change
Poststimulation
post
Change
Poststimulation
Change
Poststimulation
Change
poststimulation
Poststimulation
Change
Poststimulation
Poststimulation
Poststimulation
Change

Nstim/Ncon

20/18
7/8
18/156
39/40
13/6
13/6
12/8
12/8
5/5
5/5
23/22
16/13
22/23
27/23
13112
12112

Mstim/Mcon

28.28/23.17
3.76/0.47
28.6/26.7
27.42/25.39
5.46/2.66
16.31/18.17
4.2/4
16.4/20.3
3.5/3.3
20.3/24.2
25.09/21.73
3.37/0.84
25.55/23.74
24.33/22.88
25.09/21.73
2.25/0.25

SDstim/SDcon

2.02/2.79
3.49/3.34
1.41.7
2.03/1.65
8.28/7.02
6.4/4.54
6.40/7.07
4.4/5.6
8.78/9.94
6.5/8.6
1.08/1.35
2.59/2.49
1.34/1.84
2.38/3.65
1.08/1.35
1.86/1.48

Hedges’ g

2.0721
0.908

1.2015
1.0881
0.3373
0.3004
0.4021
0.762

0.0193
0.4621
2.7072
1.001

1.1009
0.4712
2.6707
1.1489

Lower

1.2771
—0.1635
0.4547
0.615
—0.6366
—0.6721
—0.5019
—0.1659
—1.2204
—0.7976
1.8913
0.2108
0.4722
—0.0928
1.5745
0.2808

Upper

2.867
1.9796
1.9484
1.5613
1.3111
1.2729
1.3061
1.69
1.2589
1.7218
3.6231
1.7913
1.7296
1.0352
3.7669
2.0170

Nstim/Mstim/SDstim, number of subjects/mean/standard deviation of stimulation group; Ncon/Mcon/SDcon, number of subjects/mean/standard deviation of control
group; MoCA, Montreal Cognitive Assessment; MMSE, Mini-Mental State Examination; ADAS-Cog, AD Assessment Scale-cognitive subscale.
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Interventions

T: active rTMS
C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS +
cognitive training
C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS +
cognitive training
C: sham rTMS

T: active rTMS+-electro-
acupuncture

C: electro-acupuncture
T: active rTMS +
cognitive training

C: sham rTMS
T: active rTMS
C: sham rTMS
T: active rTMS
C: sham rTMS

Final Sample Size (M/F)

20 [original 22 (8/14)]
18 (6/12)
76/2)
8(5/3)
18 (8/10)
15 (7/8)
39, [original 40 (23/17)]

40 (20/20)
18 (8/10)
8 (3/5)
17 (7/10)
13(6/7)
23 (14/9)
22 (10/12)
15 (3/12)

13 (3/10)
22 (11/11)

23 (9/14)
27 (17/10)

23 (12/11)
13 (7/6)
12 (5/7)
12 (6/6)
12 (6/6)

M, male; F, female. MCI, mild cognitive impairment; AD, Alzheimer’s disease.

Age (Year)

66.5 £ 5.02
66.7 £5.25
72689
75.4 £9.07
65.4 £56
63.4+82
65.4 £5.6

63.4 £82
24 06
703+48
69.3+£58
714+£52
64.17 £5.21
65.91 + 4.93
69.00 + 8.19

68.54 + 7.93
64.59 +5.78

65.96 + 4.82
73.56 + 4.91

73.35+1.09
64.17 £5.21
65.91 + 4.93
65.08 + 4.89
64.67 +4.77

Education
(Year)
11.35+2.23
11.11+£3.16
\

9.9+48
9.9+37
48+1.9
49+35

12.40 £+ 2.06
11.85+2.38

\

8.85 £ 3.91

7.91+£0.67
\

11.83+2.37
11.883+2.15

Disease
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References Interventions Sessions RMT Frequency Stimulating stimulus  with COG Follow-up  Drop Out Adverse

(%) (Hz) Site pulses Assessment Effect
Han et al., T: active rTMS 5 80 20 bilateral DLPFC 600 for each No \ 2 4
2013 sessions/week region
for 8 weeks
C: sham rTMS 0 3
Rabey et al., T: active rTMS 5 90-110 10 Broca; 1300 Yes \ 1 0
2013 sessions/week Wernicke; R/L
for 6 weeks, 2 DLPFC; R/L
sessions/week PSAC
for 3 months
C: sham rTMS 2 0
Yang et al., T: active rTMS 5 80 20 bilateral DLPFC \ No \ 0 2
2014 sessions/week
for 8 weeks
C: sham rTMS 3 1
Sun and Ma, T: active rTMS + 6 80-110 15 L DLPFC/ L kY Yes \ 1 2
2015 cognitive training sessions/week PFC
for 8 weeks
C: sham rTMS 0 0
Leeetal, T: active rTMS 5 90-110 10 Broca; 1200 Yes 6 weeks after 0 0
2016 sessions/week Wernicke; R/L treatment end
for 6 weeks DLPFC; R/L
PSAC
C: sham rTMS 1 0
Zhao et al., T: active rTMS 5 \ 20 P3/P4, T5/T6 \ No 6 weeks after 0 2
2017 sessions/week treatment end
for 6 weeks
C: sham rTMS 0 1
Wen et al., T: active rTMS 5 80 10 L DLPFC 400 No 4 weeks after 1 0
2018 sessions/week treatment end
for 4 weeks
C: sham rTMS 1 0
Zhang et al., T: active rTMS + 5 100 10 L DLPFC and L 1000 Yes 4 weeks after 0 0
2019 cognitive training  sessions/week LTL treatment end
for 4 weeks
C: sham rTMS 2 0
Wenetal., T active rTMS+electro- 5 80 10 L DLPFC 400 No 4 weeks after 0 2
2020 acupuncture sessions/week treatment end
for 4 weeks
C: electro-acupuncture 1 0
Bagattini T: active rTMS + 5 100 20 L DLPFC 2000 Yes 8 weeks after 0 0
etal., 2020 cognitive training sessions/week treatment end
for 4 weeks
C: sham rTMS 0 0
Zhuetal., T: active rTMS 5 80 10 L DLPFC 400 No \ 0 0
2020 sessions/week
for 4 weeks
C: sham rTMS 0 0
Yuan et al., T: active rTMS 5 80 10 L DLPFC 400 No 4 weeks after 1 3
2021 sessions/week treatment end
for 4 weeks
C: sham rTMS 1 0

RMT, resting motor threshold; COG, cognitive training; L, left; R, right; DLPFC, dorsolateral prefrontal cortex; PFC, prefrontal cortex; LTL, lateral temporal lobe; pSAC,
parietal somatosensory association.
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