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Editorial on the Research Topic

Health Technologies and Innovations to Effectively Respond to the Covid-19 Pandemic

Covid-pandemic has an unprecedented impact on global, regional, and national health systems
across countries. Both public and private healthcare sectors had struggled and are still struggling to
respond to the impact of the pandemic. The struggle is not only about adopting diverse healthcare
responses in terms of cutting-edge technological tools and innovations in the areas of public health,
medicine and wellness to take prompt decisions to address the pandemic by flattening the disease
curve but also to revisit and reopen the realm of “digital health” in the policy and public discourse.

While keeping in view, the short, medium and long term response strategies, it is an appropriate
time to take a tangible shift toward holistic technology and data-driven digital tools. This will
help to engage both public and private healthcare systems across the country in facilitating policy
dialogue, technical assistance and training on specialized policy and response interventions at
the regional and national level. It is also a fact that the well-tested hardware are already in place
and quite a few experiments have been conducted but has not been in good use, particularly in
developing nations, for lack of national will, want of resources, and strategic planning to reach
those who really need it most.

An alignment of expertise, leadership, and practices are required to synthesize knowledge and
experience to assess capacities and avenues of emerging technologies such as artificial intelligence
(AI), machine learning, Blockchain, health wearables, remote patient monitoring trackers, sensor-
enabled hospital beds, medication-tracking systems andmedical supplies and equipment inventory
tracking systems. This will provide policy dialogue and responses to make the healthcare systems
inclusive and accessible in terms of better patient experience and cost (1).

With the advent of newer technology, it will percolate down. The real concern is its application
up to the last point. The first telemedicine experiments in developing nations were conducted way
back in 1970s and 80s and a couple of more “resourceful” healthcare operators use it off and on
since the early 1990s. The problem with the developing countries is to integrate the emerging
healthcare technologies into the operational situation, that too for all. We should remember that
any technology has the inherent characteristics of being used by those who can afford it. So, either
it is a tool in the hand of private players (many of them have state of art technology) or the cost is
subsumed by the State, which failed in the last so many decades to take to the last point. Educating
and communicating people about the benefits of healthcare technology would come later when it
is made available to them.
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The potential of telemedicine is well observed during the
pandemic time as several consultations with doctors/health
experts happened without going to the clinic or hospital. This
was a positive sign and urges to look into new business models
to help further telemedicine across the world. On this front, it is a
time to encourage companies to come to the forefront with a wide
range of tech-driven digital healthcare tools and products. It was
predicted by the health industry experts that tele-health market
across the world is likely to witness a massive spike both from
the demand and supply sides. The service providers are assessing
capacities and avenues, pursuing evidence-based innovations
and technologies across the board, including diagnostic and
telemedicine tools, cellphone apps for fitness, well-being, medical
and healthcare, and data-driven software. But the argument is
that maybe it is the pandemic which compelled to explore and
extend these technologies to deal with the spatial and temporal
gaps to access healthcare. The concern shall be to look into
how these technologies and innovations will be used in a post-
covid world to deal with public health issues (2). How in
coming days, technologies and innovations will be integrated
with public health response system for greater accessibility and
affordability to health care services should be a priority area of
research in public health studies. The pandemic has unraveled
the myriad avenues and opportunities in boosting healthcare and
life sciences in the world, it would be interesting to look into how
health shall be observed as wealth in the post Covid world with
technology and innovations as its greatest investment.

The recent studies on Covid-19 have shown that the rates
of severity of the impact of the pandemic are more on people
from the less privileged communities. Medical devices and
applications that are connected to healthcare IT systems via the
internet known as “The Internet of Medical Things (IoMT)”
has the potential to provide regular access to health care
services through cloud-connected health care professionals. The
concept of “data governance” in healthcare can offer safe and
secure digital ecosystem to manage the handling, storing and
sharing of real-time patient data 24 x 7 across hospitals and
healthcare institutions to the next level with clearly defined
policies and procedures.

This Research Topic collection attempted to explore the new
post-pandemic health realities with a focus on various policy
and response strategies spearheaded by the countries across the
world to make public healthcare services more accessible to
citizens in terms of cost, security and data privacy issues. The
diverse studies published under the Research Topic collection
looked into the new structural and institutional shifts taking
place to make healthcare services safe and convenient with
the help of empowered frontline care leveraging technologies.
To make the healthcare services more inclusive and accessible,
healthcare organizations and institutions, both public and private
need to orchestrate the myriad interconnected changes required
to design, implement and sustain digitally-enabled healthcare
delivery platforms.

The Research Topic collection addressed various policy and
response strategies adopted to deal with restricted physical
access to socio-economic infrastructure, facilities and services

amid the pandemic with a focus on cutting-edge health-
technologies at its core. The topic collection strongly advocates
that health technologies and innovations are going to be one
of the significant sectors for investment and innovations over
the next 30 years. This will not only transform the global
health care sector in terms of diagnosis, disease management,
treatment and prevention but also help to better prepare for
future emergencies.

The published topic collection had studies having a diverse
and vast coverage. The mini review “Covid-19 and Computer
Audition: An overview on what speech and sound analysis
could contribute in the SARS-CoV-2 Corona crisis” by Schuller
et al. advocates the use of Computer Audition (CA) for
implementation of (pre-) diagnosis and monitoring tools, and
more generally provides rich and significant contribution in
the fight against Covid-19 spread. A brief research report
titled “Early warning signs of a mental health tsunami: A
coordinated response to gather initial data insights frommultiple
digital services providers” by Becky Inkster and Digital Mental
Health Data Insights Group (DMHDIG) provides evidence
based concept for researchers and private companies to work
collaboratively on a diverse range of mental health concerns. The
research report observed that there is an increasing demand for
digital mental health support during Covid due to an increased
presentation of anxiety and loneliness. The opinion on “Out-of-
Hospital care of heart failure patients during and after Covid-
19 pandemic: Time for Telemedicine” by Faragli et al. talks
about how telemedicine has turned as an essential requirement
during covid time. The opinion piece strongly advocates the use
of telemedicine as a home monitoring solution to manage the
patients’ health during and after the pandemic. Another opinion
piece titled “Digital Covid credentials: an implementation
process” byNehme et al. reflects on the acceptance of digital covid
credentials to ensure the implementation of adequate safeguards.
It urges that the digital aspects of published information within a
trust framework can be very useful to certify an individual’s most
recent Covid related status.

A policy and practice review on “A crisis-responsive
framework for medical device development applied to the Covid-
19 pandemic” by Antonini et al. urges for a crisis-responsive
design framework to assist with product development, under
pandemic conditions. The review emphasizes on stakeholder
engagement, needs assessment, rapid manufacturing, and
modified product testing to enable accelerated development of
healthcare products. The study highlighted the use of crisis-
responsive framework in a case study of face shield design
and production for a large US academic hospital. A mini-
review on “Covid-19 prognostic models: A pro-con debate
for machine learning vs. traditional statistics” by Hindawi et
al. explored the possibilities of data science to access open
datasets, tutorials, programming languages, and hardware to
create mathematical models to address the Covid-19 pandemic.
It advocates the use of data science models to trace the
impact of the virus on population and individuals for further
diagnostic, prognostic, and epidemiological observations and
analysis. It also had a comparative analysis between the classical
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statistics and machine learning techniques used for predicting
covid outcomes.

The perspective by Fan et al. on “Factors to consider in the
use of vital signs wearables to minimize contact with stable
Covid-19 patients: experience of its implementation during the
pandemic” cited reasons for choosing vital signs wearables for
the purpose of reducing patient contact and preserving personal
protective equipment. The study provides an overview of the
factors needs to be considered while implementing vital signs
wearable solutions in healthcare institutions. An original research
study by Zhang et al. titled –“A real time portable IoT system
for Telework tracking” validates the idea of using an Internet of
Things (IoT) system to monitor the working status in real-time
so as to record the working pattern and nudge the user to have a
behavior change. The constructed shallow convolutional neural
network (CNN) in the study helps to recognize the working
status from a common working routine. The method adopted
in the study is useful to the workers wellness during the Covid
pandemic and also have a significant contribution in dealing with
post-pandemic realities.

The perspective on “Integrated Care in the era of Covid-
19: Turing vision into reality with digital health” by Kouroubali
et al. looks into how digital health has been accepted as care
platform across the globe to deal with the pandemic challenges.
The perspective highlights the importance of digital health as
an integrated care to support sharing and reusing of healthcare
data for prevention, prediction and disease management. The
study also addresses the political and social barriers and how
to overcome them to achieve integrated care in practice.
The perspective by Ramadi and Srinivasan on “Pre-emptive
innovation infrastructure for medical emergencies: accelerating
healthcare innovation in the wake of a global pandemic” proposes
a pre-emptive innovation infrastructure incorporating in-house
hospital innovation teams, consortia-based assembly of expertise,
and novel funding mechanisms to combat health emergencies
like Covid. The perspective talks about a framework to improve
ongoing innovation and infrastructure for healthcare agencies
by leveraging the strengths of academic, medical, government,
and industrial institutions. The research study titled—“Covid-
19 in Brazil—preliminary analysis of response supported by
Artificial Intelligence in Municipalities” by Morales et al.
emphasizes on the use of Artificial Intelligence to empower
telehealth to increase coordinated patient access to health system
during covid pandemic. The study describes a case report
analyzing the use of Laura Digital Emergency Room as AI-
powered telehealth platform in three different cities of Brazil.
The study says that the implementation of an AI-powered
telehealth will increase the access to healthcare services amid
the unprecedented impact of Covid. The study urges for efforts
to sustain affordable and scalable solutions to leverage value
in health care systems in the context of middle and low
income countries.

The research study by Kyriacou et al. on “Operating an
eHealth System for pre-hospital and emergence health care
support in light of Covid-19” talks about creating an electronic
system (eEmergency System) in order to support, improve, and

help the procedure of handling emergence calls. The study
while quoting examples of case studies from Cyprus, focuses
on developing an electronic system to support ambulance fleet
handling, emergency call evaluation, triage procedure, and the
improvement of communication between the call center and the
ambulance vehicles. The system was further expanded during the
Covid time in order to support the handling of patients infected
with the new virus. The brief research report on “combinational
analysis of phenotypic and clinical risk factors associated with
hospitalized Covid-19 patients” by Das et al. is a follow-up study
of using genomic data to identify a potential role of calcium
and lipid homeostasis in severe Covid cases. The study attempts
to identify similar combinations of features (disease signatures)
associated with severe disease in a separate patient population
with purely clinical and phenotypic data. The study used a
Precision Life Combinational Analytics Platform to analyze
features derived from de-identified health records in the United
Health Group Covid-19 Data Suite. The study found several
disease signatures where lower levels of lipids were found co-
occurring with lower levels of serum calcium and leukocytes.
The study looked into how these signatures are attributed to
similar mechanisms linking calcium and lipid signaling where
changes in cellular lipid levels during inflammation and infection
affect calcium signaling in host cells. The study demonstrates that
combinational analysis can identify disease signatures associated
with the risk of developing severe Covid-19 separately from
genomic or clinical data in different populations.

Another research study on “digital contact tracing against
Covid-19 in Europe: current features and ongoing developments”
by Blasimme et al. examines the evolution of digital contract
tracing in eight European countries and highlights that privacy
and data protection are at the core of contact tracing applications
in Europe, even though the countries differ in their technical
protocols, and their capacity to utilize collected data beyond
proximity tracing alone. The study reflects a shift from a strict
interpretation of data minimization and purpose limitation
toward a more expansive approach to digital contact tracing
in Europe. The study by Moura et al. on “explainable machine
learning for Covid-19 Pneumonia classification with texture-
based features extraction in Chest Radiography” provides
evidential grounds for understanding the distinctive Covid-19
radiographic texture features using supervised ensemblemachine
learning models based on trees through the interpretable Shapley
Additive Explanations (SHAP) approach. The study used 2611
Covid-19 chest X-ray images and 2611 non-Covid-19 chest
X-rays. After segmenting the lung in three zones, histogram
normalization is applied to extract radiomic features. SHAP
Recursive Feature Elimination with Cross-Validation is used to
select features and Hyperparameter optimization of XGBoost
and Random Forest ensemble tree models were applied through
random search. The study showed a predominance of radiomic
feature selection in the right lung, leading to the upper
lung zone.

The policy and practice review titled–“toward a common
performance and effectiveness terminology for digital proximity
tracing applications” by Lueks et al. explores digital proximity

Frontiers in Digital Health | www.frontiersin.org 3 February 2022 | Volume 4 | Article 8496527

https://doi.org/10.3389/fdgth.2021.639827
https://doi.org/10.3389/fdgth.2021.643042
https://doi.org/10.3389/fdgth.2021.647938
https://doi.org/10.3389/fdgth.2021.648520
https://doi.org/10.3389/fdgth.2021.648585
https://doi.org/10.3389/fdgth.2021.654234
https://doi.org/10.3389/fdgth.2021.660809
https://doi.org/10.3389/fdgth.2021.660823
https://doi.org/10.3389/fdgth.2021.662343
https://doi.org/10.3389/fdgth.2021.677929
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Nair Editorial: Health Technologies and Innovations Response to Covid

tracing (DPT) for Sars-Cov-2 pandemic mitigation as a
complex intervention to notify application users about possible
risk exposures to infected persons. The review describes
differences between performance and effectiveness measures
and attempts to develop a terminology and classification
system for DPT evaluation. It further discusses key aspects
for critical assessments of integration of additional data
measurements into DPT applications to facilitate understanding
of performance and effectiveness of the applications. The
research–“Retrospective analysis and forecasted economic
impact of a virtual cardiac rehabilitation program in a third-party
payer environment” by Harzand et al. forecasts the potential
clinical and economic benefits of delivering a home-based virtual
cardiac rehabilitation program based on a retrospective analysis
of cardiac rehabilitation utilization and cost in a third party
payer environment. The study performed a retrospective cohort
study using insurance claims data from a large, third-party payer
in the state of Pennsylvania.

Another study on “using machine learning to predict
mortality for Covid-19 patients on day Zero in the ICT” by
Jamshidi et al. urges for the use of machine learning based
on typical laboratory results and clinical data registered on the
day of ICU admission for the early prediction of severity of
the disease in intensive care unit (ICU) patients to optimize
treatment strategies. The study reveals that several machine
learning algorithms, including Random Forest (RF), logistic
regression, gradient boosting classifier, support vector machine
classifier, and artificial neural network algorithms can be easily
used to build classification models and the predictions can be
studied by implementing the local interpretable model-agnostic
explanation technique. The study by Gupta et al. on “Trends
in Covid-19 publications: streamlining research using NLP and
LDA” developed a comprehensive Latent Dirichlet Allocation
(LDA) model with 25 topics using natural language processing
(NLP) techniques on PubMed research articles about Covid.
The study proposed a novel methodology to develop and
visualize temporal trends to improvise existing online literature
hubs. The last study in the topic collection as a review article
by Kostkova et al. on “data and digital solutions to support
surveillance strategies in the context of the Covid-19 pandemic”
provides a comprehensive overview for the application of
data and digital solutions to support surveillance strategies. It
also talks about digital epidemiology, available data sources,
and essential components of 21st Century digital surveillance,
early warning and response, outbreak management, control
and digital interventions in the context of Covid-19 pandemic
and beyond.

The challenge in a post-covid world will be to validate the
new technologies and innovations without assuming that they
will work because they worked in an uncontrolled emergency
situation during the pandemic. This requires new observations
regarding the adoption and use of digital health tools and services
to receive information and seek social and medical assistance

and support in a post-covid world when again the people will
have physical access to socio-economic infrastructure, facilities
and services (3). The concern will be to look into how medium
and low income countries will refocus on preventive healthcare
in a post-covid world with diverse and massive population,
with disproportionate health infrastructure that often impacts
medical responses to health emergency situations (4). When the
world will regain its feet in post-covid realties, the challenge
will be to recalibrate public health strategies with the help of
emerging digital healthcare technologies to strengthen preventive
healthcare. Investigations are required to explore the role
of government in incentivizing and encouraging healthcare
industries to deal with the issues of post-covid safety and
care. The integration of health technologies and innovations
into health policies and response strategies could be one of
the concerned areas of research in post-covid world. The
understanding of comprehensive responses of countries that
have been successful to deal with covid through the timely and
effective deployment of health technologies to facilitate planning,
surveillance, testing, contact tracing, quarantine, and clinical
management will help other countries to improve their health
strategies and response systems (5).

We hope that this Research Topic collection will give the
audience some good readings to look into how healthcare
tools and innovations facilitate and enable easy-to-use and
affordable healthcare services by providing accessible interfaces
connecting all the stakeholders of healthcare system in a holistic
manner. If these healthcare innovations and technologies will
be used sensibly and rationally, they have the potential to
revolutionize healthcare access and delivery in a post-covid
world especially for women, vulnerable andmarginalized groups,
and economically disadvantaged sections of the society. To
effectively deal with the post-covid realities, integrating medical
and healthcare services with health technologies and innovations
should be the priority for healthcare providers and policy
makers. To effectively deal with a Covid like situation in
future, a mechanism is required to enable patient tracking,
movement of citizens, identification of viral loads and disease
clusters to strengthen monitoring and containment measures
and these also need to discuss at various academic and
research forums.
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OPINION LETTER

The current letter has been driven by the clinical observation of the events that happened in the last
months during the coronavirus disease 2019 (COVID-19) pandemic in the European countries,
with specific reference to the situation of patients in the North of Italy and in Germany.

“Specialists are people who always repeat the same mistake.”—Walter Gropius, German architect and

founder of the Bauhaus School

A 71-year-old male, Caucasian, is affected by chronic heart failure (CHF) New York Heart
Association (NYHA) class III and chronic kidney disease stage III. The first diagnosis of CHF
has been performed 4 years ago after hospitalization for acute coronary syndrome resulting in a
percutaneous coronary intervention with primary stenting. Since then, he has been hospitalized
at an average of 1.5 times per year. Two thirds of the patient’s hospitalizations were caused by
worsening of his chronic body fluid congestion with peripheral edema and impaired renal function,
while for one third of the cases, the main cause was volume depletion. This has been manifesting
with hypotension and hypokalemia as a result of challenges in managing the correct intake of
diuretics and blood pressure-lowering medications.

When admitted to the cardiology ward, such a paradigmatic patient represents a challenge,
especially with regard to the body fluid management. This requires a specialized heart failure
(HF) team with extensive experience in the field. The clinical approach to such complex patients
includes daily physical exam and control of body fluid balance through fluid intake and urine
output. On top of this, biomarkers, chest X-ray, lung ultrasound, and, for cardiorenal patients,
bioimpedance analysis are performed during the hospitalization to assess the patients’ congestion
status. Moreover, it requires a fine tuning of medications, diet, and liquid restrictions to achieve a
proper balance between body volume and blood pressure.

After recompensation and discharge, the patient is left alone with a single method to monitor
himself: a standard weight scale. He weighs himself every day, trying to keep contact with his
physician on the phone. He relies on elective appointments in the outpatient clinic, three times
a year.
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It is February 2020, and the COVID-19 pandemic takes hold.
The patient is not able to get a prompt appointment with his
physician. In case of worsening of his clinical condition, he is
being told to call the emergency number.

This situation could evolve into three different scenarios:

- No Hospitalization Needed and no SARS-CoV-19 Infection
During the Pandemic

The patient independently manages his chronic fluid congestion
based on the experience of the past years. He can avoid any
contact with COVID-19+ patients. However, the lack of a proper
medical assistance may increase the risk of experiencing a sudden
decompensation event. Compared to the time pre-COVID-19
pandemic, his mortality risk may look the same in the short
term, but it will probably drastically increase in the medium to
long term.

- Clinical Deterioration of the Patient Condition

The patient constantly deteriorates, gains weight, and his quality
of life is strongly affected. He does not get an appointment
with his general practitioner, neither in the outpatient clinics.
He manages to survive without an emergency hospitalization,
but in a poor condition, for a few weeks or months
until the pandemic situation has improved, and he receives
medical attention.

- Hospitalization for Acute Decompensation

The patient gets admitted to the hospital because of an acute
exacerbation of his condition. The hospitals are under great
pressure because of the pandemic, and the intensive care units
have limited capacity. His mortality risk may still be higher than
before the pandemic.

- Hospitalization for COVID-19

The patient is infected with SARS-CoV-19, his condition quickly
worsens, and he needs to be quickly hospitalized. The mortality
risk in this scenario is possibly the highest.

The last two scenarios are unfortunate and, most importantly,
avoidable. However, a drastic change in the management of
chronic patients is today, more than ever, of paramount
importance. In addition to the direct impact on public health,
COVID-19 has been challenging the way of living, the habits, as
well as many long-existing cultural and social structures on which
societies are based. Maybe for the first time in modern medicine,
the major strategy of healthcare policymakers has been to keep
patients outside hospitals to avoid the spread of the infection.
However, this is not enough, and remote monitoring strategies
are necessary for the future of a sustainable healthcare system (1)
for many reasons.

We are experiencing since many years a clear mismatch
between specialized physicians and patients in need of care
(2, 3). Aging in western countries has led to an increase in the
number of patients with multiple comorbidities (4). Since the
very first beginning of medicine and then throughout modern
times, healthcare systems have been structured on a face-to-
face patient–physician interaction. This kind of approach has

contributed to a hospital influx of patients during the COVID-
19 outbreak.

Several European healthcare systems seemed unprepared to
fight the pandemic, while many hospitals even contributed to
the initial spread of COVID-19. In this scenario, most of the
scheduled medical and surgical procedures were rescheduled,
while many chronic patients have been temporarily lost
at follow-up.

For these reasons, telemedicine has turned from being a “nice
to have” approach to an essential requirement (5) for a more
efficient system. Chronic HF patients are facing an increased
challenge regarding the management of body fluids.

While during a hospitalization, the volume status of the
patient is generally addressed by the medical doctors with various
methods and solutions such as physical examination, ultrasound,
chest X-ray, or blood examinations, at home, the solutions
available and specific for the prevention of decompensation
events in such patients are relatively limited, as described in
Figure 1. We now believe that a natural shift toward home
monitoring solutions should be considered and encouraged to
manage the patients’ body volume during and after the pandemic.

While invasive solutions such as cardioMEMS have already
demonstrated to decrease HF patients’ hospitalization (6), their
utilization has been limited mainly due to invasiveness and
related adverse events (7) or lack of penetrance among medical
doctors (8). The spectrum of non-invasive telemedicine is,
instead, broad, and the recent positive results achieved by Köhler
et al. (9) and confirmed by the meta-analysis of Zhu et al. (10)
are encouraging.

Audio–video tools able to connect patients and physicians
for real-time consultations are widely available and, even if still
not extensively adopted, during the pandemic, and the relative
lockdown, virtual visits (VVs) represented the first tangible
action in favor of a home monitoring of chronic patients,
obtaining positive results (11). A recent work published by
Salzano et al. (12) was able to show in a cohort of 103 HF patients
how a 24/7 audio and video management during the pandemic
is able to decrease hospitalizations and mortality compared to a
previously observed comparable population in which telemedical
support was not present or available. While the feasibility and
utility of such solutions for HF patients have been shown to
be beneficial even before the pandemic (13), a lot of work is
necessary to support a routine utilization. Even if advancements
were made in terms of reimbursements, audio/video tools are
not yet part of an organized widespread telemonitoring plan
in all countries (11). Moreover, VVs require an important
engagement by the medical doctors that many times does not
match with the time available. Centralized hospitals dedicated
only to telemedicine may solve such a problem. The Center for
Cardiovascular Telemedicine in Charité Berlin is an example of
how a centralized management of telemedicine information is

able to act successfully on distant and rural territories (9).

Portable or wearable devices collecting vital parameters while

involving the use of Web apps or smartphones are increasingly
reliable, and they represent the next generation of solutions
available for CHF patients (14). However, even if most research
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FIGURE 1 | Body fluid management in chronic heart failure and cardiorenal patients after the coronavirus disease 2019 (COVID-19) pandemic. The complex workflow

for the diagnosis and monitoring of body fluids of chronic heart failure and cardiorenal patients inside the hospitals (Left) has been restricted by the COVID-19

pandemic, causing a potentially relevant shift toward home monitoring protocols (Right).

has shown the cost-effectiveness of such devices, regulatory
authorities have slowed a full penetration of wearables in the
medical market until further clinical evidence is available (15).

Another important aspect is technological, since the correct
technology should match with the correct clinical indication. For
example, for HF patients, a further step should be taken to move
beyond the utilization of weight scales, known since many years
to be poorly accurate in detecting body fluid congestion and
body volume imbalances (14). While remote monitoring through
implantable cardioverter defibrillators (ICDs) works really well
for the detection of arrhythmias, the same cannot be said for
the management of body fluids through intrathoracic impedance
mainly due to the high risk of false positives that slowed the initial
enthusiasm (16). Even if a lot of research is undergoing in new
non-invasive technologies for the assessment of body fluids, their
clinical value still needs to be demonstrated (14).

The complex clinical scenario offered by the COVID-19
pandemic should finally be the springboard for telemedicine.
Telemedicine still presents challenges, such as the identification
of the correct patients’ populations in need, a variable that should
always be addressed first. This has been nicely demonstrated in
a recent randomized, multicenter, open-label telemedicine study
by Galinier et al. (17), where patients at higher risk and the
ones more socially isolated presented better clinical outcomes
than more stable patients, showing how telemedicine may be
more useful in such patients. Usability of technologies and
increased adherence to the monitoring plan are some of the
topics that need to be addressed to finally make telemedicine
affordable and efficient for the post-pandemic healthcare system.

On top of that, we believe that optimization of the healthcare
organization and automatization of the management processes,
meaning data collection, data interpretation, and clinical action
toward the patients, need to proceed in a highly structured and
fast path to be completely effective. This could be potentially
achieved by departments or hospitals dedicated to telemedicine
in conjunction with general practitioners. We believe that the
introduction of working telemedicine programs needs to enter
a novel stage, assigning specific duties and responsibilities to
trained personnel. A collaboration between general practitioners
and specialized centers is necessary mainly for medically
underserved and rural areas. However, the roles need to be
precisely defined to avoid confusion.

Both the Heart Failure Society of America and European
Society of Cardiology strongly encourage the use of telemedicine
for HF management during the COVID-19 outbreak (18).
However, a functioning widespread system that allows the
reimbursement of home monitoring solutions is still lacking
(19). Germany is moving in an innovative direction with the
so-called Digital Care Act, entitling all individuals covered
by statutory health insurance to reimbursement for certain
digital health applications (20). The chance of having a digital
solution reimbursed encourages the hospitals to adopt novel
telemedical solutions and produce proactively a much faster
tangible outcome.

In Italy, during the COVID-19 outbreak, several patients
experienced a poor outcome because they did not access to
health system (21). Telemedicine owns nowadays the potential
of delivering a better healthcare by empowering patients and
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by providing individualized healthcare, especially during a
pandemic (22).

Yes, it is time for telemedicine. But, first, let us make
telemedicine a matter of routine. Let us learn from our mistakes.
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Introduction: The immediate impact of coronavirus 2019 (COVID-19) on morbidity

and mortality has raised the need for accurate and real-time data monitoring and

communication. The aim of this study is to document the initial observations frommultiple

digital services providers during the COVID-19 crisis, especially those related to mental

health and well-being.

Methods: We used email and social media to announce an urgent call for support.

Digital mental health services providers (N = 46), financial services providers (N = 4),

and other relevant digital data source providers (N = 3) responded with quantitative

and/or qualitative data insights. People with lived experience of distress, as service

users/consumers, and carers are included as co-authors.

Results: This study provides proof-of-concept of the viability for researchers and private

companies to work collaboratively toward a common good. Digital services providers

reported a diverse range of mental health concerns. A recurring observation is that

demand for digital mental health support has risen, and that the nature of this demand

has also changed since COVID-19, with an apparent increased presentation of anxiety

and loneliness.

Conclusion: Following this study, we will continue to work with providers in more

in-depth ways to capture follow-up insights at regular time points. We will also onboard

new providers to address data representativeness. Looking ahead, we anticipate the

need for a rigorous process to interpret insights from an even wider variety of sources in

order to monitor and respond to mental health needs.

Keywords: COVID-19, financial stress, isolation, anxiety, data insights, digital mental health
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INTRODUCTION

During the coronavirus 2019 (COVID-19) pandemic, traditional
mental health services and related activities declined, in part, due
to outpatient clinics being closed to adhere to social distancing
requirements, mental health staff redeployment, and inpatient
beds being converted into COVID-19 units. As governments
attempt to contain the virus, we must mitigate the mental
health impact of the pandemic and economic crisis, especially
given that pre-COVID-19 predictions already indicated that by
2030, depression will be the leading cause of disease burden
globally (1).

During the severe acute respiratory syndrome (SARS) (2002–
2004) epidemic, social disengagement, mental stress, and anxiety
were associated with increased suicide rates in the elderly
population (2). Another study found that 30% of children
and 25% of parents who were quarantined or isolated during
pandemic diseases met the clinical criteria for post-traumatic
stress disorder (3). Data from previous economic depressions and
recessions suggest profound increases in substance use disorder,
depression, and suicide (4, 5).

In the current pandemic, frontline healthcare workers face
the possibility of anxiety and burnout (6, 7) and moral injury
(8), alongside fears of becoming ill. This is more pronounced
among ethnic minority frontline healthcare workers due to
the apparent increased health risks associated with COVID-
19 (9). For others living in highly conflicted households,
social distancing has meant prolonged social contact and
abuse. For example, in the UK, the number of suspected
domestic homicide victims more than doubled during the
first 3 weeks of the lockdown (10). In France, calls to
the national violence against children helpline increased by
89% (11). From an economic perspective, a survey of UK
households 3 weeks into the “lockdown” found that 49% of
households feel anxious about their finances, rising to 95%
among the households experiencing serious financial difficulties
(12). A survey conducted in March 2020, just as the lockdown
rules were coming into place in the USA, also highlighted
higher levels of psychological distress among lower income
households (13).

There is a need to obtain more granular and real-time
information to help us understand the nature and scale of the
mental health crisis. A possible source of this information is the
large number of digital mental health services providers used
by millions of people globally. These include patient to clinician
communication tools, digitally enabled treatments, self-managed
care solutions, mental health and well-being apps, online forums,
support networks, and digital communities. In addition to this,

given the established links between health, social, and economic

factors (e.g., (14)), insights should also be obtained from financial

services providers and other relevant digital data sources. The

potential value of healthcare insights in financial data is already

recognized (15, 16), and financial services firms not only are a

source of uniquely constructive data on household economies

(17) but can also offer possible mechanisms of direct and indirect

mental health interventions.

To investigate the impact of COVID-19 on mental health,
we set out to collect observations from multiple digital services
providers (Supplementary Table 1). To our knowledge, this has
never been done at scale before, and we did not know how many
providers would respond or what the nature of their data insights
might be. With rapid turnaround, a diverse range of providers
came forward with collective information sourced from a user
base of at least 10 million people, but possibly reaching upwards
of 50 million globally.

MATERIALS AND METHODS

We used email and social media to announce an urgent call
for support to investigate the scale and nature of the mental
health impact of COVID-19 1. Starting 6 April 2020, BI sent
emails to all speakers who had presented at previous “Digital
Innovation in Mental Health” (DIMH) conferences 2, as well
as to members of the FinHealthTech Consortium 3, and also
to a much wider digital community via LinkedIn, Twitter,
and Facebook. Additionally, we encouraged providers and co-
authors to ensure that they sought the views of people in their
own networks.

We reached out directly to 55 digital services providers. We
received confirmation of support to contribute from 53 providers
(i.e., a positive response rate of 96%), which consisted of 46
digital mental health services providers, four financial services
providers, and three other digital data source providers (N
= 3). Respondents were asked to provide qualitative and/or
quantitative insights with no exchange of data or identifiable
information. A list of digital services providers can be found
in Supplementary Table 1. This study was purely exploratory.
We deliberately did not provide a framework for insights or
any analytic specifications (e.g., what specific hypotheses to test).
Therefore, all insights should be considered illustrative examples,
not primary research.

We asked providers to be compliant with the General Data
Protection Regulation (GDPR) and the Data Protection Act
2018 if their users were within Europe. To set a good example
of responsible innovation, this document only accepted data
insights from providers with clear and accessible privacy policies.
Other than these ethical grounds, there were no other exclusion
criteria. There were no specific inclusion criteria, but many of the
respondents had a pre-existing association with members of the
study team, for example, through the annually run conference,
DIMH, created by Dr. Becky Inkster2.

We deliberately did not select a specific methodology for this
study, and we did not test any specific hypotheses. Providers
collected very different types of data and analyzed it in their own
way using techniques that were appropriate for their data. Trying
to develop some common methodologies is a future goal, which

1Available online at: https://www.beckyinkster.com/covid19 (accessed May 17,

2020).
2Available online at: https://www.beckyinkster.com/summer-2021-conference

(accessed May 17, 2020).
3Available online at: https://www.beckyinkster.com/fhtc (accessed May 17, 2020).
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will require more time, and increased collaboration between
different providers and other stakeholders.

Data insights and draft versions of the paper were shared
among all co-authors for feedback, including from people with
a range of lived experiences of distress and service use.

RESULTS

Given the anecdotal nature of many of the insights and the
non-systematic way in which providers were chosen, we are
reluctant to draw conclusions from the content provided in
Supplementary Tables 2, 3. Instead, we summarize some of the
more frequent observations reported by providers.

Intentions
Insights suggest changes in the type of information individuals
are seeking or presenting. From Google Trends data, searches
for “anxiety symptoms” doubled between the weeks beginning
8 March and 22 March 2020. In a similar timeframe, Mental
Health America (MHA) witnessed a 22% increase in the numbers
of Generalized Anxiety Disorder 7-item (GAD7) anxiety screens
(N = 11,033) taken in March 2020 compared with February
2020. Qualitative insights suggest that individuals are seeking
practical resources and coping strategies. Participants in the It’s
Ok To Talk discussion raised questions about anxiety, strategies
to manage work, studies, sleep, dealing with domestic violence,
and difficult home relationships. Babylon reports that many
patients are seeking advice on information about local council
support services, seeking advice for activities to keep busy and
how to remain healthy, and how to get support to access food
and financial concerns. Ieso Digital Health reports up to a third
of patients mentioning COVID-19 as a reason for presenting
for mental health treatment and also reports a rise in patient
worries about viruses, with up to 15% of in-session worries
about COVID-19.

Affiliative Tendencies
Papa reported that 53% of users felt less lonely, and that
virtual companions have performed a range of tasks with elderly
users (e.g., obtaining medications, online grocery shopping).
Peer support specialists are being rapidly trained. Digital Peer
Support trained 750 peer support specialists between 10 March
and mid-April 2020. Wisdo reported a 283% increase in the
numbers of people replying to other people’s messages and an
increase of 115% in the numbers of people signing up for
roles to provide support for others. Mentally Aware Nigeria
Initiative (MANI) trained over 200 psychosocial support team
specialists/counselors on mental health.

Support-Seeking
Many providers are experiencing increased support-seeking
behaviors. For example, Ieso Digital Health reports an 84%
increase in referrals. Vala Health reports a doubled volume of
mental health-related consultations with general practitioners
(GPs) during the period 10 March to 8 April 2020. By week
4 of the UK lockdown, general health enquiries had returned
to almost pre-COVID levels, but mental health consultations

continued to rise. National Alliance on Mental Illness (NAMI)
reports a 41% increase in demand for HelpLine resources and
information. Ieso Digital Health reported an 84% increase in
referrals to their 1–1 online cognitive behavioral therapy (CBT)
service in the weeks since the lockdown was announced in
the UK, relative to the same period in 2019. Wysa witnessed
a 77% increase in new users during February to March 2020,
as compared with the same period in 2019. MANI recorded
the highest number of emergency calls in the month of April.
Qualitative insights from Orygen (Australia) revealed that young
people report privacy concerns in having telehealth consults with
family members in the background.

Outcomes
Many providers report observations suggesting increased
anxiety, uncertainty, loneliness, and loss. MHA reports that 45%
of people who took an anxiety screen in March (N = 11,033)
scored for severe anxiety. In a self-reported questionnaire to
members of The Mighty, 89% of members reported that their
daily life has been at least somewhat impacted by increased
anxiety; 43% say that it has been extremely impacted. This is
consistent with reports from Kooth demonstrating increases in
sadness (up 161%), health anxiety (up 155%), sleep difficulties
(up 90%), concerns over body image (up 43%), eating difficulties
(up 31%), loneliness (up 23%), and bereavement (up 20%). The
Mental Health Foundation survey reported that respondents
felt increasingly lonely, and that this was most pronounced for
people aged 18–24 (44%) and 25–34 (35%). Multiple providers
report users mentioning their loss of access to care and human
support [The Mighty, MeeTwo, Wysa, consultant National
Health Service (NHS) nurse].

Qntfy’s observations suggest decreased well-being in the
general public, and that at times, this has been greater among
those who identify as healthcare providers. Unmind and Wysa
reported higher anxiety levels in health staff than in the rest
of their populations. Sangath reports that community health
workers face “fears and insecurities among their patients, as
well as added anxieties about the health and well-being of their
own children and family members.” CBTClinics report a rise of
anxiety and depressive type disorders from people emotionally
close to frontline health staff (e.g., parents, spouses, and children).

Other outcomes include increases in reporting of unsafe
domestic settings (Babylon, Wysa, Teen Line, Kooth), suicidal
risk/ideation (MeeTwo, Qntfy, Mental chat, Beyond Blue,
Mumsnet), and sleep disturbances (It’s OK to Talk, Kooth,
Mumsnet, Qare, BioBeats, Wysa). There have also been
increased prescription of anti-depressant medications (Jasvinder
Kandola), increased requests for pain killers via telehealth (Vala
Health), and increased activities on darknet markets mentioning
psychiatric medications (The TellFinder Alliance).

Financial Concerns
Financial insights show an overarching theme of the interrelation
between mental health and financial health worries. Three sub-
themes emerged from the data: (1) uncertainty and a sense of loss
of control particularly “at-risk” individuals and groups; (2) anger,
anxiety, and concerns over access to financial support especially
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those who feel that they are “falling through the gaps”; and
(3) negative mental health and/or physical health with financial
health outcomes.

The Money and Mental Health Policy Institute survey (N =

568) reported a range of concerns by respondents with lived
experience of mental health problems about how changes, as a
result of COVID-19, might affect their finances: 62% worried
about having to access the benefits system, 57% worried about
losing their job, and 56% worried about creditors chasing them
for money. Tully and OpenWrks Group reported that 81% of
self-employed customers (N = 650) have declared that they do
not have any work coming in due to COVID-19. Furthermore,
50% of their wider sample (N = 1,822) have had income
reduced, and 19% have lost their income. The Turn2us survey
showed that 70% of respondents (N = 6,198) who have had
employment affected are unable to afford rent or mortgages.
An anonymous financial services provider also shared concerns
that their on-site cashiers may be vulnerable and distressed by
customer behaviors.

Qualitative insights also make it clear both how emotive
and tangible the impacts of financial concerns and outcomes
are on mental health worries and outcomes. For example, “we
are. . . dead. . . no money no food. . . 4 weeks in isolation UC
no answers. . . I have no other way to provide for my children
and I don’t care about the bills. . . I will have to go out and
improvise something.”; “what about the thousands who started
new jobs to better ourselves after the Feb 28th cut off and
before the #coronavirus hit the UK but now sit suicidal in
the gap entitled to nothing despite being lifelong tax payers?
#newstarterjustice #newstarterprotest #newstarterfurlough”; and
“got my letter yesterday to tell me it’s being taken away. The
welfare system has kicked me when I’m down already, made me
physically ill & caused a flare up of my health just when I don’t
need to go to a hospital mid pandemic.”

DISCUSSION

To our knowledge, this study is the first of its kind to bring
together a large number of private organizations, including
financial services providers, to share digital data insights about
the mental health concerns of millions of people online. Our
study is novel and radical because this is the first time that
something like this has been achieved in this field. Many people
questioned the feasibility of being able to bring together a
large group of digital services providers (some of which are in
competition with each other) to share their insights. We believe
that our study provides a proof-of-concept for the viability of
using this approach.

The information that we have quickly compiled has been
sourced from different geographies, demographics, and types
of digital interactions and provides insights into the diversity
of individual mental health needs. During our study, a paper
(18) called for mental health monitoring to move beyond NHS
linkage, in order to capture the real incidence in the community
and embrace new technologies measuring moment-to-moment
change. This initial snapshot of data that we collected could
help inform future studies, for example, it could help the
research community to understand what questions could be

asked (especially those without expertise in mental health), to
aid in the generation of specific hypotheses, or to help with the
formulation of prior probabilities. Additionally, we hope that
this study increases the research community’s awareness of the
digital mental health landscape and the services providers who
are currently collecting data, as well as the types of data insights
and metrics that they might be able to provide.

We recognize that this study is not rigorous in terms of
data collection and methodology. We did not choose these
providers in a systematic way. Using data from digital services
providers limits our population to people who have access
to these digital platforms and many “hidden” populations
are not registering in digital spaces. Furthermore, we do not
know whether our demographic is representative of any larger
population or whether whole-population impacts can be inferred
from digital service impacts. In addition, we did not verify the
insights shared by providers. This avoided privacy issues, but has
the potential to have introduced inaccuracies or biases in the
reported information. This study is also unable to characterize
mental health problems at a clinical level because most digital
providers did not report clinically-validated measurements. The
use of digital measurements to monitor mental states and distress
is still a developing space.

Prior to this study, we did not know what the response
rate would be or what types of insights we would be able to
obtain. Developing new methodologies to combine such insights
will be a substantial undertaking, which should involve many
stakeholders. Developing suchmethodologies is a future goal, but
it was not the purpose of this study.

It is important to note that this study was conducted in the
midst of the initial pandemic, a time of significant uncertainty.
Between the time of the data gathering for and the publication of
this study, there have been countless responses across countries
announced and enacted. The insights discussed here capture an
important moment in time during the initial pandemic phase and
also offer a useful reference for on-going data monitoring and
subsequent study follow-ups.

Following this study, we will continue to work with providers
to capture follow-up insights at later time points2 and onboard
new providers to address issues of data representativeness. We
will continue to engage with and include people with a range
of experiences of distress and service use, so that we are
inclusively influenced by their insights and inputs. It will also
be important to capture insights that relate to resilience and
recovery. An important next step will be to develop rigorous
means to bring together public and private sector data to monitor
mental health needs in real-time (just as contact tracing is
used to manage the viral epidemic). This can fuel research
and understanding and help to inform high-quality responses,
which can be delivered remotely to those in need on global and
local scales.
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The disruption of conventional manufacturing, supply, and distribution channels during

the COVID-19 pandemic caused widespread shortages in personal protective equipment

(PPE) and other medical supplies. These shortages catalyzed local efforts to use

nontraditional, rapid manufacturing to meet urgent healthcare needs. Here we present

a crisis-responsive design framework designed to assist with product development

under pandemic conditions. The framework emphasizes stakeholder engagement,

comprehensive but efficient needs assessment, rapid manufacturing, and modified

product testing to enable accelerated development of healthcare products. We contrast

this framework with traditional medical device manufacturing that proceeds at a more

deliberate pace, discuss strengths and weakness of pandemic-responsive fabrication,

and consider relevant regulatory policies. We highlight the use of the crisis-responsive

framework in a case study of face shield design and production for a large US academic

hospital. Finally, we make recommendations aimed at improving future resilience to

pandemics and healthcare emergencies. These include continued development of open

source designs suitable for rapid manufacturing, education of maker communities and

hospital administrators about rapidly-manufactured medical devices, and changes in

regulatory policy that help strike a balance between quality and innovation.

Keywords: personal protective equipment (PPE), COVID-19, manufacturing, prototyping, biocompatibility,

3D printing, regulatory sciences, medical device design
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INTRODUCTION

Rapid Product Development to Meet
Emergent Shortages of Medical Supplies
In the face of a global COVID-19 pandemic, widespread
disruption of international supply chains and local distribution
networks has led to severe shortages in personal protective
equipment (PPE) and other medical equipment such as
ventilators (1). These shortages have spurred numerous local
efforts to supply alternative products. Such efforts involve a
diverse community of scientists, engineers, physicians, hobbyists
(the “maker” community), community-based organizations, and
industrial manufacturers not previously involved in supplying
healthcare products. Numerous international collaborations
have been formed, anchored in open-source designs, rapid
dissemination of pre-prints (on medRxiv or bioRxiv) and
repositories such as the National Institute of Health’s 3D
Print Exchange (2). Such non-traditional fabrication of medical
equipment is made feasible by the widespread availability and low
cost of manufacturing techniques including 3D printing and laser
cutting. These approaches are ideal for low-volume production of
face shields, masks, frames for N95 filtering facepiece respirators
(“N95 masks”), swabs for diagnostic kits, and potentially more
complex medical products such as ventilator parts (3, 4). Many
of these devices are safety-critical items designed to control
infection risk or sustain life. There is therefore reason for concern
about medical products that are manufactured using non-
traditional methods and supplied by relatively inexperienced
fabricators. We nonetheless propose that the capacity for crisis-
responsive local manufacturing be further developed so that
it can contribute to resilience to pandemics and healthcare
emergencies at local, national, and international levels. By
analogy, local repair and rebuilding capacities have long been
recognized as critical aspects of resilience to natural disasters (5).

A Crisis-Responsive Design Framework
One of the greatest challenges facing non-traditional producers
of medical equipment is the complex and unfamiliar regulatory
landscape in place for safety-critical products. Thus, in an
emergency setting, design validation and testing—not initial
design and final fabrication—are often the biggest barriers to the
introduction of new or alternative products. As a consequence,
there have been multiple instances in which maker communities
or small manufacturers have created a needed product, only to
find it turned away by healthcare providers and hospitals (6).
The primary goal of this perspective is to prevent such situations
by providing an overview of medical device development to
makers, engineers, and manufacturers who are not traditionally
involved in the medical industry. We also elaborate on the
development of design and regulatory frameworks relevant to
future emergencies, with a focus on PPE and similar “low-risk”
medical devices. We end with some considerations for regulators
that could be applied to future pandemics.

Like the traditional framework for medical device
development, the crisis-responsive framework outlined here
incorporates systems-level interactions among producers and
stakeholders that impact product development, testing, and

deployment. In a crisis however, it is necessary to reframe a
traditionally deliberate, iterative, and highly controlled process
for medical device development into a methodology that can
be performed on an accelerated timescale with unfamiliar
stakeholders and without compromising product safety. Use
of a crisis-responsive framework ensures that hospital incident
commands, healthcare leadership, institutional review boards
(ethics committees), product designers, and fabricators can
work efficiently together in pursuit of enhanced resiliency to
medical emergencies.

Comparing Traditional and
Crisis-Responsive Design Frameworks for
Medical Device Development
A variety of models have been developed to describe the different
stages of medical device development and their relationships
to each other (7–12). Key steps include: (1) problem definition
and needs assessment, (2) solution definition, verification, and
validation and (3) regulatory approval and implementation
(Figure 1). Here we highlight two development models: the
traditional waterfall process, first developed in 1970 to describe
software development (13) and historically used by most medical
device manufacturers, and a crisis-responsive framework, better
suited to tackle the rapidly-changing demands of the pandemic.
The later framework borrows from “agile product development”
(14) and emphasizes flexibility, rapid implementation of new
features to respond to changing requirements, and fast delivery
of a working product (Figure 1). While the waterfall model
emphasizes feedback and iteration primarily at the product
validation stages when a design has been fully implemented
(15), the crisis-responsive model involves review and iteration
at earlier stages in a design; this is essential because it is rarely
possible to undertake formal market research or systematic needs
assessment under pandemic conditions. From the perspective
of time scales, agile development parallelizes steps to the extent
possible to eliminate waiting periods. Use of agile product
development and rapidmanufacturingmakes it possible to create
finished prototypes on a time scale of days to weeks as opposed
to months to years, as in the case of traditional waterfall-type
development, facilitating iterative design and testing with end-
users. In a healthcare setting this is likely to include senior
physicians and hospital leaders who would not normally be
involved in PPE selection. Crisis-responsive development relies
on the willingness of hospital stakeholders to consider unfamiliar,
innovative, and more costly designs based on an assessment of
risks posed by the unavailability of traditional products.

In conventional needs assessment, the impact of selling price,
access to retail and wholesale channels, and brands are carefully
considered; channel access and branding allow commodity
products lacking strong intellectual property protection (e.g.,
face shields, N95 masks, gowns) to sell at a premium price.
Nonetheless, the pressure on price is high, and low price
margins pose the primary limitation on innovation. In many
cases, low margins make domestic production infeasible causing
a small number of overseas manufacturers to provide the
majority of PPE products. For proprietary products, margins
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FIGURE 1 | Traditional and crisis-responsive design framework for medical device development. The crisis-responsive framework places emphasis on repeated

design review using input from a broad range of stakeholders, all of whom may face unique constraints due to the pandemic.

are typically higher and innovation more important, but the
willingness of third parties or national healthcare systems to
reimburse for a product is a major consideration. Price sensitivity
varies among private and public health systems, nursing homes,
and independent living facilities, leading to a plethora of
functionally similar products distinguished primarily in branding
and distribution channels.

In a crisis, however, the prioritization of these concerns
is shifted because the goal is typically to produce the best
possible product in the shortest amount of time. Given
limitations in fabrication facilities, materials, and the skill of the
design team, price and branding are deprioritized, particularly
for items such as PPE that suddenly become essential and
require significant effort for procurement teams to obtain in
volume. Similarly, access to retail and wholesale hospital supply
channels, which is typically dominated by a small number of
large companies, becomes a secondary consideration during a
pandemic. This is particularly true because in the COVID-19
pandemic it is precisely the failure of traditional supply chains
to meet urgent requirements that has created the need for
nontraditional suppliers. These changes fundamentally alter the
stakeholder landscape and the design process. Getting products
from a fabricator to a customer is still essential, and involves
procurement departments, but is made easier when production
is local to the customer and the customer is directly engaged in
specifying and testing prototypes.

A crisis-responsive framework has many potential limitations
in terms of regulatory compliance and sustainability and is
not suitable for use under non-emergency conditions; it is
intended to provide stopgap solutions to meet immediate

needs. Crisis-responsive design typically does not include the
documentation needed for regulatory review and often relies on
small-scale production. Designs are sensitive to unanticipated
substitution of input materials due to supply shortages. Brand
identity is rarely considered, and the analysis of intellectual
property may be incomplete. Despite these limitations, even
in a crisis it is essential that a rational and well-considered
process be followed to ensure that products are functional,
reliable, and as safe as possible. Only then can manufacturing by
local communities help rather than hinder emergency response.
Governments also have an important role to play in creating
emergency authorizations and temporarily overriding some
intellectual property protections.

STAGE 1: PROBLEM DEFINITION AND
NEEDS ASSESSMENT

The Importance of Stakeholder Input
Traditionally, problem definition involves assessing the needs
of end-users or healthcare systems through market research.
Alternatively, in a crisis, it is common for designers and
fabricators to work directly with end-users, such as healthcare
workers, rather than with traditional procurement departments.
Health care workers will be most concerned with the usability,
reliability, and testing of a product and least concerned
with branding and cost. Design, manufacturing, distribution,
risk-mitigation, and lifecycle considerations (e.g., sterilization)
remain the purview of the design and fabrication teams, but we
have found that end-users are often willing to engage in issues of
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design and fabrication. Notably, direct contact between designers
and users provides a rare opportunity for innovation in areas
such as PPE, a type of product for which new devices are slow
to emerge despite long-known deficiencies in current products.

The process of defining requirements and engaging
stakeholders will differ in private and public hospitals, private
practices, nursing homes, and independent living facilities but
in general, it is end-users who will drive the process. Designers
may need to coordinate with individuals empowered by
hospital administrators, hospital incident commands (in charge
of emergency response) (16), purchasing and procurement
departments, and hospital administrators in order to better
understand current needs. Local and state government officials
can also be a resource for regulatory, purchasing power, and
supply chain information and should be consulted if possible. In
many cases, non-traditional medical products use components
that were manufactured for other purposes (e.g., vacuum cleaner
filters for use in PAPRs). Local suppliers and distributors can
be an invaluable source of information on the availability of
such materials and equipment and their technical performance.
We have found that, during the COVID-19 pandemic, many
materials suppliers are willing to provide extra help to fabricators
who are not part of their traditional customer base. A final and
important aspect of needs assessment is soliciting requirements
from a diversity of end-users who differ in gender, body
size and shape (e.g., differing face dimensions in the context
of respirators) and also in clinical roles (e.g., nursing staff,
physicians in emergency rooms, outpatient consultants, orderly
staff, custodial staff). Non-traditional fabricators must take care
to reduce inequities in the workplace and in patient access to
health care, not amplify them.

Coordinating With Multiple Stakeholders
At the outset of the COVID pandemic, many municipalities
and even hospitals had their own design and fabrication teams
working largely independently of each other, although often
using shared designs and methods. Several months into the
pandemic, particularly after the first wave of hospitalization
passed, local fabrication teams started to work together to
improve efficiency and share expertise. State programs such as
Massachusetts Manufacturing Emergency Response Team [M-
ERT (17, 18)] and national efforts such as America Makes
(19) are playing an increasingly important role in matching
end-users with suppliers and in providing access to tested
designs, materials, and supply chains. Including such groups
in the design and fabrication processes can bring substantial
benefits in terms of the suitability of the design and feasibility
of fabrication.

Traditional and Nontraditional Supply
Procurement
The first stage in meeting urgent supply shortages is to look
for alternative medical manufacturers of similar products. When
such products are not available, an alternative solution is to
find non-medical suppliers of functionally related products
and components. For instance, the Greater Boston Pandemic
Fabrication Team (PanFab) (20) PAPR design uses commercially

available high-efficiency particulate air (HEPA) vacuum filters
since supply shortages have made it challenging to procure filters
traditionally used in healthcare settings (20). In addition to
meeting device shortages, looking “sideways” in the supply chain
through the creation of modified products can help meet PPE
shortages in novel ways. For instance, many N95 respirators
become unusable after several donning and doffing cycles due to
poor fit of the nosepiece (the metal tabs often become distorted)
and degradation or breakage of the elastic straps that hold masks
in place. Because manufacturing N95-type respirators requires
highly specialized fabrics and equipment, it is more feasible to
fix the problems with existing masks than to make new ones.
As a result, multiple groups have developed 3D printed mask
frames that can fit over existing N95 masks and take the place
of degraded or broken nosepieces and straps (21–27). Like many
other innovative products developed to meet emergency needs,
mask frames may also have a role in respiratory protection under
non-crisis conditions.

Determining Raw Materials Needs
Needs assessment in a crisis must not only consider the
requirements of end-users, but also the capabilities of
manufacturers and suppliers. During a pandemic, acquiring
raw materials is often challenging, as suppliers may be closed
or an entire class of material may be out of stock (e.g., thin
BoPET sheets commonly used in face shields). It is therefore
important to consider equipment and supply constraints
and assess alternatives for raw materials, fabricators, or
suppliers early in the design process. In a crisis, multiple
fabricators who might normally compete may be willing
to collaborate to increase production volume and provide
complementary capabilities.

Converting Needs Assessment Results to
Technical Specifications
Requirements identified via needs assessment must be converted
into functional and technical specifications that guide design.
For example, if an end-user needs a face shield that is adaptable
to different individuals, the functional requirement is for a
product that fully covers faces of different sizes and has adjustable
straps and attachment hardware. The technical specification
might then be a shield of length of 22.5 to 30 cm and
headband circumference of 50–60 cm. Analogously, an end-user
requirement for reusability triggers a requirement for input from
infection control experts and results in a functional specification
for sterilizable designs and materials. The technical specification
would then call for materials compatible with sanitizing wipes or
hydrogen peroxide sterilization and an absence of crevices that
can trap contaminants.

STAGE 2: SOLUTION DEFINITION,
VERIFICATION AND VALIDATION

Solution definition, verification and validation is an iterative
process in which functional and technical specifications defined
in Stage 1 are transformed into actual designs. Designs are
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then compared to specifications to verify that all requirements
have been met. General considerations applicable to all medical
products must also be included, such as the biocompatibility of
materials in contact with humans. During a crisis, high demand
for some types of equipment and raw materials may impose
additional requirements on device components and processes.

Rapid Manufacturing Techniques
Rapid manufacturing methods have a well-established role
in facilitating rapid cycles of design and testing to reduce
uncertainty and shorten production timelines (28). The use
of rapid manufacturing methods is increasing in healthcare,
facilitated in part by a series of FDA workshops (29). In the
case of prosthetics (30), orthotics (31), tools for surgical planning
(32), and dental and surgical equipment (31, 33, 34), additive
manufacturing has opened new possibilities for designing
products with complex geometries and allowed manufacturers
to move away from providing only standardized products in a
few sizes toward custom, patient-matched products. During the
COVID-19 pandemic, additive manufacturing has been widely
used to make face shields (31, 35, 36), nasopharyngeal swabs
(37–39), face mask brackets (22), components for portable-
air purifying respirators (PAPRs) (35), and ventilator splitters
(40). In response to this activity, the FDA has released relevant
guidance (3). Table 1 describes key manufacturing methods
that are suitable for the production of substitutes for medical
devices currently in short supply. The methods described use
machinery that is available in both commercial (industrial) and
consumer (maker) grades; however, industrial machinery is more
precise, faster, and can typically process larger size products or
materials. In many cases, designs prototyped on consumer-grade
equipment can be successfully transitioned to higher-capability
industrial machines.

Rapid manufacturing is used infrequently for PPE under
normal circumstances primarily because the approach is
typically more expensive (per unit) than conventional, large-
scale production using methods such as injection molding. The
limited production volumes of rapid manufacturing also pose
a significant challenge to meeting the large demand created by
the pandemic. Thus, they are most effective as a means for
prototyping and short-term production or highly-distributed
production, while conventional large-scale production methods
ramp up.

Sterilization and Reuse
To address acute shortages in devices that are traditionally
single-use, such as respirators or face shields, the CDC issued
guidance allowing for extended-use, reprocessing, and reuse
of PPE (42). According to FDA regulations, hospitals and
third-party reprocessors are considered “manufacturers”
of the reprocessed devices and must comply with the
same regulatory requirements as the original equipment
manufacturers (43). Given the difficulty of compliance, the
FDA and CDC guidelines have been relaxed for single-use
devices during the pandemic. However, designers must
take the necessary steps to ensure the compatibility of their
devices with anticipated sterilization, decontamination, and

cleaning procedures. This usually requires consultation with
hospitals’ infection control experts as well as empirical testing.
Additionally, fabricators should take the appropriate steps to
ensure initial disinfection and sterilization of their products
prior to delivery to end users. For devices such as faceshields,
wiping down newly-fabricated units with approved disinfectants
is most likely to be the appropriate procedure. The EPA
provides a detailed record of products meeting criteria for use
against SARS-CoV-2, along with corresponding directions for
use (44).

In a pandemic, many products that are normally disposable
end up being reused because they are in short supply. It
should therefore be assumed that face shields, masks frames,
and other items will be sterilized or decontaminated if at
all possible. Sterilization methods of autoclaving, applying
bleach-containing solutions, and alcohol-based wipes are widely
available in healthcare and may be suitable for sterilization of
products such as face shields. However, such methods often
degrade key components, damage labels and safety warnings,
and are not compatible with products such as N95 masks. Short
wavelength ultraviolet (UV) light (45), vaporized or ionized
hydrogen peroxide (46–48), and moist heat are more generally
applicable but less widely available alternatives currently being
developed for sterilization of masks and similar devices (45).
Early into the design process it is important to determine which
sterilization methods are available for testing and possible use
with deployed products and then ensure their compatibility
with a proposed product. The use environment should also be
taken into consideration; for example, access to the sterilization
equipment or decontamination solutions may be limited during
a crisis and the process of getting products to and from
centralized sterilization facilities must be considered. In many
cases, the fundamental desirability of product reuse runs up
against practical challenges with logistics. This is particularly true
in the case of PPE that needs to be sterilized or decontaminated
and then returned to the original users. We have found that
many healthcare providers have been unable to put the necessary
tracking procedures in place to make “return to original
user” possible.

Biocompatibility
Biocompatibility is defined by the FDA as the “ability of a
material to perform with an appropriate host response in
a specific situation” (49) where response refers to a host
immune or inflammatory reaction to the material. Evaluation of
biocompatibility is one part of the FDA’s overall determination
of safety and effectiveness for new or modified devices that
come into direct or indirect contact with the human body (50).
In the US, two documents outline standard biocompatibility
testing: the International Standard ISO 10993-1 (51) and the
guidance related to ISO 10993-1 (49). A separate biocompatibility
standard exists specifically for respiratory devices: ISO 18562-
1:2017 (52). Among other factors, a biocompatibility assessment
focuses on: (1) material chemistry and any changes caused by
the manufacturing process, (2) material physical properties, (3)
nature of the body contact (direct or indirect), (4) contact
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TABLE 1 | Prototyping and manufacturing methods applicable to production of five medical devices, based on Open Source COVID-19 Medical Supply Guide (41).

Categories Set-up cost

and time

Prod. cost

and time

Specific methods Face

shields

Nasapharyngeal

swabs

Surgical face

masks

N95

respirators

PAPRs Ventilator

splitters

Rapid

Prototyping

Low High 3D Printing (FDM)

3D Printing (SLA)

Machining

Laser Cutting

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

Yes

Yes

Yes

Yes

Yes

No

Yes

Yes

Yes

Yes

Yes

Yes

TBD

No

High

Volume

Production

Processes

High Low Die Cutting

Injection Molding

Compression Molding

Thermoforming

Yes

Yes

Yes

Yes

No

Yes

Yes

Yes

Yes

No

No

No

Yes

Yes

No

No

Yes

TBD

TBD

TBD

No

Yes

TBD

TBD

Fabrication

and

Assembly

Variable Variable Sewing

Gluing and Bonding

Fastening

Electronics

Assembly

No

Yes

No

No

Yes

No

Yes

No

No

No

Yes

Yes

No

No

Yes

Yes

Yes

No

No

Yes

Yes

Yes

Yes

Yes

TBD

No

TBD

No

No

Yes

FDM: Fused Deposition Modeling. An additive manufacturing (3D printing) process that can be implemented using low-cost consumer-grade equipment. A printer heats up a plastic in

filament form and uses a print head to create a 3D structure from the bottom up.

SLA: Stereolithography. Another additive manufacturing process using low cost consumer-grade equipment in which a vat of liquid resin is hardened with a laser to create desired shapes.

Machining: Conventional (subtractive) manufacturing in which raw material is cut into a desired shape by a controlled material-removal process such as milling and routing. Small,

low-volume, computer numerical control (CNC) machines are increasingly widespread.

Laser cutting: A technology in which a high-powered laser is used to cut sheet materials to size; consumer-grade laser cutters for plastics are increasingly inexpensive.

Die cutting: A technology in which metal knives (dies) with sharp edges are pressed into sheet materials to cut them to size and shape. Production time per piece is significantly faster

than laser cutting but requires more expensive and longer setup due to the custom-fabrication of the die.

Waterjet cutting. A technology in which a narrow jet of high pressure water and abrasive is used to cut sheets of material; desk-top waterjet machinery is now available.

Injection Molding: A high-volume manufacturing technology that produces parts by injecting molten material (polymers, glass, metal) into a mold. The upfront cost and setup time of

injection molding is high but unit cost and production time are low.

Compression molding: A system by which heat and pressure are applied to a material in order to shape it.

Thermoforming: A technique by which plastic is heated, formed to a specific shape in a mold, and trimmed to create a desired shape.

duration, and (5) prior history of safe use [as defined in ISO
10993-1 (49)].

Biocompatibility requirements for materials are application-
specific and vary greatly based on the part of the body in
contact with the device and the duration of contact; sustained
internal contact is substantially more problematic than brief or
external contact with the skin. Thus, approval of a material in one
application does not constitute approval for another application.
In addition to material considerations, the method by which
a material is handled or processed during manufacturing
may influence its biocompatibility. During biocompatibility
evaluation, testing is performed on the “final finished form”
of the device, which includes all manufacturing processes
including packaging and sterilization. Rapid prototyping can be
advantageous in conducting biocompatibility testing early in a
product development cycle.

From a practical standpoint, most devices being subjected
to rapid fabrication for pandemic response are for external use
only and primarily contact the skin (or hair). In this setting,
it is reasonable to use materials previously shown to be safe,
such as silicones, parylene coatings, and many common fabrics.
Particular attention should be paid to foam, elastic materials,
and adhesives with respect to skin contact and latex should
always be avoided; Monprene R© (PR-23040) is an FDA-approved
alternative elastic material that is widely used in phlebotomy and
is readily available.

If materials previously documented to be biocompatible in a
particular setting are unavailable or functionally unsuitable, then

biological endpoints ranging from cytotoxicity and sensitization
to material degradation and carcinogenicity must be considered.
Attachment A of FDA’s guidance related to ISO 10993-1 provides
a list of the recommended biological endpoints to consider
for the development of biocompatibility evaluation as well
as the rationale for these endpoints (49). The flow chart of
Figure 2 illustrates how one might evaluate biocompatibility to
determine if a newly-developed device requires supplementary
testing. During the current crisis, safeguards have been relaxed
by regulatory authorities to enable more rapid response, so
long as a specific medical device’s product code is explicitly
mentioned in an FDA guidance or enforcement policy.
These guidance documents are freely available on the FDA
website (53).

Design Verification and Validation (V&V)
Design verification is an iterative and empirical process in which
objective evidence is sought to assess whether a product satisfies
specifications. Design validation is a summative exercise that
assesses the integrity of the final product and ensures that
it meets user needs in a real or simulated use environment
via testing, measurement, and observation of user interaction
[commonly to ISO 13485:2016 (54)]. It should be noted that a
product’s packaging, labeling, and instructions are considered to
be essential parts of the product. Even in a crisis, it is important to
provide inserts and labels with products describing their intended
use, composition, and regulatory compliance (e.g., reference to
an EUA).
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FIGURE 2 | Systematic approach to a biological evaluation of medical devices as part of a risk management process. The process is simplified from FDA Guidance

document for ISO 10993-1 (49).

Scaling Up
While rapid manufacturing techniques such as 3D printing and
laser cutting are efficient approaches for fabricating prototypes,
low throughput and high unit costs do not make them feasible
for large-scale production. In a traditional waterfall process, once
a design converges on a final set of specifications, design transfer
takes place. During the design transfer, the prototype design is
adapted to the demands of large-scale manufacturing methods
such as injection molding and die cutting. These methods are
high-throughput and inexpensive per piece but are associated
with significant up-front cost and set-up time (up to several
months). Moreover, highly specific expertise is generally required
to make design dies and molds compatible with a specific type
of equipment. In a crisis, in which time is usually limited and
production costs are less of a concern, parallel production using
the prototyping facilities of many manufacturers, colleges, and
makers can be a good way to meet demand. For example, in the
case of the Panfab/BWH face shield (Box 1), 3,000 face shields
were fabricated in a few weeks using 3D printing and laser cutting
at multiple sites (36) and the Czech 3D producer PRUSA has
described a highly parallel face shield printing process using
inexpensive machines (35).

Conversations with suppliers and manufacturers will help
guide prototyping and design processes and prepare for design
transfer to a manufacturer, if relevant. A responsible entity
may be required to register with the FDA as a manufacturer
and list the product(s) they are distributing or selling, or the
services they are providing to other manufacturers, depending

on the product code, respective risk classification, and regulatory
compliance pathway (55). Meeting these requirements will
be especially important once the public health emergency
has ended. Additional stakeholders such as payers and post
market surveillance organizations may also come into play
(Supplementary Figure 1). It is currently unknown whether
traditional manufacturers will adopt some of the innovative
designs developed by non-traditional suppliers during the
current pandemic and shepherd them through the regulatory
process. We hope that this is the case, but much depends on the
creation of better market incentives (see below).

STAGE 3: REGULATORY APPROVAL AND
IMPLEMENTATION

On January 31, 2020, the US HHS Secretary Alex Azar declared
a public health emergency involving COVID-19, noting that the
circumstances justified emergency use of in vitro diagnostics
and other medical devices that aid in the detection or diagnosis
of COVID-19 (56). Pursuant to this declaration, the FDA has
issued Emergency Use Authorizations (EUAs) for a number of
medical devices. As mentioned above, EUAs allow certain non-
FDA approved medical products to be used in the absence of
adequate FDA-approved alternatives (57). While some EUAs
are manufacturer-specific, others are broader in scope. For
example, EUAs for face shields and respirators waive certain
FDA requirements for all prospective manufacturers, authorize
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BOX 1 | Case study: nontraditional design and fabrication of face shields during a health care emergency.

A Case Study on Fabricating Face Shields in the Northeast U.S.

In response to the COVID-19 pandemic, which grew rapidly in Massachusetts during March 2020, multiple teams formed to address rapidly growing shortages

in medical supplies. Some of these teams were established by institutional mandate and others arose spontaneously through the efforts of engaged individuals. An

example of the latter is the Greater Boston Pandemic Fabrication Team [PanFab (20)], a student-faculty initiative organized by the Harvard-MIT Center for Regulatory

Sciences. It consists of a group of volunteers with expertise in engineering, biomedicine, manufacturing, and regulatory review working closely with the physicians at

Boston-area hospitals, the local maker community, and manufacturing experts from local companies contributing outside of normal work hours. A physician assigned

to a hospital incident command was a particularly important member of the PanFab team because she could provide timely and accurate information on current and

emerging needs. PanFab has been effective in designing and rapidly fabricating face shields, mask frames, PAPRs, and other types of PPE (36) and its activities are

representative of local design in response to a healthcare crisis.

Stage 1: Problem Definition and Needs Assessment.

Defining the problem

Faceshields are a critical component of PPE per the CDC (77) and are used in conjunction with surgical masks or N95 FFRs to protect the face and neck, particularly

mucous membranes in the eyes, nose, and mouth, from splatter by contaminated bodily fluids (78). However, during the COVID-19 pandemic, a severe shortage of

face shields developed. Face shields are composed of a clear shield (commonly made from BoPET, PETG, acetate, or polycarbonate) and a headband frame that

is in contact with a user’s forehead and commonly made from a lightweight plastic or foam (78). In a US health care setting, face shields are traditionally single use

devices, but because of shortages they are being worn for the full duration of a shift (6 to 12 h) and then sterilized for reuse.

Needs assessment results and associated technical specifications:

From interviews with healthcare providers, hospital administrators, and infection control specialists, the following needs were identified:

1. The shield must protect mucosal membranes from splashes of bodily fluid by extending from the forehead to the points of both ears and down the neck.

2. The shield should not fog or otherwise obscure the user’s view, even during strenuous activity that may produce perspiration (78).

3. The shield should fit a range of facial lengths and heights while not interfering with range of head and neck motion.

a. Associated technical specification: facial lengths 23-30 cm and range of motion 180 degrees in each direction.

4. The shield should remain firmly in place and remain comfortable when the user moves their head up, down, and laterally at varying speeds.

5. Face shields are typically worn for the duration of a shift (up to 12 h). Thus, the shield cannot be so heavy as to cause discomfort when worn for a shift.

6. Attachment mechanisms should remain firm while preventing skin sensitization, irritation, or imprints on the skin. The attachment must be adjustable.

a. The FDA EUA allows specific materials to be re-used without thorough re-testing; these are materials of choice for the design.

7. Device cost in terms of materials should be <$5 per shield; design and fabrication time are to be donated.

8. Hospital demand requires a production rate of 2,000 shields per month.

9. The face shield should require minimal assembly, both for ease of use and to limit the presence of hard to reach surfaces, which could interfere with the

decontamination process.

10. To be reusable, the face shield should be compatible with the hospital’s commonly used sterilization techniques, which include ionized hydrogen peroxide,

germicidal disposable wipes, or 70% isopropanol wipes.

Stage 2: Solution Definition and Validation

Prototyping and Manufacturability:

Given the low-risk nature of the device, various 3D printing approaches were considered acceptable. We began with the open-source Prusa design (35) and iterated

it based on feedback from healthcare providers at Brigham and Women’s Hospital (BWH) (Figure 3). The new design added a forehead fin with a drip guard

that protected the otherwise-exposed forehead from body fluid exposure. This requirement was not identified during initial assessment but became obvious once

prototypes were in the hands of emergency room users. The prototype shield was also too narrow and short and did not provide sufficient splash protection for the

neck and sides of the face for all users; the length and width of the shield was therefore increased.

Sterilization and Reprocessing:

Given that safe sterilization of 3D printed face shields had not been extensively studied, we followed CDC’s guidance (79) relating to sterilization and reprocessing

compatibility for goggles, a related product. We checked for changes in material properties and visor transparency following several days of use and following regular

cleaning with sanitizing wipes (Germicidal Disposable Wipes). We also ensured that the face shield could withstand ionized hydrogen peroxide sterilization (iHP; TOMI

SteraMist), resulting in effective killing of test bacterial spores as measured by standard biological indicators (80).

Biocompatibility

A number of materials were assessed during fabrication of the face shield based on (i) resource availability, (ii) previous uses in marketed and FDA-approved medical

devices, and (iii) compatibility with common sterilization techniques. In the case of the face shield, only the 3D printed headband, the foam pad, and the Velcro strap

of the face shield were in contact with user’s skin or hair. Applying the workflow shown in Figure 2, the requirement for safe interaction with intact skin was met

based on limited duration body contact (< 24 h) and prior material biocompatibility information obtained from material Material Safety Data Sheets (MSDSs), reported

experience from manufacturers, and published literature. PLA was selected as the material for 3D printing the headband because of its wide availability and because

it is known to be safe in contact with the skin. The Velcro strap, which is made from polyethylene and nylon, is also known to be safe for skin contact. Similarly, we

established that EVA foam was safe for skin contact. We selected closed-cell EVA over its open-cell counterpart—which is absorbent—and evaluated its compatibility

with common sterilization and reprocessing techniques [70% isopropanol wipes, ionized hydrogen peroxide (80)].

Stage 3: Regulatory approval and Implementation

Regulatory approval:

Face shields are an FDA regulated Class I 510(k) exempt device (78) making them appropriate to attempt to fabricate locally. Additional information on the FDA

regulation of face shield products during the COVID-19 pandemic can be found in Table 2.

Clinical Testing:

To assess face shield usability and safety, a cohort of 97 physicians, physician assistants, emergency department technicians, environmental service staff, and other

individuals with patient-facing roles were recruited to an IRB-approved study from the Emergency Department at BWH. Users wore the face shield during their shifts

and completed a questionnaire on baseline experiences and attitudes. A majority of users indicated that they had a better experience with the PanFab face shield

Continued
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BOX 1 | Continued

as compared to the hospital standard-issue, disposable model. This data was then presented to the appropriate stakeholders at BWH, and the product received

approval for use as part of a clinical workflow.

Production and Implementation:

Following validation of the final design through an IRB-approved study at BWH over 3,000 face shields have been manufactured and deployed to meet local demand.

These face shields were produced via distributed rapid manufacturing in collaboration with a local makerspace community (BoroBot), Salesforce, a small-scale

prototyping company (SunPe Prototype), large-scale manufacturers of non-medical supplies (iRobot and Velcro), in addition to academic partners (Harvard Graduate

School of Design, the Shin Laboratory at the Brigham and Women’s Hospital’s Stepping Strong Foundation for Trauma Innovation, and the Wentworth Institute of

Technology). All design files were made openly available on the PanFab website and on the NIH 3DPrint exchange platform to allow other manufacturers and localities

to produce the face shield.

Timelines and key dependencies

Once the need for an alternative source of face shields was established via consultation with hospital incident command, four individuals from the PanFAB group

became engaged with the project. Problem definition and preparation of documents for the IRB occurred concurrently and required approximately two weeks.

Following this, prototyping and soliciting user feedback on modified designs took another two weeks. User testing in a clinical setting was dependent on having IRB

approval and a final design. Collecting and consolidating results took another week and was overseen by three physician-scientists. During this time, production

materials were procured and four production sites were lined up. Production began when analysis of testing data was complete and first delivery of face shields

occurred six weeks after the project started; production continued for six weeks at four sites, yielding a total of ∼3,000 face shields.

FIGURE 3 | Face shields fabricated during the COVID-19 pandemic. (A) Image of Prusa RC2 design and (B) final PanFab face shield prototype. See text for

references and details.

the modification of approved products, and allow for extended
use, widespread production, and distribution of devices so
long as manufacturers adhere to requirements outlined in
the EUA notice (58, 59). EUAs expire upon resolution of
the public health emergency. The agency has also provided
extensive and frequently-updated guidance documents for
manufacturers seeking to produce rapid diagnostics, personal
protective equipment (PPE), and other devices for front-line use
in responding to COVID-19. EUAs have also extended into the
realm of sterilizing PPE for re-use.

A lack of strict regulatory oversight does not absolve designers
and fabricators from doing their best to ensure that products
are safe and functional and do not put healthcare providers or
patients at risk. Additionally, disclosure of risk to the end-user
is important: the FDA EUAs and enforcement policies include
specific requirements for labeling, information for use, and use
environments to ensure that products do not create undue risk.

Overview of Medical Device Regulatory
Review and Implementation
In the US, medical devices are typically made available via the
FDA’s 510(k) premarket notification process. Depending on the

degree of risk associated with the use of a medical device it
is classified by the FDA as either Class I (low risk), Class II
(moderate risk), or Class III (high-risk) (60, 61). The 510(k)
submission process requires that a manufacturer of a device new
to the market demonstrate “substantial equivalence” to one or
more legally marketed devices, thereby avoiding a requirement
for extensive clinical testing. Substantial equivalence does not
require that a device be identical, but instead mandates that
it be as safe and effective as an existing marketed device (62).
Some Class I products are exempt from the 510 k premarket
submission process based on the evaluation that these products
pose a particularly low risk. This includes devices such as face
shields, most forms of PPE, and nasopharyngeal swabs. Class
II devices include more complex life-critical products such as
ventilators andClass III devices traditionally encompass products
implanted into a person, such as pacemakers, defibrillators, or
prosthetics. Almost all devices currently being supplied by non-
traditional fabricators and maker communities fall into Class I,
and the majority are Class I exempt. However, ventilator splitters,
which have been much discussed as a way of increasing ventilator
capacity (63), may be Class II devices (64) and considerable
controversy has attended their development (65).
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The premarket submission process only clears a manufacturer
to market a product; additional requirements must be met prior
to manufacturing, selling, or distributing it. Quality controls
in manufacturing, referred to as good manufacturing practices
(GMP), include a requirement of product traceability in case
of manufacturing flaws or product recalls. Notably, no Class
II devices, and only a small number of Class I 510 k exempt
devices, are also exempt from GMP regulations (66). Meeting
GMP standards constitutes a substantial barrier for formal
certification of devices fabricated through local, nontraditional
manufacturing practices.

After implementation, unique device identification, an
important part of the FDA’s post-market surveillance process,
ensures that manufacturers vigilantly and proactively monitor
the use of their product(s) for adverse events and patient injuries.
The post-market surveillance process can also act as means to
collect user feedback, which can lead to product improvements
or innovative alternatives to existing designs. In the current
crisis, US regulators have put in place emergency authorizations
that waive some of the normal GMP and tracing requirements
in favor of less stringent discretionary enforcement. In many
cases, this forms the regulatory foundation for repurposing
products from the non-medical supply chain and for hospitals
to engage with informal networks of maker communities and
similar organizations (67). The underlying logic is that a more
permissive stance on low-risk Class I products better balances the
hazards associated with a lack of supply against the hazards of
using new designs and non-traditional manufacturing processes.

The use of research protocols under the purview of
Institutional Review Boards (IRBs, similar to ethics committees
outside of the US) provides one well-established route for
testing new products in a clinical setting. Risk assessment,
informed consent, and certification of human subjects training
are standard components on an IRB submission, which
should be familiar to many investigators in academic medical
institutions. Collaborations between such individuals and maker
communities or private fabrications are therefore encouraged.
While, private “pre-certification” laboratories that perform
testing of devices to prevailing regulatory standards in the
US, Europe, and Japan can provide a substantial degree of
confidence in a non-traditional product, they may still require
GMP certification for use under the FDA guidelines.

Product Safety Validation for PPE
Product safety validation for PPE and similar low-risk devices
is commonly performed by certified testing laboratories, many
of which are commercial and provide fee-based testing for
compliance with specific regulatory standards (e.g., NIOSH
standards for PPE). Under normal circumstances, regulations
require that quality management systems (QMS, e.g., to ISO
9001) be in place. A QMS specifies how design and development
inputs and outputs should be documented, how records should
be maintained on the skills, the experience and qualifications
of key personnel, and how calibration records should be
established and monitored. Statistical Process Control (SPC) is
also widely used throughout medical device manufacturing (and

manufacturing in general) to ensure product consistency and
quality. In a crisis-responsive setting, QMS and SPC are likely
to be infeasible, which makes formal certification by NIOSH or
FDA standards impossible. In such instances, makers must do
their best to maintain quality and test either independently or
via the use of other local resources such as academic laboratories.
Consortia such as the Mass General Brigham Center for COVID
Innovation (68), N95Decon (69), andM-ERT (17) may be able to
provide guidance in specific situations.

Use of Research Protocols
An effective and well-established way to test non-traditional
medical products in a healthcare setting is to use research
protocols overseen by an Institutional Review Board (ethical
review board; IRB); these are part of the normal operation of
virtually all teaching hospitals. The use of a research protocol
makes clear to participants, via the process of informed consent,
that a product is being tested and that it has not necessarily been
through the usual regulatory review. IRB approval is also almost
always required for conducting user surveys and receiving direct
feedback from end-users. Devices such as face shields (described
in Table 2) are FDA regulated Class I products with the lowest
risk to human health. They are therefore suitable for testing in
an IRB-supervised research protocol under even the suboptimal
conditions of a healthcare emergency.We have found that the use
of research protocols for product testing increases buy-in from
healthcare leadership, in part because it is a familiar process. In
the case of a non-traditional face shield as described in the case
study below (Box 1), it was possible to perform IRB protocol
review and product specification, validation, and testing in a
clinical setting in a period of roughly three weeks (36). IRB review
was performed in less than one week as a result of specific steps
put in place by area hospitals to accelerate the introduction of
COVID-19 related protocols. More commonly, IRB review for
non-invasive, low-risk protocols takes several months.

GENERAL RECOMMENDATIONS

A crisis-responsive design framework aims to couple user needs,
rapid manufacturing technologies, and local fabrication to fulfill
unmet demand for simple medical devices in times of crisis.
Below we provide three sets of recommendations intended
to serve as a checklist for (1) designers, maker communities
and fabricators, (2) healthcare providers and administrators,
and (3) regulatory bodies overseeing pandemic response. Note
that detailed regulatory documents from NIOSH, ANSI, ISO,
and DIN typically cost several hundred USD but many are
being made freely available for the duration of the current
healthcare emergency.

Recommendations for Designers, Maker
Communities, and Fabricators
1. Conduct a thorough needs assessment to understand the key

features and requirements for the proposed product and its
labeling, assess likely demand from different types of users,
establish requirements for sterilization or decontamination,
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TABLE 2 | Summary of regulatory and testing standard for each device.

Medical supply Device FDA

product code

Traditional regulatory

process

Revised process during COVID-19

pandemic

Standards for testing (NIOSH/ANSI)

Face shield LYU FDA regulated

Class I 510(k) exempt

FDA Emergency Use Authorization

(EUA) (58)

FDA Enforcement Policy

ANSI/ASSE Z88.2-2015

Nasopharyngeal (NP)

swabs

KXF, KXG FDA regulated Class I

510(k) exempt

No EUA Not applicable. See text for description of materials,

PCR compatibility, transport media compatibility,

mechanical performance, and

length considerations.

Surgical face masks FXX FDA regulated Class II

510(k) (70)

FDA Enforcement Policy (71) 6-254 ASTM F2100-11; 6-335 ASTM F2101-14;

6-406 ASTM F1862; 6-425 ASTM F2100-19; 6-427

ASTM F2101-19

N95 respirator ONT, ORW,

NZJ

FDA regulated

Class II 510(k) clearance

FDA Emergency Use Authorization

(EUA) (59)

NIOSH (72, 73)

PAPR N/A NIOSH regulated, FDA

approved (74)

FDA Emergency Use Authorization

(EUA) (59) as a subset of filtering

facepiece respirators (FFRs) (75)

NIOSH (76)

*Only true for the duration of the crisis. These EUA guidelines are up to date as of the time of submission.

secure appropriate materials and mitigate any supply chain
issues (e.g., by using alternative raw materials), and establish
tolerances for different styles and types of products. Perform
this analysis by speaking to a broad range of stakeholders
early in the process and make sure to consider diverse body
types and clinical roles. Secure examples of existing products
and assess their strengths and weaknesses. Download and
review relevant NIOSH/ANSI or regulatory documents from
other agencies.

2. Solicit end-user, expert, and clinical feedback early and

often throughout the design process to ensure the product
satisfies anticipated and unanticipated needs. Frequent
assessment increases the likelihood of end-user buy-in and
enables rapid adoption of new solutions in response to
changing demands. Consulting with senior medical staff and
division heads can be helpful in this setting. Establish a testing
process and determine whether an IRB-approved clinical
protocol may be required; it is necessary if a formal survey is
to be conducted.

3. Conduct a rigorous assessment of biocompatibility,

sterilization, and risk. For PPE-type devices, research
issues related to biocompatibility, manufacturing, intended
duration/frequency of use, and anatomic location. Use
materials previously established to be safe for the intended
use if at all possible. This assessment is usually based on
the scientific literature, medical device standards, or data
on devices previously reviewed by the FDA. Be aware of
likely sterilization requirements and feasibility since not
every method of sterilization is compatible with every
device. Review ISO 14971 (55), ISO 10993−1 (51) and FDA’s
associated guidance (49), and ISO 18562-1 (52) for additional
information. Determine if proposed sterilization methods
will in fact be available for testing and use when products
are deployed.

4. Search design repositories for suitable designs that can
be used as-is or modified to meet local requirements and
fabrication capabilities. Many online forums have emerged to
assist in the dissemination of best practices. Publicly funded
designs should be available under nonrestrictive licenses from
resources such as the National Institutes of Health 3D Print
Exchange (4).

5. Consider manufacturing methods, such as 3D printing and
laser cutting, which enable rapid prototyping, and low-volume
manufacturing, while keeping in mind a possible transition
to other approaches (e.g., injection molding) for large scale
manufacturing. Consider which types of equipment will be
available for the duration of the project and whether local
shops can be contacted for access to higher-end equipment.

6. Avoid action bias, which results in premature action
and over-rapid development of potentially suboptimal or
undesired solutions. Even in a crisis, it is important to
proceed deliberately to ensure that products are usable, safe,
and durable.

7. Develop a written process for device performance

validation through measurement of fit-for-purpose criteria
and alignment with end-user needs and regulatory standards.
Check with target users regarding the testing requirements
and IRB-based testing capabilities. Consider life cycle issues
including whether products will be withdrawn from service at
the end of a medical emergency.

8. Provide documentation. Make sure to include accurate and
complete labels and product information as inserts with the
final products; consider complementing this with QR codes
and online resources to provide users with the most up to
date information. Consider making new designs and any
improvements on existing designs publically available.

9. Perform multiple activities in parallel. Given the need
to provide products as rapidly as possible in a pandemic,
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processes that are traditionally performed in a sequential
matter should be parallelized to the greatest extent possible.
Needs assessment, literature review, and IRB submission can
occur in parallel. Collecting information on biocompatibility,
sterilization, and risk can be started based on some
assumptions about materials. Once a prototype is available,
input from potential users can be solicited. Note however,
than any data collection via surveys or field studies requires
IRB approval so securing this approval is a critical step
and potential bottleneck. At this time potential fabricators
and sources of material can be lined up. However, before
proceeding to actual manufacturing, test data must be
analyzed and a final validation assessment performed. This is
a second critical step and the information should be reviewed
by the design, clinical, and fabrication team members. Labels
and product documentation must be completed before devices
can be delivered to the end user and all products must be
decontaminated or sterilized; this is the third critical step in
the path to providing useful products into a healthcare setting.

Recommendations for Healthcare
Providers and Administrators
1. Assemble a diverse crisis response team. Healthcare

providers should add one or more individuals with experience
inmanufacturing, product design, or withmaker communities
to incident command and crises response teams. These
individuals should be charged with outreach to non-
traditional suppliers and emerging resources (e.g., the 3D
Print Exchange) prior to a crises. In many cases it will
be possible to identify individuals with valuable expertise
in clinical teams. The engineering organizations in many
hospitals can also be helpful. A diversity of perspectives
and providing key personnel with the time and resources
to understand regulatory documents associated with non-
traditional fabrication is essential for sourcing non-traditional
medical supplies.

2. Develop more robust supply chains. Health care providers
should consider the resilience of supply chains in addition
to cost. The likelihood that all suppliers will simultaneously
be unable to supply key products must be considered, since
the number of original equipment manufacturers is often
much smaller than the large number of branded products
would suggest.

3. Use IRB Review Process to test non-traditional medical

supplies. Using expedited IRB review is an effective way to
test non-traditional medical products in a healthcare setting.
However, it is necessary that IRBs work efficiently under
emergency circumstances when low-risk Class I and exempt
products are being tested.

Recommendations for Regulatory Bodies
1. Maintain current regulatory standards under normal

conditions. We do not propose that regulatory standards
for PPE and simple medical products be relaxed, but
consideration must be given to foster innovation. Federal
reports have repeatedly identified deficiencies in existing PPE
but few if any improvements have been made in designs or

supply chains. This situation should be rectified before the next
emergency and may require government funding.

2. Develop policies that facilitate fabrication of high quality

non-traditional products for use specifically in medical
emergencies. These policies might reasonably include some
of features of a crisis-responsive framework outlined above

as well as pre-tested public domain designs and prescriptive

fabrication approaches.
3. Increase the transparency of Emergency Use

Authorizations to improve submission and approval.

The minimum standards needed for submission of a request

for an FDA EUA for new technologies must be improved. As

it currently stands, it is difficult to ascertain key features of
products in the non-traditional supply chain from commercial

manufacturers. For example, the FDA authorized distribution

of foreign manufactured N95-style masks and did not require

that companies provide basic operational data including name

and place of business, proprietary or brand name, model
number, marketing authorization, and a copy of the product
labeling (81). At the very least, data submitted to the FDA
in support of an EUA should be made public to the greatest
extent possible.

4. Provide an accelerated pathway to transition products

authorized under an FDA EUA to either traditional

or emergency-only approval. It is highly desirable that
innovative designs and approaches developed during the
pandemic be further developed, tested, and integrated into
normal supply chains so that they are ready for future
emergencies. In the US such a task falls outside of the remit
of regulators such as the FDA and NIOSH but might be
tackled by the Dept. of Health andHuman Services or even the
Department of Defense. Since PPE for pandemic response is
intended to be a public good, international cooperation would
be highly desirable.

CONCLUSIONS AND FUTURE
PROSPECTS

The COVID-19 pandemic has made clear the fragility of medical
supply chains whose breakdown has resulted in rapid and severe
shortages for many essential medical supplies. The communities
of designers, fabricators, and healthcare professionals who have
come together to supply locally made substitutes using rapid
manufacturing methods have revealed a hitherto untapped
capacity to make the provision of medical supplies more
resilient. The great strength of community efforts is that
they avoid extended product development cycles and bypass
international lowest-cost production in favor of rapid innovation
and efficient execution. However, even in a crisis, the risks of
using alternative, locally-manufactured medical devices must
be carefully evaluated and mitigated. Hastily designed products
made without appropriate stakeholder input are unlikely to
be used clinically, representing a loss of time and resources
by well-intentioned makers. If poorly designed devices make
their way into clinical use, they can pose a substantial hazard.
This perspective provides a crisis-responsive framework for
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medical product design that is intended to avoid these risks.
The framework is informed by traditional FDA guidance on
product approval, implementation, and validation, but adapt that
guidance to accommodate constraints in time,material resources,
and human capital.

What does the current state of the COVID-19 response
portend for the future? From the perspective of nontraditional
fabricators of low-riskmedical devices and PPE, a transition from
purely local efforts to national and international collaborations
is already underway. These initiatives include several efforts
focused on PPE including Get Us PPE (82), Covid19 Masks
(83), Mask Match (84), Project N95 (85), and PPELink (86)
and larger efforts such as Open Source Medical Supplies
(OSMS) (87), America Makes (19), and the NIH 3-D Print
Exchange (4). State governments and companies such as
Gillette (a P&G Company) (88), and Lovepop (89) are
coming together through initiatives like the Manufacturing
Emergency Response Team (M-ERT) (17) to design, develop,
manufacture, and donate or sell thousands of devices. These
consortia facilitate stakeholder interactions and device testing,
operations that are hard to perform on individual bases.
Continuing these efforts will build greater resilience for
future pandemics.

A key unanswered question is what will happen to non-
traditional medical devices and innovative designs when the
COVID-19 pandemic recedes. It is possible that even the
best innovations will be abandoned in favor of a return to
standardized lowest-cost alternatives. The design deficiencies of
these existing products and the fragility of supply chains have
long been known and analyzed in a comprehensive series of
government reports spanning two decades, several of which
were undertaken in response to MERS, SARS, influenza, and
other zoonotic transfers. A wide variety of potentially effective
solutions were proposed by government and private entities (67)
but few were actually implemented. A key problem is the high
pressure on costs, which for commodity products inevitably
results in the use of lowest cost suppliers and products that
barely meet operational requirements. The current pandemic has
revealed the weaknesses of this approach, but we have witnessed
little discussion about the necessity of paying more to maintain
supply chain resilience.

To avoid forgetting the lessons of COVID-19 pandemic, it
is essential that innovative designs and approaches be further
developed, tested, and integrated into normal regulatory chains
so that they can be used in standard products or readied
for future emergencies. Changes in regulatory policies are
needed to balance the rigidity of the pre-crisis approach
with counterfeiting (81) unintentionally enabled by EUAs. We
envision the development of open-source repositories, such as
NIH 3D Print Exchange, to facilitate independent testing of
products that meet key NIOSH, FDA and other requirements

for functionality and safety. These should be accompanied
by simple prescriptive approaches and best practices geared
to the capabilities of small-scale fabrications. Such guidance
could mimic the practice in building codes [e.g., those from
the International Code Council (76)] of providing both a
limited number of pre-engineered solutions that are ready for
application in the field while also allowing for a wider range of
solutions when engineering resources are available. In a crisis,
guidance of this type would take the place of QMS and SPC
and improve products even when the requirements for GMP
cannot be met. Training materials for designers, fabricators,
and healthcare institutions should be also developed to help
break down barriers to communication and should be placed
in the public domain rather than behind paywalls. Institutional
changes should also include adding makers and engineers
to incident command and procurement teams so that non-
traditional designs can be more effectively vetted; model IRB
protocols should be prepared for products that need clinical
testing. Finally, patented designs should be placed in repositories
for public use during health emergencies (67) to avoid delays
from patent disputes. Such improvements to our infrastructure
will dramatically improve our ability to respond to futuremedical
pandemics and medical emergencies in the US and across
the globe.
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At the time of writing this article, the world population is suffering from more than 2

million registered COVID-19 disease epidemic-induced deaths since the outbreak of

the corona virus, which is now officially known as SARS-CoV-2. However, tremendous

efforts have been made worldwide to counter-steer and control the epidemic by now

labelled as pandemic. In this contribution, we provide an overview on the potential

for computer audition (CA), i.e., the usage of speech and sound analysis by artificial

intelligence to help in this scenario. We first survey which types of related or contextually

significant phenomena can be automatically assessed from speech or sound. These

include the automatic recognition and monitoring of COVID-19 directly or its symptoms

such as breathing, dry, and wet coughing or sneezing sounds, speech under cold,

eating behaviour, sleepiness, or pain to name but a few. Then, we consider potential

use-cases for exploitation. These include risk assessment and diagnosis based on

symptom histograms and their development over time, as well as monitoring of spread,

social distancing and its effects, treatment and recovery, and patient well-being. We

quickly guide further through challenges that need to be faced for real-life usage and

limitations also in comparison with non-audio solutions. We come to the conclusion that

CA appears ready for implementation of (pre-)diagnosis and monitoring tools, and more

generally provides rich and significant, yet so far untapped potential in the fight against

COVID-19 spread.

Keywords: corona virus, SARS-CoV-2, COVID-19, computer audition, machine listening, computational

paralinguistics
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1. INTRODUCTION

The World Health Organisation’s (WHO) office in China
was first made aware of the previously unknown SARS-CoV-
2 “Corona” virus on the last day(s) of the last year. On
March 11, 2020, the WHO declared the disease triggered
by the virus—COVID-19—as pandemic. The spread of the
disease induced by the SARS-CoV-2 or “Corona” virus is
assumed to underlie an exponential growth. However, whether
there are long-term effects after recovery is yet to be fully
researched. In the light of this dramatic spread, one is currently
internationally witnessing drastic countermeasures that have
not been seen in this form over decades in many countries.
These include significant public “shut-down” measures to
foster “social distancing” in order to slow down and control
further spread.

As research globally is making massive efforts to contribute
to better understand and fight the phenomenon from a medical
and interdisciplinary point of view, also computer science
and engineering in terms of “Digital Health” solutions aim
at maximum exploitation of available and realisable means.
In particular, in combination with artificial intelligence (AI),
one can exploit a powerful tool, which so far has largely
been tapped for prediction of COVID-19 spread [cf., e.g.,
(1)], and computer vision (CV) approaches in the corona
context such as for automatic screening for COVID-19 on CT
images (2, 3). There is, however, broader belief that also other
signals including such from sensors on a smartphone could
help even in the diagnosis of COVID-19 (4), e.g., the heart
rate sensor.

In the following, we aim to provide an overview on what
computer audition (CA), i.e., the application of computing for
audio processing including “machine listening,” “computational
paralinguistics,” and more general speech and sound analysis, but
also synthesis, could contribute in this situation. To the best of
the authors’ knowledge, this resource is so far not used in practise
despite offering a plethora of opportunities in this context.

The remainder of this overview is structured as follows: We
first summarise phenomena more and less closely related to
the case of COVID-19 that have already been targeted by CA
and would be readily available. Examples include automatic
recognition of speakers suffering from a cold or wearing a mask,
breathing, coughing and sneezing sounds, or recognition of audio
in spatial proximity.We then shift to the introduction of concrete
use-cases how CA could benefit the ongoing global fight against
the corona crisis. Subsequently, we introduce challenges and
entry barriers from a technical as well as ethical and societal point
of view, and discuss limitations before concluding this overview.

2. COMPUTER AUDITION: RELATED
PHENOMENA

In the following, we set out by show-casing what CA has already
successfully targeted as audio use-cases for recognition, and
appears related to the task of interest in this contribution—
fighting the ongoing COVID-19 spread.

2.1. Speech Analysis
Speech analysis by computational means is highly related to
the field of computational paralinguistics (5). The field has
several related recognition tasks on offer. These are often
well-documented in the framework of competitive challenge
events such as the Interspeech Computational Paralinguistics
Challenge (ComParE). The latter has—perhaps closest related
to the COVID-19 case—in its 2017 edition featured the
automatic recognition of speech under cold (6), i.e., automatically
recognising speakers affected by a cold from the acoustics of their
voice. In the challenge of last year, the continuous assessment
of breathing patterns from the speech signal appears relevant
(7), e.g., as basis to recognise often witnessed symptoms of
short-breathiness and breathing difficulties related to COVID-
19. The last ComParE challenge further targets the recognition
of speech under mask, i.e., the automatic recognition whether a
speaker is wearing a facial protective mask, and the recognition of
emotion of elderly, which may become interesting in monitoring
the aftermath of social isolation of elderly, as was discussed,
e.g., in the U.K. for 3 months. On the age scale’s opposite
end, toddlers’ crying sounds seem to be the only indicator to
understand if they are suffering from COVID-19 symptoms. In
the ComParE challenge series, infant crying was investigated in
2018 (8), and the valence, i.e., positivity of baby sounds in 2019
(9). As symptoms of COVID-19 can also include lack of appetite,
it seems further interesting to reference to the EAT challenge
(10): In this event, it was demonstrated that one can infer from
audio whether speech under eating and eating sounds indicate
eating difficulty and “likability” related to whether one enjoys
eating. The assessment of sleepiness—a further symptom of
COVID-19—was first featured in ComParE in 2011 (11) as binary
task, and as continuous sleepiness assessment on the Karolinska
sleepiness scale in 2019 (9). Also pain such as headache or bodily
pain can accompany COVID-19; speech under pain has also been
shown to be automatically accessible (12, 13). When it comes to
individual risk assessment and monitoring, speaker traits may
be of interest. High mortality risk groups include the elderly,
and a (slightly) higher mortality rate was so far seen in male
individuals (14). Age and gender were also shown in the context
of ComParE, and can be automatically determined reliably given
sufficient speech material (15). A history of health issue can
further indicate high risk. A number of health-related speaker
state information relevant in this context has been shown feasible
such as individuals suffering from asthma (16), head-and-neck
cancer (17), or smoking habits (18, 19).

Speaker diarization, i.e., determining who is speaking when,
and speaker counting (20) can become of interest in the ongoing
social distancing. When it comes to counter measures such
as quarantine, or risk assessment of individuals, one could
also consider the usage of automatic recognition of deceptive
speech when people are questioned about their recent contacts
or whereabouts, as their personal work and life interests may
interfere with the perspective of being sent to quarantine.
Deception and sincerity were targeted in ComParE in 2016 (21).
Monitoring well-being of individuals during social distancing
and quarantine can further find interest in depression and fear
recognition. Both were shown feasible to be assessed from speech
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in the Audio/Visual Emotion Challenge (AVEC) event series
(22) including from speech only at reasonable deviation on a
continuous scale.

Generally speaking, speech audio also includes textual cues.
Broadening up to Spoken Language Processing (SLP), this
can also be of help to gather and analyse information from
spoken conversations available in individual communications,
news, or social media. For textual cues, this has already been
considered (23). From a speech analysis perspective, this includes
automatic speech recognition (ASR) and natural language
processing (NLP).

2.2. Sound Analysis
From a sound analysis perspective, one may first consider such
interest for COVID-19 use-cases that are produced by the human
body. In the context of COVID-19, this includes mostly the
automatic recognition of coughs (24–26) including dry vs. wet
coughing (27) and dry vs. productive coughing (28) and sneeze
(26), swallowing, and throat clearing (25) sounds—all showcased
at high recognition rates. As severe COVID-19 symptoms are
mostly linked to developing a pneumonia, which is the cause of
most deaths of COVID-19 as suggested by post-mortem biopsies
(29, 30), it further appears of interest that different breathing
patterns, respiratory sounds, and lung sounds of patients with
pneumonia can be observed through CA (31), even with mass
devices such as smart-phones (32). Of potential relevance could
also be the already possible monitoring of different types
of snoring sounds (33), including their excitation pattern in
the vocal tract and their potential change over time to gain
insight on symptoms also during sleep. Further, highest risk of
mortality from COVID-19 has been seen for such suffering from
cardiovascular disease followed by chronic respiratory disease.
In ComParE 2018, heart beats were successfully targeted from
audio for three types of heart status, namely, normal, mild,
and moderate/severe abnormality. Hearing local proximity from
ambient audio further appears possible (34), and could be used
to monitor individuals potentially too close to each other in
the “social distancing” protective countermeasure scenarios. 3D
audio localisation (35) and diarization further allows for locating
previously recognised sounds and attributing them to sources.
This could further help in the monitoring of public spaces or
providing warnings to users as related to individuals potentially
being locally too close with directional pointers. Audio source
separation and denoising (36) of stethoscope sounds and audio
(37) for clinicians and further processing can additionally serve
as tool.

3. POTENTIAL USE-CASES

Let us next elaborate on use-cases we envision as promising
for CA in the context of COVID-19. A coarse visual overview
on the dependence of CA tasks and these use-cases is provided
in Table 1. Check-marks indicate that the already available
automatic audio analysis tasks listed in the left column appear
of interest in the three major use-case groups listed in the right-
most three columns. Note that these are indicative in nature.
Further, to provide an impression of the “readiness,” performance

indications are given. For a strict comparability of these, they are
only provided for tasks that have been featured in the Interspeech
Computational Paralinguistics Challenge (ComParE) series.1

Shown are the best results after the challenge including by fusion
of best participant systems. Likewise, it is assured that test-
set labels were unknown to participants and a strict subject
independence and challenging conditions including no ability for
“cherry picking” alike preselection of test examples are assured.
The results overall show that under realistic conditions, the
tasks are handled highly above chance level, yet, clearly below
“perfect” recognition.

3.1. Risk Assessment
A first use-case targets the prevention of COVID-19 spread by
individual risk assessment. As shown above, speaker traits such
as age, gender, or health state can be assessed automatically from
the voice to provide an estimate on the individual mortality risk
level. In addition, one can monitor if oneself or others around are
wearing a mask when speaking, count speakers around oneself,
and locate these and their distance to provide a real-time ambient
risk assessment and informative warning.

3.2. Diagnosis
While the standard for diagnosis of COVID-19 is currently a
nasopharyngeal swab, several other possibilities exist including
chest CT-based analysis as very reliable resource as outlined
above. Here, we consider whether an audio-based diagnosis could
be possible. While it seems clear that such an analysis will not be
suited to compete with the state-of-the-art in professional testing
previously named, its non-invasive and ubiquitously available
nature would allow for individual pre-screening “anywhere,”
“anytime,” in real-time, and availablemore or less to “anyone.” To
the best of the authors’ knowledge, no study has yet systematically
investigated audio from COVID-19 patients vs. highly varied
control group data including such suffering from influenza
or cold and healthy individuals. Unfortunately, coughing and
sneezing of COVID-19 patients does not differ significantly to
human perception from “normal” patients. This includes lung
and breathing sounds. However, (38) assume that abnormal
respiratory patterns can be a clue for diagnosis. Overall, by
that, it seems unclear if diagnosis from short audio samples
of patients could be directly possible, given that most speech
or body sounds are likely not to show significant differences
for closely related phenomena such as influenza or cold, but a
number of encouraging results show that breathing, coughing,
and speech sounds could be suited (39). The current Interspeech
2021 ComParE event therefore features COVID-19 recognition
from forced cough and speech.

Rather, we believe that a histogram of symptoms over time in
combination with their onset appears highly promising. Table 2
visualises this concept in a qualitative manner by coarse ternary
quantification of each symptom or “feature” from a machine

1http://www.compare.openaudio.eu
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TABLE 1 | Interdependence of computer audition (CA) tasks and potential use-cases in the context of the corona crisis.

CA task COVID-19 relation Performance Risk assessment Diagnosis Monitoring

SPEECH ANALYSIS

Age & Gender L 53.6/85.7% UAR (4 age, 3 gender classes)
√

Breathing H 0.778 CCr (with breathing sensor in [−1,1])
√ √

Cold H 71.0% UAR (2 classes: yes/no)
√

COVID-19 H
√ √ √

Crying (infants) L 78.6% UAR (3 valence classes)
√

Deception and sincerity L 72.1%/.654 CCp (2 classes: yes/no/in [0,1])
√

Depression L
√

Emotion (incl. of elderly) L 63.8% UAR (mean 2 dimensions × 3 levels)
√

Health state H
√ √

Lung sounds H
√ √

Mask H 82.6% UAR (2 classes: yes/no)
√ √

Pain L
√ √

Personality L 70.4% UAR (mean 5D × 2-classes: ±)
√ √

Sleepiness L 72.5% UAR (2 classes)
√ √

SLP L
√

Speaker count L
√ √

SOUND ANALYSIS

Coughing (dry, wet, productive) H
√ √

Cardiovascular disease L 56.2% UAR (3 classes)
√ √

Diarization L
√ √

Localisation L
√ √

Proximity L
√ √

Sneezing H
√ √

Snoring L 58.5% UAR (4 classes)
√ √

Source separation L
√ √

Swallowing H
√ √

Throat clearing H
√ √

The first column indicates the degree of immediate relation to COVID-19 as high (“H”) or low (“L”). The column performance gives an impression of the reliability; for comparability, this

is only shown for tasks featured under the same subject-independent challenging conditions in the Interspeech Computational Paralinguistics Challenge (ComParE)—the number of

classes or scale and measure of performance are given together with the best result at the end of the event including by fusion of participating systems. UAR, unweighted average

recall, i.e., sum of recall divided by number of classes, CCr /CCp: Pearon’s/Spearman’s correlation coefficient. SLP, spoken language processing. Health state encompasses a wider

range of health factors such as asthma, head and neck cancer, or smoking habits that can be inferred from speech audio.

learning perspective.2 Each of the symptoms in the table can—
as outlined above—(already) be assessed automatically from
an intelligent audio sensor. In a suited personal application
such as on a smartphone or smartwatch, smart home device
with audio abilities, or via a telephone service, etc., one
could collect frequency of symptoms over time and from the
resulting histogram differentiate with presumably high success
rate between COVID-19, influenza, and cold. By suited means
of AI, a probability could be given to users how likely their
symptoms speak for COVID-19. Of particular interest thereby is
also the “Onset Gradient” feature in Table 2. It alludes to whether
the onset of symptoms over time is gradual (i.e., over the span
of up to 2 weeks or more) or rather abrupt (i.e., within hours
or a few days only), which can be well-observed by AI analysis
in a histogram sequence updated over time. Collecting such
information from many users, this estimate for histogram-based

2based on https://www.qld.gov.au, https://www.medicinenet.com/, https://www.

medicalnewstoday.com, all assessed on March 20, 2020.

diagnosis of COVID-19 can be improved in precision over time
if users “donate their data.” In addition, clinicians could be given
access to the histogram or be pointed to typical audio examples in
a targeted manner remotely that have been collected over longer
time to speed up the decision whether the users should go for
other more reliable forms of testing. This could help to highly
efficiently pre-select individuals for screening.

3.3. Monitoring of Spread
Beyond the idea of using smartphone-based surveys and AI
methods to monitor the spread of the virus (40), one could
use CA for audio analysis via telephone or other spoken
conversation. An AI could monitor the spoken conversations
and screen for speech under cold or other symptoms as shown
in Table 2. Together with GPS coordinates from smart phones
or knowledge of the origin of the call from the cell, one could
establish real-time spread maps.
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TABLE 2 | Qualitative behaviour of symptoms of COVID-19 vs. cold and influenza

(flu): Tentative histogram by symptom (“feature”/“variable”) in ternary quantification

[from no/low (“+”) to frequent/high (“+++”)].

Symptom COVID-19 Influenza Cold

Breathing: Dypnea (Shortness) +++ ++ +

Breathing: Difficulty +++ ++ +

Rhinorrhea (Running nose) + ++ +++

Nasal congestion + + +++

Coughing dry ++ dry ++ +

Sneezing + + +++

Sore throat + ++ +++

Pain: Body + +++ ++

Pain: Head (Headache) ++ +++ +

Fatigue, Tiredness mild ++ +++ +

Appetite loss + +++ +

Onset gradient + +++ +

Shown is also the symptom gradient onset behaviour. Further frequently related variables

include behaviour and personality changes, diarrhoea, fever, sore tongue, or watery eyes,

which could partially be assessed also by audio—the latter two rather by physiological and

visual sensors, respectively. Assembled from diverse references, the table is indicative in

nature on purpose, and more fine-grained quantification could apply.

3.4. Monitoring of Social Distancing and
Effects
Social distancing—in already diagnosed cases of COVID-19 or
direct contact isolation of individuals—might lead to different
negative side effects. People who have less social connexion
might suffer from even a weaker immune system, responding
less well to pathogens (41). Especially, the high-risk target group
of elderly could even encounter suicidal thoughts and develop
depression or other clinical conditions in isolation (42). CA
might provide indications about social interaction, exemplary
speaking time during the day via phone or other devices, as
well as measure emotions of the patient throughout the day or
detecting symptoms of depression and suicidal risk (43).

In addition, the public obedience and discipline in social
distancing could be monitored with the aid of CA. AI allows
to count speakers, locate them and their potential symptoms
as reflecting in the audio signal (cf. Table 2), and “diarize”
the audio sources, i.e., attribute which symptoms came from
which (human) individual. Likewise, public spaces could be
empowered by AI that detects potentially risky settings, which
are overcrowded, under-spaced in terms of distance between
individuals, and spot potentially COVID-19 affected subjects
among a crowd, and whether these and others are wearing a
protective mask while speaking.

3.5. Monitoring of Treatment and Recovery
During hospitalisation or other forms of treatment and recovery,
CA can monitor the progress, e.g., by updating histograms
of symptoms. In addition, the well-being of patients could be
monitored similarly to the case of individual monitoring in social
distancing situations as described above. This could include
listening to their emotions, eating habits, fatigue, or pain, etc.

3.6. Generation of Speech and Sound
While we have focused entirely on the analysis of audio up to
this point, it remains to state that there may be also use-cases
for the generation of audio by AI in a COVID-19 scenario.
Speech conversion and synthesis could help those suffering from
COVID-19 symptoms to ease their conversation with others.
In such a setting, an AI algorithm can fill in the gaps arising
from coughing sounds, enhance a voice suffering from pain
or fatigue and further more by generative adversarial networks
(44). In addition, alarm signals could be rendered which are
mnemonic and re-recognisable, but adapt to the ambient sound
to be particularly audible.

4. CHALLENGES

4.1. Time
The fight against COVID-19 has been marked by a race to
prevent too rapid spread that could lead to peak infection rates
that overburden the national health systems and availability
of beds in the intensive care units leading to high mortality
rates. Further, at presence, it cannot be clearly stated whether
or not COVID-19 will persistently stay as disease. However,
recent research and findings (45) as well as model calculations
indicate that COVID-19 will continue to heavily spread over
the next months in different areas of the world. Enhanced
social distancing might delay the spreading. Additionally, at the
moment there is no solid research available to prove persistent
immunity against the virus after an infection with COVID-
19. Therefore, the need to apply measures of enhanced risk
assessment, diagnosis, monitoring, and treatment is urgently
necessary to support the current medical system as well as to get
COVID-19 under control.

4.2. Collecting COVID-19 Patient Data
Machine learning essentially needs data to learn. Accordingly,
for any kind of CA application targeting speech or sounds
from patients suffering from COVID-19 infection, we will need
collected and annotated data. At present, such data are hardly
publicly available for research purposes, but urgently needed.
Hence, a crucial step in the first place will be to collect audio
data including highly validated such from diagnosed patients and
ideally control subjects under equal conditions and demographic
characteristics including control data with a rich representation
of further respiratory and other diseases.

4.3. Model Sharing
In order to accelerate the adaptation of machine learning models
of CA for COVID-19, exchange of data will be crucial. As
such data are usually highly private and sensitive in nature, the
recent advances in federated machine learning (46) can benefit
the exchange of personal model parameters rather than audio
to everyone’s benefit. Likewise, users of according services can
“donate their data” in a safe and private manner.

4.4. Real-World Audio Processing
Most of the tasks and use-cases listed above require processing
of audio under more or less constrained “in-the-wild” conditions
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such as audio recording over telephone, VoIP, or audio takes at
home, in public spaces, or in hospitals. These are usually marked
by noise, reverberation, varying distance to microphone(s),
transmissions with potential loss, and further disturbances.
In addition, given the pandemic character of the SARS-CoV-
2 corona crisis, one will ideally need to be robust against
multilingual, multicultural, or local speech and sound variability.

4.5. Green Processing
Green processing summarises here the idea of efficiency in
computing. This will be a crucial factor for mobile applications,
but also for big(ger) data speech analysis (47) such as
in the case of telephone audio data analysis. It includes
conservative consumption of energy such as on mobile devices,
efficient transmission of data such as in the above named
federated machine learning in order not to burden network
transmission, memory efficiency, model update efficiency, and
many further factors.

4.6. Trustability of Results
Machine learning and pattern recognition methods as used in
CA are usually statistical learning paradigms and hence prone to
error. The probability of error needs to be (a) estimated, known as
confidence measure estimation, and (b) communicated to users
of CA services in the COVID-19 context to assure trustability of
these methods. One step further is that results should ideally be
explainable. However, eXplainable AI (XAI) itself is at this time
a young discipline, but provides an increasing method inventory
allowing for interpretation of results (48).

4.7. Ethics
Many of the above suggested use-cases come at massive ethical
responsibility and burden, which can often only be justified in
times of global crisis as the current one. This includes mostly
many of the above sketched applications of CA for monitoring.
Assuring privacy at all times will be crucial to benefit only the
goal of fighting COVID-19 spread without opening doors for
massivemiss-use. At the same time, balancing between individual
interests and the beneficence of groups and societies will need to
be carefully considered.

In addition, apart from responsible research, it needs to be
assured that the data are representative of all users in all use-
cases avoiding potential algorithmic bias. Indeed, the suggested
CA algorithms could function better for some parts of the
population, because algorithms were trained with data from only
one subculture due to different access to resources/technologies.
As an example, this could create an asymmetry in the detection
of symptoms of subparts of a population (inter- and intra-
countries). Deploying the same solution at scale would favour
certain social groups and disfavour others (49).

Next, one must assure that common points of reference for
comparison across studies are given, the aim of an audio task is
well-decided upon, results are interpretable, and communicated
to all, including in particular communication of potential
limitations (50). Further concerns in this context will discuss
legal and societal implications. All of these cannot be discussed

here—rather, we can provide pointers for the interested reader as
starting points (50–55).

While the technology seems ripe for application, one may
ask if we should use it? Or, are the ethical questions that rise
from these technologies enough to pause the development of
the suggested CA techniques at scale and think on the ethical
solutions first? And, do we have enough ethical knowledge today
to put enough constraints on the suggested CA applications to
make them secure/ethical? These questions touch upon many
actions that have been taken during the ongoing pandemic, but of
course, this will not justify risking massive personal data leakage
or restrictions of personal rights due to missclassifications by
AI or more specifically CA. Decisions will need to be made
individually per use-case and potential CA solution carefully
weighing benefit against risk.

5. LIMITATIONS

Following the described advantages and the potential uses of
these technologies in the case of COVID-19, we now provide
a critical thinking about their limitations and discussion about
their usability in the described use-cases.

First, as to the tasks described in Table 1, in a non-negligible
number of cases the data used for the experiments are still
simulated. Hence, the extrapolation from this to real-world
scenarios is far from being trivial. Also, in all use-cases, we
assumed that there is access to ideal sound recordings so one
can track a person at home and in public spaces. Today, cities
and homes are not equipped with microphone networks, so
smartphones are the preferred choice. On the one hand, these
recordings are potentially extremely noisy, reverberated, and
marked by package loss, which limits the applicability of the
previous research; on the other hand, most use-cases assume
that the smartphone is constantly listening, and that AIs are
able to detect, for example, if a person is eating (even before
wondering if they are eating with appetite or not). Furthermore,
it may appear difficult to see how we can envision the application
for locating and detecting sound sources from recordings made
by smartphones.

Few or none of the technologies mentioned are fully
operational today, so we can use them effectively for the
proposed objectives (as opposed to computer vision which is
already commonly used). And if time is indeed a challenge
in this period, it seems that the time necessary to exploit CA
efficiently for the COVID-19 task could be the biggest challenge,
as software development, deployment, maintenance, testing
including medical such, and alike are usually very demanding
in time.

Further, it has been noticed that only some specific elements
are directly related to COVID-19 (such as pre-diagnosis of
COVID-19 from breathing, coughing, or speech). In particular,
for the various paralinguistis recognition tasks, these would
otherwise further include lung sounds as compared to others
diseases such as common cold/influenza. An indication on
the degree of immediate relation to COVID-19 is provided in
Table 1. On the other hand, many of the introduced aspects
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TABLE 3 | Nine key aspects: Promising complimentarity of CA with other methods, tentative advantages (“+”) vs. disadvantages (“-”) or equality (“0”) of using audio as

the modality as compared to other more established methods used at scale in the medical and related setting.
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Risk assessment 5G/BT contact tracing
√

− − + 0 + + − + +

Temperature measurement
√

+ + 0 0 + 0 − − +

Diagnosis Blood sample, chest x-ray, heart-rate sensing, upper respiratory sample
√

− − + + + + − 0 +

Monitoring: spread, Wastewater tracking 0 + + 0 + − − +

social distancing, Video-based
√

− + 0 + + + 0 − 0

Chip-based − − 0 0 + + − + +

distancing effects, Analysis by physiology
√

+ + 0 + + + − + +

Analysis by text 0 − 0 − − 0 − 0 +

Analysis by video
√

0 0 0 + + + 0 − 0

Treatment/recovery Medical testing − − + + + + − 0 0

Human assessment 0 − 0 + 0 + + 0 −

Obviously, in general, audio-based assessment requires presence of audio in the first place, which can be positive in terms of privacy, but negative for continuous assessment or such

without cooperation requirement. BT, bluetooth.

bear interest even from monitoring of cold/influenza and other
respiratory or even related viral diseases perspective.

Also, in many of the cases described, another simpler means
can certainly be used instead to arrive at the same information.
For example, bio-signals allow a more direct and more efficient
measurement of a person’s state of health and its evolution;
smartphones and GPS tracking are very effective in locating
individuals. Hence, a multi-modal combination of audio and
other modalities appears very promising depending on the
individual requirements and settings.

In Table 3, we hence investigate whether the suggested CA
applications would work better than those that are already
implemented at scale or in high technology-readiness state. On
a similar line, we indicate where the mentioned CA techniques
could complement the current monitoring methods particularly
well. We provide the most common alternative methods for the
three major use-cases risk-assessment, diagnosis, andmonitoring
as introduced in section 3. Other alternatives are recently
developed and need to be related in a similar fashion to CA
(56), once being ready for usage at scale. Also note that the
table merely presents a coarse indication. It will depend on
the detailed usage which approach is to be preferred. For
example, the indicated equality in effort for contact tracing
by bluetooth or alike vs. CA is a coarse estimate as, on the
one hand, a high cost for development, advertisement, and
distribution of such solutions is required. On the other hand,
a centralised service based on CA will also come at a high
effort: CA population tracking could be extremely expensive
in terms of resources and development. Indeed, application
development, server infrastructure, data analysis centers, data
encryption, storage, and anonymisation as well as all the costs
of maintaining these services could easily add up transforming
CA solutions in over-priced servers difficult to maintain and

without the certainty that they will detect large numbers of
COVID-19 cases.

As to the alternatives to CA by use-case, for risk assessment,
this is currently mainly achieved by the named contact tracing
apps run on one’s smart phone by bluetooth or 5G methods
(57). When active on the phones of two individuals in sufficiently
close proximity such as less than 2 m for a minimum set time of
more than 15 min, the contacts are stored (usually only locally
in anonymous ways). Users that report COVID-19 positive
diagnosis are informed back to the service in anonymous forms.
Such an approach has been used already for other infectious
diseases (e.g., for HIV or tuberculosis). Another increasingly used
method is thermal camera based body temperature measurement
(58) often in the context of access, which has also been vastly
used before, e.g., at airports. A single thermal camera can be used
together with subject tracking to assess many individuals by a
single device.

For diagnosis, the common present alternatives used at
scale are upper respiratory samples such as regarding reverse
transcription-polymerase chain reaction (RT-PCR), and blood
samples (58), or, chest X-ray. A mobile health alternative is
found by intelligent heart rate analysis such as from wrist-worn
devices (59).

Monitoring of spread can alternatively, for example, be
fulfilled by analysing wastewater (60).

Monitoring of social distancing is realisable also by video-
based tracking (61) of individuals or chip-based such as via 5G,
bluetooth, or NFC and related technologies, as used, e. g., in
factories (57) usually requiring each participant to be equipped,
accordingly. Monitoring of social distancing effects is largely
related to affective, behavioural, and social computing in more
general, for which there exist a range of other modalities—
mainly physiology, text, or video (51). For monitoring of
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social distancing treatment and recovery, mainly the usage
of medical testing and mere human assessment form major
alternative options.

How CA or CA combinations would compare (e.g., in terms
of false positives/false negative rates or detection time) to the
already implemented medical and alternatives systems in society
will need to be broken down in detail. For instance, questions
such as do we have any clues to think that CA will be more robust
in terms of diagnostic than the current medical monitoring
system will need careful further investigation.

Besides such more technical questions, practical questions
on acceptance will also largely dominate the usefulness of CA
methods for COVID-19. The tracing application experience has
in some countries shown that the population was not fully ready
to give away their data. Similar of even bigger societal challenges
and limitations of the deployment of CA applications in the
context of COVID-19 at scale need to be expected.

6. DISCUSSION

In this short overview, we provided pointers toward what
CA could potentially contribute to the ongoing fight against
the world-wide spread of the SARS-CoV-2 virus known as
“corona crisis” and the COVID-19 infection triggered by it. We
have summarised a number of potentially useful audio analysis
tasks by means of AI that have already been demonstrated
feasible. We further elaborated use-cases how these could
benefit in this battle, and shown challenges arising from real-
life usage. The envisioned use-cases included automated audio-
based individual risk assessment, audio-only-based diagnosis
directly from speech or (forced) cough-sounds and by symptom
frequency and symptom development histograms over time in
combination with machine learning, and several contributions
to monitoring of COVID-19 and its effects including spread,
social distancing, and treatment and recovery besides use-
cases for audio generation. At the time of writing, it seems
that what matters most is a rapid exploitation of this largely

untapped potential. Obviously, in this short overview, not all
possibilities could be included, and many further potential use-
cases may exist. We also showed key limitations, but others
will exist. Further, the authorship is formed by experts on CA,
digital health, and clinicians having worked with COVID-19
infected patients over the last months—further insights from
other disciplines will be highly valuable to add. The corona
crisis demands for common efforts on all ends—we truly hope
computer audition can add a significant share to an accelerated
success of the crisis’ defeat.
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Healthcare innovation is impeded by high costs, the need for diverse skillsets, and

complex regulatory processes. The COVID-19 pandemic exposed critical gaps in

the current framework, especially those lying at the boundary between cutting-edge

academic research and industry-scale manufacturing and production. While many

resource-rich geographies were equipped with the required expertise to solve challenges

posed by the pandemic, mechanisms to unite the appropriate institutions and scale up,

fund, and mobilize solutions at a time-scale relevant to the emergency were lacking. We

characterize the orthogonal spatial and temporal axes that dictate innovation. Improving

on their limitations, we propose a “pre-emptive innovation infrastructure” incorporating

in-house hospital innovation teams, consortia-based assembly of expertise, and novel

funding mechanisms to combat future emergencies. By leveraging the strengths of

academic, medical, government, and industrial institutions, this framework could improve

ongoing innovation and supercharge the infrastructure for healthcare emergencies.

Keywords: innovation infrastructure, translational medical research, health innovation system, pre-emptive

innovation, hackathon

MAIN TEXT

The COVID-19 pandemic has emphasized that ongoing innovation in healthcare is critical to
meeting arising needs. Healthcare innovation, however, can be slow and costly (1) because of the
complexity and risks involved. “Rapid” dissemination of health innovations are defined as those
that disseminate in under 5 years (2). Drug development pipelines frequently take longer than
a decade (3). While this pace pales in contrast to consumer technologies, it prevents spurious
and poorly validated innovations from potentially harming patients. However, during emergency
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periods, such as a pandemic, the pace of innovation must be
accelerated to decreasemortality andminimize economic impact.

Successful innovation in health care requires three distinct
steps: (1) inception, (2) implementation/testing, and (3)
dissemination (4). Efforts to spur the invention and inception of
innovations, such as hackathons and workshops, have sprouted
across industries and achieved significant success (5–8). Testing
and implementation have been facilitated through the creation
of incubators and accelerators that provide financial, logistical,
and legal stability to early-stage companies. Diffusion, the
practice of disseminating technology for widespread uptake (2),
has been arguably the most underdeveloped step and presents
a major bottleneck in the innovation process (2, 9–11), even
fostering designation as an “art” (2). By definition, diffusion is a
passive process, where adoption varies significantly on individual
perception (12). While this represents the natural pathway in
a free market, it makes healthcare innovation incredibly costly
and challenging, ultimately at the cost of human life. How can
we enable active, widespread adoption of innovations, in a more
convective fashion? We have glimpsed what such a process could
look like in recent approvals of various COVID-19 vaccines
and devices, where innovations backed by multiple stakeholders
were able to penetrate the market quickly, having rapid, and
widespread impact.

Here we conceptualize a spatial-temporal framework
(Figure 1) to describe the components and processes of
innovation. By analyzing points of hand-off and inefficiencies
in this framework, we propose a new mechanism to streamline
innovation, specifically geared toward emergency preparedness,
co-localizing critical components on both axes. Healthcare
innovations can be products (e.g. drugs, medical devices),
processes, or services. While the complexity and requirements
for each differ, their progression can be mapped onto
this framework.

Time

Space

FIGURE 1 | Comparison of various innovation processes along spatial and

temporal axes.

SPATIAL AND TEMPORAL AXES OF

INNOVATION

The healthcare innovation pathway can be examined from spatial
and temporal perspectives. Prior temporal frameworks have
highlighted the linear paths of innovation, from idea generation
through adoption (4) while spatial frameworks have focused on
the role of the adoption system, health system, and broader
context (13). We seek to bridge these two frameworks to
describe a holistic landscape (Figure 2A), incorporating (1) the
distinct set of disciplines required for each step, (2) the ease
with which different fields can interact, and (3) their respective
incentive systems.

Spatial Domains
Academia
Academic institutions have spearheaded multi-disciplinary and
translational research through specific funding opportunities,
creation of cross-departmental initiatives, and collaborative
research centers. Basic science, engineering, andmedical research
are increasingly bridging fields that have been historically siloed.
Multi-disciplinary academic and training programs play a central
role in educating individuals to work at multi-disciplinary fields.
An example is the Harvard-MITHealth Sciences and Technology
(HST) program which integrates both engineering and medical
training. At the interface of various disciplines, transformational
devices and therapeutics are conceived, addressing challenges
that conventionally-isolated disciplines were unable to tackle
alone. Academic institutions provide depth in knowledge and
skillsets, and generate substantially new ideas by students
and faculty that come from a diversity of thought. However,
innovation in academia is usually relatively slow. Academics
are incentivized by publications, funding, patents, and overall
impact. Research grants typically do not provide the funding
required to translate and deploy innovations, although certain
federal grant programs [e.g. National Institutes of Health (NIH)]
have begun to offer this level of support.

Hospitals
Hospitals, and academic medical centers (AMCs) in particular,
have incorporated a number of initiatives to enhance the
integration of new health innovations (14–16). AMCs help
determine the optimal method of integrating new innovations
into existing healthcare pipelines and processes (17). AMCs have
also developed innovation hubs that combine translational and
clinical expertise to implement ideas. AMCs share incentives
with traditional academic institutions, in addition to traditional
hospital goals of improving patient care and patient experience
while lowering overall costs.

Industry
Commercial entities offer expertise in scaling solutions beyond
initial proof-of-concept testing. This expertise is vital for
the dissemination of innovations. Industry can leverage deep
expertise in these fields and significantly accelerate the pace of
innovation. However, larger companies can struggle to switch
focus between domains. How tomanage such changes is the focus
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A

B

FIGURE 2 | (A) Existing linear pipeline for health innovation. (B) Pre-emptive innovation pathway incorporating regular periodic challenges that engage all

stakeholders throughout.

of extensive research (18, 19). Involvement of industry early in
the innovation process can select for ideas and designs that can
be marketed and sustainably manufactured at scale in the long-
term. Innovations need to have a clear path to long-term financial
sustainability to enable buy-in from for-profit corporations.

Payers
Payers play an important role motivating the development
of new innovations, particularly those that improve long-
term patient health while simultaneously reducing costs.
Payers can be private insurance companies or government
entities. Depending on the nature of the innovation, payers
may not be directly responsible for covering costs, however
the broad dissemination of innovations are likely to be
enhanced if there exist insurance reimbursement codes,
particularly for digital health technologies. Payer motivations
and reimbursement structure largely determine the success
of innovations.

Government
The role of government in health innovation can vary
significantly depending on the national context. In countries
with a centralized, public health system, government
acts as the primary customer whose buy-in is crucial
for innovation uptake. Where healthcare is privatized,
governments traditionally only regulate approval of innovations.
In both cases, government can often be a node that
bridges different spatial players when specific needs arise.
During the COVID-19 pandemic, e.g., the US government
actively facilitated collaborations, provided funding and
resources through Operation Warp Speed. Chinese and
Russian governments actively aided the development of the
COVID-19 vaccines.

Temporal Domains
Most medical devices and therapies are conceived and
preclinically validated in the academic realm over a period
of years. Following the licensing or sale of intellectual property to
a commercial entity, development of the product or service may
take additional years before final testing via a clinical trial and
regulatory approval. Large scale manufacturing and penetration
into the market can further take a few years. Even for the most
pressing of diseases, a timeline of 5 or more years is considered a
reasonable time-to-market.

Innovation Challenges and Hackathons
Innovation challenges seek to expedite innovation by
crowdsourcing solutions to problems (5–8, 20). Proposed
problems can be open-ended (e.g. diabetes treatment) or have
a specific focus of interest (e.g. multivitamin delivery in rural
towns). Innovation challenges can occur over the course of a few
days to a few months. Events generally incentivize the creation
of teams that dedicate time and effort to developing ideas that
may address existing problems in the sector. Hackathons are
a specific type of innovation challenge where participants and
teams are assembled and work together in a dedicated space for
a prescribed length of time (21). This creates an environment
where teams can enjoy protected time for focused, collaborative
work. Innovation challenges also provide mentoring from
experts across sectors, in order to answer questions teams may
have and guide them as they refine and develop their ideas.

Incubators and Accelerators
Incubators and accelerators accept teams with ideas in various
stages of development and guide them toward testing and
implementation of their ideas, including pilot studies or clinical
trials. These programs can provide funding, expertise, office
space, and access to partners to facilitate testing. Incubators
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can exist as stand-alone entities or be housed within academic
institutions. AMCs specifically have increasingly developed in-
house incubator-like programs in an effort to cultivate internal
innovation capacity (22, 23). Teams emerging from these
programs often spin-out as commercial for-profit entities, raising
funding from angel and venture capital sources, and successfully
marketing and selling their products or services.

Each phase in the temporal domain is characterized by
specific expertise. Basic science and engineering are required for
invention and inception. Translational and clinical expertise are
necessary to integrate and test innovations in specific clinical
contexts. Business and manufacturing knowhow are crucial for
scaling and sustainability. Temporally, the timeframes for each
step can vary and depend, in part, on how rapidly different
disciplines can be onboarded and convalesced into a multi-
disciplinary team.

Barriers to Diffusion of Health Innovations
Even the most successful health innovations face a steep battle
in their diffusion and uptake. Previous studies have identified
a number of barriers to health innovation diffusion including
organizational structure, partnerships, lack of dedicated
resources, and inadequate context (2, 9, 11, 12, 24–26). Proof of
efficacy of an innovation does not guarantee its uptake. Rather,
incentives for each active stakeholder need to be present to
promote use. Rapidly-scaled innovations align these incentives
(1) in an efficient manner.

A related challenge for organizations to incorporate
innovations is to create an environment conducive to change
management (10). Organizations need to create a climate for
change and engage the whole organization in order to implement
and sustain changes (18, 19). In healthcare, this challenge is
amplified by the number of stakeholders involved.

The current paradigm of health innovations is much like
a relay race, where each stakeholder takes the lead for one
component of the translation process before handing it off
to the next stakeholder. Each hand-off must contend with
communication across disciplines that may each speak a
different language. There also exists substantial inertia in each
segment, given that innovation is often no one person’s primary
professional obligation, but rather a peripheral facet to their
job (27).

In the face of a healthcare emergency such as the COVID-
19 pandemic, the challenges enumerated above and the breadth
of the spatial and temporal axes hinder innovation from being
realized at a time-scale relevant to the situation.

Pre-emptive Innovation Infrastructure for

Medical Emergencies
We propose the concept of a pre-emptive innovation
infrastructure for medical emergencies (PRIME) which
proactively builds a sturdy cross-disciplinary ecosystem that
is primed to spring to action in times of crisis. The PRIME
would consist of teams in each geography that co-localize the
various spatial domains and parallelize the temporal domains of
innovation (Figure 2B). For each instance, state governments
could identify key university, private-industry, and hospital

labs in major academic cities to serve as the R&D hubs. Large
companies with local manufacturing and/or prototyping spaces
would be partnered with these labs for rapid prototyping,
design, and development. Regulatory officials would be regularly
involved to familiarize themselves to the community and
articulate necessary testing requirements proactively. Within
the team, technical, business, legal, clinical and regulatory leads
would be appointed. As a pre-selected entity, the team would
have the impetus to work together and move swiftly when called
upon in times of crisis.

The PRIME is motivated by observations of how various
players were able to ramp up innovation efforts during the
COVID-19 pandemic. A shared sense of urgency and purpose
during an emergency enabled businesses, institutions, and
governments to deploy emergency protocols that accelerated the
pace of work, regulatory and committee approvals, institutional
review boards (IRBs) and other bureaucratic steps. It is also
modeled after the multidisciplinary teams bridging academia,
industry, and regulatory bodies assembled regularly by the
Defense Advanced Projects Research Agency (DARPA).

The PRIME could be assigned predetermined pathways
for testing, implementation, regulatory approval, scale-up,
marketing, and funding to facilitate rapid implementation.
Ownership, protection, and sharing of intellectual property
would follow pre-templated models, based on the type of
device or therapy, to prevent delays in innovation. During a
medical emergency, directors of the PRIME would designate
the major challenges, unlock government funding for R&D and
facilitate advance purchase orders (APCs) to incentivize the
manufacturing and deployment.

Challenge-Based Preparation
In non-crisis periods, PRIME teams would engage in regular
innovation drills that challenge the networks to solve existing
healthcare problems with transformational, as opposed to
incremental innovations, similar to the Gates Foundation
challenges. These could be funded through government grants
and APCs, creating a market for qualifying solutions.

Similar to regular exercises carried out by the armed forces to
ensure optimal preparation, these challenges would prepare all
stakeholders for emergency scenarios. In addition to bolstering
emergency preparedness, this infrastructure would establish the
capacity for regular, constant cross-disciplinary collaboration and
translation in healthcare, solving many of the large healthcare
problems that we currently face. The PRIME allows professionals
within each vertical to operate in such a way that meets
their conventional incentive structures while simultaneously
contributing to a broader, impact-driven schema.

A Climate of Change
PRIME tackles barriers identified by previous studies that impede
health innovation (28, 29). Firstly, it fosters a culture of mutual
understanding and co-creation across industries that may not
be accustomed to regular collaboration, facilitating innovation
flow (28, 29). This framework would also actively involve workers
from each industry across levels and departments, creating a
climate of change (30).
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Each pathway of innovation espouses certain advantages
and limitations. Ironically, a pathway that is too rigid can
actively impede innovations that arise from nonconventional
sources (22). Thus, we intentionally avoid prescribing a
predetermined method of collaboration in the pre-emptive
innovation infrastructure and encourage the creation of “slack,”
whereby innovations from a variety of sources are nourished.
Such slack can be created, e.g., by developing an open pathway
whereby employees across industries can highlight problems and
propose possible solutions. Employees could then be afforded
some protected time from their primary responsibilities to pursue
this idea, with appropriate guidance. This would also work
toward changing organization structure to one of change for
continuous quality improvement (31, 32).

The consolidated framework for implementation research
(CFIR) has previously outlined various characteristics to facilitate
implementation science. The weakest determinant was identified
as the outer setting, external relationships across institutional and
broader context in which innovations need to diffuse. PRIME
would address this weakness directly (33).

Previous studies have identified that successful innovations
require internal champions at every step of the innovation
timeline to move them forward (34). A PRIME would take
this one step further and obviate the need for individuals
to move against the grain. Institutional frameworks
would facilitate rather than impede innovative projects,
while government and payer stakeholders would provide
advocacy for emerging solutions. A sustainable health
innovation ecosystem is a mechanism by which institutional
entrepreneurship can be created across multiple players

simultaneously (35). An established collaborative infrastructure
would also facilitate data sharing and implementation,
making diffusion and uptake of technologies less reliant on
individuals and more intentionally integral to continuous
healthcare improvement.

The race to develop devices and vaccines to address
the COVID-19 pandemic has exemplified the potential of
establishing sustained collaboration across stakeholders in
healthcare for rapid innovation. The framework proposed
here would be conducive to various types of innovations
including digital innovations that have proven important in
battling the ongoing COVID-19 pandemic (36). A PRIME
would not only bolster emergency preparedness, but also
catalyze ongoing innovation. Looking to the future, this
infrastructure could also be applied to other impending crises
including climate change, water scarcity, energy crises, and
food security.
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Telework has become a universal working style under the background of COVID-

19. With the increased time of working at home, problems, such as lack of physical

activities and prolonged sedentary behavior become more prominent. In this situation,

a self-managing working pattern regulation may be the most practical way to maintain

worker’s well-being. To this end, this paper validated the idea of using an Internet of

Things (IoT) system (a smartphone and the accompanying smartwatch) to monitor the

working status in real-time so as to record the working pattern and nudge the user

to have a behavior change. By using the accelerometer and gyroscope enclosed in

the smartwatch worn on the right wrist, nine-channel data streams of the two sensors

were sent to the paired smartphone for data preprocessing, and action recognition in

real time. By considering the cooperativity and orthogonality of the data streams, a

shallow convolutional neural network (CNN) model was constructed to recognize the

working status from a common working routine. As preliminary research, the results

of the CNN model show accurate performance [5-fold cross-validation: 0.97 recall and

0.98 precision; leave-one-out validation: 0.95 recall and 0.94 precision; (support vector

machine (SVM): 0.89 recall and 0.90 precision; random forest: 0.95 recall and 0.93

precision)] for the recognition of working status, suggesting the feasibility of this fully

online method. Although further validation in a more realistic working scenario should be

conducted for this method, this proof-of-concept study clarifies the prospect of a user-

friendly online working tracking system. With a tailored working pattern guidance, this

method is expected to contribute to the workers’ wellness not only during the COVID-19

pandemic but also take effect in the post-COVID-19 era.

Keywords: telework, nudge, wearable, realtime tracking, convolutional neural network

1. INTRODUCTION

A great leap of digital healthcare is expected under the background of COVID-19, which
has changed the style of socioeconomic organization. Now, telework has been being adopted
pervasively to decrease the transmission risk so as to contain the pandemic. On the other side
of the strengthened working efficiency by saving the commuting time, the side effects caused by
prolonged working hours become more visible.

Given that the adverse effect of prolonged working hours and the consequent stress have been
identified (1, 2), attempts that chopped up the working time with breaks have been tried and
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validated (3, 4). Additionally, the sit-stand working pattern has
been proposed recently as a new working fashion to reduce
the sitting time and has shown the potential effectiveness (5).
However, the change of posture may not be able to eliminate
the adverse effect of prolonged working hours. Given the
difficulty in keeping up to an intervention schedule by the
worker himself, a fully automatic intervention system, which
can recognize the working status in real-time and then generate
the behavior-change notification automatically, is valuable. To
meet the requirements in simultaneousness and interactiveness,
the system should (1) be able to recognize the motion by
extracting the information from video or time-series sensor
signal in real time, and (2) be able to feedback to the subject in
a convenient way.

The first requirement is widely studied in the topic of human
activity recognition (HAR) by using the camera, ambient sensor,
and wearable sensors (6, 7). The first two modalities are not
suitable for the recognition of working status due to the higher
computation cost and the rigid requirement in the system setup.
Numerous previous research utilizing wearable sensor fusion in
HAR show the clear prospect of accurate HAR recognition using
portable sensors (8–10). Nevertheless, the aforementioned two
requirements make it more difficult for most of the methods to
be applied.

The smartphones and the accompanying smartwatch
ecosystem, which is one of the major modalities of IoT devices,
provides an excellent platform to implement the HAR in
terms of performance and availability. The research of using a
smartphone as the hub of data-stream acquiring, processing,
and modeling have emerged in recent years. Cao et al. have
tried to conceptualize the smartphone-based implementation
by optimizing the number and types of features and validated
the algorithm by using an open dataset (11). Cvetkovic et al.
tried to fuse the accelerometer signal from a smartphone and
a wristband to recognize the daily activities, which are majorly
locomotions and achieved an 87% average accuracy (12). Bianchi
et al. proposed a system consists of sensing and data transmitting
via a wearable gadget and the accompanying HAR recognition in
the form of cloud service based on the deep learning model (13).
In the IoT context, the user’s loyalty is an unavoidable factor
in system design, which suggests that an established ecosystem,
such as the iOS and Android system, with a massive user base,
would be ideal. Moreover, it is natural for these commercial
systems to provide a direct interaction via smartphone or
smartwatch devices. With the new dedicated neural network
accelerator being added in, the recent smartphones are becoming
the appropriate hub for edge computing as research concerning
using the signals of IMU sensor of a smartwatch can be seen
lately (14, 15).

Although the monitoring of working status did not become a
practical need until last year when remote working become an
elementary style and few researchers contributed to the topic,
human activity recognition based on wearable devices, which
may be applicable, have been developed. Mannini et al. have
tried to use the wrist-worn and ankle-worn accelerometer to
identify the locomotions (walking, cycling, and resting) (16).
Specially, as it can be imaged for a real working situation, a few

relevant elementary actions, such as reading and typing, as well
as irrelevant interruptions are mixed in, a coarse information,
such as the record of screen time and sedentary time may
cause overestimate or underestimate of working time. Therefore,
Kwon and Choi have tried to construct a pipeline based on
smartwatch and artificial neural network model to recognize
the working relevant activities from other daily living activities
(17). In considering the requirement on the accuracy and the
restriction of privacy protection, the activity recognition based
on wearable sensors is considered to be an appropriate solution,
in comparison with the video-based, which may cause concern of
the privacy disclosure and the self-report-based methods, which
is prone to be coarse and data missing.

However, in the previous studies, the influence of individual
difference is unclear and the overall method including signal
source and the classification model can be optimized. In
view of the results of the previous researches above, in this
research, we extend the signal source by adding the signal of
gyroscope and comparing the convolutional neural network
(CNN) classification model with random forest (RF) and support
vector machine (SVM) in more rigorous off-line [5-fold and
leave-one-out (LOO)] and real-time experiments to evaluate
the feasibility of working recognition with standalone pair of
smartphone and smartwatch.

2. MATERIALS AND METHODS

2.1. Data Acquisition
The data used in this research were generated by the
accelerometer and gyroscopes enclosed in an Apple Watch
(series 5). The coreMotion of Apple provides the application
programing interface (APIs) for the developer to access the data
generated by the sensors in Apple watch and iPhone, which can
be extracted for off-line use or direct use in a dedicated app.
Both the raw data and the processed values can be extracted
by the APIs provided by coreMotion in a user-defined interval.
The sampling rate is 50 Hz in this research, which is higher
than 20 Hz, and it is often used in human activity recognition,
because most of the target activities requires a minimal of 30 Hz
to prevent aliasing (18, 19). In this study, the data streams being
used in this study are tabulated in Table 1.

The data streams will then be used by the coreML, which is
a framework for machine learning provided by Apple. In recent
models (iPhone11 and later), the computation performance is
greatly boosted by the dedicated hardware—the neural engine.
The machine learning model can be trained separately by python
and then converted back by the coremltools to the coreML format
to run on the iPhone. In this study, we extracted the data streams
to train the model first, and then put the converted model back
into the iPhone.

2.2. Experiments
In this study, we simulated the activity pattern at-home
by performing the combinations of locomotion and limbs
movements, which are described in Table 2. Two experiments
were carried out subsequently. The first offline experiment, which
also served the purpose of initial data collection, was conducted
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on 12 subjects (college students, 10 males, two females; ages:
[23–34] years old), whose willingness in participating in the
experiments was confirmed by written informed consent, with an
Apple watch worn on their right wrists. The subjects were guided
to conduct the prescribed locomotions and limb movements at
their own paces. The timing for each action was recorded by
an assistant to ensure the correctness of class labeling. In every
2 s, statistical features which is described in section 2.3 of the
nine-channel signals sensed by the watch simultaneously were
calculated on site and sent to the paired iPhone11 via Bluetooth.
In the experiment protocol, the working-while-standing style was
added to the conventional sitting style given that more and more
people use at least partially the standing position in working
time. The actions of reading, keyboard typing, and writing were
attributed as working status. Therefore, given the similarity
of the nine-channel signals, we combined limb movements of
reading, typing, and writing in both standing and sitting status,
which results in three classes of combinations for working
status. Consequently, there are seven classes of locomotion-
limbs-movements combinations to be recognized in this research
as shown in the [Label] row of Table 2.

TABLE 1 | The nine channels of data streams used in this research, which can be

accessed by the APIs of CoreMotion.

Data Description

Motionuseraccelerationx (G)

Motionuseraccelerationy (G)

Motionuseraccelerationz (G)

The acceleration that the user is

giving to the device along the

corresponding axis. The total

acceleration of the device is equal to

gravity plus the acceleration the user

impacts to the device

Motionyaw (rad) Angular rotation around an axis that

runs vertically through the device.

Motionroll (rad) Angular rotation around a longitudinal

axis that passes through the the

device from its top to Bottom

Motionpitch (rad) Angular rotation around a lateral axis

that passes through the device from

side to side

Motionrotationratex (rad/s)

Motionrotationratey (rad/s)

Motionrotationratez (rad/s)

Rotation rate along the corresponding

axis

Finally, a real-time validation, which used the the pre-trained
model to predict the simultaneous activity, was conducted. Two
subjects, who have participated in the off-line experiment, were
invited to repeat the experiment in order to test the repeatability
of the model; another three subjects who did not participate in
the offline experiment (males, 24–28 years old) were invited to
perform the actions of working status for 30 min, during which
time they could stop working or drinking water freely.

2.3. Features Extraction
Regarding the offline experiment, the nine-channel signals were
stored in the iPhone during the experiment. Whereafter, signals
were extracted from iPhone as CSV files with time stamps and
used to train the classification model offline. Although the model
can be trained directly in iPhone via Xcode, Python was used in
the training period given the higher flexibility and the abundance
of packages.

The preprocessing is closely related to the construction of the
CNN models. Although the deep ANN is adequate in automatic
feature generation, given the relatively small dataset and the
effectiveness of the engineered feature extraction in reducing the
input dimension and model complexity (19, 20), it is assumed
that noise in a short interval (2 s) is normally distributed so that
the lower order statistics features (mean and standard deviation)
are sufficient in describing the short segment without filtering
and the low order statistics. On the other hand, the mean and
standard deviation have been proved to be informative features
in activity recognition problems (19, 21). Therefore, the mean
and standard deviation of the nine-channel signals were extracted
from the right wrist and used as the input to the models.

During the experiment, it was noticed that the inter-subject
difference in performing the writing, reading, and typing mainly
resides in the pace. Therefore, a time length, which is set as 2
s, that can probably include one bout of the action is desired.
This size of the window yields highest accuracy in human activity
recognition, even though it includes fewer cycles of an action
(18). In this logic, the means and standard deviation of a short
interval (2 s) are the unit input to the CNN models.

Moreover, although it is used by default that the data are
fragmented into short intervals and input into machine learning
model for classification, the automatic segmentation may occur
in the same semantic event (the same action), which would then
worsen both the training and predicting period, especially for a

TABLE 2 | The protocol of the experiment (upper) and the samples number for each class (lower).

Episode 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Locomotion Walking Standing Standing Standing Standing Sitting Sitting Sitting Sitting Lying

Limb movements Neutral Neutral Reading Typing Writing Neutral Reading Typing Writing Neutral

Duration (min) 10 5 3 3 3 5 3 3 3 10

Label W_N St_N Re Ty Wr Si_N Re Ty Wr L_N

Class W_N St_N Re Ty Wr Si_N L_N

#Sample 892 429 541 539 546 444 900

Duration (min) 119 57 72 72 73 60 120
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relatively short 2-s window. In view of this concern, we tried to
mitigate this problem by using a longer time interval of the data
while keeping the basic interval as 2 s. The feature vector of each
basic interval is then arranged into a row and stacked up to a
feature matrixM ∈ ℜm×n, where m represents m × 2 s data and
n represents n features.

In addition to the mean and standard deviation, we assumed
that the cooperativity of the nine channels is informative in
describing the differences between the seven classes. Eventually,
the features of the nine channels can be extracted in the
following way:

• first, the pair-wise Pearson correlation of the nine-channel
signals were calculated, which resulted in a symmetrical 9 × 9
matrix Ri, where the superscript represents the ith 2s;

• second, the maximum eigenvector ε
i(∈ ℜ1×9) of the Ri is then

calculated and extracted as the features of cooperativity;
• third, the means µ

i = µ
i
1,µ

i
2, · · · ,µ

i
9 and standard deviations

σ
i = σ

i
1, σ

i
2, · · · , σ

i
9 are calculated for each channel and

concatenated to ε
i to form the feature vector ν

i ∈ ℜ1×27;
• finally, the feature matrix for a longer interval is formed by

stacking the feature vectors row by row to form the matrix M
as the input of the CNN model.

The m and n are the hyperparameters, and the m is set as 8 s, an
interval that includes most of the underlying hand movements.
Regarding the n, the (ε, µ, σ ) combination and the (µ, σ )
combination were tried in the model building stage. The shape
of the input matrix is illustrated in Figure 1.

With regard to the real-time test, the nine-channels signals
were sampled at 50 Hz via the CoreMotion framework and then
were segmented into short episodes of 2-s length for further
features generation by using the vDSP module in the Accelerate
framework. On the other side, the iPhone used the Passive
Response Delegate Mechanism to receive and reorganize the
consecutive four 2-s feature vectors, f ∈ ℜn, into an 8-s feature
matrixM, which were then fed into the pre-trained model.

2.4. Classification Model
The classification model was built with a 2D CNN model with
one to three hidden layers (Figure 2) in light of the finding of
Münzner et al., which shows that a sallow CNN model with
2–3 CNN layers is better than the random forest model (22).
The simplicity of the model also benefits the edge computation
by using the iPhone at one’s disposal, where the computation
latency and the power consumption should be taken into account
seriously. Tominimize the negative influence of the deep learning
model on the general performance of the smartphone, developers
tend to restrict the complexity of the model (23, 24). A simpler
model may also be beneficial to its generalizability and robustness
when being applied to a new dataset. Figure 2 shows the
structure of the CNN model, where the feature matrix M was
provided as input.

As it is shown in Figure 2, in the first CNN layer, we paid
special attention to the kernel size and strides, because we
thought that a double length in unit interval (2 s) will be helpful
in extracting the latent features of each action. This consideration

FIGURE 1 | The features and the shape of model input, i represents the ith 2 s, and a sample of input consists of 8 s. The (ε, µ, σ ) and (µ, σ ) features combinations

are represented by the structure of 27 and 18, respectively.

FIGURE 2 | The structure of the convolutional neural network (CNN) models. The 8-s nine-channel data streams were transformed into a 4× 27 (or 4× 18, not

shown in the figure) 2D matrix to input into the network. There are three variants, where CNN(1) uses the first convolutional layer, CNN(2) uses the first two

convolutional layers, and CNN(3) uses all the three convolutional layers.
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also applied in the tuning of the second CNN layer, where the
whole time length of the input to the second CNN layer was
covered by the filters. The resultant feature map of the second
CNN layer is further abstracted by the third CNN layer, which
combines the features of three channels. Based on this structure,
three variants were tested in the 5-fold and LOO validations,
where CNN(1) corresponds to the model with the first CNN
layer, CNN(2) corresponds to the model with the first two CNN
layers, and CNN(3) corresponds to the model with all the three
CNN layers.

With the development in machine learning, a number of
classification models have been used for HAR, among which
the SVM and random forest were proven to be suitable in this
field (22, 25, 26). To confirm the performance of the CNN
models, the SVM classifier with radial basis function (RBF) kernel
(regularization parameter = 1.5) and the random forest classifier
(number of trees = 200, maximum tree depth = 10), which
are supported by CoreML, have been compared with the CNN
models in the 5-fold and LOO validations.

2.5. Evaluation
Three kinds of evaluations were conducted to examine the
performance of the overall pipeline. First, to examine the
performance of the overall method, 5-fold cross-validation was
used. The overall accuracy, F1 score and theMatthews correlation
coefficient (MCC) is used to evaluate the overall performance
of the model. The MCC metric is essentially a correlation
coefficient, which is more suitable in evaluating the imbalanced
dataset by taking the proportion of each class into consideration.
The definition of MCC for the binary situation is:

MCC =
TP × TN − FP × FN

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

, (1)

and the MCC calculation can be easily extended to the
multiclass situation. Moreover, the results for working status
classification are specifically analyzed with class-wise metrics
(recall, precision).

Second, because a portion of the samples from the same
subject would be used in the training stage in the 5-fold
validation, a validation that can evaluate the influence of the
individual difference on the model is beneficial. Since the
leave-one-out validation, which is more rigorous for the model
generalizability by excluding the whole dataset of a subject from
the training dataset and using it as the test dataset (18), it was
implemented for all the 12 subjects. From this validation, we
expected to determine the best model in terms of generalizability.

Finally, the real-time test, which is described in section
2.2, was finally conducted to validate the reproducibility and
generalizability of the model by installing the best model into the
prototype application. For the two subjects who have participated
in the off-line experiment, a confusion matrix is used to show
the results, whereas for the three subjects who were new to the
experiment, individual compositional bar chart is used to show
the detail of classification results.

3. RESULTS

By using the coreMotion API, the signals of the nine channels
can be extracted at a constant frequency (50 Hz). Although
slight fluctuation can be seen in the sampling interval from time
to time, the fluctuations were all <10 ms. Measurements were
successfully extracted from all the 12 subjects, and by separating
the samples for 8 s, the sample numbers of the seven classes can
be found in Table 2 (lower part).

By plotting the averaged 8-s matrices (Figure 3), the
differences of the seven classes can be visualized. From Figure 3,
the inter-classes difference can be confirmed. Specifically, the
three classes that belong to the working status are similar to
each other, while the walking is a distinct one being different
from the others. Moreover, it can be seen that the St_N is
similar to the Ty, which causes the occasional misclassification
between these two classes in the 5-fold cross-validation and the
leave-one-out validation.

3.1. Results of 5-Fold Cross-Validation
Models that used 27 features (ε, µ, σ ) combination and
18 features (µ, σ ) combination are summarized in Figure 4,
from which it can be confirmed that the model input with
27 features combination with three CNN layers has the best
performance for the working status recognition (recall: 0.965,
precision: 0.967), whose confusion matrix can be seen in the
right matrix of Figure 5, while the counterpart with 18 features
combination (left matrix of Figure 5) has similar results (recall:
0.964, precision: 0.965).

Looking closer into the confusion matrices of the CNN(3)
models with two combination of features (Figure 5), the
fluctuation in the predicting accuracy can be seen. Figure 5 shows
the averaged confusion matrices of the models, from which it can
be confirmed that the three actions of working status (Re, Ty, and
Wr) can be recognized accurately, whereas the St_N is somewhat
difficult to be separated from the L_N, which may be caused by
the similarity in free movements of torso and limbs in these two
actions.Within the three actions of working status, the Tymay be
recognized as St_N occasionally, which seems plausible because
the vibration of the torso while standing may also be reflected by
the sensors on the right wrist.

3.2. Results of Leave-One-Out Validation
Similar to the 5-fold validation, models with two feature
combinations were compared here. The results are summarized
in Figure 6. In this validation, the RF model is the best for the
overall classification, but not for the working status. The model
with two CNN layer inputs with 18 features combination has the
best performance (recall: 0.951, precision: 0.944), while the RF
model has a similar performance (recall: 0.947, precision: 0.926).
Please note that the recall and precision values in this paragraph
are the averaged values for the three working activities.

The effect of different feature combinations is compared
by examining 2-layers CNN model with 18 and 27 features
(Figure 7). The 27-feature model outperforms the counterpart
in identifying the L_N, but is inferior in identifying the Re and
Ty. For both models, the St_N cannot be classified accurately,
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FIGURE 3 | The averaged 8-s matrices for the seven classes. The matrices on the left column corresponds to W_N, St_N, Si_N, L_N, respectively, whereas those on

the right column corresponds to Re, Ty, and Wr, respectively. The horizontal axis corresponds the maximum eigenvector of the correlation matrix, the means,

standard deviation, and the of the nine channels.

FIGURE 4 | Models comparison of 5-fold cross-validation. CNN(1), CNN(2), and CNN(3) correspond to the model with 1, 2, and 3 convolutional layer(s), respectively.

for being misclassified as L_N and Si_N. This inaccuracy is
accountable; given that the subjects are free to move their hands
occasionally, there is no consistent pattern for these three classes.

Figure 8 further shows the distribution of the recall and
precision over the 12 validations. The long-tail distribution can
be seen in the 27-feature model for Re and the 18-feature model
for Ty. However, they are caused by only one case (subject)

with extremely low result, respectively. Therefore, no severe
overfitting is observed.

3.3. Results of Real-Time Validation
According to the results of the offline LOO validations, the
18-feature two-layers CNN model achieved the best results for
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FIGURE 5 | Confusion matrices of the CNN(3) model by using the two combination of features in the 5-fold cross-validation. The correspondence is indicated by the

title of the matrices.

FIGURE 6 | Models comparison of LOO validation. CNN(1), CNN(2), and CNN(3) corresponds to the model with 1, 2, and 3 convolutional layer(s), respectively.

working status recognition. Therefore, it is implemented to
the prototype application in iPhone and tested by real-time
experiments. The averaged confusion matrix of the two subjects
who have participated in the offline experiment is shown in
Figure 9A, whereas the Matrix in Figures 9B–D shows the
compositional bar chart of the three new subjects.

According to Figure 8 , the results of the two subjects who
have participated in the offline experiment are consistent with the
5-fold validation, having a generally accurate classification.

The results for the three new subjects vary mainly in the
recognition of writing, while the reading and typing activities
can be recognized accurately. The writing was recognized as
typing in Figure 9B and as lying in Figure 9C. This variance
may be caused by the unconstrained action of the hand, whereas
the reading and typing require the hand to interplay with the
book and keyboard. Noteworthily, the new subjects were free to
interrupt their activities and perform irrelevant actions, such as
drinking water, which made it more similar to the real working
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FIGURE 7 | Confusion matrices of the CNN(2) model by using the two combination of features in the LOO validation. The correspondence is indicated by the title of

the matrices.

FIGURE 8 | Violin plot for the recall (left) and precision (right) values of the working status. Each violin shows the distribution of the corresponding metric over the

LOO validation, whereas the dots in the middle of each pair of violins show their means.

situation. While the sitting can be recognized, the drinking is
mistakenly classified as reading, probably due to the similarity
in hand movement. Albeit the misclassification of these random
actions irrelevant to the working status, the majorities of the
three working activities have been recognized correctly. A simple
statistical threshold can output a correct judge whether the user
is working or not.

4. DISCUSSION

This proof-of-concept study focuses on the availability of
the overall method of combining wearable sensing and
edge computing based on the iOS ecosystem. Therefore, the
usefulness of the wrist-worn sensors, the selection of the
preprocessing scheme, and the performance of a complexity-
restricted machine-learning model are the three major factors.

First, the performance of the CNNmodel confirms the feasibility
of working status recognition by using the wrist-worn sensors in
the Apple Watch alone, where all the three actions that belong to
the working status can be recognized accurately. Although more
atomic actions, i.e., drinking water, can be added to the model,
judging from the results of the classification, it is plausible to
expect a similar outcome for the working status recognition.

4.1. Pre-processing
The selection of preprocessing can be reflected in the generation
of input vectors. From the comparison of the two combinations,
it can be seen that the cooperativity between channels expressed
by the channel-wise linear correlation is not as important as the
low-order statistical features (the mean and standard deviation).
This piece of insight is beneficial for the edge computing because

Frontiers in Digital Health | www.frontiersin.org 8 June 2021 | Volume 3 | Article 64304261

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Zhang et al. IoT System for Telework Tracking

FIGURE 9 | Results of the real-time validation. The confusion matrix of the 2 subjects who have participated in the off-line experiment is shown in (A); whereas (B–D)

show the compositional bar chart of each new subject. The values on top of each bar represent the ratio of correct recognition for each classes.

a major part of computation in the preprocessing is for the
calculation of cooperativity.

4.2. The CNN Model
Consistent with the results of Münzner et al. a shallow neural
network is sufficient in activities recognition, this research attains
the best results for LOO validation with a two-layer CNN
model, a similar result as that of Münzner et al.’s research
(22). By comparing the CNN models with different layers (1–3)
and adding the spontaneous gyroscope signal, further improves
the performance of a classification model in working status
recognition without using the GPS information, whichmay cause
misclassification of the activities that are irrelevant to the working
status (17).

Along with the model explanation by using SHAP values, the
importance of the features and their special patterns for each
class can be inspected closer. Figure 10 plots the SHAP values of
six randomly selected samples of different classes. The subfigures

from the second to the last columns represent the seven classes.
First, for these six samples, the cooperativity features in the first
nine columns of each subfigure have generally small SHAP values
compared with the statistical features, which goes along well
with the comparing results of the two different inputs. Second,
although the samples are of different classes, the patterns are
relatively constant for each class. For example, the subfigures
in the third column correspond to the Re action. Although the
classes of the samples vary, the patterns of the feature importance
(a large absolute SHAP value implies an important feature) are
very similar concentrating on the latter part of the feature vectors.

4.3. Limitations
We have to admit that the experiment setting is not as flexible
as the real scenario, where the continuity of each action cannot
be assured; by further summarizing these atomic actions into
semantic features, a more realistic working pattern could be
recognized using the current hardware setup. Furthermore, as
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FIGURE 10 | SHAP values of six samples of different classes. The subfigures in the first column are the inputs of the samples, and the subfigures from the second to

the last columns represent the seven classes in the order of L_N, Re, Si_N, St_N, Ty, W_N, Wr.

it can be seen in the real-time validation, new subjects may
deteriorate the model accuracy, further extension of the dataset,
and further training of the model with transfer learning could be
considered in future works.

4.4. Prospect
Coming back to the ultimate purpose of this research, the
usefulness and availability of the system are equally important.
This premise drives us to point at the established ecosystem,
where the APIs for data acquisition and modeling are expected
to be further improved. Not only this working status recognition
but detailed behavior pattern modeling for all-day routine and
lifestyle-physiological outcome association can also be expected
in the future research.

5. CONCLUSION

Aiming at providing a timely nudging to mitigate the minus
effect of long-time telework without an additional device, this
research examines the idea of using wrist-worn sensors in a
commercial smartwatch and a smartphone to capture the real-
time signals from sensors and conduct the recognition using a
pre-trained CNNmodel. In this manner, the whole workflow can
be implemented in real time with a ready hardware setup. On
the other hand, by taking the power consumption of smartphone
computing into account, shallow CNN structure with special

consideration on the properties of the signal is validated. By
rearranging the statistical features of an 8 s signal into a feature
matrix and input it into the classification model, the CNNmodel
show accurate performance [5-fold cross-validation: 0.97 recall
and 0.98 precision; leave-one-out validation: 0.95 recall and 0.94
precision (SVM: 0.89 recall and 0.90 precision; random forest:
0.95 recall and 0.93 precision)] for the recognition of working
status. This proof-of-concept study clarifies the prospect of a
user-friendly online working tracking system, which recognizes
the working status with standalone pair of smartphone and
smartwatch and will nudge the user to take a break after a long
working time. It is expected to contribute to the workers’ wellness
not only during the COVID-19 pandemic but also take effect in
the post-COVID-19 era.
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The SARS-CoV-2 pandemic is a public health challenge of unprecedented scale.

In the midst of the first wave of the pandemic, governments worldwide introduced

digital contact tracing systems as part of a strategy to contain the spread of

the virus. In Europe, after intense discussion about privacy-related risks involving

policymakers, technology experts, information technology companies, and—albeit to

a limited extent—the public at large, technical protocols were created to support the

development of privacy-compatible proximity tracing apps. However, as the second

wave of SARS-CoV-2 sweeps the continent, digital contact tracing in Europe is evolving in

terms of both technological and governance features. To enable policymakers to harness

the full potential of digital health tools against SARS-CoV-2, this paper examines the

evolution of digital contact tracing in eight European countries. Our study highlights that

while privacy and data protection are at the core of contact tracing apps in Europe,

countries differ in their technical protocols, and in their capacity to utilize collected data

beyond proximity tracing alone. In particular, the most recently released apps tend to offer

users more granular information about risk in specific locations, and to collect data about

user whereabouts, in order to enhance retrospective contact tracing capacity. These

developments signal a shift from a strict interpretation of data minimization and purpose

limitation toward a more expansive approach to digital contact tracing in Europe, calling

for careful scrutiny and appropriate oversight.

Keywords: APP, digital contact tracing, COVID-19, governance, privacy, epidemiology, Europe

INTRODUCTION

The SARS-CoV-2 pandemic is a public health challenge of unprecedented scale. Worldwide, 163
million people have tested positive for SARS-CoV-2 and 3.38 million have lost their life to the
coronavirus disease (COVID-19) (1). As of May 2021, Europe alone has had more than 31 million
cases and 700 thousand deaths according to the most recent estimates of the European Center for
Disease Control and Prevention (2). Since late summer 2020, Europe has faced a resurgence of new
cases as a second wave of SARS-CoV-2 spread across the continent, placing health systems under
severe pressure and forcing governments to reinstate restrictions similar to those adopted in the
first quarter of the year.

Alongside restrictions to population movement during the first wave of the pandemic,
governments throughout the world introduced digital contact tracing (DCT) systems, in the hope
that this new digital health technology would help contain the spread of the virus (3). DCT systems
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mostly come in the form of smartphone apps that, using
technologies commonly present in such devices–such as the
Bluetooth data exchange standard or the global positioning
system (GPS)–can keep track of the proximity between devices
that have the app installed. Proximity data can be used to infer
the risk that two users might have been close enough and for a
sufficient amount of time to infect each other with the SARS-
Cov-2 virus. Once a user tests positive for the virus, DCT
apps can send an alert to other users who have been in close
contact with her according to the proximity data recorded by
the system. Alerted users can then test and isolate thus reducing
the circulation of the virus in a given population. Asian countries
were among the first to adopt DCT. Recognizing the public health
potential of DCT, many European countries followed suit during
the spring, developing national DCT systems in an attempt to
expand their contact tracing capability.

Despite the promising potential of DCT, its introduction
gave rise to intense debate over ethical, legal, and societal
implications (ELSI). In particular, some characteristics of the
Asian approach (mandatory use, centralized protocols, GPS- or
cell tower-based geolocation) are seen by many as incompatible
with European legal provisions and ethical views about the value
of individual privacy.

For this reason, European policymakers, in close collaboration
with technology experts and IT companies, started developing
DCT standards based on the exchange of anonymized Bluetooth
data. The European approach to DCT is defined in specific
guidelines issued by the European Commission (EC) on April
17, 2020. This guidance is centered around the principle of
data minimization, including precisely defined limits for data
disclosure, use, and storage (4).

Meanwhile, in mid-April, the eHealth Network (comprising
representatives of authorities responsible for digital health in
the 27 EU Member States plus Norway) published a common
toolbox, specifying essential requirements for European DCT
apps. This toolbox emphasized a preference for decentralized
protocols which store anonymized proximity data exclusively on
users’ mobile phones, over protocols storing data on centralized
servers that are run by national health authorities. In particular,
echoing the opinion of the European General Data Protection
Board, this guidance underscored decentralized approaches as
better suited to “keep personal data processing to the absolute
minimum,” enhance citizens’ willingness to download and use
DCT apps, and prevent “risks of data breaches and cyberattacks”
(5).

At this time, many European technology experts were
still collaborating on a centralized protocol called the Pan-
European Privacy-Preserving Proximity Tracing protocol (PEPP-
PT). Ultimately, though, some members of the PEPP-PT
project resigned from this consortium in order to form a
new protocol (6). The privacy-preserving decentralized protocol
(Decentralized Privacy-Preserving Proximity Tracing, or DP-3T
for short) was developed by a number of European academic
institutions, in conjunction with the Swiss Federal Institutes of
Technology (ETH Zurich and the EPFL of Lausanne).

In the meantime, Google and Apple released an application
programming interface (API) to implement this protocol on
Apple and Android mobile operating systems (Google/Apple

Exposure Notification system, or GAEN for short). Most
decentralized DCT systems in Europe, including the Swiss
model, run on this protocol. Countries such as Germany and
the UK used the centralized model initially, but adopted the
decentralized scheme powered by Google and Apple for the final
version of their national DCT apps, introduced on June 16 and
September 24, 2020, respectively (7, 8).

At the time of writing, 19 of the 27 EU Member States plus
Switzerland have created a national DCT app (9). Of these, only
France and Hungary have opted for a centralized solution (10).

In this comparative study of national proximity tracing apps,
we seek to characterize the European approach to DCT, and
to examine its evolution between the first and second waves of
SARS-CoV-2. Our analysis shows that European DCT systems, to
some extent, are evolving to incorporate new features extending
their capabilities beyondmere proximity tracing—a development
that calls for careful scrutiny and adequate oversight.

METHODS

In order to examine the evolution of the European DCT
landscape, we collected information from primary sources
about national DCT apps in the following countries: France,
Germany, Ireland, Italy, the Netherlands, Switzerland, and the
UK (including England, Wales, and Scotland).

We included DCT systems released between March and
October 2020. All the systems we included in our analysis
revolve around a smartphone app as their key implementation
technology. For inclusion in our study, the language of the app
had to be English, French, Italian, or German (languages spoken
by the authors). For each app, we collected Privacy Policy and the
Terms of Use documentation from the app itself or its associated
website. When available, we also analyzed the “FAQ section” and
“press release” documentation, which usually contain a series of
questions and answers, as well as concise information about the
app’s functionality and data processing. A list of the primary
sources analyzed is available as Supplementary Material. Each
source was archived (on archive.org) as it appeared at the time
of review.

From this documentation, we first extracted and recorded
general information and technical features for each DCT app
(via MS Excel). Next, we imported the retrieved documents
into Nvivo for qualitative content analysis. Two researchers
(AB and AF) inductively created analytic codes from the text
until thematic saturation was achieved (11). Semantically similar
codes were further grouped into themes and subthemes. Two
researchers (AB and AF) coded the text independently and
resolved any coding discrepancies through discussion.

For comparative purposes, we collected information from
secondary sources about national DCT systems in Asia. A list of
these sources is available as Supplementary Material.

RESULTS

Common Characteristics
Table 1 provides a summary of select descriptive features for
each included DCT app. A certain degree of similarity is evident
across the analyzed DCT systems. For example, all of them
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TABLE 1 | Characteristics of DCT systems in selected European countries.

Switzerland Italy Germany Ireland Netherlands United Kingdom France

Scotland England & Wales

Total COVID-19 cases§ 426,199 2,038,759 1,640,858 85,394 754,171 2,256,009 2,507,532

Cumulative prevalence per 1

million population§
49,245,25 33,719,77 19,584,4 17,293,99 44,013,81 33,232,31 38,415,77

Total deaths§ 6,508 71,620 29,778 2,200 10,974 70,405 62,197

App name SwissCovid Immuni Corona-Warn-App COVIDTracker CoronaMelder ProtectScotland NHS Covid-19 TousAntiCovid

Release date 25.05.20 15.06.20 16.06.20 07.07.20 17.08.20 14.09.20 24.09.20 22.10.20

N. of downloads 2,863,858a 10,072,742b 24,200,000c 2,700,000d 4,330,264e 1,739,806f 20,739,925g 11,897,809h

Developed in public-private

partnership

Voluntariness

De-centralized protocol

Exposure parameters 1.5 meters for

15min

<8 meters

10min

2 meters for

15min

2 meters for

15min

“near” for

15min

2 meters for

15min

2 meters for

15min

2 meters for

15 min

Data retention:

Random ID

Exposure code

14 days

14 days

14 days

14 days

14 days

21 days

14 days

14 days

14 days

21 days

14 days

14 days

14 days

14 days

14 days

14 days

§at 28.12.2020 source: https://covid19.who.int.
aat 21.12.2020 source: https://www.experimental.bfs.admin.ch/expstat/en/home/innovative-methods/swisscovid-app-monitoring.html.
bat 28.12.2020 source: https://www.immuni.italia.it/dashboard.html.
cat 17.12.2020 source: https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/WarnApp/Archiv_Kennzahlen/Kennzahlen_18122020.pdf?__blob=publicationFile.
dat 28.12.2020 source: CovidTracker App.
eat 23.12.2020 source: https://github.com/minvws/nl-covid19-notification-app-statistics/blob/main/statistics/appstore_statistics.csv.
fat 28.12.2020 source: ProtectScotland App.
gat 16.12.2020 source: https://www.gov.uk/government/publications/nhs-test-and-trace-england-statistics-10-december-to-16-december.
hat 28.12.2020 source: TousAntiCovid App.
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were developed in public-private partnerships between the state
(or national health authority), software development companies,
and, at times, research institutions. Furthermore, all of the apps
function on a voluntary basis, in order to safeguard individual
freedom. Moreover, a strong focus on privacy preservation and
data protection is a common feature of the European approach
to DCT. However, not all countries use the same architecture to
achieve this aim.

The majority of DCT apps rely on decentralized protocols.
These apps operate with the privacy-preserving technology
framework released by Google and Apple, which allows matching
codes to be kept on the user’s phone, and in the case of a positive
test, fetches only an anonymized ID from a centralized database,
in order to check for high risk contacts. Among the apps we
analyzed, only the French TousAntiCovid adopts a centralized
approach to data storage. To justify this decision, the French
government argued that the Google/Apple system contradicts the
digital sovereignty of the state and does not provide sufficient
privacy safeguards, as sensitive data about positive cases, albeit
encrypted, are accessed by users’ apps (12–14). Moreover, as
the FAQ section of the French app specifies, “the Government
considers that protecting the health of the French people is amission
that is the exclusive responsibility of the State and not of private
international actors”1 (15).

From a technical perspective, European DCT apps employ
similar exposure parameters (two meters apart for 15min) to
notify app users of a potentially dangerous contact. Taking a
precautionary approach, the German Corona-Warn-App uses the
most stringent exposure parameters, alerting a user who is within
eight meters and for at least 10min from an individual with
a confirmed SARS-CoV-2 infection. The French TousAntiCovid
employs the least stringent criteria of one meter apart for 15 min.

Despite differences in data storage locations across countries,
we noted that data retention periods are consistent, both for
randomly generated ID codes as well as temporary exposure
codes. Randomly generated ID codes are generally stored for 14
days, while positive exposure codes are kept for 14 (Ireland, Italy,
France, Netherlands, Scotland, and the UK) or 21 (Germany and
Switzerland) days.

All of the reviewed systems collect statistical data concerning
the number of users who downloaded the app, the number
of apps actually in use, the positive cases uploaded to the
system, the number of alerts sent to users, and the functioning
of the app (e.g., Bluetooth signal strength, success of the data
exchange, and the time at which the data must be destroyed).
Some apps such as SwissCovid (Switzerland), Immuni (Italy), and
Corona-Warn-App (Germany) have dedicated web pages offering
aggregate information on how the respective DCT systems are
being used (16–18). The apps also collect metrics data for public
health surveillance, such as the day, time, and duration of a
contact; whether the infected user is asymptomatic; the 1st day
of illness; and the date of testing. Countries may retain such
anonymous data for epidemiological surveillance or research
purposes, however retention periods vary across countries. In
Italy, metric (i.e., aggregated statistical) data is kept until the

1Translated by the authors.

end of the emergency, but no later than 31 December 2021 (a
limit previously set to the end of 2020.) In Ireland, England, and
Scotland, metric data are retained, respectively for at least 7 years,
20 years, and indefinitely.

The seamless functioning of national DCT apps across borders
motivated the European Commission to create an EU-wide
system called getaway, to enable interoperability and help break
the chain of COVID-19 infection across borders. The getaway
would allow users who have installed one DCT app to travel to
another participating European country and still receive contact
tracing alerts (18). So far, however countries with interoperable
apps include only Croatia, Denmark, Italy, Ireland, Germany,
Latvia, the Netherlands, Poland, and Spain.

Country-Specific Features
European DCT apps differ in three respects: what happens
upon notification of a contact with a positive case; how
positive test results are handled; and additional features beyond
proximity tracing.

In all cases analyzed, DCT apps advise users on what to do
upon notification of close contact with someone who has tested
positive for SARS-CoV-2. Most apps give users instructions
for how to self-isolate, register for testing, and contact health
authorities if symptoms emerge. The Irish COVID Tracker app
allows users to voluntarily add a phone number, which is shared
with health authorities. In case of close contact, the user not only
is alerted by the app, but also phoned by the health authority that
provides information about next steps and eventually arrange a
COVID-19 test.

Each country follows its own procedure for uploading a
positive test result into the DCT system. In Scotland for instance,
health authorities send an exposure code via SMS to users
who tests positive. Users enter the code, active for 72 h, into
the ProtectScotland app. In France, the code is sent to users
in a link via email, and via post as a QR code. Users must
thus enter personal information (mobile number, email, address)
in order to communicate the outcome of a positive test and
trigger notification to other users. Other countries have chosen
methods which avoid this requirement. Users of the German
Corona-Warn-App can scan a QR code linked to test results,
automatically activating the exposure code. In Switzerland, Italy,
and the Netherlands, users must phone the health authority
upon notification of a positive test result, in order to activate the
exposure code.

Our qualitative assessment explored the evolution of DCT
apps as one component of broader policy efforts intended to
curb the economic and public health effects of the pandemic.
The most recently released DCT apps were introduced after
the summer, when a second wave of SARS-CoV-2 was already
apparent inmost European countries. At this time, some national
apps released features that went beyond simple proximity
tracing (see Figure 1). For instance, the French TousAntiCovid
[the successor to a previous app called StopCovid, which was
downloaded by amere 2.6million people and therefore replace by
TousAntiCovid (19)] expanded its functionality, allowing users
to enter their postal code to receive more granular information
about the local epidemiological situation. Moreover, users of
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FIGURE 1 | Features of DCT systems in selected European and Asian countries: functionalities and types of personal data collected. (Updated to 31.10.2020).

the French app can access a government website (Depistage
COVID-19) with a map of open testing centers and their
current waiting times (20). The NHS Covid-19 app, available
in England and Wales, offers COVID-19 risk estimates as well.
When users enter their postcode, they receive a notification

of risk-level (low, medium, high) based on aggregate COVID-
19 case information available to local authorities in a given
area (21).

A daily symptom checker is integrated into the Irish COVID
Tracker app, alongside the contact tracing function. This feature
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enables users to receive personalized recommendations (e.g., self-
quarantine, call their physician, request a COVID-19 test) in
relation to any symptoms and their severity, and to demographic
data voluntarily entered into the system. The French app allows
users to connect to a similar symptom checker, hosted on a
separate government website (22). The NHS Covid-19 app, one
of the latest to be released in October 2020, integrates a symptom
checker tool alongside the option to order a COVID-19 test, via
a link to the NHS Test and Trace website. Users can then receive
results directly through the app. These new features qualify the
app as a medical device, as they enable collection of health data
and provide personalized health recommendations to users. The
SwissCovid and NHS Covid-19 apps are the only European DCT
apps registered as Class I medical devices (23).

The NHS Covid-19 app also functions as a countdown tool
for self-isolation, and a check-in instrument when visiting public
venues. The first function, which calculates the length of time
a user should self-isolate, activates automatically when a user is
notified of contact with a positive case. Based on the encounter
date, the app recommends the user self-isolate for 10 days,
beginning with the last encounter with the infected person. The
countdown tool is also activated when a user enters COVID-
19 symptoms or a positive COVID-19 test result into the app.
The countdown is initiated, respectively on the day on which
symptoms first appear or on the day of the test.

The check-in function allows users to scan a QR code when
entering public spaces such as restaurants, bars, shops, cinemas,
or religious centers (24, 25). Location data is stored on the user’s
phone for 21 days. Authorities cannot access this information
unless users decide to make it available. NHS documentation
explains that the check-in function enables users to record
locations visited. App users can then decide to voluntarily
disclose this information to contact tracers in case they receive a
positive test result. Contact tracers routinely collect information
from individuals who test positive (whether they use the NHS
app or not) about places visited in the days prior to the test.
While individuals have the right not to disclose recent locations
that they visited, this information allows contact tracers to alert
others who visited the same location. UK health authorities use
this information also to assess the level of risk based on the
aggregate number of coronavirus cases reported at a particular
venue in a certain time period, together with the type of venue
(e.g., its architecture). This activity enables health authorities to
update the list of places considered to be risky. When public
health officials identify a venue as “at risk,” they add to a national
reference list that is synchronized with the NHS Covid-19 app.
The app can thus issue an alert to users who have checked in at a
risky venue. The tone of the alert message is calibrated according
to the level of risk identified by the local health protection
team. If risk is high, the user may be urged to call the health
authority immediately. The alert does include information about
the venue itself.

Governance and Oversight
Privacy Policies and Terms of Use documents provide
information concerning the ethical conditions and legal
bases for treatment of personal data by the respective national

DCT systems. This information is meant to lend legitimacy to
DCT activities, and to reassure the public about legal compliance.

All privacy policy documents of EU member states also make
reference to the General Data Protection Regulation (GDPR),
particularly concerning the protection of the rights of data
subjects ensured by this Europe-wide legislation. For example,
the Irish COVID Tracker privacy policy declares that “The app is
voluntary to use and the legal basis for the processing of the data is
consent—namely Article 6(1)(a) of the GDPR for the processing of
personal data and Article 9(2)(a) of the GDPR for the processing of
special categories of personal data, in this case health related data.”
(26).

In some cases, data governance principles are also reported.
The privacy notice of the Italian DCT app Immuni declares
compliance with Articles 13-14 of EU GDPR and respect for
the principles of privacy (“Under no circumstances will the users’
movements be tracked, thus excluding any form of geolocation.”),
purpose limitation, and data minimization (“Only the data
necessary to alert the users that they have been exposed to a risk
of infection, as well as to enable the adoption of any prevention
and healthcare measures, are collected”) (27).

In Switzerland as well, DCT documentation provides the
legal basis for the processing of collected data, referencing both
existing and new, ad hoc provisions: “The federal legislation on
data protection is applicable to the data processing. In addition,
the Data Protection Statement is in line with the Epidemics Act
of 28 September 2012 (EpG; SR 818.101) and the Ordinance of 24
June 2020 on the Proximity Tracing System for the Coronavirus
SARS-CoV-2 (VPTS; SR 818.101.25)” (28).

These documents frequently mention the role national
data protection authorities and various expert bodies played
in the early assessment of DCT apps. The FAQ section of
TousAntiCovid, for example, explains that before the launch of
the app, a number of national advisory bodies was consulted on
the question of digital tools and privacy protection. The Conseil
Scientifique COVID-19 came out in favor of the app, affirming
the usefulness of digital tools in light of the updated “Test,
Alert, Protect” strategy. Furthermore, the documentation notes
the approval of the CNIL (Commission Nationale Informatique
et Libertés, the French data protection authority), which was
responsible for assessing whether adequate data protection
measures were in place, both before and after the launch of the
app (15).

Documentation from various countries describes the effort
to engage a broader array of societal actors in the development
of the DCT system. For example, the documentation of the
ProtectScotland app states that “The Scottish Government and
the NHS Scotland have rigorous information governance process
in place. From the early stages of the design of the app, a
thorough consultation with relevant Scottish groups of interests
and advocacy has taken place, including: The Health and Social
Care (Scotland) Public Benet and Privacy Panel; The Scottish
Privacy Forum; The Open Rights Group; The COVID-19 Data
and Intelligence Network—Data ethics and public engagement
subgroup; and representatives of the general public” (29). However,
no details are provided as to public engagement initiatives for the
rest of the DCT systems in our sample.
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In all cases, the analyzed documentation offers information
concerning accountability for the lawful and responsible
handling of personal data. For example the German Corona-
Warn-App’s privacy policy reports that the app “is provided by
the Robert Koch Institute [. . . ]. The RKI is also what is called the
controller under data protection law, meaning it is responsible for
the processing of App users’ data. You [the user] can contact the
RKI’s data protection officer at the above address”(30). Likewise,
the Dutch CoronaMelder privacy policy cites the Minister of
Health, Welfare and Sport, and the Regional Health Service, as
controllers and accountable bodies for the protection of user
data against potential abuse, loss, unauthorized access, unwanted
disclosures, and unauthorized changes (31). Our study indicates
that national governments and departments of health are the
authorities responsible for the good functioning of DCT apps, as
well as for communication with users and/or intervention when
issues arise.

Despite efforts toward the transparent governance of DCT
apps, limited information is available about oversight bodies and
mechanisms charged with regularly assessing the functioning of
DCT systems.

Two exceptions are the commitment by the NHS in England
and Wales to review the privacy impact assessment in the event
of software updates. As mentioned previously, this app “is CE
marked as Class I medical device in the United Kingdom and
developed in compliance with European Commission Directive
93/42/EEC for Class I devices” (25). As such, the app is subject
to stricter oversight regulation (32). The Scottish DCT app also
provides some details about the oversight mechanism in place;
its documentation states that “any future changes [to the app]
will follow rigorous scrutiny; the decision will be balanced against
public health benefit and cost (balanced against other health
priorities) and this privacy notice will be updated accordingly for
transparency” (29).

Apart from these two cases, DCT documents do not relay how
the responsible institutions intend to monitor an app’s activity
and the addition of new features over time. Notably, the Dutch
documentation stresses that it is the responsibility of the user
to check for data information notice updates (which may be
introduced with future app developments). These changes will
be in immediate effect in the app following publication of the
updated privacy policy. Similarly, all of the Terms of Use that we
analyzed encourage users themselves to inspect the app’s source
code (via online platforms such as GitHub/GitLab), as well as to
report back about their experience of using the app (including
any potential issues).

DISCUSSION

The European approach to DCT has been characterized by
marked attention to privacy preservation and data protection.
The General Data Protection Regulation (GDPR), in force since
May 2018 in European Member States, played a central role
in shaping this approach. The GDPR considers the protection
of natural persons in relation to personal data processing as a
fundamental right (rec. 1 GDPR). Moreover, it recognizes the

challenges that new technological developments, together with
the global reach of big technology corporations, pose to the
protection of personal data (rec. 6 GDPR). Article 25 of the
GPDR espouses the principles of data protection by design and
by default, making them a legal requirement. These requirements
arguably played a key role in shaping the European approach
to DCT.

In general, data protection by design asserts that data
processing activities should adopt state-of-the-art data protection
safeguards across all technical components and processes.
Data protection by default refers to the principle that data
processing options should automatically be set to the most
privacy preserving mode. From a practical point of view, these
principles translate into a series of requirements, including data
minimization and individual control of personal data. Data
minimization contends that only data strictly necessary for a
specific purpose should be collected and used, and there must
be fixed limits on the extent of processing and the duration of
storage and accessibility (art 25.2). Individual control refers to
the principle that personal data should be made accessible only
upon authorization of data subjects.

These provisions ensure the voluntary nature of European
DCT systems, and the selection of privacy-preserving
technological solutions for DCT. In particular, the use of
GPS-based DCT was never given consideration in Europe, as
all countries surveyed recognize Bluetooth-based models as
the only legally viable option. In some countries, such as Italy
for example, technology experts did not rule out a priori the
possibility of collecting limited amounts of geolocation data for
DCT purposes, but this option never gained support in policy
circles. The rationale, based on data protection by design, is that
geolocation data is considered redundant to the aim of proximity
tracing, since it contains more information than is necessary
to notify users about contact with positive cases. However, this
argument depends upon a specific view of DCT as a personal
warning system, rather than a public health surveillance tool.

European policymakers and advisors however showed a lesser
degree of consensus as to the best IT architecture for DCT
systems. In the view of some stakeholders, the GDPR did not
appear to pose a concrete constraint on specific technological
options for DCT. Germany and the UK initially favored a
centralized model, to later change to a decentralized one.
France and Hungary (not reviewed) ultimately implemented
centralized DCT, while remaining fully compliant with GDPR
rules. Switzerland, while not a member of the European Union,
is revising its Federal Act on Data Protection (FADP) in a way
that will also ensure general alignment with the provisions of the
GDPR, especially regarding the rights of data subjects. The newly
approved law (expected to come into effect in 2022) endorses
privacy by design and also by default.

The European model differs in meaningful ways from the
DCT approaches adopted by Asian countries in the earliest
phases of the pandemic. While it is not possible to speak of an
“Asian model” due to the great diversity among DCT systems
in Asian countries, it is evident that a more expansive approach
characterizes DCT in countries such as China, Hong Kong,
Singapore, South Korea, and Taiwan (see Figure 1).
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DCT apps developed in China at the beginning of the
pandemic became mandatory immediately (33). Hong Kong,
Taiwan, and South Korea also deployed mandatory apps and
wearable trackers for those living under quarantine, either due to
testing positive for COVID-19 or returning from foreign travel
(34–36). These apps record GPS geolocation data or use cell
tower data to ensure that individuals remain in their homes
while in quarantine, and ask the user to enter symptoms, in
order to monitor the course of the disease. Taiwan for example
used the quarantine DCT feature in combination with rigorous
manual contact tracing, which successfully helped contain the
spread of the disease (37). South Korea relied on more intrusive
surveillance measures, including a number of system tracking
citizens’ movement, and interactive maps displaying locations
visited by COVID-19 positive individuals (38). Singapore was
one of the first countries worldwide to introduce a voluntary
centralized digital contact tracing app called TraceTogether,
which was later integrated with a check-in system (called
Safe Entry) for entry into public spaces (mandatory from the
beginning of January 2021) (39). A similar feature was adopted
in October 2020 in Hong Kong, where the government is still
debating whether the app will be made mandatory.

During the period examined in this study (March to
October 2020) European DCT systems showed stability in
their overall technical architecture. In all of the reviewed
countries, participation in DCT was originally designed to be,
and remained, entirely voluntary. Data collection remained
limited to randomly generated and periodically deleted Bluetooth
IDs. While organizational and technical improvements were
implemented to streamline the uploading of positive test results,
this process remained fully voluntary, with disclosure of test
results possible only with explicit authorization by a DCT user.
One partial exception is presented by the England & Wales app,
which automatically uploads test results when a test is booked
directly through the app.

We have observed an expansion of DCT app features beyond
basic proximity tracing in European apps released or updated
during the second wave of SARS-CoV-2 that swept through
Europe during late summer 2020. Novel features include the
capability to track symptoms (Ireland, France, England, and
Wales), acquiremore detailed epidemiological information about
a given area (France, England, and Wales), check in at venues
(England and Wales), order COVID-19 tests and access results
(England and Wales), and count down the quarantine time
(England and Wales).

Our study indicates that privacy preservation through state-
of-the-art technological solutions and alignment with data
protection laws is the key defining feature of the European
approach to DCT. However, we also demonstrated how such
an approach is evolving to incorporate novel technological
capabilities beyond mere proximity tracing. These developments
signal a shift from a strict interpretation of data minimization
and purpose limitation, toward a more expansive approach to
digital contact tracing in Europe. This evolutionary trajectory
seems to reflect technological capacities already seen in
Asian countries.

In Europe, the incorporation of novel capacities seems a
response to two aims. On one hand, adding features can be
viewed as a way to encourage users to download and use
DCT apps by offering additional functionalities that users
may find useful or interesting. Considering the relatively low
level of uptake of DCT apps in European countries compared
with the adoption rates needed to ensure effectiveness (40),
adding new features may be seen as one way to deliver more
personal utility to app users, thus incentivizing participation.
On the other hand, novel features such as digital check-ins may
increase the aggregate data available to public health authorities,
expanding their capacity tomonitor how the epidemic is evolving
and how the population responds to containment measures.
Furthermore, this feature is an ingenious way to integrate
manual and digital contact tracing. Both manually and digitally
collected information about the whereabouts of positive cases can
contribute to map out risky locations. In turn, this information
can be used to alert people about potential contacts with positive
cases irrespective of whether the use the DCT app or not, thus
extending the utility of the DCT app beyond the section of the
population that is actually using it.

The panorama of European DCT systems is evolving also
in other respects. In December 2020, the privacy policy
of the Corona-Warn-App was updated, allowing users to
record symptoms and retrieve test results (41). In France,
the government is considering adding a check-in function
to the TousAntiCovid app when reopening restaurants (42).
These updates may prelude to further expansion of DCT app
capabilities in the near future. In Italy for example, the possibility
of using the Immuni app as a tool in the imminent vaccination
campaign is being discussed. The app could evolve into a digital
booking system for vaccination appointments, and could then
be licensed to store a digital copy of the vaccination certificate
for display to health authorities, for entry to designated places or
activities (43).

The possible evolution of European DCT systems calls for
careful scrutiny and appropriate oversight, especially with respect
to GDPR provisions. It must be noted that novel features do
not necessarily contravene the principle of data minimization, as
they can still be based on minimum necessary data collection for
data processing purposes. However, such new features expand
the scope of DCT apps beyond the purpose of proximity
tracing and warnings to individual users. The legally mandated
safeguards regarding data collection and storage may therefore
be insufficient to capture additional privacy risks linked to novel
functionalities. In other words, data protection by design and
by default may be inadequate to address the evolution of DCT
systems. To be sure, DCT innovation does not necessarily create
greater privacy risks. Such technological evolution should not be
prevented, and both public health and ethical rationale support
changes aimed at improving the effectiveness of DCT systems
against the spread of the virus. Yet as the purpose of DCT apps
expands to incorporate new capacities, privacy risks should be
regularly reassessed. An adaptive governance approach to DCT
seems best suited to regularly fine tuning governance structures
and oversight mechanisms over time (44), thus capturing the
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technical evolution of such systems and their ethical, legal and
societal implications.

CONCLUSION

As they face subsequent epidemic waves, European countries
are tasked with deploying all possible means to mitigate the
spread of the virus and minimize the health-related, personal,
economic, and social damage it has caused since early 2020.
Digital methods offer valuable aid to contain this disaster. In
the context of harsh measures and restrictions to individual
freedom made necessary by the emergency, DCT is relatively
more tolerable, especially in its European incarnation, which
offers a comprehensive set of technical and legal safeguards
against potential abuse of personal data. Nevertheless, the vast
majority of European citizens have not downloaded national
DCT apps, despite their ethical and technical robustness. Lack of
trust regarding the privacy-preserving features of DCT systems
as well as about governments’ oversight capacity, may be have
contributed to such relatively low figures. Other explanatory
hypotheses include insufficient public education campaigns, lack
of familiarity on the part of the public with the use of digital
health in the context of a public health crisis, and lack of
consensus on best practices to implement DCT (14).

In this study we reviewed DCT systems in a number of
European countries. We highlighted the strong emphasis that all
such systems place on privacy and data protection, their fully
voluntary character, and their adoption of the same Bluetooth-
based standards for proximity tracing.We noted that such ethical
and technological commitment is enshrined in both centralized
and decentralized DCT systems. Furthermore, we reported an
emerging evolutionary trajectory resulting in the incorporation

of novel technological features beyond mere contact tracing that
are, to some extent, reminiscent of those already seen in Asia.
However, additional policy efforts seem necessary to account
for such developments, to gain public trust and to foster more
widespread adoption of DCT as a valuable means for containing
the effects of the SARS-CoV-2 pandemic.
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The novel coronavirus disease (COVID-19) forced rapid adaptations in the way healthcare

is delivered and coordinated by health systems. Brazil has a universal public health

system (Sistema Unico de Saúde—SUS), being the main source of care for 75% of

the population. Therefore, a saturation of the system was foreseen with the continuous

increase of cases. The use of Artificial Intelligence (AI) to empower telehealth could

help to tackle this by increasing a coordinated patient access to the health system.

In the present study we describe a descriptive case report analyzing the use of Laura

Digital Emergency Room—an AI-powered telehealth platform—in three different cities. It

was computed around 130,000 interactions made by the chatbot and 24,162 patients

completed the digital triage. Almost half (44.8%) of the patients were classified as having

mild symptoms, 33.6% were classified as moderate and only 14.2% were classified as

severe. The implementation of an AI-powered telehealth to increase accessibility while

maintaining safety and leveraging value amid the unprecedent impact of the COVID-19

pandemic was feasible in Brazil and may reduce healthcare overload. New efforts to

yield sustainability of affordable and scalable solutions are needed to truly leverage value

in health care systems, particularly in the context of middle-low-income countries.

Keywords: COVID-19, artificial intelligence, chatbot, public health, access, care coordination

INTRODUCTION

The novel coronavirus disease (COVID-19) seriously challenged health systems in the world.
Emerging at the end of 2019 in Wuhan (China), the outbreak caused by the virus SARS-CoV-2
was declared as a pandemic by the World Health Organization (WHO) on March 11, 2020 (1). As
14 April 2021, the WHO COVID-19 situation report informed there have been over 137 million
cases and over 3 million deaths since the start of the pandemic. With 354,617 deaths by the same
date, Brazil ranks as the second most affected country in the world (1).

To face the Pandemic, countries developed different strategies. Lessons from previous
coronavirus epidemics—SARS in 2003 and MERS in 2015—enabled governments in east and
southeast Asia to take rapid and efficient health-systems responses to control SARS-CoV-2
transmission. In contrast, European and American countries which have the capacity to deal with
an influenza epidemic were not prepared to face a coronavirus one. The late and disorganized
response to the COVID-19 collapsed well-structured health systems and cost thousands of lives.
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In this challenging context, innovative strategies have been
described in order to support the COVID-19 response and the
high pressure over the health system. Technological strategies
played a pivotal role, especially in augmenting and organizing
access to healthcare systems. Symptom checkers, which are self-
directed risk assessments tools, has been shown to improve
live quality and survival in oncology patients (2). Its use
for COVID-19 is currently increasing and has been used to
identify symptomatic patients or potential severe cases with
the main objective to triage those individuals who would
benefit from clinical assessment and/or management into further
care (3). A recent French study showed that a national self-
triage web application contributed to the alleviation of calls to
the emergency calls centers and may be used for predicting
increasing burden of hospital (4).

Another broadly adopted technology against COVID-19
are chatbots, which are Artificially intelligent (AI) based
conversational agents. These applications can be accessed via a
website or social media messaging platforms, such as WhatsApp
and Facebook. Besides self-triage and personal risk-assessments,
chatbot has been used to disseminate health information and
knowledge, tracking COVID-19 symptoms and health aspects
and monitor exposure and notifications (5). These novel
technologies are excellent benefactors for facilitating progress in
healthcare as they enable better accessibility and personalization
for consumers and efficiency for healthcare providers and public
health officials (6). Despite the increasing use, a recent review
found only 9 studies, the majority of the studies coming from
North America (5).

Brazil has a universal public health system (Sistema Unico
de Saude—SUS), which is the main source of care for 75%
of the population. Decentralized to the municipal level, health
departments in the 5,570 municipalities largely handle the
management of SUS, including co-financing, coordination of
health programs, and delivery of health services. Despite
the achievements in improving health outcomes since the
implementation of SUS, deficiencies in its structure and
governance persist, maintaining wide inequalities in distribution
of health services across the country (7). These deficiencies have
been exacerbated since fiscal austerity and health policy changes
were implemented in 2016.

In the response to COVID-19, the absence of the federal
government to assume its role of authority and leadership in
combating the pandemic led municipal and state managers
to build their own strategies to deal with the effects of the
pandemic on their populations (8). Local responses varied in
form, intensity, duration, and start and end times, to some extent
associated with political alignments (9).

As a strategy to support health systemmanagement capacity at
a municipal level, we developed a platform powered by Artificial
Intelligence, called Laura Digital ER. By providing an innovative
way for patients to have easy access to medical information via
telehealth, the platform offers a solution to triage patients, to
monitor the evolution of symptoms and to provide a credible and
current source of information for patients. As a response to the
pandemic, public-private partnerships, such as Inter-American
Development Bank (IADB), BID Lab and Instituto Votorantim

sponsored the implementation of the platform in municipal
health systems.

Few studies have assessed the impact of deploying digital
solutions at the municipal level. To fill this gap we describe
three Brazilian municipality-level case reports setting out
the early implementation of a digital triage and monitoring
service which included the use of a chatbot utilizing
algorithmic decision-making.

MATERIALS AND METHODS

Study Design
This is an observational, descriptive study that aims to
summarize the early experience of the deployment of a platform
consisting on a decision-tree algorithm to perform COVID-19
risk assessment in patients seeking emergency room evaluation
for acute symptoms amid the pandemic combined with a chatbot
to both disseminate health informations and track patient’s
symptoms evolution when needed. The algorithm’s primary
goal was to ensure safety while increasing accessibility and
decreasing healthcare usage of resources during the COVID-19
pandemic. The means by which the tool was assumed to deliver
its value were through a Kanban framework, in which healthcare
facilities could dynamically allocate resources according to
demand. This descriptive study reports on data collected from
July to October 2020 from three large municipalities in Brazil,
namely Curitiba (almost 2 million inhabitants), São Bernardo do
Campo (almost 900,000 inhabitants), and Catanduva (roughly
100,000 inhabitants).

Algorithm Description
Employing a Natural Language Processing (NLP) framework,
the Laura Digital ER platform was developed in April 2020 in
response to the challenges created by the COVID-19 pandemic.
Machine Learning algorithm was applied in order to ameliorate
user experience in the process of answering basic questions
and doubts about the pandemic (i.e., social distancing and
preventive measures, such as how to wash hands, how and
when to use masks). The chatbot was powered by RASA’s NLP
technology and the content was updated weekly by Laura’s
Team of health professionals, according to an analysis of the
most commons question asked by the users. A powered chatbot
was integrated into municipalities’ websites to allow patient’s
interaction. Additionally, extensions to social media platforms
and popular communication apps were ensured. The major
objective of this chatbot is to provide the population with current
and accurate information about COVID-19, including social
distancing and preventive measures following CDC guidelines.

If a symptom was detected by the algorithm, the patient
was redirected to a Triage Web Page in which a consent form
was applied and, if signed, the individual was directed to a
symptom checker. Once symptoms were verified, patients were
classified into three main subgroups, following criteria defined
by local authorities: mild, moderate or severe. Patients classified
as mild disease were followed by a virtual non-human clinical
pathway, in which every 72 h the algorithm interacted with
individual through a messaging platform. Patients falling into
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moderate or severe disease categories were prompted to phone
calls or teleconsultations with a healthcare provider. All patients,
stratified by their severity, could be monitored by a healthcare
provider in a platform allowed by the interface. In such a way, the
process deployed through the algorithm ensured prioritization
of individuals with more severe COVID-19 presentations while
a continuous oversight by a healthcare provider was afforded,
potentially allowing dynamic and optimal healthcare utilization
using a Kanban framework.

Ethical Aspects
This study follows the principles of the Declaration of Helsinki.
All patients signed consent forms before data were extracted.
Confidentiality and data privacy were ensured for all patients.
The algorithm described here follows Brazilian local regulations
for data protection n (Lei Geral de Proteção de Dados). Data were
anonymized before any analyses were performed.

Data Presentation
In this descriptive study, we report data on the algorithm
utilization during a period during the COVID-19 pandemic
in Brazil. Demographic data from the three cities in which
the algorithm was deployed was extracted from the Brazilian
Institute of Geography and Statistics (IBGE).

We calculated the number of patients who used the
platform, the proportion of individuals stratified by COVID-19
severity as assessed by the algorithm, the absolute number of
patient interactions with the algorithm and number of patients
exclusively followed by non-human interactions from July to
October 2020.

RESULTS

The three cities in which the algorithm was deployed were
Curitiba, São Bernardo do Campo, and Catanduva (Table 1).
All these regions already had a call center organized to
allow triage of patients with COVID-19 symptoms, in which
healthcare providers who were not able to work in the
frontline (e.g., elder of with comorbidities) were relocated
to work in such a system. These healthcare providers were

TABLE 1 | Stratification of alert severity per municipality.

Metric Curitiba Catanduva Sao

Bernardo do

Campo

Total

City population 1,948,626 122,497 838,936 2,910,059

Chatbot interactions 96,626 31,732 9,420 133,778

Persons who interacted

with the platform

14,646 6,262 1,510 22,418

Total alerts 17,498 5,903 761 24,162

Gray (asymptomatic) 1,406 258 92 1,756

Blue (mild) 7,077 3,185 345 10,607

Yellow (moderate) 5,637 2,092 219 7,948

Red (severe) 2,880 369 105 3,353

responsible to assess and determine workflow for patients with
COVID-19 symptoms, such as evaluating potential severity and
recommending in-person visits in the emergency room. Over
the course of the COVID-19 pandemic, the total amount of
calls gradually increased, with up to 1,000 calls per day in
some of these regions. This rapid increase raised concerns
regarding potential burden and lack of adequate follow-up
for individuals with varying risks of time, as reflected in
COVID-19 natural history in which more severe features
ensue around 7–10 days. In this framework, healthcare works
called individuals 3–5 times per day over a 14-day period
of follow-up.

With the deployment of the AI algorithm in these cities, the
workflow was changed to ensure greater patient interaction with
the healthcare system by reducing the total amount of time spent
by healthcare professionals in low-risk patients, such as those
with non-severe COVID-19 presentations. During the period
described in this study (July to October 2020), the NLP-powered
chatbot interacted with 22,418 persons, performing more than
133,700 interactions (i.e., answered questions). Most common
questions answered by the chatbot were related to COVID-19 test
costs and locations to perform it, issues relating to transmission
after close contact with a SARS-CoV2 infected individual and the
average time to recover from COVID-19.

Risk assessment was categorized in four domains: gray
(asymptomatic patient), blue (mild symptoms), yellow (moderate
symptoms), and red (severe symptoms) based on interactions
with health departments in each city. From the 24,162
interactions resulting in symptom evaluating by the NLP-
algorithm, up to 45% were classified as mild disease and 14% as
severe (Figure 1). Complete distribution of severity assessment is
described in Table 1.

In terms of patient population, most individuals were older
than 60 years old. The most commonly reported symptoms
were cough (55%), sore throat (42.8%), and headache (39.8%).
Symptom distribution is summarized in Table 2, stratified
per location.

DISCUSSION

In this descriptive study, we aimed to summarize the initial phase
of the first initiative in Brazil to provide a scalable tool to ensure
better healthcare access to individuals while ensuring safety and
contributing to better operations amid the COVID-19 pandemic.
As far as we know, this is the first description of a telemedicine
platform powered by an AI-chatbot to tackle COVID-19 issues as
a decentralized and adjustable tool in Brazilian municipalities.

In the present study, almost half of patients who answered
the symptoms checker were classified as having mild
symptoms, therefore they could be safely followed without
an in-person visit to the emergency room, as defined in
COVID-19 management guidelines. Importantly, these
patients classified as mildly symptomatic remained on the
non-human clinical pathway, having their clinical status
assessed by direct conversation with the chatbot. Since it is
established a policy of making 3–4 phone calls to check the
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FIGURE 1 | AI-chatbot for risk COVID-19 severity risk assessment. The flow-chart describes all steps in the interaction between patients and the algorithm, as well as

the indicated interventions according to the COVID-19 severity based on symptoms assessment evaluation by the technology.
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TABLE 2 | Distribution of the most reported symptoms.

Symptom Curitiba Catanduva Sao Bernardo

do

Campo

Total

Total 19,390 9,090 907 29,387

Cough n (%) 4,381 (22.6) 3,216 (35.4) 263 (29) 7,860 26.7%

Sore throat n (%) 4,304 (22.2) 2,452 (27) 238 (26.2) 6,994 23.8%

Headache n (%) 4,593 (23.7) 2,276 (25) 177 (19.5) 7,046 24.0%

Myalgia n (%) 3,122 (16.1) 1,913 (21) 196 (21.6) 5,231 17.8%

Fever n (%) 3,471 (17.9) 2,048 (22.5) 156 (17.2) 5,675 19.3%

Anosmia n (%) 2,244 (11.6) 1,009 (11.1) 95 (10.5) 3,348 11.4%

Diarrhea n (%) 1,569 (8.1) 627 (6.9) 49 (5.4) 2,245 7.6%

Dyspneia n (%) 1,412 (7.3) 1,497 (16.5) 88 (9.7) 2,997 10.2%

One patient can have more than one symptom. n = 24,162.

clinical evolution of these mild cases, we can assume that
there was a saving of more than 60,000 phone calls after the
algorithm’s implementation. Therefore, even in this initial
description, the technology is thought to have optimized
human resources to more demanding areas in a severely
overloaded system.

The sustainability of implementing such innovative tools in
a country, such as Brazil requires several structural and cultural
adaptations, as highlighted in this study (5). The algorithm was
conceived to be used in the public health system in Brazil,
leveraging available resources in specific regions. The three
regions we describe in this study belong to a group of a relatively
higher economic status in Brazil, in which technology use is
broader and thereby patients can have better accessibility to
technological solutions. The complexity of a continental country,
such as Brazil implies the widespread adoption of innovative
solutions in healthcare will need to address many challenges (10).
Other than technological resources, sustainability in terms of
financial structures for such projects are key limiting points to
unleash innovative solutions (10). For the initiative presented
here, a public and private collaborative effort was leveraged to
implement a potential solution for better resource allocation
amid the COVID-19 pandemic, as described. Continuing efforts
to allow affordability in the processes of implementation of new,
innovative tools in public-private partnerships are necessary in
order to guarantee a stable environment in which continuous
quality improvement can be developed. In a country in which
the majority of individuals are covered by a public health
system, sustainable innovation to allow wider access and to lever
equity in healthcare implies coordinated efforts between multiple
stakeholders. The coordination between these stakeholders needs
to ensure a well-designed implementation plan, as well as
rigorousmetrics for performance and safety evaluation over time,
which can be challenging in a system without a unified medical
record (10–12). Indeed, in the public system in Brazil, the lack
of a centralized medical record to allow follow-up of individuals
who interacted with the algorithm has been a main limitation
so far in terms of establishing outcomes related to technological
interventions, such as the one described in this paper.

The total number of symptom checker evaluations was
considered relatively low taking into account the total population
assessed and it varied widely among the cities. The municipality
of Catanduva (5,111 people who used the tool/100,000
inhabitants) presented higher usage rates in comparison to
Curitiba (751/100,000 inhabitants) and São Bernardo do
Campo (179/100,00 inhabitants). A possible explanation is
the municipality’s strong commitment to the platform in
organizational and, mainly, marketing terms. Sao Bernardo
do Campo, which have the lowest usage in the studied
period, implemented a strong advertising campaign to use
the tool with great results. During the months of October,
November, and December (up to the 30th), there were 41,406
persons who interacted with the chatbot and more than
2,500 patients completed the self-risk assessment. The lack
of national guidelines for the adoption of digital solutions
in healthcare could be one of the main factors for this
disparity because the project prioritization was totally dependent
on each city’s commitment. The Ministry of Health have
implemented a centralized chatbot solution for COVID-19 but
unfortunately it was not accompanied by national guidelines
and there was no possibility of customization or adapting to
the existing local workflow of the cities. We believe that a
national plan for adopting digital healthcare is essential to
transformation in healthcare toward leveraging optimal value
to all stakeholders, but essentially and more importantly,
to the end users, whose outcomes are at the core of
all endeavors.

This study has several limitations. We provided a descriptive
study on the early experience of the implementation of an
AI-based solution to improve health care utilization amid the
COVID-19 pandemic in the public health system in Brazil. We
were unable to report health outcomes associated to the platform,
due to the early stage of the report and because of the lack of
uniform and centralized medical records data in the country.
Additionally, although our symptom check was intuitive and
validated in interactions with medical directors and healthcare
leaders in each municipality in Brazil, our questionnaires were
not previously validated or standardized.

Notably, this early report has several strengths. In spite
of all limitations, we were able to describe a successful
implementation of an AI-powered chatbot to assess COVID-
19 related risks and to provide optimal healthcare utilization
through flexible, on-demand and accessible structures. These
findings corroborate with others from Austria, Switzerland
and the USA, suggesting that the use of this technology may
decrease the healthcare system overload and increase access
to healthcare system (13–15). All efforts summarized here
were validated along with health authorities in the country,
therefore safety was ensured based on rigorous evaluation
by state departments in each city where the algorithm was
implemented. Therefore, we provide the first description of
a successful algorithm to improve healthcare utilization amid
the COVID-19 pandemic, leveraging value while minimizing
burden during unprecedent times in a heterogeneous and widely
affected country as Brazil. This report highlights that well-
structured public-private initiatives, coupled with innovative
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endeavors and sustainable incentives, yields value in healthcare
even among low-middle income countries. Technology and
telehealth can leverage existing structures toward greater
healthcare management, improving accessibility through safe
and optimal solutions.

CONCLUSIONS

The development and deployment of an AI powered telehealth
aiming for greater access and optimizing care coordination
is feasible, advisable, and may reduce healthcare overload. In
order to succeed, the platform should be adaptable to local
needs, including being capable of changing the decision-tree
algorithm. A national policy for digital healthcare transformation

could guide and enhance adoption of innovative technologies
at municipalities-levels.
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Initial public health responses to the COVID-19 pandemic have focused on non-pharmaceutical
interventions including stringent physical distancing measures, lockdowns, and restriction to free
movement. This comes at significant costs however, both economically and socially (1, 2). As
authorities begin to ease existing measures, governments are looking into specific alternatives
to lockdown, such as phased mobilization of the economy (3), less stringent physical distancing
measures, or immunity passports that would determine individual access or restrictions (4).
Immunity passports vs. certificates differ in the rights related to their use and their issuing authority.
Immunity passports have been cautioned against by the WHO and at international levels (5, 6)
citing a lack of reliable interpretability of the presence or absence of COVID-19 antibodies, as well
as ethical risks (7). With the advent of vaccines, these risks are potentially mitigated while other
risks arise such as universal access to vaccination, and the debate around immunity passports is
once again justifiably revived (8). COVID credentials could be an answer to facilitate some of the
currently difficult scenarios in society and everyday life (travel, large gatherings, etc.). The need
for a non-falsifiable solution is of utmost importance, especially with reports of fraud increasingly
emerging (9).

Reflecting on the digital aspects of such a solution is important to ensure the implementation
of adequate safeguards, display the right amount of information and use digital health systems to
society’s advantage. The European Union has recently published open source material detailing
a potential trust framework and technical specificities that would be used in establishing a
European Union Digital COVID Certificate that would be uniform and interoperable (10). COVID
credentials taking into account vaccination, serology, PCR testing, and self-reported symptoms
can employ algorithms to certify an individual’s most recent COVID-related status. Certification
would take into account results from pre-certified laboratories and pre-certified vaccination centers
only, thus decreasing the prospect of false positive results and individuals inadvertently foregoing
protective measures, putting themselves and others at risk (11). In addition, information could
further assist individuals in making the right decisions and can also provide reminders to get tested
or retested, vaccinated or re-vaccinated; which would also accommodate continually evolving
aspects of the current COVID-19 pandemic and virus response. An example is setting reminders
for individuals who received a vaccination to receive a booster shot, depending on the duration
of the immune response (once defined), but also for individuals who received a specific vaccine
to follow specific measures if a new variant turned out resistant to that vaccine. The presence of
symptoms should also be part of the algorithm and could determine the need for fast-track testing
or the implementation of isolation measures.

Here, we propose a very practical decentralized secured digital solution (Figure 1). The solution
is securing the original data provided from a certified vaccination center, a certified laboratory
or testing center. A digital security seal protects and guarantees the integrity of the data to be
secured, through an unforgeable mathematical link between the hash of the data and the seal. To
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FIGURE 1 | Digital process for COVID credentials.

ensure the immutability, the digital security seal is timestamped
on a blockchain. As the digital security seal contains only
metadata, it guarantees privacy protection of the holder with
personal andmedical data only on the credential (QR code) itself.
The blockchain is acting only as a secure “Trust Anchor,” in
the form of an undisputable timestamp. Thus, no data are ever
exposed or stored on the blockchain. Unlike the European Union
Digital COVID Certificate, this solution does not need to handle
the complex management of cryptographic keys, thus avoiding
the risk of having some of these keys being compromised
or stolen.

The individual presents him or herself to the certified
vaccination or testing center. His or her identity is verified (using
an official ID) prior to testing, vaccination or determination of
recovery. The information on vaccination status, or the test result
or the recovery status is secured as COVID credentials. The
COVID credentials consist of a certificate, secured by its QR
code, containing the name of the person (previously verified),
the medical information (vaccine, test result, recovery etc.) as
well as the name and identification of the issuing authority.
The COVID credentials are issued in batches (in the form of
secured QR-codes) by the issuing authority (certified vaccination

or testing center) using a Digital Certification SaaS. This Digital
Certification SaaS is accessible online by the issuing authority
only, with a secure login. Once the QR codes are generated, they
are activated by the issuing authority and all information used to
issue the credentials is deleted from the Digital Certification SaaS.
This process reinforces the decentralized approach by removing
the need for a central database that could be easily targeted,
and safeguards are important to ensure only certified testing
and vaccination centers are capable of issuing such credentials
while respecting data protection and privacy regulations. The
data remains in the issuing authority medical records (like any
other laboratory or vaccination result and for a defined period
of time if needed), enabling individuals to have their credentials
re-issued when necessary (lost QR code for example). The secure
QR code can be stored on an individual’s phone or delivered as a
print-out to reduce the digital divide. The secureQR code reduces
the risk of forgery or tampering, and can be universally verifiable
via a web-based portal or a mobile app, without the need to
access a database containing personal or medical information.
The individual has access to the web-based portal to verify his
or her own credentials. The individual can choose to disclose
information in specific contexts (airport control, access to a
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venue, nursing home, etc.) and interpretation of the result ensues,
based on the context-related requirements (for example negative
PCR within the last 72 h to enter a specific country vs. 24 h etc.).
Individuals can selectively decide who to show this information
to and how many identifying details to reveal depending on the
context. Selective disclosure and decentralized information can
further assist in preserving privacy and confidentiality. A digitally
secured solution can also reduce the risk of loss, identity theft and
forgery while ensuring accessibility, bidirectional information
and the possibility to revoke the credentials or update the
expiration information when needed. In order to ensure more
universal access, a paper version of the digital certificate and QR
code is also available. This paper version provides the same level
of security as the digital one, as its content is certified via the
QR code which can be universally verified with the same security
as the digital credential. QR code verification acting as a digital
unforgeable stamp remains a cornerstone of certification in order
to avoid any fraud or falsification. The QR code verification can
also be performed offline as the verification keys (digital security
seals) can be periodically replicated locally on the verification
device when connected.

CONCLUSION

Immunity passports, certificates or COVID credentials will
be increasingly at the forefront of medical and public policy
discussions in the months and years to come. The adequate
safeguards around a digital COVID credential should be

discussed, and a non-falsifiable solution should be implemented
especially if rights are linked to such credentials. The solution
presented here provides a decentralized approach to databases
as well as a secure certification process in line with the European
Commission’s recommendations (10). This solution also
provides a secure approach, ensuring the integrity and validity
of the information and respecting data protection regulations on
privacy and confidentiality. The question of COVID credentials,
now at the forefront, should be also be addressed at a policy
level involving discussions between medical and public health
actors, technology experts, ethicists and governing bodies.
It is also of utmost importance to actively engage the public
on the options and opinions connected with this issue in
order to assess their trust and needs when proposing a digital
health solution.
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Background: Research publications related to the novel coronavirus disease COVID-19

are rapidly increasing. However, current online literature hubs, even with artificial

intelligence, are limited in identifying the complexity of COVID-19 research topics. We

developed a comprehensive Latent Dirichlet Allocation (LDA) model with 25 topics using

natural language processing (NLP) techniques on PubMed® research articles about

“COVID.” We propose a novel methodology to develop and visualise temporal trends,

and improve existing online literature hubs.

Our results for temporal evolution demonstrate interesting trends, for example, the

prominence of “Mental Health” and “Socioeconomic Impact” increased, “Genome

Sequence” decreased, and “Epidemiology” remained relatively constant. Applying our

methodology to LitCovid, a literature hub from the National Center for Biotechnology

Information, we improved the breadth and depth of research topics by subdividing their

pre-existing categories. Our topic model demonstrates that research on “masks” and

“Personal Protective Equipment (PPE)” is skewed toward clinical applications with a lack

of population-based epidemiological research.

Keywords: natural language processing, latent dirichlet allocation, COVID-19, trends, LitCovid, topic model,

Pubmed

INTRODUCTION

The COVID-19 outbreak was officially declared a pandemic by the World Health Organization in
March 2020 (1). As the number of COVID-19 cases and deaths has increased, so has the research.
Searching “COVID” in PubMed R©’s database gives a list of over 32,000 unfiltered publications (as
of July 2020). Due to the overwhelming stream of papers, there is now an urgent need for tools
to automate the categorical organisation of research. More importantly, to sufficiently address
COVID-19 and future pandemics, it is necessary to streamline the research and development
process by allowing for quick identification of research areas that are either gaining popularity or
lacking adequate research.

Latent Dirichlet Allocation (LDA) is an unsupervised topic modelling technique used to
learn hidden topics within a corpus (2). It assumes topics are a soft clustering of words and
outputs two probability distributions: a distribution of topics in the corpus, and distributions
of words across each topic. Currently, LDA, with the aid of natural language processing
(NLP) methodologies, has been used to investigate the response to government policies (3),
analyse public sentiment on social media (4) and the news (5), and understand general
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research hotspots in publications (6) as well as global trends
(7). Most of these topic models either use a small number of
topics or group a large number of topics into overarching themes,
which eases comprehension at first glance. However, for a more
in-depth analysis, a better understanding of the complexity of
topics within each theme is required, which cannot be captured

FIGURE 1 | Frequency charts of abstracts published in PubMed®. (A) Per day frequency shows a weekly pattern. (B) Per week frequency from January 17th to July

17th 2020 with a gaussian curve fitting (shown in red dashed line). The training set was split from the testing set at the 81% mark on June 22nd 2020. The weekly

release pattern informed our decision to analyse trends on a per-week basis.

by searching for that topic in a literature repository using a
simple query.

The National Center for Biotechnology Information (NCBI)
has developed LitCovid, a central repository for curated
COVID-19 research (8). The hub uses a combination
of human and machine-learning methods to provide
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FIGURE 2 | Data sourcing and splitting. (A) Abstracts from PubMed® using the search term “COVID” (B) Abstracts from LitCovid Dataset using the search term

“coronavirus,” “ncov”, “cov,” “2019-nCoV,” “COVID-19,” and “SARS-CoV-2” (14). *Note that 4,223 LitCovid abstracts were not associated with any LitCovid category.

Note that the total number of abstracts in all listed LitCovid categories is greater than the number of unique abstracts because an abstract can be placed in more than

one category.

publications categorised by eight topics alongside temporal
and geographic distributions. Although very useful, the defined
categories are overly broad, limiting rapid assimilation of the
ongoing research.

Here, we describe and implement an NLP methodology
using LDA to identify topics in COVID-19 research. We
then visualise and evaluate temporal trends to recognise
the dominant and under-represented areas of research. We
also apply our methodology to the LitCovid dataset and
further subdivide their categories into topics. Although our
results focus on COVID-19, we believe our method is
generalisable and sustainable for evaluating rapidly evolving
research fields.

METHODS

Data Sourcing
Our dataset is extracted using Entrez Programming Utilities
(9) from the PubMed R© Application Programming Interface
(API) through the BioPython package. The API returns a list of
metadata on all documents retrieved in a search query, which was
the term “COVID.” For each abstract, the PubMed R© Document
ID (PMID), date of publication on PubMed R©, and abstract
are stored.

A similar process is repeated for LitCovid abstracts.
LitCovid (8), aided by machine-learning methods, manually
assigns the articles into the eight categories of “Mechanism,”

“Transmission,” “Diagnosis,” “Treatment,” “Prevention,” “Case
Report,” “Forecasting,” and “General.” We use the NCBI
Coronavirus API to extract the PMIDs corresponding to abstracts
in each LitCovid category. We perform the same data cleansing
process on the LitCovid abstracts as with the PubMed R© abstracts.

For significantly large corpus sizes with a variety of journals,
abstracts produce very similar topics compared to those
produced by using the full text (10). Hence, we decided to
use abstracts (3) due to the further benefits of much-reduced
computation and free accessibility, aiding in reproducibility. A
small number of abstracts are excluded from the corpus (N = 99)
for the following reasons: those with <50 characters (N = 73),
and others with a sentence including “This corrects the article
DOI [...]” (N = 26).

Overview of the LDA Model
LDA is a standard topic modelling algorithm that learns the
hidden topic structure within a corpus (2). Each topic has a
weight within the corpus and is represented by a set of related
words. We used Gensim’s Python implementation of LDA to
develop a topic model using a bag-of-words representation of
the pre-processed training set. Further details about the NLP
methodology and optimisation process are explained in the
Supplementary Material. In brief, we set an upper limit on the
number of topics to 50 and optimised hyperparameters based
on the coherence value. Additionally, we selected a random seed
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TABLE 1 | Topic description and summary about COVID-19 produced by LDA model.

Topic Top 10 Most Relevant Words Topic summary

1 Care, pandemic, service, telemedicine, health_care, need, resource, challenge, telehealth, healthcare Health care, Telemedicine

2 Number, case, model, country, estimate, epidemic, estimated, data, daily, rate Epidemiology

3 Case, day, chest, pneumonia, lesion, symptom, consolidation, fever, group, showed Pulmonary

4 China, outbreak, epidemic, world_health, prevention_control, case, disease, novel_coronavirus, public_health, january Disease Outbreak

5 Review, article, pandemic, research, vaccine, current, paper, scientific, literature, evidence Scientific Development

6 Surgery, surgical, procedure, surgeon, hospital, dental, ppe, pandemic, emergency, staff Surgery

7 Mortality, study, compared, included, outcome, risk_factor, higher, group, hospitalized, severe Clinical Outcomes

8 Participant, survey, anxiety, questionnaire, mental_health, respondent, psychological, stress, fear, perceived Mental Health

9 Disease, cardiovascular, acute_respiratory, cardiac, distress_syndrome, severe, ards, cytokine_storm, syndrome,

cardiovascular_disease

Cardiovascular

10 Treatment, trial, clinical_trial, hydroxychloroquine, drug, study, remdesivir, hcq, tocilizumab, therapy Clinical Trial

11 Cell, ace2, expression, receptor, sarscov2, tissue, human, virus, lung, pathway Pathogenic Mechanism

12 Test, assay, testing, detection, sample, sarscov2, positive, specimen, sensitivity, antibody Diagnosis

13 Child, symptom, pediatric, neurological, report, infection, infant, case, sarscov2, reported Paediatrics

14 Social, crisis, health, economic, pandemic, impact, policy, consequence, psycinfo_database, right_reserved Socio-economic Impact

15 Cancer, icu, intensive_care, treatment, ventilation, mechanical_ventilation, requiring, therapy, lung_cancer, ecmo Oncology

16 Recommendation, risk, guideline, consensus, healthcare_worker, guidance, management, ibd, transplant, expert Guidelines

17 Protein, sarscov2, compound, drug, target, vaccine, spike_protein, binding, inhibitor, epitope Virus Structure

18 Virus, sequence, genome, human, bat, sarscov2, mutation, coronaviruses, genetic, animal Genomic Sequence

19 Resident, person, county, older_adult, household, state, united_state, black, population, among Demographics

20 Level, coagulation, thrombosis, ddimer, severe, elevated, crp, platelet, coagulopathy, aki Haematology

21 Social_medium, information, public, video, news, medium, tweet, hand, misinformation, India Communication

22 Use, vitamin, medication, drug, arb, angiotensin, angiotensin_receptor, ace_inhibitor, blocker, reninangiotensin_system Existing Treatments

23 Liver, respiratory, skin, coinfection, ultrasound, gastrointestinal_symptom, diarrhea, imaging, symptom, fecal Gastroenterology

24 Mask, aerosol, device, droplet, blood, particle, app, airborne, filter, mobile Airborne transmission protection

25 Pregnant_woman, pregnancy, woman, maternal, pregnant, birth, neonatal, delivery, suspected, radiology_department Pregnancy

After optimising the LDA model, 25 topics were produced. The topics are listed in descending order of prevalence in the corpus. The top 10 words (middle column) are chosen based

on relevance to the topic, with lambda = 0.6 (15). The topic summary (last column) is based on the consensus of the authors after reviewing the top 20 words and the top 10 abstracts.

to use in the training process to ensure replicable results. We
implemented the methodology in Python.

Temporal Evolution of Topics
To evaluate the temporal trends, we propose a novel method,
which is applied to both PubMed R© and LitCovid abstracts
to produce an intuitive visualisation of the weekly temporal
evolution of topic proportions. Analysis on a day-by-day basis
can result in too much noise; instead, the documents are grouped
by week, which is further justified by the apparent weekly release
pattern of papers as shown in Figure 1A. However, since the
weeks in January 2020 contain a substantially low number of
papers, they are grouped into a single month. To evaluate how
well the temporal evolution can predict future releases, we assign
the weeks into training and testing sets with an approximate ratio
of 8:2 (which is shown by the test-train split in Figure 1B).

For each week, in both the training and testing sets, all
abstracts are combined into a single document. Applying the
LDA model to these documents returns an estimate of the
proportions of each topic that week. These results are graphed
to produce a temporal topic evolution that is compared between
PubMed R© and LitCovid.We also create a heatmap to visualise all
topics in the corpus in a concise chart.

Subdivision of LitCovid Categories
For each of the eight LitCovid categories, all abstracts are
combined into a single document. Applying our model to the
documents returns the proportions of each LDA topic in each
LitCovid category. Statistical analysis (as described in the next
section) is used to evaluate the categories and subdivide them into
corresponding LDA topics.

Statistical Analysis
We incorporate tools from the Gensim Package (11) to perform
statistical analyses on the topic model. We use perplexity (how
surprised a model is to a sample) and topic difference to track
the model convergence. The final performance of the model is
evaluated using a coherence score (12).

Since LDA is a probabilistic model (2), the methodology used
to capture temporal trends, as well as the subdivision of LitCovid
categories is statistical. Applying the LDA topic model to a
document returns a proportion for each topic, which is then used
for further analysis.

Due to the non-linear nature of the temporal trends, a
qualitative account of the trend fitting between the testing
and training sets is discussed. Temporal trends of PubMed R©

and LitCovid publications are compared using Normalized
Euclidean Distance, and topics are compared to each other

Frontiers in Digital Health | www.frontiersin.org 4 July 2021 | Volume 3 | Article 68672087

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Gupta et al. Trends in COVID-19 Publications

FIGURE 3 | Heatmap showing weekly temporal topic trends in PubMed®. The heatmap is enhanced using a bilinear scale for an intuitive visual representation of the

temporal trends of COVID-19 topics. The topics are sorted in descending order of proportion on the horizontal axis. Exemplary trends can be observed: Topic 1

increases around April, while, simultaneously, Topic 4 decreases. Certain topics such as 24 and 25 show a consistently low topic proportion throughout.

using Jaccard Distance, a comparison between disjoint terms in
two models (13).

LitCovid categories are compared against each other as well as
the PubMed R© corpus using Hellinger Distance (H):

H(P,Q) =
1
√
2

√

√

√

√

k
∑

i=1

(√
pi−

√
qi

)2

Where k is the number of topics; P and Q are the topic
proportions returned by applying our LDA model to each
LitCovid category.

RESULTS

The PubMed R© API returned 16,445 abstracts with the search
query “COVID” (as of July 17th, 2020). We exclude 73
abstracts with <50 characters and 26 abstracts with extraneous
information, resulting in 16,346 abstracts in the corpus from
January 17th to July 17th, 2020. The distribution of these follows
a gaussian curve with mean on June 9th, 2020 (Figure 1B).
The corpus is split (81:19) as per section Temporal Evolution
of Topics: 13,212 abstracts for training and 3,134 abstracts
for testing. The cutoff date for the training set is June
22nd (inclusive).

LitCovid generates 27,595 abstracts (as of September 8th,
2020) from the entirety of their dataset. We exclude 13 empty
abstracts, 97 abstracts with <50 characters, and 37 abstracts
with extraneous information. The final number of abstracts is

27,448, ranging from January 17th to September 5th 2020. 4,223
LitCovid abstracts could not be associated with any category and
23,225 are associated with at least one of the eight categories. The
distribution of these categories is in Figure 2.

The LDA model is trained on 13,212 abstracts to produce
a topic model with 25 topics. The final perplexity is 185.6,
and the coherence score is 0.526. The average normalised
Jaccard distance between the topics is 0.923 (STD 0.048) with a
minimum of 0.701 between Topic 23 (“Gastroenterology”) and
Topic 13 (“Paediatrics”). A list of all the topics is displayed in
Table 1 alongside the top 10 relevant words and our summary
interpretation based on the top words and abstracts associated
with each topic. The topic of “Health care, telemedicine” has the
highest proportion of 9.4%, whereas “pregnancy” has the lowest
proportion of 1.0%.

Figure 3 provides a general breakdown of how topic
proportion changes over the timeframe. The weekly topic
proportions for the PubMed R© test data were all within the
bounds of the training data and are plotted as the top three rows
in the heatmap, which show hardly any visible discrepancies.
Most topics start at some high/low proportion, then trend in the
opposite direction and begin to level off in April 2020. Others
follow a relatively steady change with time. The highest topic
proportion of 41% is during January 2020 in Topic 18, “genomic
sequence.” Topic 4, “disease outbreak,” has the highest mean
weekly topic proportion of 13.5% (STD 10.5). Topic 24, “airborne
transmission protection,” has the lowest mean of 0.98% (STD
0.66). This relatively lower topic proportion, as also illustrated
in Figure 4A, was striking, because the usage of masks is a
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FIGURE 4 | Visualization of topics using pyLDAvis. This is a visualisation produced using the pyLDAvis module (15). (A) The left shows an inter-topic distance map

created using classical multidimensional scaling. The right shows the words in Topic 24 ordered by relevance set to 0.6 (15). (B) The word “mask” has the highest

weight in Topic 24 (2.3%) when compared to others: Topic 16 (0.078%), Topic 6 (0.033%), Topic 2 (.0090%), Topic 8 (0.018%).

highly emphasized guideline (16). We performed a post hoc
analysis by analysing the proportion of the term “mask” (as
shown in Figure 4B) in different topics: Topic 24 (“airborne

transmission protection”) 2.3%, Topic 16 (“guidelines”) 0.078%,
Topic 6 (“surgery”) 0.033%, Topic 2 (“epidemiology”) 0.0090%,
Topic 8 (“mental Health”) 0.018%.
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FIGURE 5 | Comparison of temporal trends in PubMed® and LitCovid. (A) Topic 17 depicts the most dissimilar topic trends, with a Normalised Euclidean Distance

(NED) of 0.0604. Even though LitCovid’s dataset was also taken from PubMed®, the mild variation can be attributed to differences in search queries (described in

Figure 2). (B) Topic 1 represents the most similar trends (NED = 0.0303).

Applying our LDA model to LitCovid abstracts shows that
temporal topic proportions have a very strong agreement
with an average Normalized Euclidean Distance (NED) of
0.0303 (STD 0.0128). The most dissimilar looking graph is
shown in Figure 5A, which is Topic 17, “Virus Structure”
with NED 0.0604. Even though LitCovid’s dataset was
also taken from PubMed R©, the mild variation can be
attributed to differences in search queries (as described
in Figure 2). The most similar trends occur for Topic 1
(“Health care, telemedicine”) with NED = 0.0303, as show
in Figure 5B.

In Figure 6, applying our model to the LitCovid categories
shows that the LitCovid category “Epidemic forecasting” is
most similar to LDA Topic 2, “Epidemiology” as it has
a topic proportion of 74%. The most intuitive category to
subdivide is “General Info”; our topic model split it into
“Scientific Development” (21%), “Health Care, Telemedicine”
(16%), “Socio-economic Impact” (15%), “Disease Outbreak”
(14%), “Genomic Sequence” (9%) and “Communication” (6%).
Another notable subdivision is of the “Case Report” category into
the relevant medical fields of “Paediatrics” (20%), “Pulmonary”

(18%), “Oncology” (13%), and “Cardiovascular” (12%), as well
as identifying the under-represented topics “Haematology” (5%)
and “Gastroenterology” (6%).

As shown in Figure 7, the LitCovid categories with the most
overlap are “Treatment” and “Mechanism” with H = 0.160,
whereas the least overlap is for “Epidemic forecasting” and “Case
Report” with H = 0.572. When compared to the PubMed R©

corpus, “Prevention” has the lowest Hellinger distance of H
= 0.116, suggesting that the “Prevention” category may be
too broad. Conversely, “Epidemic Forecasting” has the greatest
Hellinger distance (H = 0.476), suggesting that it is a well-
defined category.

DISCUSSION

We provide a generalisable NLPmethodology to extract abstracts
from PubMed R©, create an optimised LDA topic model, and
visualise temporal trends. Applying our model to LitCovid
abstracts helps to identify trending and under-represented
research areas as well as subdivide its categories into relevant
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FIGURE 6 | LDA topic distribution across LitCovid categories. LitCovid divides COVID-19 research into eight categories. Our LDA topic model, when applied to each

category, returns a topic distribution, which is normalised (dividing by the largest proportion in the category) and plotted as the heatmap.

FIGURE 7 | Hellinger distance matrix comparing LitCovid categories and PubMed®. The Hellinger distance, which is used to quantify the dissimilarity between two

probability distributions, was used to compare LitCovid categories against each other as well as the PubMed® corpus. This distance was calculated using the

distribution of the 25 topics shown in Figure 6. For example, the most dissimilar categories are “Epidemic forecasting” and “Case Report” (H = 0.572).

topics. We find that an important topic related to masks and PPE
is under-represented in population-based research.

The optimised LDA model developed in this study identifies
25 topics with no significant overlap, and all relate to
the COVID-19 pandemic. Our model is trained and tested
on a much larger number of documents compared to

previous studies, and we believe our topic interpretation
is improved using NLP techniques such as the use of bi-
grams and ordering terms by relevance rather than frequency
(further details are in Supplementary Material). Therefore, our
model is comprehensive, and our analysis is in-depth. Topics
not previously identified include “Pathogenic Mechanism,”
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“Cardiovascular,” and “Demographics” (Topics 9, 11, and 19).
Previous topic models developed using research publications
provide broad categories and do not sufficiently characterise the
social science aspect of COVID-19 (6, 7, 17, 18). In contrast,
our model covers this field in the topics “Mental Health,” “Socio-
economic Impact,” and “Communication” (Topics 8, 14, and 21,
respectively), representing 10.2% of the PubMed R© test corpus.

We developed a customised heatmap shown in Figure 3

representing topic trends on a holistic scale. This visualisation
allows for intuitive understanding compared to the use of classic
line graphs, which can be cumbersome to review, especially for
a larger number of topics. From January to March 2020, Topic
18, “genomic sequence” has an unusually high topic proportion
given its lower proportion in the overall corpus. This trend
correlates well with our expectation as it was initially a hot topic
in social media (19). The heatmap also clearly shows that Topic
24 (“Airborne Transmission Protection”) has a lack of adequate
representation. As a direct application of our topic model,
we zoomed into the word “mask” (Figure 4B), demonstrating
its representation in very few topics, including Topic 24, 16
(“guidelines”), and 6 (“surgery”). Moreover, the relative weight
of “mask” within Topic 16 is two orders of magnitude less
than Topic 24. Considering the existing relationship between
masks and the spread of COVID-19 (20), one would expect
“mask” to have a greater representation in “Epidemiology.”
The lack of research in this area suggests that a critical
topic for future research is the usage of masks in a public
context (21).

Analysis of temporal trends in Figure 3 includes both the
training and test data from PubMed R©, which does not show
many discrepancies between the two, suggesting that both our
model andmethodology are applicable on other relevant datasets.
Existing research papers (4–6) limit their analysis by focusing
only on the corpus they trained on. However, we perform
further testing and analysis on related articles outside of our
training set. Applying our methodology to LitCovid shows that
the temporal trends are largely the same, further validating our
hypothesis. When they differ, such as in Figure 5A, the shape
remains similar, with disagreeing values, which can be attributed
to the difference in search queries when curating the datasets
we analyse.

PubMed R© is a central repository for biomedical research
literature, containing search tools to identify publications based
on search queries. It lacks comprehensive tools to analyse
publications for topic identification. LitCovid uses a combination
of human curation and machine learning to provide eight
broad categories for COVID-19 research. By applying our NLP
methodology, we find that many of these general categories
can be subdivided into multiple relevant topics, which provides
more comprehensive insights for future specialised research.
For example, the inherently broad category of “General Info”
is split into more specific topics including socio-economic
impact, communication, and telemedicine. Another subdivision
we believe to be useful is for the category of “case report”;
our model split it into six medical fields, including paediatrics,
cardiovascular, and gastroenterology.

Figure 7 shows there is measurable overlap between
LitCovid’s categories, some of which is to be expected
because they all contain the overarching theme of COVID-
19. Interestingly, our model shows that the most heterogeneous
category, “Prevention,” comprises the topics “Health Care,”
“Telemedicine,” “Epidemiology,” “Surgical Procedures,” and
“Mental Health.” One would not expect some of these, but rather
it would be more reasonable to have “Guidelines” as a core topic.
The closest categories identified in Figure 7 are “Treatment”
and “Mechanism,” which is reasonable because effective
preventative treatment should be inhibiting a mechanism.
Closer analysis using Figure 6 shows that “Mechanism” is
almost a subset of “Treatment,” with the key difference being
that “genomic sequence” is a strong topic in “Mechanism,”
but not in “Treatment.” We believe that these categories can
be ambiguous to a researcher, and our methodology would
significantly improve online literature hubs through more
specific subdivisions.

As we performed searches in LitCovid, we noticed that
abstracts were sometimes not relevant to the query even
though a relevance option is provided. Improved comparative
relevance of a topic within a research paper can add value
for researchers as it distils a large mass of research papers
by the strength of their major topics. Future research
can utilise our methodology to enhance online literature
hubs by ordering documents based on the proportion
of topics.

Although the LDA topic model can be updated with
new research, further investigation on hyperparameter
adjustment will be required to identify new topics. However,
our methodology is simple to re-run and provide up-to-date
trends. To evaluate the temporal trends, we use the date of
publication, because we found that not all articles had the
research date. Although the publication date does not accurately
reflect the time when the research was performed, for our
purpose, our temporal visualisation disseminates the trending
topics from the under-represented ones, which we believe is
more crucial to the researchers. Another potential limitation
in our dataset is the exclusive use of English abstracts. Since
LDA is essentially a clustering algorithm, if more than one
language is used, the topic model will likely return duplicate
topics in different languages, which is redundant for our
purpose. Instead, since many research papers written in
other languages provide abstracts translated into English
(22), this further justifies our use of abstracts instead of
papers. Even though a significant number of publications
are not analysed due their lack of abstracts, we believe this
would not affect our identification of topics, given that it is
reasonable to assume that this is random and not biased against
any topic.

NLP techniques applied with LDA topic modelling results in
a comprehensive topic listing and identification of important
temporal trends. Our methodology has the potential to
complement existing literature hubs. We identify topics for
further research, such as studies on masks that may be of
significant public interest.
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Characterization of the risk factors associated with variability in the clinical outcomes

of COVID-19 is important. Our previous study using genomic data identified a potential

role of calcium and lipid homeostasis in severe COVID-19. This study aimed to identify

similar combinations of features (disease signatures) associated with severe disease in

a separate patient population with purely clinical and phenotypic data. The PrecisionLife

combinatorial analytics platform was used to analyze features derived from de-identified

health records in the UnitedHealth Group COVID-19 Data Suite. The platform identified

and analyzed 836 disease signatures in two cohorts associated with an increased risk of

COVID-19 hospitalization. Cohort 1 was formed of cases hospitalized with COVID-19

and a set of controls who developed mild symptoms. Cohort 2 included Cohort 1

individuals for whom additional laboratory test data was available. We found several

disease signatures where lower levels of lipids were found co-occurring with lower levels

of serum calcium and leukocytes. Many of the low lipid signatures were independent of

statin use and 50% of cases with hypocalcemia signatures were reported with vitamin

D deficiency. These signatures may be attributed to similar mechanisms linking calcium

and lipid signaling where changes in cellular lipid levels during inflammation and infection

affect calcium signaling in host cells. This study and our previous genomics analysis

demonstrate that combinatorial analysis can identify disease signatures associated with

the risk of developing severe COVID-19 separately from genomic or clinical data in

different populations. Both studies suggest associations between calcium and lipid

signaling in severe COVID-19.

Keywords: COVID-19, SARS-CoV-2, severe COVID-19, disease risk, patient stratification, combinatorial analysis,

real world data analysis

INTRODUCTION

The Coronavirus disease 2019 (COVID-19) outbreak caused by the severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) has been declared a pandemic that
has resulted in significant mortality, major social and economic disruption worldwide
(1). The uncertainty surrounding the progression, management, and outcomes of
COVID-19 has made it particularly challenging for healthcare systems. Studies have
suggested that ∼80% of COVID-19 positive patients present with mild symptoms
or are asymptomatic and that around 20% of the patients develop a more severe
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response that may lead to hospitalization and, in some cases
(2.3%), death (2–5).

The risk of developing severe COVID-19 is known to be
higher in people who are older, male and have underlying
health conditions such as hypertension, cardiovascular disease,
diabetes, obesity, chronic respiratory diseases, and cancer (4,
5). Approximately 22% of the global population have at
least one co-morbidity that puts them at increased risk of
severe COVID-19 if exposed to the virus (6). Ethnicity and
socio-economic deprivation have also been associated with
severe illness (7).

SARS-CoV-2 binds to the host cell receptor through
angiotensin-converting enzyme-2 (ACE2) (8) and starts
replicating rapidly inside the host cells, which can trigger a
hyperimmune response in some patients (9). This may be
due to the generation of pro-inflammatory cytokines and
chemokines called a cytokine storm that can cause acute
respiratory distress syndrome (ARDS) in the lung and multi-
organ failure (10, 11). Other studies have suggested that binding
of SARS-CoV-2 increases the levels of ACE2 in lung cells
that results in elevated levels of bradykinin (12) (bradykinin
storm) leading to vascular leakage, hypotension, and pulmonary
edema (13). These are manifested in COVID-19 patients
with pneumonia and respiratory failure. Bradykinin’s role
in the regulation of clotting may be one mechanism for the
extra-pulmonary manifestations such as thromboembolic
complications, cardiac events, acute renal and hepatic injury
(14, 15). Other symptoms such as neurological complications
and gastrointestinal and endocrine symptoms have also
been reported (14, 16). Recent evidence suggests that
some patients with COVID-19 can also develop long-
term complications or experience prolonged symptoms
(17, 18).

Early identification and characterization of the risk factors
associated with varying clinical outcomes of severely ill COVID-
19 patients are crucial for accurate clinical stratification and the
development of effective management and targeted therapeutic
strategies. A previous case-control study using genomic data
(19) identified 68 severe COVID-19 risk-associated genes
in a population of hospitalized COVID-19 patients in the
UK Biobank (20, 21). Nine of these were previously linked
to differential response to SARS-CoV-2 infection. Several of
these genes are related to key biological pathways associated
with the development of severe COVID-19 and associated
symptoms, including cytokine production cascades, endothelial
cell dysfunction, lipid droplets, calcium signaling, and viral
susceptibility factors (19).

In this study, we identified and assessed the phenotypic
and clinical risk factors associated with hospitalized COVID-
19 patients in the UnitedHealth Group (UHG) COVID-19
Data Suite using a similar combinatorial analysis approach.
Using laboratory test data available for the UHG cohort, we
investigated potential correlations with the genomic analysis
findings and hypotheses from our previous UK Biobank COVID-
19 study (19), including the potential association of calcium
signaling and lipid dysregulation with severe clinical outcomes
in COVID-19 patients.

METHOD

Cohort Generation
We used de-identified records of Medicare Advantage and
commercially insured members with COVID-19 test results in
the UHG COVID-19 Data Suite accessed through the UHG
Clinical Discovery Portal for this study. The UHG COVID-
19 Data Suite contains longitudinal health information on
individuals representing diverse ethnicities, age groups, and
geographical regions across the United States. The information
includes data on COVID-19 test results, in-patient admission
data for hospitalized individuals, medical and pharmacy
claims, general diagnostic information, demographic data, and
information on healthcare insurance plans.

We performed case-control studies on two cohorts to identify
combinatorial disease signatures associated with the risk of
hospitalization for COVID-19 positive patients. Cohort 1,
consisting of 9,493 individuals (3,183 cases, 6,310 controls),
was generated from the UHG COVID-19 Data Suite (dated
August 2020). This contained 3,183 cases who had been
hospitalized as a result of developing severe COVID-19 (based
on primary diagnosis records) and 6,310 mild controls who
had tested positive for COVID-19 but not been hospitalized
(Supplementary Table 1). Patients who were enrolled in the
Medicare Special Needs Plan were excluded to reduce any
confounding factors associated with these patients, who are often
above 65 years old and diagnosed with severe/disabling chronic
conditions that increase their risk of hospitalization. Patients
without linked clinical data since 2019 were also excluded.

To investigate the potential role of calcium and lipid
homeostasis in COVID-19 patients with severe clinical outcomes,
we selected five laboratory analytes that were relevant for
this hypothesis and had good coverage in Cohort 1. These
included serum calcium, low-density cholesterol (LDL), high-
density cholesterol (HDL), triglycerides, and leukocyte count. A
subcohort, Cohort 2, consisting of 1,581 patients (581 cases and
1,000 controls) was generated for the individuals with laboratory
test results for these five analytes.

Feature Generation
The clinical, claims and pharmacy data were converted to
categorical features for the study (Supplementary Section

Feature Generation). The clinical and phenotypic data available
for all individuals in Cohort 1 generated 1,339 binary features per
patient (Supplementary Table 2). An additional, five laboratory
analyte features were added for Cohort 2.

Combinatorial Analysis
The PrecisionLife platform uses a proprietary data analytics
framework that enables efficient combinatorial analysis of large,
n-dimensional, multi-modal patient datasets. Navigating this
data space allows for the identification of combinations of
features that are significantly associated with groups of cases in
a case-control dataset.

Traditional analysis methods typically identify single features
in a dataset that are important for a relatively large number
of cases associated with a disease diagnosis. They may seek to
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combine these single feature effects using a variety of methods.
However, most large disease populations are heterogenous with
multiple features coming together to exert non-linear influences
on disease biology that lead to patient sub-populations having
different symptoms, progression, and/or outcomes. These non-
linear effects can only be observed in combination, i.e., they
are a product of the interaction and so have to be observed
and modeled at that level. The combinatorial approach used
in this analysis enables us to capture the non-linear effects of
these interactions on a disease (e.g., the effects of feedback loops
in metabolic or genetic networks), which can only be seen in
combinations found to be significant in such patient subgroups.
This approach has been validated in multiple disease populations
(19, 22, 23).

PrecisionLife’s combinatorial analysis algorithm
comprises two main phases: mining and processing
(Supplementary Figure 1). In the mining phase, the algorithm
identifies and validates combinations of feature states (for
example SNP and associated genotype state) that are over-
represented in cases. Multiple feature states are combined
iteratively (using a Z-score statistic) until no additional single
feature state is added. Combinations of feature states that
have high odds ratios and high penetrance are prioritized. The
mining process is repeated for 2,500 cycles of fully randomized
permutation of all individuals in the dataset, keeping the same
parameters and case:control ratio.

All combinations associated with each feature state are
identified to form ’simple networks’ for the original dataset and
for each iteration of random permutation of the dataset. The
simple networks are then validated using network properties such
as minimum penetrance (number of cases in the simple network)
as the null hypothesis when compared with the networks of
the random permutations. Simple networks that appear in
the random permutations above a preset FDR threshold are
considered to be random and eliminated. All disease signatures
from the validated simple networks are reported as validated
disease signatures.

In the last phase, the validated disease signatures
are processed. The features that connect all disease
signatures in validated simple networks (known as
critical features) are identified. These critical features
are scored using a Random Forest (RF) algorithm
based inside a 5-fold cross-validation framework to
evaluate the accuracy with which the feature predicts the
observed case:control split (minimizing Gini impurity)
in a dataset. We use the resulting score to rank
disease signatures.

Finally, a merged network architecture is generated by
clustering all validated disease signatures based on their co-
occurrence in patients in the dataset.

The PrecisionLife platform generated statistically significant
disease signatures containing up to five features for each cohort.
Each analysis took less than an hour to complete, running on a
32 CPU, 4 GPU cloud compute server. These were mapped to
the cases in which they were found, and in-patient clinical data
were used to generate a patient profile for each combinatorial
disease signature.

RESULTS

Cohort Characteristics
Cohort 1 patients (3,183 cases) had a 19.1% (607 cases) mortality
rate, while 51.3% (1,548 cases) were released from care and 29.6%
(915 cases) were transferred to other healthcare facilities. Within
Cohort 1, 51.3% were female, and 66.7% were Caucasian with a
median age of 75 (Table 1, Supplementary Figure 2).

Around 54% of the hospitalized patients had at least one of
the comorbidities previously linked with higher risk for COVID-
19 severe response. Hypertension (52.1%) was the most common
co-morbidity, followed by cardiovascular disease (38%), diabetes
(31.5%), chronic lung disease (25.9%) and dementia (13.9%)
(Table 1). The most common COVID-19 related diagnoses
reported in hospital admissions data for cases were pneumonia
(43%), followed by respiratory failure (18.3%) and septicemia
(7.3%) (Supplementary Figure 3).

Combinatorial Disease Signatures Capture
Phenotypic and Clinical Risk Factors for
Severe COVID-19
The combinatorial analysis identified 1,147 combinations of
clinical and phenotypic features (disease signatures) that were
highly associated with hospitalized patients in Cohort 1 and
32,242 combinations in Cohort 2 (Supplementary Table 3,
Supplementary Figure 4). A higher number of disease signatures
was reported for Cohort 2. This is likely due to the relatively
higher prevalence of the same clinical features among Cohort 2
individuals as compared to Cohort 1.

The disease signatures were filtered to exclude those that
had any features indicating an absence of a disease diagnosis,
symptom, or medication use, as these are likely to be generated as
a result of incompleteness of the claims and pharmacy data rather
than as a true disease association. Additionally, disease signatures
that were found in fewer than 20 cases were also excluded. After
filtering, 255 disease signatures in Cohort 1 and 531 disease
signatures in Cohort 2 were used for further analysis.

All features in the disease signatures identified for each study
were scored using a Random Forest (RF) algorithm based inside
a 5-fold cross-validation framework to evaluate the accuracy
with which a feature (e.g., a laboratory analyte value) predicts
the observed case:control split (minimizing Gini impurity).
One hundred sixty-six features in Cohort 1 and 41 features
in Cohort 2 were identified as critical features as shown in
Supplementary Figure 5. Many of these included diagnoses and
symptoms associated with severe COVID-19 such as respiratory
failure, pneumonia, acute renal failure, and septicemia because of
their low incidence in controls.

We found that the combinatorial disease signatures capture
clinical features associated with response to severe COVID-
19 illness (Figures 1, 2) These features include pneumonia
and respiratory failure, which are frequently reported among
hospitalized patients, and risk factors that increase the probability
of developing severe response such as diabetes, hypertension
and cardiovascular disease. Phenotypes related to the risk-
associated comorbidities such as elevated glucose levels or blood
pressure and common medications prescribed for them (e.g.,
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TABLE 1 | Cohort characteristics for the hospitalization risk studies.

Cohort 1 (n = 9,493) Cohort 2 (n = 1,581)

Hospitalized

patients

Non-hospitalized

patients

Two-sided

p-value

Hospitalized

patients

Non-hospitalized

patients

Two-sided

p-value

COVID-19 positive 3,183 6,310 N/A 581 1,000 N/A

Males (%) 1,549 (48.7%) 2,758 (43.7%) 5.0e-06 295 (50.1%) 348 (34.8%) 6.5e-10

Median Age (Range) 75 (29–89) 72 (15-89) <2.2e-16 74 (31–89) 71.5 (33–89) 2.2e-14

Caucasian* (%) 1,632 (66.7%) 3,693 (66.8%) 0.938 298 (57.5%) 528 (59.5%) 0.465

Mortality (%) 607 (19.10%) N/A N/A 100 (17.2%) N/A N/A

Hypertension (%) 1,657 (52.1%) 3,864 (61.2%) <2.2e-16 431 (58.7%) 672 (67.2%) 3.7e-03

Diabetes (%) 1,109 (34.8%) 2,114 (33.5%) 0.198 277 (47.7%) 427 (42.7%) 5.8e-02

Cardiovascular (%) 1,210 (38.0%) 1,468 (23.3%) <2.2e-16 204 (35.1%) 267 (26.7%) 2.2e-03

Dementia (%) 443 (13.9%) 236 (3.7%) <2.2e-16 27 (4.6%) 10 (1.0%) 7.2e-06

Chronic lung disease (%) 832 (25.9%) 1,198 (20.0%) 2.4e-15 135 (23.2%) 188 (18.9%) 3.8e-02

*The percentage of Caucasians was calculated as a fraction of those individuals for whom ethnicity information was available (∼85% of all records).

p-values were calculated to assess the association of each feature in the two COVID-19 hospitalized risk cohorts using two-sided Fisher’s exact tests for categorical data and

Mann-Whitney U tests for continuous data.

insulin, statins, and dihydropyridines) were also commonly
found. Many low-frequency features (<10% among hospitalized
patients) such as ARDS (10), pneumothorax (24), hematuria (25),
encephalopathy (16), pericarditis (26), and thrombosis (14) were
frequently found in disease signatures in combination with other
features. Some disease signatures also captured clinical features
related to increased frailty such as senility or high risk of hospital
readmission, whilst other features reflect conditions that are
associated with prolonged hospital stay, such as pressure ulcers
and secondary bacterial infections.

Networks generated by clustering disease signatures in the
two cohorts highlighted the heterogeneity of clinical features
observed in severe COVID-19. Such clustering enables the
identification of disease signatures that co-occur in patient sub-
groups who are likely to have similar symptoms, underlying
conditions, or clinical outcomes. For example, hospitalized
patients who developed ARDS were likely to be influenced by
the features nearest to ARDS in the network such as older age,
development of pneumonia, pulmonary hemorrhage, sepsis, and
high mortality (Figure 3, Supplementary Figure 6).

Disease Signatures Associated With Lower
Levels of Serum Calcium and Lipids
In Cohort 2, features from five blood analytes (calcium, LDL,
HDL, triglycerides, and leukocyte count) were available for
patients. Hospitalized patients with severe COVID-19 were
observed to be more likely to have lower serum calcium
levels (<9.26 mg/dl), lower LDL levels (<78.23 mg/dl), lower
HDL levels (<44.35 mg/dl), and higher levels of triglycerides
(>206.20 mg/dl) when compared against the patients with
mild disease (Supplementary Table 4). Both low and high levels
of blood leukocyte count were observed in patients with
severe COVID-19.

In Cohort 2 the PrecisionLife platform identified 18 disease
signatures in 80 hospitalized patients with serum calcium values
lower than 9.26 mg/dl (Supplementary Figure 7). Out of these,

only four signatures were co-associated with the use of the
dihydropyridines (calcium channel blockers) and proton-pump
inhibitors which may have an effect on calcium homeostasis
(27, 28). The hypocalcemia disease signatures were associated
with COVID-19 symptoms such as pneumonia and respiratory
failure, and comorbidities including diabetes, hypertension, and
anemia. Two calcium disease signatures were found in 34
patients (42.5%), co-occurring with high mortality and hospital
re-admission risk scores, which suggests that these patients
had multiple underlying conditions. Another calcium disease
signature in 33 (41.3%) patients was associated with low serum
levels of HDL and pneumonia.

We also identified 45 disease signatures in 188 (32.4%)
severe COVID-19 patients that were associated with
comparatively low serum lipid (LDL, HDL, or triglyceride)
levels (Supplementary Figures 8–10). Comorbidities such as
hypertension, obesity, and cerebrovascular disease were found
in these hypolipidemia signatures, which are not commonly
co-associated in patients. We investigated whether the reduced
lipid levels observed in these patients were caused by the use of
statins. None of the disease signatures were associated with the
feature indicating statin use by all associated cases. We found
12 hypolipidemia signatures where <10% of the patients were
associated with any prescription records for statins within 90
days of the laboratory test result date, suggesting that these
signatures were independent of statin use. Thus, dyslipidemia
observed in many severe COVID-19 patients in Cohort 2 is
not likely to represent an artifact of other comorbidities or
medication use, but a consequential host response to SARS-
CoV-2 infection which has been reported in many recent
studies (29–31).

Mortality in the patients with either calcium or lipid
disease signatures was not found to be significantly different.
We were able to identify 15 disease signatures with lower
levels of calcium and one signature with lower levels of
cholesterol in this subcohort that were associated with at least
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FIGURE 1 | Phenotypic and clinical features that were most frequently reported (top 40) in 255 filtered disease signatures in Cohort 1 were associated with an

increased risk of hospitalization with severe COVID-19.

10 patients. The identification of calcium and lipid disease
signatures in this subcohort strongly suggests that they reflect
biochemical characteristics of patients with severe host response
to COVID-19.

DISCUSSION

Pulmonary manifestations of COVID-19 such as respiratory
failure and pneumonia were the most common symptoms in
the two cohorts that were also prevalent in the combinatorial
disease signatures identified by the PrecisionLife platform
(Supplementary Figures 3, 5). Comorbidities such as
hypertension, cardiovascular disease, chronic respiratory
disease, and diabetes are known to be associated with
COVID-19 risk from other studies (2–4), including our

previous genetic study (18) in UK Biobank, were observed
in hospitalized patients. These comorbidities co-occur with
different COVID-19 symptoms, complications, medication
use, and laboratory analyte values. This analysis enables us to
gain useful insights into the likely associations between these
clinical and phenotypic features that can improve the clinical
management of patients.

A wide variety of severe COVID-19 manifestations, such as
ARDS, sepsis, pericarditis, and thrombosis, were observed in the
disease signatures representing patient sub-groups (2, 14, 24–26).
This correlates with our previous genomic analysis on the UK
Biobank COVID-19 cohort, which identified genes associated
with some of these complications, including host pathogenic
responses, inflammatory cytokine production, modulation of
cardiac function, and endothelial cell function (19).
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FIGURE 2 | Phenotypic and clinical features that were most frequently reported (top 40) in 581 filtered disease signatures in Cohort 2 (subcohort of Cohort 1 with

additional laboratory test results) associated with increased risk of hospitalization with severe COVID-19. Features associated with hypocalcemia (Calcium:0) and

hypolipidemia (LDL:0, HDL:0) were reported in multiple disease signatures.

The use of medications such as proton pump inhibitors,
dihydropyridines, and beta-adrenergic blockers was observed in
seven disease signatures in Cohort 1 and 80 signatures in Cohort
2. Dihydropyridines (32, 33)and beta-adrenergic blockers (34, 35)
have been associated with improved outcomes for COVID-19
patients and suggested as potential treatments, while proton
pump inhibitors have been associated with adverse outcomes in
several studies (36, 37). The incidence of the medications in the
disease signatures could be either due to adverse effects caused by
the medication resulting in a more severe COVID-19 response or
it could reflect the comorbidities in patients for which they are
generally prescribed. Using the available data, it was not possible
for us to ascertain the specific association of these medications in
our study with certainty.

In Cohort 2, all hypocalcemia (n = 18) disease signatures
and hypolipidemia (n = 45) signatures were found to be
associated with severe pulmonary manifestations of COVID-
19 (Supplementary Figures 7–10). There is increasing evidence
that calcium and lipid homeostasis plays an important role
in the viral replication cycle and they have been suggested as
biomarkers for increased COVID-19 severity (29–31, 38). It
has been demonstrated that the calcium signaling pathway or
calcium-dependent processes in host cells are often perturbed
by viral proteins that can bind calcium and/or calcium-
binding protein domains, allowing them to modulate the
host cellular machinery for viral replication, assembly, and
release (39, 40). The mechanism of calcium regulation is
not fully understood, as some viruses are known to increase
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FIGURE 3 | The network architecture of filtered (n = 255) disease signatures associated with hospitalized COVID-19 patients in Cohort 1 generated by the

PrecisionLife platform where each circle represents a feature and edges represent co-association in patients. The colored nodes and edges represent the disease

signatures of patients who developed ARDS (shown in a darker shade) in Cohort 1. The co-associated features are shown in a lighter shade.

intracellular calcium levels while others are known to have
a dynamic control based on the phase of infection (41).
However, the SARS-CoV E protein has been shown to form
protein-lipid channels that transport calcium ions, activating the
NLRP3 inflammasome and increasing systemic inflammation
via IL-1β (42).

Lower lipid levels have been reported in severe COVID-19
patients in many studies with a correlation observed between
reduced lipid levels and disease severity (43–45). Many viruses,

including SARS-CoV and MERS-CoV, can modulate lipid
synthesis and signaling in host cells to divert cellular lipids
to viral replication and exocytosis, facilitating the invasion of
other host cells (46, 47). It has been suggested that the decrease
in cellular cholesterol levels following SARS-CoV-2 infection
leads to disruption of the signaling hub for inflammation
and cholesterol metabolism, resulting in the dysregulation of
cholesterol biosynthesis, inflammatory cytokine release, and
vascular homeostasis (48, 49).
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Regulation of cholesterol biosynthesis has been shown to
be associated with six genes identified by a genome-scale
CRISPR knockout screen that reduced SARS-Cov-2 infection in
human alveolar basal epithelial carcinoma cells (50). The study
also demonstrated that the use of dihydropyridines results in
increased resistance to SARS-Cov-2 infection (50). Another study
hypothesized that elevated unsaturated fatty acids in SARS-CoV-
2 infected host cells bind calcium, resulting in hypocalcemia and
triggering the production of pro-inflammatory mediators and
cytokine storm induction (51, 52).

We found seven disease signatures in this study where lower
levels of LDL were found co-occurring with lower levels of
serum calcium, leukocyte count, or HDL. These signatures
may be attributed to similar mechanisms linking calcium and
lipid signaling where changes in cellular lipid levels during
inflammation and infection (53) affects calcium signaling in host
cells (54–56).

Retrospective analysis of the clinical histories of the
hospitalized patients with lower calcium and lipid signatures was
performed to identify whether the laboratory analyte values may
be affected by other medical conditions. We found that 50%
of cases represented by disease signatures featuring lower levels
of calcium were reported to have vitamin D deficiency which
is important for calcium homeostasis in both physiological and
disease states (57). More than 25% of people above the age of
65 were vitamin D deficient. This suggests that the changes in
calcium levels in some patients may be linked to vitamin D
deficiency in severe COVID-19 (57, 58), which has also been
associated with severe illness and which was found in eight
disease signatures in Cohort 2. A recent study reported that
lower serum calcium levels have been found to be associated with
COVID-19 patients with pneumonia independent of vitamin D
deficiency (59). This finding is consistent with our findings that
a sub-group (50%) of patients with low serum calcium values
were not reported with vitamin D deficiency. It is likely that in
these patients, the changes in lipid levels following COVID-19
infection (53) affects the serum calcium levels (54–56), similar to
the patients who had disease signatures that were combinations
of lower serum calcium, leukocyte, and HDL levels.

Our previous analysis on the UK Biobank COVID-19 cohort
(19) identified 16 calcium-binding/signaling genes and six genes
relating to lipid droplet biology and correlated with serum lipid
levels and coronary artery disease. In conjunction with the
findings of this study, this adds further support to the role of
calcium and lipid signaling in relation to viral pathogenesis and
severe host response to COVID-19. To fully understand the
role of calcium and lipid homeostasis in COVID-19, analysis
of patient datasets that combine genetic, clinical, and hospital
laboratory test data will be necessary.

Limitations of the Study
This study was limited by the completeness of data for features
relevant to analyzing differential host response to COVID-19.
Information on the onset of disease or symptoms, the clinical
phase of disease, viral load, oxygen saturation, breathing rate,
body mass index, and physiological measurements or biomarker

levels during hospitalization was not consistently available. We
used hospitalization status associated with a primary diagnosis
of COVID-19 as a surrogate for severe COVID-19 patients.
Mortality and diagnoses linked to clinical progression of COVID-
19 were used to estimate the relative severity of disease among
hospitalized patients.

The comorbidities, diagnoses, medications, and laboratory
test results were derived from medical claims, pharmacy
claims, and in-patient admission records. Since claims data
are generated for reimbursement and administrative purposes
rather than scientific research, the records may be missing
information and there is potential for variability in their
collection. Data sparsity of the available patient records was
reflected in the low penetrance of many disease signatures.
As more patient data becomes available, the disease signatures
will become more predictive, enabling higher resolution
patient stratification.

CONCLUSION

The PrecisionLife platform identified and analyzed 836
combinatorial disease signatures in two COVID-19 cohorts
(Cohort 1 = 255, Cohort 2 = 531) associated with increased
risk of hospitalization from COVID-19. These disease signatures
were found to capture different symptomatic presentations of
COVID-19, complications arising from the clinical progression
of the disease, and underlying disease conditions that could be
either associated with severe host response to COVID-19 or were
indicative of conditions associated with older age or frailty.

In Cohort 2, we found 45 disease signatures that were
associated with lower levels of serum calcium, LDL, HDL, and
triglycerides in 188 (32.35%) hospitalized patients. This suggests
that lower levels of calcium and cholesterol are biochemical
characteristics associated with severe COVID-19 patients, which
may also add further support to the role of calcium signaling and
lipid dysregulation in SARS-CoV-2 pathogenesis.

These findings are consistent with the insights generated by
multiple studies in different COVID-19 patient populations. This
also validates our findings from our previous genomics study
(19) on severe COVID-19 patients in UK Biobank (20) where
we identified 16 risk-associated genes that had calcium-binding
domains or were involved in calcium signaling and six genes
linked to lipid droplet biology associated with serum lipid levels.

This study along with our previous genomic study (19)
demonstrates that a combinatorial analysis approach is able to
identify related groups of clinical and phenotypic features from
both genomic and phenotypic data that are associated with the
risk of developing severe forms of COVID-19. This enables
us to gain unique insights into the non-linear combinatorial
feature associations to a clinical phenotype in patient sub-groups,
that is not detected by standard data analysis approaches. With
the availability of more data, the combinatorial output of the
analytical platform would be greatly enhanced and the insights
derived from them would allow for the identification of targeted
approaches to patient care.
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This analysis also validates the association of calcium and lipid
homeostasis with severe COVID-19 reported by our previous
study, using real-world data in an independent cohort. We will
extend these analyses in future to larger patient datasets that
have both genetic and phenotypic data to fully ascertain the
differences betweenmild and severe host responses to COVID-19
and the mechanism of calcium and lipid signaling in SARS-Cov-
2 pathogenesis.
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The lives of millions of people have been affected during the coronavirus pandemic that

spread throughout the world in 2020. Society is changing establishing new norms for

healthcare education, social life, and business. Digital health has seen an accelerated

implementation throughout the world in response to the pandemic challenges. In this

perspective paper, the authors highlight the features that digital platforms are important

to have in order to support integrated care during a pandemic. The features of the

digital platform Safe in COVID-19 are used as an example. Integrated care can only

be supported when healthcare data is available and can be sharable and reusable.

Healthcare data is essential to support effective prevention, prediction, and disease

management. Data available in personal health apps can be sharable and reusable when

apps follow interoperability guidelines for semantics and data management. The authors

also highlight that not only technical but also political and social barriers need to be

addressed in order to achieve integrated care in practice.

Keywords: integrated care, interoperability, digital health, COVID-19, FHIR, eHealth, EHR

INTRODUCTION

The coronavirus disease 2019 (COVID-19) has caused a worldwide pandemic (1), that has
disrupted the lives of millions of people across the globe (2). Confinement measures have focused
on the reduction of the spread of the epidemic and the minimization of the load of morbidity and
mortality so that healthcare systems remain functional (3). Healthcare measures have focused on
treatment, case isolation and contact tracing. Many digital tools have been developed to assist with
contact tracing and case identification (4). Despite the fact that it is mobile solutions that enable the
automatic detection of contacts, saving precious hours of work of public health staff, still several
concerns have been raised from the very beginning in regards to legal and technical safeguards
(5). In addition, several solutions have been built in isolation without taking into consideration
interoperability specifications for rendering the collected data sharable and reusable. Interoperable
systems can make data sharable and reusable introducing many opportunities for growth and
improvement. Eliminating data silos and automating data integration supports the recognition of
unseen patterns, offers opportunities to apply new intelligence to service patients and care-givers,
creating value across the care continuum (6).

Due to the burden of multi-morbidity, which is growing in the European countries, because
of the aging population, an increasing number of people find themselves in having to deal with
more than one chronic or long-term conditions (7–10). This brings the need for the provision of
integrated care (11, 12), in order for people to receive appropriate treatment across the continuum
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of healthcare delivery, including rapid response in cases of a
pandemic break that may affect disproportionally heavy patients
with certain chronic conditions.

This paper presents the authors’ perspective on how digital
technologies can help make integrated care a reality addressing
the needs of governments to efficiently respond to pandemics
such as COVID-19. It elaborates on the requirements necessary
so that digital platforms can effectually act as outbreak response
tools. These include appropriate and effective data management
and semantics as well as interoperable personal health apps that
address the needs of citizens to effectively support contact tracing
while staying safe in the pandemic. In addition, the authors
highlight the existing technological, political and social barriers
that need to be overcome for the effective digital management of
the pandemic.

In order to illustrate this perspective, the authors take as an
example Safe in COVID-19 (13), a digital platform designed to
address the need for sharing information between patients and
physicians as well as providing data for public health authorities.
The architecture of the platform has already been published
in Kouroubali et al. (13), and is based upon existing work on
personal health record systems (14, 15) and the development of
integrated care solutions to effectively support personal health
management and public health (16).We present themodules that
such an app should employee for the effective management of
COVID-19 and we elaborate on its effective promotion through
the available political and social channels, presenting also the
many potential benefits.

DIGITAL HEALTH IN COVID-19

Mobile technologies have been widely developed as a response
to the pandemic with a variety of features (17). There are
technologies that facilitate self-assessment at home, training,
information sharing, contact tracing, and decision making,
swiftly offering effective and usable tools against the COVID-19
pandemic. Some examples include platforms, like COVIDSafe in
Australia (https://www.health.gov.au/resources/apps-and-tools/
covidsafe-app) that offer the ability to document registered
isolation and to allow public health to conduct appropriate
analysis and research; COVID Symptom Tracker (https://
covid.joinzoe.com/us) in the US, that tracks the onset and
progression of symptoms to pinpoint virus hot spots and to
help slow the spread of the disease; MaladieCoronavirus (https://
maladiecoronavirus.fr/) in France for symptom checking and
self management; Corona-Warn-App (https://www.coronawarn.
app/en/) for tracing the spread and providing information;
Covid19.es (https://covid19.es/) in Spain for symptom checking
and tracing the spread; Helsenorge (https://www.helsenorge.
no/) for symptom checking, tracing and information providing;
and the software application Go.Data (https://www.who.int/
godata), developed by the Global Outbreak Alert and Response
Network (GOARN) to manage case-contact relationships and
the follow-up of contacts. Go.data has been deployed to over 35
countries in support of the COVID-19 Pandemic response. In
addition, several countries, such as France, Croatia, Germany,

and Norway have already developed e-government apps for their
citizens, under the direction or with the endorsement of public
organizations (18).

A systematic survey (17) has shown that mobile apps can
benefit citizens, health professionals and decision makers in
facing the COVID-19 pandemic. The challenges that these
apps have addressed, include increasing the reach of reliable
information to both citizens and health professionals as
well as reducing misinformation and confusion. App features
include symptom tracking, mental health support, and home-
monitoring. Additionally, the information collected in themobile
apps can help discover new predictors about the course of the
disease, optimize healthcare resource allocation and reduce the
burden to hospitals (17).

Although massive numbers of data are collected in digital
health systems, they exist in isolated data islands that are not
widely available and hence cannot be used to enable further
statistical analysis and prediction making. Patient data, even
when available, they cannot be readily used by mobile apps.
Data structure and form are often not appropriate for data
exchange. The COVID-19 pandemic has created an even greater
need for healthcare professionals to gain knowledge about how
their patients’ health is evolving in real time. Also, decision
makers need to be able to monitor citizens who report COVID-
19 related symptoms but have not been tested with a diagnostic
test for COVID-19.

Implementing remote care monitoring is likely to generate
long-term benefits and help with the healthcare challenges as
part of the national healthcare system. Despite the potential
benefits of digital solutions, their adoption has been slow. Digital
solution developers posit technical and privacy issues as the main
reasons for the slow adoption of digital solutions (17). Non-
functional specifications essential for the delivery of trustworthy
apps are relevant to compliance with GDPR provisions, role-
based access to patient depending on end-user roles, ensuring
accuracy and security of the data, the ability to communicate with
other applications and registries using international standards
(e.g., COVID-19 registries, nationally approved terminologies,
citizen and healthcare professional identification services, etc.),
as well as compliance with approved medical protocols.

In addition, a full range of features is not included
in most solutions (19). An important need includes the
development and utilization of decision support tools to
assist policy optimization for minimizing negative socio-
economic impact, while contributing to the containment of the
pandemic. Furthermore, the pandemic has revealed preparedness
shortcomings in public health (3). Social, organizational, and
technological factors need to be addressed in order to allow the
adoption of these eHealth tools. Further steps will include the
involvement of patients to further elaborate requirements for
usable and meaningful solutions. Uptake of the mobile eHealth
resources will require a significant change in management efforts
and the redesign of existing models of care (20–22).

It is important to note that even though digital solutions
for remote care can be a valuable alternative to the isolation
conditions imposed during a pandemic crisis, they cannot
substitute face to face physical examinations which include
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human contact and communications (23). In addition, financial
and legal constrains in technology readiness of healthcare
systems can also act as a barrier to significant and long-term
digital transformation, despite the rare opportunity of the current
crisis (24). Integration with third-party applications would enable
the use of the platform as an extension of the already existing
hospital information systems enhancing the digital management
of COVID-19 cases (25–27).

Safe in COVID-19 digital platform intends to respond
to the challenges leveraging on existing experience and
robust implemented technologies. It is built on an extensible
architecture focusing on the needs of all involved stakeholders
including citizens and their families, healthcare professionals and
public authorities. The platform addresses user information and
communication needs (13). Data is collected and stored in such
a way so that semantic and big data technologies can utilize them
to enable, decision support and appropriate proximity tracking
when needed. Further details are provided in the next section
whereas Table 1 summarizes the differences of some of the
available applications in the area, demonstrating the advantages
of the Safe in COVID-19.

SAFE IN COVID-19 DIGITAL PLATFORM

Safe in COVID-19 is an expandable digital platform that was
developed in an effort to support national authorities in Greece.
The platform provides tools for public authorities, healthcare
professionals, citizens and their families offering an integrated
care perspective to the ongoing pandemic.

The platform architecture is shown in Figure 1 and consists
of the Application Tier providing the front-end applications to
the end-users, and the Business Logic Tier offering the intelligent
functionality (13). All these layers are supported by security and
integrity services as described below.

Application Tier
The Safe in COVID-19 solution includes the following
applications: (i) a web application for public health authorities to
give a complete picture of the status regarding the spread of the
disease at a national level and the measures taken by healthcare

services; (ii) a web application for healthcare professionals that
supports online communication with registered patients in order
to provide personalized information and coaching and instant
access to patient reported symptoms related to COVID-19
disease for monitoring their health status; and (iii) a mobile
application (Android/iOS) for citizens that allows recording on
a daily basis their health status and communicate synchronously

FIGURE 1 | Platform architecture.

TABLE 1 | A comparison of the features of key platforms for COVID-19.

Country Symptom

checker and

self

diagnosis

Tracing the

spread

Providing

information

Home

support for

self-

management

Communication

with medical

staff

AI enabled Interoperable

Safe in COVID-19 Greece x x x x x x

COVIDsafe Australia x x

COVID symptom tracker US x x

Maladie coronavirus France x x

Corona-Warn-App Germany x x

Helsenorge Norway x x x

COVID-19.es Spain x x x

Go. Data More than 35 countries x
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or asynchronously with healthcare professionals in order to
receive personalized instructions for managing their health.
Certainly, web apps could be used instead of using smart phones
for the citizens. However, we believe that packing the app as a
mobile app makes it easier for users even without appropriate
digital skills to navigate and enjoys additional integration with
their mobile phone (push messages etc.).

Business Logic Tier
This tier includes the necessary services for handling the logic
behind the graphical user interface. More specifically as the
Safe in COVID-19 framework is based on and significantly
extends a fully-fledged, state of the art PHR system, it includes
the personal health records and user profiling out of the box.
However, specific modules have been customized for COVID-
19. The symptom module has been extended to include specific
symptoms of COVID-19, and the communication module has
been extended to enable continuous communication with the
healthcare team. Other modules such as the position tracing
and the recommendations have been implemented specifically
for addressing the COVID-19 outbreak. All collected data are
stored in the data lake, enabling visual exploration through the
application tier. Different levels of care and health services are
brought together through online interaction with national digital
health portals that provide secure application programming
interfaces for patient, healthcare professional and insurance
organizations applications. Typical services include access to
national EHR services, ePrescription and national registries with
COVID-19 patients.

Security and Integrity
Handling personal health data requires specific attention to the
security and the integrity of the collected data. As such, the
Safe in COVID-19 framework does not store specific patient
identification data, but only unique codes generated randomly by
the system and shared with the health authorities. In addition,
those codes can also be generated by the health authorities
for the confirmed COVID-19 cases. Data processing has been
minimized only for the persons who need it whereas, all data
is encrypted in order to further increase security and privacy.
Further, every data access is recorded, whereas the necessary
consent is also granted by the citizens with full information about
the intended processing of data. In order to verify legitimate
users (i.e., entering on purpose false positives, undermining this
way faith in the system) users may need to receive appropriate
codes when entering data into the app to be confirmed by the
server. Position tracking is legitimized by relying on a voluntary
adoption by the users for each of the intended purposes.

Semantics and AI Tier
Further, the Safe in COVID-19 framework goes beyond simple
data dashboards, by providing intelligent dashboards that enable
the multidimensional exploration and filtering of the available
data. Internally we have (a) external data directly ingested in the
data lake (b) the database of the adapted PHR-C (the schema is
based on the Open EHR). All data are mapped to an ontology,
which enables the semantic uplifting of the available data and

their homogenization and integration. The ontology currently
used is an extension of the MHA semantic core ontology (28), a
high-level ontology integrating several standard taxonomies and
terminologies used for modeling health data. We have extended
it with just minor additions to completely cover our needs
for COVID-19. Exploiting the semantic meaning of the data
machine learning algorithms and epidemiological models can be
incorporated in order to make predictions on virus spread on
a specific geographic region, combining the available data with
external regional, country and health-system data that might be
available. Being able to predict a few days in advance the number
of beds needed is essential for health organizations to have time
to organize resources to meet the health needs of their reference
population (outsourcing of services, staffing, hotel sanitation,
purchase of respirators, etc.). We have to note that all modules
in the business logic tier access a homogeneized, semantically
uplifted and cleaned version of the available data staged in the
data lake. However, we also maintain the raw staged data as we
wouldn’t like to lose any important information through errors in
data cleaning and we would like to be able to repeat the cleaning
steps if needed.

DIGITAL PLATFORMS AS OUTBREAK

RESPONSE TOOLS

Establishing a close cooperation with public authorities is
imperative in order to put the necessary applications into
operation, since public health falls under their jurisdiction.
Specific details about the development and deployment of
COVID-19 relevant solution at a national level can only
be established through compliance with approved medical
protocols, interoperability with national registries for citizen
identification and COVID-19, quality assurance, and the
existence of the appropriate legal framework. Digital platforms
can be effective when several interrelated factors are in place
such as: (i) a public health system with a comprehensive national
epidemiologic strategy (ii) a technology and architecture model
that promotes interoperability for data sharing, and data re-
use; (iii) widespread connection with mobile devices, and (iv)
the appropriate regulatory and legislative conditions for the use
of integrated digital solutions for all stakeholders safeguarding
safety and privacy for all.

To leverage the individual benefits of mobile apps and other
digital technologies it is important to have an interoperability
layer to enable the various such solutions to exchange data. A
unifying layer will facilitate the exchange of meaningful data
in the appropriate format and needs to be implemented on
top of the individual proposed solutions. All collected data
should be made immediately findable and accessible through
fully anonymization and publishing on the web using digital
object identifiers (DOIs) and other permanent identifiers. This
process is called data FAIRification.

Relevant ontologies, such as the MHA semantic core ontology
(28), and other and approaches can be used for semantically
uplifting available data through mapping and/ or annotating
using ontology terms. This allows the rapid re-use of the
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available data, enabling a common understanding and offering
a rich set of terms for documenting and adding meta-
data to the data provided by the platform. Appropriately
homogenizing and integrating both app-specific data with
external data from regional, country and health-system data
sources can leverage and combine available knowledge for
artificial intelligence models, enabling better and more useful
predictions. Multiple epidemiological models are currently being
developed for COVID-19 and could exploit the available data
to make predictions on the disease spread further guiding
healthcare services and personnel allocation. On the other hand,
early patient identification through machine learning and the
incorporation of risk models in such apps has a great potential
for better helping those in higher risks.

The use of fast healthcare interoperability resources (FHIR)
can enable and facilitate interoperability with existing hospital
health systems. FHIR should be used for the representation
of the medical data related to COVID-19 (29). COVID-19
Patient Reported Outcome Observations (30) have already been
established including symptoms such as cough, fatigue, pain
in throat, dyspnea, headache, diarrhea, nausea, loss of sense
of smell, and temperature. FHIR resources such as Problem
and Condition, are also appropriate for representation of the
underlying diseases related to COVID-19. These resources can be
automatically published and data properly anonymized through
a FHIR Server. Any hospital information systemmay act as a data
source for the Safe in COVID-19 FHIR architecture, since they
can publish patient laboratory results for COVID-19 tests into
the FHIR Server. Available applications then will be able retrieve
the test results from the FHIR server and present them to the
end users.

Privacy and trust are key concerns for individuals considering
the adoption of personal health systems. As data are expected
to be directly shared upon their creation appropriate
anonymization techniques should be enforced for sharing
information among patients, and their relatives, doctors,
researchers, policy makers and governments. Digital solutions
need to provide appropriate explanations to citizens, highlighting
the importance of sharing health information for “flattening the
curve” and explaining all measures taken to ensure anonymity
and confidentiality.

Extending existing digital services with novel solutions can
increase public value. Efficiency and effectiveness are facilitated
through the use of wider range of available tools such as
the provision of legitimate user orientation, high level of
participation, legality, and equity. Responses to COVID-19
have largely not been integrated, leading to adverse outcomes.
Innovative digital solutions can exhibit their highest impact when
they integrate and interoperate with existing healthcare services
and infrastructures.

DISCUSSION AND CONCLUSION

Digital platforms can act as disease outbreak support tools when
they are able to integrate within existing digital health services.
This paper presented the overall requirements and conditions

that are essential in order to develop digital platforms that can
be useful to all healthcare stakeholders including public health
authorities, healthcare professionals and citizens (31). The Safe
in COVID-19 platform was used to illustrate in practice what
the healthcare ecosystem can gain form an integrated innovative
digital service, demonstrating the components that should be
available and the challenges for adopting them in practice.

Providing the means to securely link reliable data has the
potential to support care anywhere at any time. When coupled
with advanced analysis, then digital systems can be transformed
into smart systems to better support integrated care. Of course,
relevant challenges linked to organizational, financial, legal and
interoperability issues will always need to be properly addressed
at different configuration settings.

Integrating novel digital solutions can provide opportunities
to support and strengthen health systems in the diagnosis,
treatment, monitoring, citizen empowerment through
information, public health surveillance and epidemiology
(4, 12, 32).

Foreseen benefits for public health authorities include
decongestion of healthcare units, provision of real-time
information on the evolution of suspected, candidate and
confirmed cases, online monitoring of the spread of the
virus, and effective decision-making regarding required
measures. Benefits to healthcare professionals include support
in managing patients, reduced time for direct contact with
patients, more efficient case management, and improved
working conditions. Benefits for citizens include systematic
recording of symptoms, self-assessment, access to personalized
information, and instructions and reminders based on their
overall health status.

Safe in COVID-19 offers an example of an integrated platform
offering multiple benefits for the users in alignment with relevant
national eHealth initiatives. It can operate efficiently under the
appropriate regional or national infrastructures with links to
medical and diagnostic centers around the country and the size of
the population under consideration. Such platforms can support
the return to the “new normal” with less stress and more security
for individuals, more direct and safer management of patients by
physicians, and better possibilities for monitoring the epidemic
by public health authorities.

The healthcare systems can act as drivers of change and
facilitate the adoption of similar eHealth technologies based on
need. As technology adoption barriers have decreased due to
the current pandemic (33), digital transformation in healthcare
can accelerate the use of novel technologies. eHealth solutions
can be implemented rapidly and can offer essential tools
in supporting the COVID-19 pandemic for all stakeholders
including citizens, healthcare providers, policy makers and
governments, promoting coordination to ensure appropriate
management of this crisis. Future research could focus on the
assessment of the cost-effectiveness of digital health apps for
the management of COVID-19 with the introduction of key
performance indicators.

Digital solutions can help support integrated care in the era
of COVID-19, on a larger scale. Healthcare systems need to
focus on flexibility and interoperability to achieve sustainability
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and to realize the vision for healthcare at the point of need.
Turning vision into reality requires taking the responsibility
to act now to ensure health systems and people continue
to benefit.
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Digital proximity tracing (DPT) for Sars-CoV-2 pandemic mitigation is a complex

intervention with the primary goal to notify app users about possible risk exposures

to infected persons. DPT not only relies on the technical functioning of the proximity

tracing application and its backend server, but also on seamless integration of health

system processes such as laboratory testing, communication of results (and their

validation), generation of notification codes, manual contact tracing, and management

of app-notified users. Policymakers and DPT operators need to know whether their

system works as expected in terms of speed or yield (performance) and whether

DPT is making an effective contribution to pandemic mitigation (also in comparison

to and beyond established mitigation measures, particularly manual contact tracing).

Thereby, performance and effectiveness are not to be confused. Not only are there

conceptual differences but also diverse data requirements. For example, comparative

effectiveness measures may require information generated outside the DPT system, e.g.,

frommanual contact tracing. This article describes differences between performance and

effectiveness measures and attempts to develop a terminology and classification system

for DPT evaluation. We discuss key aspects for critical assessments of whether the

integration of additional data measurements into DPT apps may facilitate understanding

of performance and effectiveness of planned and deployed DPT apps. Therefore, the

terminology and a classification system may offer some guidance to DPT system

operators regarding which measurements to prioritize. DPT developers and operators

may also make conscious decisions to integrate measures for epidemic monitoring

but should be aware that this introduces a secondary purpose to DPT. Ultimately, the

integration of further information (e.g., regarding exact exposure time) into DPT involves

a trade-off between data granularity and linkage on the one hand, and privacy on the

other. More data may lead to better epidemiological information but may also increase
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the privacy risks associated with the system, and thus decrease public DPT acceptance.

Decision-makers should be aware of the trade-off and take it into account when planning

and developing DPT systems or intending to assess the added value of DPT relative to

the existing contact tracing systems.

Keywords: contact tracing app, digital health, COVID-19, coronavirus, performance, effectiveness, digital

proximity tracing

INTRODUCTION

Digital proximity tracing (DPT) is a novel health technology,
designed to complement manual contact tracing (MCT) by using
apps in national efforts to mitigate the Sars-CoV-2 pandemic (1).
The primary purpose of DPT is to provide an instrument for
fast, anonymous notification of other app users with potential
exposure risks to an infected app user (2).

The current Sars-CoV-2 crisis is the first global public health

crisis that sees massive, nationwide roll-outs of DPT apps (3).
This is noteworthy because DPT has never undergone large-

scale, real-world testing in its target population prior to release,
as would normally be required for health technologies (4, 5).
This is largely due to the urgency of the Sars-CoV-2 crisis,

where many countries gave precedence to fast release over
extensive testing. All the more, governments face pressure to
justify the rapid DPT deployment and to demonstrate its impact

on pandemic mitigation. Specifically, evaluations are needed
to demonstrate whether single parts and the whole system
of DPT perform well from a technical perspective, but also

whether DPT helps to contain transmission chains (6). First data-

driven studies of DPT effectiveness have started to emerge only
recently (7–9).

Ideally, such evaluations of DPT should follow a standardized
protocol to allow comparability across countries and settings,
but also to facilitate learning from other countries’ experiences.
However, in direct exchanges and discussions with national
health authorities and DPT developers, this group of authors
noticed a substantial confusion among health authorities,
politicians, and even DPT experts about the aims of DPT, the
terminology, and goals for system evaluations. The metaphor
of a “Babylonian confusion of tongues” is not too far
to describe the current situation. This problem has been
recognized, and international health authorities and different
groups of academics have attempted to bring some structure
into discussions about DPT development, deployment, and
evaluation (10, 11). A starting point for discussion (including
a glossary with relevant keywords) is presented in von
Wyl et al. (6). Furthermore, Colizza et al. present some
high-level recommendations regarding effectiveness evaluations
of DPT apps (12). Specifically, they emphasize elements
such as user update and adherence, speed of notification,
but also transparency of DPT risk scoring algorithms and
evaluations (12). In addition, experimental studies have been
conducted to assess the performance of contact detection
by DPT (13–16). The study by Rodriguez and colleagues
is noteworthy because it also aimed at defining impact

indicators for DPT apps, mostly for user behavior and exposure
detection (16). But the study description does not reveal why
and how the specific indicators were selected. Of further
note, all these studies were conducted by researchers from
different scientific backgrounds, and hence using their respective
terminologies and performance indicator measures (e.g., from
clinical research or computer science), with little consistency
across studies.

The present viewpoint attempts to provide further
clarifications on key aspects of DPT evaluations by bringing
together DPT developers and public health experts from
different countries to present a unified proposal for terminology
and classification of measures to evaluate DPT. Thereby, we
will focus on DPT apps that follow the privacy-preserving
design principles outlined by the Decentralized Privacy-
Preserving Proximity Tracing (DP-3T) (17) protocol for
two reasons. First, the design principles serve—to our
knowledge—as the basis for most currently deployed DPT
apps [exceptions are, for example, the French TousAntiCovid
app (18) or the TraceTogether app from Singapore (13)].
Second, decentralized, privacy-preserving DPT apps, as
well as the voluntariness of their use, pose the greatest
methodological challenges for monitoring and for designing
effectiveness evaluation strategies due to the (intended) paucity
of data.

The viewpoint is structured as follows. Section Principles
of Digital Proximity Tracing in Support of Manual Contact
Tracing describes the basic principles of DPT. Section DPT Is a
Complex Intervention argues that DPT is a complex intervention,
relying on the fast completion of clearly defined actions in
the notification cascade by different health systems actors.
Section A Closer Look at DPT Steps and Their Influence on
Intervention Outcomes breaks the DPT notification cascade into
its separate parts and describes how some basic questions and
checks may easily be utilized in the DPT evaluation. Section
Basic Concepts for DPT Evaluations introduces basic concepts
and terminologies to describe and assess DPT systems from
different viewpoints, namely system performance assessments
and public health effectiveness evaluations. Section Proposal for
Classification of Different DPT Evaluation Measures outlines a
classification matrix to distinguish different types of indicator
measures. Concrete indicator examples are provided and
referenced in the Supplementary Materials. In section Key
Considerations for the Practical Implementation of Performance
and Effectiveness Measures, the viewpoint closes with some basic
considerations for developing and implementing indicators for
DPT evaluation.
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PRINCIPLES OF DIGITAL PROXIMITY
TRACING IN SUPPORT OF MANUAL
CONTACT TRACING

The principles of DPT have been described extensively elsewhere
(1). In brief, DPT enables participants to trace proximity contacts
(exposures) that could pose relevant infection risks. If one of the
proximity contact persons tests positive for Sars-CoV-2, the app
will warn other users who were in close proximity during the
infected person’s time window of infectivity, thereby increasing
the coverage and/or speed of the contact tracing process relative
to MCT. The potential advantages of DPT compared with MCT
are 3-fold. DPT can (#1) lead to faster exposure notifications than
MCT, (#2) reach persons who are not personally known to an
index case, and (#3) DPT is easily scalable and should still work
when MCT reaches its capacity limits.

Most countries that have released DPT apps have opted
for a privacy-preserving, decentralized architecture according
to the DP-3T blueprint (17, 19). That is, proximity contacts
are not sent to a central server, but stored and evaluated
locally on smartphones. The only data that is sent to a
central server are pseudonymous, random identifiers of persons
with a confirmed SARS-CoV-2 infection. These “infectious”
identifiers are downloaded by all other users and compared
to the locally stored identifiers to find out which of the
proximity encounters were with SARS-CoV-2 positive people.
If the temporal aggregation of the matched encounters exceeds
a minimal duration at a relevant proximity (depending on the
estimated infectiousness of the positively tested person), users
are notified and recommendations on further steps to take
are provided.

The dominant choice of a privacy-preserving architecture
across many countries highlights the emphasis of the primary
DPT function (“warning people early in an anonymousmanner”)
over purposes such as disease monitoring. DPT is, first and
foremost, a notification tool aimed at breaking transmission
chains, and its primary function does not necessitate the
collection of personal data of index cases and their contacts.
Nevertheless, debates in several countries suggest that DPT is
sometimes also viewed as an opportunity to collect data for
epidemiological monitoring, for example, to obtain additional
information on time and setting of the events with high risk of
exposure. Such secondary functions of DPT are beyond the scope
of this article and are only discussed briefly where relevant for the
broader context.

DPT IS A COMPLEX INTERVENTION

The preventive effect of DPT results from a timely warning of
exposed persons so that they can enter quarantine and initiate
further preventive measures. In this context, timely means a
faster contact notification than is usual in MCT. In addition,
DPT can also reach persons who would normally be missed by
MCT (e.g., because they were chance encounters of the index
case). As illustrated by Figure 1, the app notification process
reflects an information flow in multiple steps to eventually

produce specific actions leading to the prevention of further
transmission (indicated by the #-signs in Figure 1). The effect

of DPT depends on the interplay between health system actors

(e.g., testing laboratories) and app users. It is not the app
per se but the fast completion of the full notification cascade
and subsequent actions that lead to the desired results (9).

Of note, the distinction between app users and other actors

is warranted because (voluntary) user actions are strongly
influenced by behavioral aspects and incentives (20, 21), whereas

actions required by other health system actors may depend

more on automatization, technical interfaces, resources, or
capacity (22).

We identify three high-level tasks (illustrated by

colored boxes in Figure 1) that combined cover the entire
notification cascade:

• Proximity estimation: This aspect pertains to the exchange
of ephemeral (regularly changing) identifiers between users’
devices, and the detection of significant proximity contacts
(e.g., <1.5m for more than 15min).

• Diagnosis and identifiers upload: This aspect pertains to the
upload of identifiers by index cases.

• Notification of proximity contacts: This aspect pertains to
the notification of proximity contacts by their mobile device,
and the subsequent actions taken by users as a response to
this notification.

The dependency of the DPT intervention on its embedding in
the overall pandemic mitigation response and the involvement of
multiple actors fulfills the definition for complex interventions,
as used in other fields of healthcare research (23, 24). In
DPT, involved health system actors are setting-specific but may
include testing laboratories or health authorities including MCT
units or operators of infolines (Figure 1). Figure 2 provides an
even more detailed view of 10 individual steps in the DPT
notification cascade. The red person illustrates the infected
app user who gets tested, receives a positive test result, and
triggers the app notification. The green person depicts a
proximity contact who receives an app notification. Of note,
in most DPT implementations, several of the steps in Figure 2

involve free user choices whether or not to complete a specific
task (e.g., step 6, authorization of key upload) without fears
of retribution.

This insight that DPT is a complex intervention involving
voluntary actions is relevant from a practical standpoint because
it shifts the focus of discussion from single aspects (e.g.,
technical accuracy of Bluetooth measurements) to a broader
systems perspective (25). However, in addition to measuring
the final intended outcome of a complex intervention, the
monitoring of individual components of a complex intervention
is nonetheless important. Because complex interventions,
DPT in particular, depend on a seamless, fast cascade of
events (as shown in Figure 1), measurements characterizing
speed and efficiency of specific system components and
actors are useful to identify bottlenecks in the notification
chain, as well as to act as leverage points for improving
system behavior.
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FIGURE 1 | Example of required steps in the notification cascade of digital proximity tracing in decentralized systems. An infected person A receives a positive test

result for Sars-CoV-2 and (possibly automatically) an upload authorization. After consent by the user, the app uploads the random identifiers to a server. Person B’s

device regularly downloads “infectious” identifiers. If B was in close proximity to A (or other infected users) for a prolonged time, then B receives the app notification.

Upon receiving this notification, B has several options, for example—in some countries—calling an information line (#1), getting tested for Sars-CoV-2 (#2), or entering

quarantine voluntarily (#3). The colored boxes refer to the three main tasks involved in the DPT notification cascade, described in section DPT Is a Complex

Intervention.

A CLOSER LOOK AT DPT STEPS AND
THEIR INFLUENCE ON INTERVENTION
OUTCOMES

To illustrate how system components can influence the outcome
of the intervention, let us look at the three high-level tasks
indicated in Figure 1 above (proximity estimation, diagnosis and
identifiers upload, proximity contact notification). The precise
details of each of the tasks depend on national or regional
choices regarding system design and configuration. However, all
systems adhere to a similar, three-step structure. In the following,
we will in greater detail describe the processes and country-
specific variations, and identify questions that help to assess the
system performance.

Proximity Estimation
All systems we consider in this paper rely on the Google/Apple
Exposure Notification (GAEN) framework (26). Therefore, the
accuracy of proximity estimation depends on the functioning of
the GAEN framework and howwell the chosen parameters reflect
the desired measure of proximity (with slight regional variation).

Determining the accuracy of this component requires accurate
ground-truth information about the exact distance and duration
of a proximity contact. Collecting such information is nearly
impossible in non-experimental settings without infringement

of privacy (e.g., because it would require the use of video
cameras to establish ground truth). Therefore, research groups
(27–30) have used laboratory and simulated settings to replicate
these scenarios with carefully constructed/measured ground-
truth information. These measurements can then be used to
answer questions such as:

• What parameter choices best reflect the desired
distance/duration threshold?

• What distribution of false positives/false negatives does this
choice induce for particular users’ behaviors and under
different environments?

• Does the choice of device model/manufacturer/platform
influence the realized threshold?

To inform technical questions and setting-specific
implementation decisions, the GAEN framework documentation
is a suitable starting place (17).

Diagnosis and Identifier Upload
To enable proximity contacts to receive notifications, Sars-
CoV-2-positive users must upload the random identifiers they
broadcasted during the contagious window. Most countries
use a system of upload authorization to allow uploads by
confirmed index cases only, thereby preventing false warnings or
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FIGURE 2 | Specific actions required in the notification cascade.

manipulation. As of today, automatic uploads of identifiers are
not possible.

The following steps are considered critical (Figure 2):

• Get tested and receive a (positive) test result.
• Obtain upload authorization by a health authority (e.g.,

automatically when users registered the test in the app; or
via an upload authorization code obtained through interaction
with the health authorities after receiving a positive test).

• Upload identifiers by consenting to the release and upload of
identifiers in the app.

The exact process of obtaining upload authorizations differs per
country. Some countries, e.g., Belgium (31), and Germany (32),
let users register Sars-CoV-2 tests in the app (who then also
receive their test result through the app). Users with positive tests

then automatically receive an upload authorization. In addition
to or instead of such an automatic flow based on registered tests,
other countries provide index cases with an upload authorization
code that they enter into the app (Switzerland and Portugal
use this as the only flow, German and Belgium use it as an
alternative) or let users obtain authorizations via an eHealth
system (e.g., in Estonia where the eHealth system also manages
Sars-CoV-2 tests).

Moreover, the GAEN framework requires users to explicitly
consent to release the random identifiers their phones have
broadcast. Therefore, any app will request user action and explicit
consent. However, the timing of consent provision varies across
countries and can occur, for example, during laboratory test
registration (e.g., in Germany) or upon receipt of a positive
test result.
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Based on the three critical processes described above, one
could ask the following questions related to the operation of
the system:

• How long between users getting tested and receiving a result?
• What fraction of users register tests in the app, if this function

is available?
• What is the time from receiving the result to

uploading identifiers?
• How many users with permissions to upload do not finish the

process? At what point do they abandon the process?

While data collections to address these questions are
highly setting-specific, publicly accessible examples of
such monitoring systems already exist, for example,
in Switzerland (9, 33), Germany (34), or in the
Netherlands (35).

Notification of Proximity Contacts
Apps regularly retrieve uploaded positive identifiers from the
system’s backend server and then compare them (using the
GAEN framework) against stored identifiers. If the framework
detects a sufficiently long exposure, the app sends a notification
to the end-user. Depending on the country, this notification
instructs the user to contact the local health authority or a hotline,
take a test, or self-quarantine. As with MCT, users may fail to
follow these instructions.

To protect privacy (and to facilitate efficiency), uploaded
identifiers are not immediately downloadable by other app end-
users. Instead, the backend regularly releases a new batch of
identifiers. For example, every 2 h.

The following factors influence the notification timeline.

• Time to publish. The time between receiving “positive”
identifiers at the system’s backend, and their publication, when
these identifiers can be retrieved by other phones.

• Polling frequency. The frequency with which user’s devices
retrieve new “positive” identifiers and compute matches. This
time is influenced by the mobile OS’s scheduler as well as the
internet connectivity of the phone.

• Time for the user to notice the notification and to subsequently
act upon it.

The first and second factors are configurable parameters,
constrained by the capabilities enabled by the GAEN framework
(17). The effect of the system’s scheduler can be tested in a
laboratory setting.

The following questions can be asked concerning this
notification task (some may not be possible to answer in privacy-
preserving architectures):

• How many people receive a notification? How many of them
later test positive?

• How many people follow through after receiving
a notification?

• What is the time between positive upload and notification?
• How long between a notification is received and the user acts

upon it?

The monitoring websites mentioned in section Diagnosis and
Identifier Upload also provide good example metrics for the
proximity contact notification step (33–35).

BASIC CONCEPTS FOR DPT
EVALUATIONS

As illustrated above (Figures 1, 2), DPT relies on a fast and
seamless flow of information along the notification cascade.
Blockades or inefficiencies in single steps can lead to bottlenecks
and prevent the information flow, thus inhibiting the primary
goal of DPT to warn other app users about potential risk
exposures. The information flow of each DPT step can be
described by at least three attributes: speed, yield, and capacity.
Speed describes how fast an action is completed and can be
measured in terms of time. Yield refers to a completion fraction,
that is, a number of tasks executed as needed per 100. Yield
sometimes also has a time connotation, that is the fraction of
task completion for a given time frame (also referred to as
throughput). Capacity relates to the task volume an actor can
handle in a given time (which, in turn, may also influence speed
and yield). For example, testing laboratories or manual contact
tracers can only process a certain number of samples or cases,
given the available resources such as machinery or personnel.
Therefore, volumes can be described as percentages below or
above the capacity limit.

The different DPT system components, as well as the
basic attributes (speed, yield, capacity) and questions about the
DPT functioning, lend themselves to the development of Key
Performance Indicators (KPIs). For a better interpretation of these
KPIs, a contextualization with the dynamic of the Sars-CoV-2
pandemic is often useful (e.g., to compare the number of key
uploads with the incidence of new infections).

Overall, such KPIs provide valuable information on the
procedural performance of the overall system, as well as possible
bottlenecks in the notification cascade. If any of the components
of the tasks in Figure 1 (e.g., providing upload authorization)
malfunctions, the delay will ripple to the whole notification
cascade and undermine DPT’s ability to perform its primary
purpose of notifying exposed contacts. Therefore, KPIs can also
be viewed as measures of technical and procedural preconditions
for DPT to fulfill its primary purpose (9).

However, KPIs have the caveat that they often summarily
reflect sequences of different actions (e.g., app usage, positive
test, identifier uploads, download of identifiers, and proximity
estimation). This composition complexity hinders the
interpretation of these metrics as a consequence of a single factor.

Furthermore, KPIs are, in a strict sense, not revealing
concerning how well DPT achieves its primary purpose of
reducing viral transmissions, respectively its “effectiveness,”
defined as the “ability to produce a desired result” (36). In
epidemiological studies, the concept of effectiveness often stands
for the real-world effect of an intervention against a comparator
(comparative effectiveness) and is expressed as an exposure-
outcome relationship.
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It is important to note that, in the majority of countries, DPT
is intended and designed to complement MCT. Therefore, in
most settings, a “fair” DPT effectiveness evaluation would involve
comparison between the use of DPT apps vs. non-use in addition
to manual contact tracing. In those settings where DPT is
implemented alongside MCT, effectiveness investigations should
ideally center around the three postulated main advantages of
DPT over MCT: DPT should lead to faster exposure notifications
than MCT, DPT can reach persons who are not personally
known to an index case, and DPT should still work when MCT
reaches its resource limits (6). Specific effectiveness outcomes
could focus, for example, on the time from the first exposure
notification (either by MCT and/or DPT) to entering quarantine,
or on the comparisons of the average number of persons who
later test positive between groups who were notified by MCT
or DPT. In both examples, the most obvious comparator is
classic MCT. In settings where no MCT exists (or where it
is no longer operable) and DPT is introduced in a staggered
process, regional comparisons of Sars-CoV-2 incidence could be
performed between geographic units that have introduced DPT
at different times.

Sometimes DPT and DPT-related measurements are
also discussed in the context of epidemiological monitoring
(surveillance). Such discussions are tied to the hope of gathering
relevant data and gaining insights about transmission dynamics.
It is important to note that epidemiological monitoring is not
part of the key functionality of DPT and necessitates an entirely
different set of measurements and KPIs that go beyond the data
requirements for privacy-preserving proximity tracing and it is
not included in the following discussions.

PROPOSAL FOR CLASSIFICATION OF
DIFFERENT DPT EVALUATION MEASURES

High-Level Distinction Between Key
Performance Indicators and Public Health
Effectiveness Metrics
Figure 3 proposes a KPIs classification matrix of different
measure types and perspectives (“aspects”) relevant for the DPT
assessments. We acknowledge that the distinction between the
different proposed types may not always be clean-cut in practice.
In fact, one may need several of these metrics to assess how well
the system performs each of the three tasks DPT systems must
realize to fulfill their objective (see Figure 1). Nevertheless, the
classification matrix may guide KPI development by illustrating
different dimensions that comprehensive DPT monitoring
systems should cover.

The horizontal dimensions of the classification matrix show
different steps from a basic Input-Processing-Output (IPO)
model perspective (37). Each step in the DPT notification cascade
requires resources (e.g., technical infrastructure, money) and
inputs (e.g., information), which are processed to create outputs
(e.g., notifications). The different IPO steps can be examined
from different viewpoints shown in the vertical classification
matrix dimension, namely from a technical (app-) perspective, as

well as from the viewpoint of different actors, including app end-
users, but also laboratories or public health services (Figure 1).

Therefore, each matrix cell reflects a combination of IPO-step
and viewpoint that can be useful to describe and evaluate the
performance of specific steps or elements of DPT systems (KPIs).
By taking a specific step in the notification cascade described
in section A Closer Look at DPT Steps and Their Influence on
Intervention Outcomes, the performance can be evaluated from
different angles using the guiding questions such as: What are
the resources needed to complete this step? How well does the
information flow along the notification cascade work? Or how
much desired output is generated by this step? Such KPIs can
be formalized as raw numbers, proportions, or ratios to describe
speed, yield, and capacity attributes (as described in section Basic
Concepts for DPT Evaluations).

Separate and located below the classification matrix in
Figure 3 are the public health effectiveness measures. They are
distinct from KPIs and aim to address a different question: does
the DPT system achieve its intended primary aim of notifying
exposed app users swiftly so they can take preventive measures?
Measures of the DPT effectiveness can relate, for example, to
the prevention of further transmission or comparative cost-
effectiveness when compared to MCT (6). The health-centered
effectiveness measures are different from KPIs, and yet not
independent. The completion of the notification process is a
precondition for achieving the DPT public health goal. In other
words, many public health metrics are an integral of different
processes in the app notification cascade, as they are a direct
consequence of how effective the notification cascade tasks
are executed.

A Worked Example of the KPIs
Classification Matrix and Public Health
Measures: The Proximity Notification Step
To further illustrate the use and usability of the KPIs classification
matrix, we will—cell by cell—describe KPIs examples related
to the proximity notification step (which could also be applied
to classic MCT). The proximity notification step (section
Notification of Proximity Contacts) is a crucial element in the
notification cascade with a direct relation to the primary DPT
goal: to warn proximity contacts as early as possible about
potential transmission risk exposures.

The first matrix column represents resource-oriented metrics,
which define resource needs for technical and non-technical
implementation and include, for example, costs for PCR-tests
(which are free for persons with a DPT notification in some
countries), costs for quarantining of DPT-notified persons, or any
other expenditures.

In the vertical dimension, the first matrix row reflects the app-
oriented, technical perspective. During DPT development and
operation, IT system design requires choices for parametrization
of measurements and backend systems, which are resource-
dependent and may impact speed, yield, or capacity of the
DPT processes. Therefore, concrete KPIs examples for resource-
oriented metrics from the technical perspective (cell 1) include
costs for development and maintenance of the app itself, as
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FIGURE 3 | Proposal for classification matrix of different indicator types to monitor DPT systems by steps of the Input-Process-Output model (resource-, process-,

and output metrics) as well as by aspect (app-oriented, technical viewpoint vs. actor-centric perspectives). The examples in the matrix pertain to the notification step

of proximity contacts (section Notification of Proximity Contacts). The output oriented metrics (5 & 6) may be integrated into public health-centered metrics.

well as for the technical infrastructure and the backend. Such
expenditures are often scaled by the number of active users
or the number of quarantine orders (or other indicators for
prevented transmissions).

The second matrix row reflects the actor-centric perspective
on the notification chain. Involved actors include laboratories
that perform PCR-tests and communicate results to app end-
users and health authorities, health authorities and other
authorized parties that take calls from notified users, and—
in settings with manual upload authorization—the parties
who provide upload authorization codes to diagnosed users.
Furthermore, among all involved actors, the app end-users play
a central role. End-users need to decide whether to use the
DPT app, but also to actively trigger (or at least consent to) the
upload of identifiers in case of testing positive for Sars-CoV-2.
Example KPIs that combine resource and actor perspectives (cell
2) include expenditures for user-linked actions, such as the costs
for providing app-notified contacts a free Sars-CoV-2 test.

Process metrics are located in the second matrix column.
Those KPIs describe interactions of the app and its users with
other parts and actors of the health system. For the app to
work as intended, several processes need to occur seamlessly so
that all tasks can be carried out successfully and timely: from
testing to prompt results communication, upload authorization
code generation, and identifier upload, notification of exposed
contacts, and these contacts taking action (e.g., calling the hotline
or a doctor and receiving advice). Process metrics can be used to
monitor how well the different conditions for app-functioning
are met, respectively, whether the different system parts work
as expected.

Examples of process-centric metrics that integrate the
technical perspective (cell 3) include, for example, precision and
recall of Bluetooth and exposure time measurements, which
are usually assessed in experimental settings. Specific design
choice evaluations may involve measurements of how well the
GAEN/Bluetooth approximation reflects actual physical distance
and time exposure, as well as backend configurations regarding
the frequency of infectious key uploads or downloads of lists of
infectious identifiers (which only happens a certain number of
times per day).Cell 4 represents process-orientedmetrics from an
actor perspective. Several steps in the notification cascade require
human involvement, sometimes on a voluntary basis. Therefore,
such actions may be strongly influenced by behavioral aspects,
digital and health literacy, but also by incentives. KPIs examples
include the fraction of positive app users who consent to or
actively initiate the identifier uploads. KPIs used to describe such
steps can often be based on yield (fraction of completed tasks) or
speed (time to completion) attributes.

Finally, the third matrix column reflects output-oriented
metrics. These KPI refer to desired outputs of DPT, which could
be numbers or yields of DPT-notified users who undertake a
recommended action (e.g., entering quarantine or getting tested
for Sars-CoV-2). These metrics are related to public health goals
but differ in that they focus on an intra-system perspective:
they often do not encompass external comparators but focus on
how a system has evolved. Technical aspects influence desired
outcomes in various ways. In cell 5, notifications of exposed
contacts are the desired outcome. An example KPI is the ratio
of the number of exposure notifications over the number of
upload authentication codes entered by positive tested users. The
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ratio depends on various technical aspects, including calculation
methods for proximity risk scores derived from Bluetooth
attenuation measurements.

Furthermore, many outputs depend on end-user interactions.
App-notified contacts are expected to follow certain procedures
such as calling an infoline, getting tested, or entering quarantine
(cell 6). Examples for such user-dependent outcome KPIs are the
fraction app-notified users who voluntarily enter quarantine or
who seek testing. It is often instructive to express these KPIs both
as yield (fraction who completes an action) and speed attributes
(time until an action is completed).

Finally, the public-health-oriented metrics reflect the real-
world effectiveness of DPT apps as defined above and relate to the
main pandemic mitigation goals. These DPT goals are the result
of the interplay between the different technical and non-technical
aspects of the notification cascade. That is, the KPIs provide
information about the performance of the notification cascade
required for DPT effectiveness. However, KPIs do not provide
direct evidence for DPT effectiveness, for which a comparator
group is required (which, however, can also be a comparator
without any measures such as DPT or MCT as described in
section Basic Concepts for DPT Evaluations). In the context of the
proximity contact notification step, an effectiveness evaluation
could, for example, compare the time from positive testing of the
index case to quarantine of the proximity contact between DPT
and standard MCT.

As outlined in the previous section, key performance
indicators may contribute to effectiveness evaluations if (a) they
reflect actions or outcomes that are of public health relevance
and (b) if they are compared against a suitable “comparator
group.” Condition (b) is also the reason why the indicator in cell
6 is not (yet) an effectiveness measure. Monitoring this indicator
in a time-series will be informative about longitudinal changes.
However, an effectiveness analysis would require to compare the
indicator 6 against a reference group, such as the fraction of
persons entering voluntary quarantine with or without exposure
notification. The latter can occur if exposed contacts receive an
informal exposure notification, e.g., a message from a friend or a
relative who tested positive for SARS-CoV-2.

KEY CONSIDERATIONS FOR THE
PRACTICAL IMPLEMENTATION OF
PERFORMANCE AND EFFECTIVENESS
MEASURES

Definition of Expected Process Targets
To monitor the process performance of DPT, it is helpful to
have an expectation of where indicators should stand at a given
time. That is, to assess performance on the basis of absolute
numbers (e.g., number of authorized uploads) or a yield (e.g.,
fraction of authorized over realized uploads), expectations or
precise benchmark targets should be defined. Because DPT is still
a very novel health technology, defining specific benchmarks can
be challenging. Moreover, targets may not only be country—but
also setting—or subgroup-specific (e.g., targeting a specific app
coverage in the working population).

Target definitions can in part be informed by modeling results
(e.g., concerning required DPT coverage to create an effect)
(1, 38–40). But in many instances, only qualitative targets may
be feasible because of a lack of suitable reference values. A
possible approach to derive such qualitative targets is to describe
“desired” effects in a hypothetical, perfectly functioning system.
For example, KPIs tomeasure the full completion of actions, such
as the fraction of positive users that upload their information to
the server (e.g., bymeasuring the fraction of upload authorization
codes that are redeemed). Other KPI measuring attributes such
as speed may lack a clearly defined benchmark (for example,
the time from app notification to quarantine), but could be
formulated in terms of a comparison to other measures (for
example, the same intervals in a manual process).

Practical Implications of the Distinction
Between Performance and Effectiveness
Measures
The distinction between KPIs and comparative effectiveness
measures is more than just semantics. KPIs and effectiveness
measures require different data and measurement approaches.
Process metrics can be collected at different contact points in
the notification cascade (Figure 1), for example at app download,
during regular configuration updates, when upload authorization
codes are generated, or when notified users call an infoline. But
due to the privacy-preserving, decentralized nature of DPT apps
(at least those that follow the DP-3T blueprint) these metrics
provide only aggregated, non-identifiable data, and these data
points cannot be easily connected into a unique data stream for a
specific user.

By contrast, comparative effectiveness investigations need to
establish a link to processes and data collections of its comparator,
which will be MCT in most settings. But from a privacy
perspective, it should be clear that investigations providing
unquestionable evidence for DPT effectiveness can no longer be
privacy-preserving and anonymous. For example, an ideal study
of DPT/MCT effectiveness should be able to connect infected
cases with exposed contacts and follow their notification and
quarantining cascade in great detail. Often proposed key metric
is the secondary attack rate (SAR), which measures how many
exposed contacts of an infected person later test positive for
Sars-CoV-2 (11). However, calculating precise SAR measures
require an exact identification and linkage of cases and contacts,
something that is not foreseen in privacy-preserving DPT apps.
At the same time, DPT can also mitigate some shortcomings of
MCT, for instance by improving notification speed and extending
to exposed contacts who are unknown to the index case.

Choosing the Right Denominator
Selecting appropriate denominators for KPIs and public health
metrics can pose challenges. While there is no universal best
practice, we find that Venn diagrams can be a helpful tool to guide
the search for suitable denominators (Figure 4). Venn diagrams
are useful to illustrate the (non-)overlap between different
populations of interest. In the context of DPT, these are the
persons who are tested positive for Sars-Cov-2 (cases), those who
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FIGURE 4 | Example use of Venn diagrams to define denominators for KPIs and public health metrics (courtesy of https://pact.mit.edu/).

are notified by DPT, and those who are informed throughmanual
contact tracing (MCT). DPT represents the whole population of
notified app users. MCT includes all persons who were identified
through manual contact tracing. The segments labeled from A-
G represent population counts (e.g., corresponding to outcome-
oriented metrics in Figure 3).

While Venn diagrams may facilitate conceptual discussions,
the assumptions and context must be well-described. These
assumptions include the following aspects.

• Goal: What type of high-level task or metric should be
described by the Venn diagram?

• Population: What is the origin of the data for KPIs or public
health metric analysis (case series, cohort study, population-
based study, or administrative database)?

• Time horizon: What is the time perspective covered by
the Venn diagram (cross-sectional, or cumulative over a
longer period)?

• Evaluation time point: At what time point are classifications
into the three groups (positive tested cases, DPT, MCT)
established? Shortly after the time of exposure, when PCR test
results are still pending? Cross-sectional at a given moment
in time?

• Case definitions: Furthermore, what is the accuracy with which
infection status can be determined (i.e. how to deal with
infected, untested individuals)?

• Setting-specific assumptions: Finally, country-specific
simplifications may be warranted based on the Test-Trace-
Isolate-Quarantine strategy (e.g., whether all PCR-positive
cases are automatically referred to MCT). Therefore, for
some countries, one can assume that segments A + E are
close to 0, whereas F + B are approximating the number of
positive cases.

Feasibility of Integrating Measurements
Directly Into DPT
Given the different data requirements for KPI monitoring and
effectiveness studies, the question arises how the necessary
information should be collected: by integration into DPT

apps and corresponding backend systems or through separate
research studies?

The addition of measurement capabilities to DPT apps can
be a sensitive matter. First, DPT apps following the DP-3T
blueprint are not designed as data collection instruments, but
as privacy-preserving notification tools that keep their users
anonymous. Adding more measurement capabilities (e.g., in the
backend or the app itself) leads to a data granularity-privacy
trade-off. The gain in knowledge has to be weighed against a
greater likelihood for de-anonymization. Adding measurement
capabilities may require an increased trust by end-users in
the system operators. For example, collecting exact dates of
exposures, notifications, and contacts with different actors (e.g.,
the infoline) may, in combination, imply that study subjects
may no longer be sure that their identities remain concealed.
The combination of these measures may already identify persons
uniquely, especially in smaller populations. If the collection of
such data is to take place, it must happen transparently and
app users should provide informed consent. In addition, other
privacy-preserving technologies that minimize the amount of
data collected and limit the capability of linkage across databases
can be employed1.

The decision of whether and how to integrate additional
measurements into DPT apps (beyond what is needed
for notification) is one that each country needs to make
separately. Such a decision must take into account specific legal
considerations, overall acceptance of the DPT technology, and
public expectations toward DPT privacy, as well as the individual
and societal risks associated with the new data collection.

As an alternative to DPT-integrated measurements, dedicated
(observational) research studies with volunteers and specifically
designed databases should be considered. Given informed
consent by participants, a linkage of information between DPT
and MCT should be possible. For example, studies could be

1Examples of privacy-preserving building blocks that could be used to support

measurements while minimizing risks for users are multi-party computation,

differential privacy, anonymous authentication, and homomorphic encryption.

Other privacy technologies could also be of interest.
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integrated into contact tracing and specifically survey index cases
and exposed contacts regarding app usages and notifications.
Ireland, for example, employs separate case management
systems, which collect numerous complementary data that could
be valuable for effectiveness research. Alternatively, app users
could be presented with short questionnaires including questions
regarding usage and past exposures. However, a linkage of apps
with survey advertisements (even on a voluntary basis) could
be regarded as intrusive and fuel privacy fears. Therefore, the
advantages and disadvantages of each survey recruitmentmethod
should be deliberated carefully.

CONCLUSION

The development of monitoring systems for DPT performance
and effectiveness requires complex decisions. While there is no
universal advice that could suit all settings and countries, it may
help to obtain clarity on the distinctions between performance
monitoring and effectiveness. Furthermore, decision makers
should become aware that not all measurements can and
should be integrated into DPT apps and connected backend
systems. Separate studies or data collection systems may be
needed to generate the necessary evidence for performance and

effectiveness of DPT. The proposed indicator classification aims
to support this process.
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Background: In order to prevent spread and improve control of infectious diseases,

public health experts need to closely monitor human and animal populations. Infectious

disease surveillance is an established, routine data collection process essential for early

warning, rapid response, and disease control. The quantity of data potentially useful

for early warning and surveillance has increased exponentially due to social media

and other big data streams. Digital epidemiology is a novel discipline that includes

harvesting, analysing, and interpreting data that were not initially collected for healthcare

needs to enhance traditional surveillance. During the current COVID-19 pandemic, the

importance of digital epidemiology complementing traditional public health approaches

has been highlighted.

Objective: The aim of this paper is to provide a comprehensive overview for the

application of data and digital solutions to support surveillance strategies and draw

implications for surveillance in the context of the COVID-19 pandemic and beyond.

Methods: A search was conducted in PubMed databases. Articles published between

January 2005 and May 2020 on the use of digital solutions to support surveillance

strategies in pandemic settings and health emergencies were evaluated.

Results: In this paper, we provide a comprehensive overview of digital epidemiology,

available data sources, and components of 21st-century digital surveillance, early

warning and response, outbreak management and control, and digital interventions.

Conclusions: Our main purpose was to highlight the plausible use of new surveillance

strategies, with implications for the COVID-19 pandemic strategies and then to identify

opportunities and challenges for the successful development and implementation of

digital solutions during non-emergency times of routine surveillance, with readiness

for early-warning and response for future pandemics. The enhancement of traditional

surveillance systems with novel digital surveillance methods opens a direction for the

most effective framework for preparedness and response to future pandemics.

Keywords: digital surveillance, digital epidemiology, data sources, outbreak, COVID-19
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INTRODUCTION

In London’s Soho district in 1854, the father of public health
John Snow removed the handle of the local community water
pump to stop the spread of the famous cholera outbreak (1).
Snow proved cholera is a water-borne disease rather than an
airborne “bad air” infection bymanually mapping data of citizens
infected and deaths onto amap (2). This began what we today call
epidemiology and surveillance.

Public health surveillance is a regular routine process of
collecting data on diseases, cases and public health interventions
(such as vaccination) to inform public health authorities about
the situation in order to respond with appropriate public health
measures. Public health surveillance also includes early warning
systems alerting about upcoming outbreaks and emergencies.
In order to enable rapid response, inform public health policy
and strategies (3). The recent increase of big data and digital
and mobile technology has enabled the rapid growth of
“digital epidemiology.”

Digital epidemiology provides numerous opportunities and
challenges and now is an indispensable part of infectious disease
surveillance systems. Epidemic intelligence is understood as
the systematic collection and analysis of traditional (indicator-
based epidemiological) and new data sources (event-based
surveillance), which are used to identify new infection threats to
provide early warning and rapid assessment of risk (4). Once a
threat or an outbreak is detected and an event verified and risk
assessed, a rapid response must be implemented to control the
outbreak, including diagnosis, testing, contact tracing, and risk
communication with the public.

These novel data sources arise from new digital solutions
such as tracking devices, mobile applications (apps), and social
media interventions; they can also contribute to infectious
disease outbreak management. Digital epidemiology uses these
devices and the data gathered to find new solutions to
minimise disease spread as well as determine the population’s
behaviour and insights, e.g., behavioural reactions to public
health interventions, contact tracing, and others (5). However,
considerable computational and technical challenges arise
from the rapid increase in relevant data from digital data
sources: “Extracting meaningful information from this data
deluge is challenging, but holds the unparalleled potential
for epidemiology” (6). The general term for analysing and
disseminating real-time health information from news and social
media is also referred to as “infodemiology” (7, 8).

With the amount of data that can be collected through digital
epidemiology, making sense of the data and determining whether
it will adequately support epidemiological surveillance can pose
difficulty. Applications and digital tools are being developed to
process large volumes of unstructured data (big data) to help
uncover useful information for problem solving. The term “big
data” refers to the use and analysis of verified information that
has been collected. This includes complex data that is rapidly
collected in massive amounts, as long as the data is real and
verifiable (9, 10). Digital sources of big data in healthcare include
electronic medical records, genomics, imaging data, data from
social networks, and sensor data (11).

Big data can be extracted from diverse real-time or
static information sources that are often underutilised or not
accessible, which could potentially increase the acquisition
of new knowledge contributing to a better understanding of
disease epidemiology. Algorithmic analysis to “train” data for
classification or predictions for decision-making is a rapidly
growing computer science domain called machine learning.

Digital epidemiological surveillance involves sources that are
not typically used in traditional epidemiology, generating larger
amounts of information that should be incorporated into public
health systems as part of the response to traditional diseases,
new emerging pathogens such as the COVID-19 virus we are
currently fighting.

The main aim of this paper is to provide a comprehensive
overview for the literature digital solutions and big data to
support surveillance strategies in the context of the COVID-19
pandemic and beyond.

METHODS

This research is a review of original research on digital
surveillance from January 2015 until May 2020 with implications
for opportunities and strategies for new outbreaks such as the
COVID-19 pandemics and future emergencies.

A review of literature going back 15 years was conducted as
2005 was chosen as the year of the dawn of wide spread mobile
technology and big data. We focused on syntesis of aproaches
in order to draw implications for surveillance opportunities for
COVID-19 and beyond (we are aware this study is not presenting
a review of COVID-19 strategies as it is too soon to conduct such
an excercise).

The search was conducted in the electronic database
MEDLINE (accessed by PubMed) for articles published between
January 2005 and May 2020 using combinations of the following
free terms and Boolean operators (AND and OR):

“COVID-19”[Title/Abstract] OR “COVID-19 diagnostic

testing”[Supplementary Concept] OR “surveillance”[Title/Abstract]

OR “Pandemics”[MeSH Terms] OR “epidemic

control”[Title/Abstract] OR “self-diagnosis”[Title/Abstract]

OR “self-evaluation”[Title/Abstract] OR “contact

tracing”[Title/Abstract] AND (“digital health”[Title/Abstract] OR

“information system∗”[Title/Abstract] OR “apps”[Title/Abstract]

OR “eHealth”[Title/Abstract] OR “e-Health”[Title/Abstract]

OR “electronic health record∗”[Title/Abstract] OR “big

data”[Title/Abstract] OR “machine learning”[Title/Abstract]

OR “data science”[Title/Abstract] OR “artificial

intelligence”[Title/Abstract] OR “mHealth”[Title/Abstract]

OR “m-Health”[Title/Abstract] OR “social media”[Title/Abstract]

OR “IoT”[Title/Abstract] OR “smartphone”[Title/Abstract] OR

“Internet of things”[Title/Abstract]).

The search was limited to English-, Portuguese-, and Spanish-
language publications and was complemented using the
snowballing technique to identify relevant articles in the
reference lists of articles returned by our search (12). Additional
search for grey literature was conducted regarding digital
surveillance. Expanded grey literature searching included
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internet search engine, targeted websites and social media. The
search is subject to a selection bias as publications were limited to
the three major languages, however, as the majority of scientific
literature is published in the three major languages this bios
is minimal.

Diverse studies covering the use of digital data sources for
surveillance during a health emergency were included. Initial
screening was based on titles and abstracts, and articles were
independently evaluated. Abstracts lacking sufficient information
to identify their inclusion or exclusion, were retrieved for full-
text evaluation. Subsequently, two investigators independently
evaluated the full-text articles and determined eligibility for
inclusion or exclusion. Authorship, journal, or years were
not blinded.

Study Selection
The initial research included complete publications and abstracts
that were reviewed to determine whether they met the
inclusion or exclusion criteria. Abstracts lacking information
were retrieved for full-text evaluation. The inclusion criteria
were (1) original research articles, (2) studies conducted during
outbreaks or pandemic situations that measured the use of digital
tools for contact tracing, (3) studies on the application of data
and digital solutions to support surveillance strategies, and (4)
studies covering the use of digital data sources for surveillance
during a health emergency. The exclusion criteria were studies
that described the use of technology outside an epidemic, big data
studies that were not focused on epidemiological problems, and
other surveillance interventions that were not related to the use
of digital health solutions.

After the first review of the titles and abstracts, 280 studies
were selected. For the grey literature, 11 electronic notes were
reviewed. After reading the full texts of these studies, 130
were deemed to have met the search selection criteria, one of
them was grey literature. Two authors (DB and FSR) screened
all articles individually. Discrepancies were resolved through
discussion with a third author (DN) when necessary. All the data
were analysed qualitatively and quantitatively. The search and
selection processes are summarised in Figure 1.

Based on the surveillance and early-warning & response
processes established at WHO, ECDC and member states, four
core components of digital epidemiology were identified in
previous research and expanded1:

• digital surveillance, supporting public health
routine surveillance;

• early warning and epidemic intelligence, striving to improve
early warning tools that alert public health professionals to
upcoming threats. After a threat has been verified, big data
analysis might support public health experts in:

• rapid response, outbreak control, and increasing the impact of
public health measures through digital interventions; and

• risk communication and public communication being
advanced through mobile apps and social media, while the
improvement in epidemic modelling that leverages real-time

1https://dl.acm.org/doi/10.1109/WI-IAT.2011.311

heterogeneous data improves public health policy through
better assessment of how control measures impact healthcare
and society.

While our systematic review illustrates how digital technology
has been contributing to these four subdisciplines for over
a decade. In Table 1, we map them to the objectives of
COVID-19 public health surveillance defined by World Health
Organization (WHO) (13)—requiring a predominantly public
health and healthcare sector response—complemented by
opportunities provided by digital epidemiology leveraging novel
big data streams.

While reviewing the articles using an iterative process (with
regular meetings), the digital data and innovation systems were
described in line with the four digital epidemiology categories.

RESULTS

Our results provide an overview of the literature identified
throughout our search process and highlight the existing
opportunities and applications for the found disciplines in
digital epidemiology.

Digital Surveillance
Surveillance is a core component of public health and preventive
medicine and can be categorised as “active” (where health
authorities make direct contact with the population or care
providers to measure the actual conditions) or “passive” (when
the health authorities get pre-designed reports about specific
conditions, typically with the care providers reporting) (14).

With the use of new technology—for example social networks
(15)—the traditional surveillance process can be not only
enhanced but also reach a wider population (16). Passive
surveillance, drawing from a wide range of novel data sources,
is less accurate and subject to elevated noise in the data, either by
proactively searching related information and or by gathering it
passively, making it less resource intensive (17).

Before an infectious disease is confirmed by a laboratory,
infected persons may exhibit symptoms, signs, behavioural
patterns, or laboratory findings that can be tracked through
a variety of data sources (18). This relates to what is called
“syndromic surveillance,” which may be boosted by the use of
digital technologies.

Integrated or enhanced surveillance combines both systems
(19): traditional and digital. The strength of syndromic
surveillance systems is in early warning systems for emerging
disease threats, such as dengue (20), while the strength of
indicator-based (active) surveillance is the production of regular,
robust, reliable surveillance reports (21). Syndromic surveillance
threats could also capture undiagnosed infections (22, 23). A
good example is metagenomics, as infected (and infectious)
people who are asymptomatic may unwittingly spread the
infection to others (24).

The use of online, mobile, and social media data streams for
routine surveillance enhances traditional methods (3, 25). Also
called “participatory surveillance,” (26)—disease and symptoms
reported directly by citizens themselves rather than by health
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FIGURE 1 | Flow diagram of studies through the review.

authorities—the new generation of health trackers and sensors
brings new opportunities (5). In this type of surveillance, the
structured data collection across all the participating countries
enable study and research of subgroups, e.g., the health status
of the population outside the health care system (27, 28) or
vaccine effectiveness in vaccinated groups and attitudes towards
vaccination (such as influenza vaccination) (29, 30). The desirable
benefits for participants, improving the long-term engagement
in standard reporting, include real-time information on disease
rates at local or neighbourhood levels (31).

Participatory systems have also been successfully implemented
for mapping tropical diseases such as Zika and dengue and
during mass gatherings like the 2016 Olympics in Rio de
Janeiro, Brazil (32). Such a “hybrid” system (3, 33) (for
example, using online surveys, communicating events, or
using websites and applications) was successfully explored by
combining Zika-related Google searches, Twitter microblogs,
and the HealthMap digital surveillance system (34, 35) and cross-
validating them with traditional disease surveillance data (36).
Combining diverse data sources, search queries, social media
data, digital data from internet-based sources (25), and website
visits have proven effective for digital surveillance systems (37).
With a new generation of trackers and sensors, this kind of

individual surveillance will soon increase in scope, intensity, and
significance (5), especially for emerging diseases and epidemic
outbreaks, helping to monitor populations and potential security
threats (5). Online surveillance-mapping tools have the potential
to improve the early detection of infectious diseases compared to
traditional epidemiological tools (38).

Online surveillance-mapping tools used in tandem with
traditional epidemiological tools can improve the early detection
of infectious diseases as was accomplished with Ebola (38) and
Zika with critical results. Mobile phone data was used in Kenya to
help identify the dynamics of human carriers that drive malaria
parasite importation between regions (39); Google Trends was
used for epidemiologic searching for Mayaro virus (40). All
of these technologies are being employed for the COVID-19
epidemic (41). Mobile phone data and apps where users can
report cases are also valuable tools for surveillance purposes (42).
Due to the universal ownership of mobile devices with Bluetooth,
these types of applications can be used all over the world,
including low-connectivity and low-resource environments like
rural Sierra Leone (43).

Many other instances of the digital surveillance of emerging
infectious diseases have successfully used digital media for public
healthmanagement (44, 45), including dengue (46), chikungunya
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TABLE 1 | Mapping of four digital epidemiology disciplines to WHO objectives of

COVID-19 surveillance.

The objectives of COVID-19

surveillance

Sub-disciplines of digital

epidemiology

“Enable rapid detection, isolation, testing,

and management of suspected cases”

Early warning and

Epidemic intelligence digital

surveillance

“Monitor trends in COVID-19 deaths” Digital surveillance

“Identify, follow up and quarantine of

contacts”

Digital surveillance

“Detect and contain clusters and

outbreaks, especially among vulnerable

populations”

Rapid response,

outbreak control digital

interventions

“Guide the implementation and

adjustment of targeted control measures,

while enabling safe resumption of

economic and social activities”

Rapid response,

outbreak control digital

interventions

“Evaluate the impact of the pandemic on

health-care systems and society”

Public communication and the

impact on healthcare and society

“Monitor longer-term epidemiologic trends

and evolution of SARS-CoV-2 virus”

Digital surveillance

“Contribute to the understanding of the

co-circulation of SARS-CoV-2 virus,

influenza and other respiratory viruses,

and other pathogens”

Digital surveillance

(47), Ebola (48), monkeypox (49), and influenza (3, 50). The
most common disease surveillance that utilises social media
analytics for early detection and surveillance is influenza (51).
For example, digital surveillance in influenza was used in Canada
to demonstrate the correlation between influenza incidence and
Google Ads click rates (52). It was also used to find the correlation
between influenza incidence and Yahoo search trends (53). It is
not only used at a national level but also in regional and local
areas (54, 55).

Many examples show digital surveillance and epidemic
intelligence noticeably using social networks, indicating the
essential role social media plays, even according to the World
Health Organization (WHO), for which more than 60% of
initial disease epidemic reports derive from unofficial sources
(56). Twitter, for instance, is used for surveillance because
it can be used in outbreaks or emergencies, in monitoring
diseases, in prediction, in gauging public reactions, in lifestyle
analysis, in geolocation, and other general applications (57).
Twitter was also used for Middle East respiratory syndrome
surveillance in Korea (58), to analyse the H1N1 pandemic
in 2009 (59), and to broadcast information about Ebola (60).
In the literature, infectious disease surveillance, predicting
disease spread, dissemination of public health information, and
assessment of the public’s views on public health outbreaks are
some of the roles suggested for Twitter (34, 45, 51, 57–60).

Studies on digital information communication on social
media sites are on the rise, as they have played an important
role in real-time analysis and have been used for faster trend
prediction (61); however, these studies are often small pilots

that need more methodological rigour and scalability (62). More
studies should be conducted using appropriate technologies such
as web-based systems to help support data quality improvements
and future reporting (63).

Early Warning and Epidemic Intelligence
Digital surveillance expands traditional epidemiology by adding
information that previously did not exist. Important new sources
of data include social networks, geographical location measured
by GPS, wish lists, and consumption of mobile data, etc.
These new types of information are not medically related (the
classic epidemiological domain) but allow the expansion of early
warning and prevention systems to prevent avoidable exposure to
public health threats (64). Systematic review of digital data source
their implication for health could be found in Li et al. (65)—some
examples of novel data sources for the news of surveillance and
epidemic intelligence are:

Online Media: Screening online news for mentions of specific
diseases or conditions could be helpful to identify, for example,
local food poisoning outbreaks. Special systems such as
GPHIN (66), WHO EOIS (67), and HealthMap (68) screen
all global media in multiple languages and were developed
specifically to monitor epidemic events.
Online Searches: Search terms provide an invaluable geo-
located monitoring tool for public information that could
reveal public sentiment, shopping panics, or disease outbreaks,
as demonstrated by Google Flu Trends in 2008 (40). While
the opportunities are vast, commercial ownership of the search
engines by Google and other tech giants prevents researchers
and public health experts from exploring this resource for
public health purposes. Online searches were also analysed
on public medical websites such as the National Electronic
Library of Infection and National Resource for Infection
Control (69) to identify spikes in information needs resulting
from the publication of major government guidelines (70).
Sensors, Digital Traces, and Internet of Things (IoT)

Devices: Monitoring of population movements through
citizens’ digital traces via GPS-enabled phones, sensor
networks, and credit/store cards seamlessly collects
information about our moves, physical locations, purchases,
online preferences, and payments and could provide early
warnings of upcoming outbreaks. However, like Google,
these datasets are mostly owned by commercial companies
(supermarkets, pharmacies, etc.) and are not available for
research or public health benefits.
Internet of things (IoT)-enabled devices and sensors allow
real-time data streams from readings and measurements
of environmental or smart home devices and could create
opportunities for digital epidemiology such as mapping the
spread of infection (71).
Mobile data andMobility GPS data: Medical apps and games
and health condition tracking devices support citizens in
activities such as managing long-term conditions, increasing
their physical activities, or losing weight (72) but create
ethical challenges (64). GPS location and mobility data also
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play a part in locations and directions (navigation and
mapping apps), or contact tracing (e.g., COVID-19 contacts)
using Bluetooth, GPS, cellular location tracking and QR
codes (73). For example, geo-coded electronic health records
(EHR) were successfully mapped to better visualise the
spread of methicillin-resistant Staphylococcus aureus (CA-
MRSA), identifying risks for CA-MRSA in children that would
not have been uncovered using traditional EHR analyses
(74). For accuracy and privacy, Bluetooth technology with
a decentralised server architecture is recommended (75).
Bluetooth, however, is not precise enough to avoid false
positive contacts (10).
Social Media Streams: Unlike digital traces, collected
seamlessly, the increase of Web 2.0, user-generated content
actively shared via social networking tools, has seen an
unprecedented explosion. The privacy settings of Facebook,
Instagram, and other social networks allow users to restrict
their profile content and activity. Consequently, the most
important social media channel for research has undoubtedly
become Twitter due to a relatively open data policy that allows
researchers and IT developers access to tweets through an
open, free API, returning a 1% random sample of raw tweets
free of charge.

The use of social network data can also provide early warning
because analysis can detect a peak in an outbreak up to 2 weeks
before the official public health authorities (as occurred in 2009
for swine flu) (76). In 2019, earlier than the official reports,
Twitter reported almost one-third of the total notifications
related to avian influenza outbreak (77). This corroborates
that social networks can serve as a method to obtain valuable
information on a disease’s behaviour or spread, even a week in
advance of what the general practitioners in a particular locality
could report (78). The evaluation of commonly used drugs for
seasonal influenza on Twitter also provides surveillance ahead of
the flu season (79).

Social media data allow disease tracking (80, 81) and can help
make predictions that could prevent danger to the population (3).
Social media analytics in correlation with traditional laboratory
data can predict an outbreak; examples of this include the cases
of influenza and cholera (82) or Ebola and Marburg filoviruses
(83). Some researchers also conducted a content analysis to
identify key trends during the 2009 H1N1outbreak that could
also correlate with outbreak incidence data (84). Even concerning
the coronavirus, Kogan et al. found that Twitter could be used
as a kind of barometer, showing potential growth 2–3 weeks
before the growth of coronavirus cases (by region) (85) and in
other cases even 8–12 days before the outbreak (86). This is not
new. An analysis of more than 500 million tweets worldwide
found a significant association between the geographic locations
of HIV-related tweets and HIV prevalence (87).

Twitter data in 2010 accurately tracked the spread of cholera,
but researchers advised that this type of information is not
always reliable and must not replace traditional epidemiological
methods, as information and guidance is missed (88). Moreover,
social network analyses need to be challenged and scrutinised by
the “ground truth.” In 2016, Mowery et al. conducted a study

describing how epidemiological surveillance of influenza using
Twitter incorrectly predicted the 2011–2012 flu season 3 months
early (89).

Improvements in services and cost reductions in the health
sector coupled with the need for early warnings for the onset
of adverse health conditions are the main drivers of these
developments and new sources of data (90). These novel data
sources collect a massive amount of new information, and it
can be difficult for big data tools to review the data obtained
and present it as new useful knowledge for the prevention of
a pandemic outbreak. However, the use of big data is proving
crucial for the COVID-19 pandemic (91).

Rapid Response, Outbreak Control, and

Digital Interventions
Once a threat or an outbreak is detected, an event verified, and
risk assessed, a rapid response must be implemented to control
the outbreak, which ranges from diagnosis, testing, and contact
tracing to risk communication with citizens.

This iterative process includes discovering patterns and
generating new information (92) that can be used to control
the outbreak. Digital information and new technologies are
providing a quick response and coordinated control and
management of possible outbreaks. Through monitoring cases
using mobile technology, contact tracing infected citizens,
following up with patients, and providing medical advice, digital
and mobile technology can successfully complement the efforts
of medical and public health experts (93).

With social networks, big data enables the early
epidemiological storey of an outbreak to be reconstructed
(94). Data streams and non-classical datasets in the early stages
of the outbreak can inform the design and implementation of
effective public health measures (95).

Big data could effectively support the rapid response to and
better control of an outbreak but could do so more quickly
and generate more accurate predictions. The algorithms that
accomplish this are known as artificial intelligence (AI). For
example, Toronto’s surveillance system was first to detect the
COVID-19 epidemic outbreak in the first reported epicentre of
Wuhan (96). Also, scientists from the John Hopkins University
visualised the spread of the coronavirus in real-time (95).
AI is changing the landscape in public health and clinical
management with very promising results (97). For example,
a project seeking information related to the COVID-19 called
Evidence Navigator provides computer-generated evidence maps
of scientific publications on the pandemic, which is updated daily
in PubMed (98).

Machine learning (ML) is a dramatically growing computer
science AI discipline investigating algorithms to find new
results or predictions without looking for specific solutions.
ML was used to analyse several projects using the internet
to enhance epidemiological surveillance and disease prediction
[e.g., malaria (99), dengue (100), and influenza (101)]. The
research demonstrated a positive predictive value of the incidence
of infectious diseases (101) or little predictive value (102).MLwas
successfully used to create an evidence-based guideline from the
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information gathered from the Ebola virus epidemic and turn it
into an application called the Ebola Care Guidelines app (103)
to inform the general population and healthcare providers of
updated, evidence-based guidelines in real time during a global
pandemic (41).

In Africa, the rapid recognition of localised areas of
higher transmission of Ebola and the resulting quantitative
assessment could support the optimal deployment of public
health resources (104). In Latin America and the Caribbean,
the rapid integration of Zika virus prevention recommendations
into sexual and reproductive health services made it possible
to reduce the incidence of the Zika virus (105). In 2012,
digital pens were used by the New Hampshire Department of
Health and Human Services to rapidly acquire epidemiologic
data during a gastrointestinal illness outbreak (106), providing
rapid assessment, response, and control measures before the
problem multiplied.

The novel digital information gathered about the coronavirus
is being used in Taiwan in conjunction with their immigration
database to classify travellers according to different risk types and
to issue alerts in real time to prevent infections (107). This is
often called a “digital fence.” Russia, China, and Poland have used
facial recognition software to monitor population compliance
with government policies (42). Applications exist for self-testing,
quarantinemonitoring, and contact tracing that are being already
used inmany parts of the world such as India to support the rapid
response to COVID-19 (108).

Online news surveillance and mapping tools have successfully
provided early warnings, but their potential to improve response
and risk assessment as the outbreak progresses over time has
led to the adoption by WHO operations of the most robust
systems: e.g., GPHIN, Medisys, SORMAS (Surveillance and
Outbreak Response Management and Analysis System) (109)
and HealthMap (68). News surveillance also means that real-
time feedback and effective responses should function as an
intervention. Locally appropriate technologies, such as web-
based systems and mobile phones, can help support data quality
improvements and reporting timeliness (63).

In response to the COVID-19 outbreak, the rapid
development and deployment of point-of-care (POC) diagnostics
for screening have shown to help slow the spread of the disease
(110), demonstrating that telemedicine can be used as a means
of surveillance. For example, Botswana is using telemedicine to
control patients remotely (111), and obstetric departments in the
US are monitoring coronavirus patients (112). Rapid deployment
of an in-patient telemedicine response is feasible across many
settings in response to the COVID-19 pandemic (113).

Public Communication and Evaluation of

the Impact on Healthcare and Society
An essential piece at the centre of outbreak response success
is public communication: a clear and concise message
communicating the risk, measures, and policies taken by
the government. Digital technologies complement traditional
mass media and play an increasingly important role for sharing
reliable, evidence-based information with the public and gaining
citizens’ buy-in (114).

While traditional media channels—newspapers and
television—are still actively used for mass communication,
the role of social media has grown dramatically. In particular,
Twitter has demonstrated great potential to be used not only
for tracking epidemics but also to inform citizens about the
risks of pandemics in real time (57). Social media can be also
used to study the public’s risk perceptions (115). Mobile apps
and wearable devices have further been used to monitor patient
behaviour to provide personalised service and advice (116, 117).
Twitter was analysed for risk communication potential during
the epidemics of the Middle East respiratory syndrome (58),
SARS (45), Ebola virus (60), Zika virus (34), H1N1 (“swine flu”)
(59), and H7N9 (“avian flu”) (62). A study in Vietnam includes
social media and science journalist for COVID-19 public
policy2. The studies involving Twitter and other social networks
summarise how they could be useful tools for disseminating
information to the population about how to avoid the spread of
the outbreak (118).

Specifically, role-play social media, a channel for gauging
public attitudes, could effectively be used to disseminate risk
communication in real time (78) but could be a double-edged
sword in that also it is prone to misuse, misinformation, and
the spread of fake news. How online channels inform healthcare
professionals and the public and their genuine information needs
to be part of any comprehensive government communication
plan (70).

DISCUSSION

The results have shown many opportunities ranging from
the use of social networks to the use of AI and big data
for digital surveillance and reference early warning and
epidemic intelligence, rapid response, outbreak control, risk
communication, and public communication. The results present
solutions that have been implemented in many countries with
differing results because of their diverse socio-cultural realities.
In August 2020, WHO updated the objectives for COVID-19
surveillance: (i) enable rapid detection, isolation, testing, and
management of cases; (ii) monitor trends in COVID-19 deaths;
(iii) identify, follow-up, and quarantine of contacts; (iv) detect
and contain clusters and outbreaks, especially among vulnerable
populations; (v) guide the implementation and adjustment of
targeted control measures while enabling safe resumption of
economic and social activities; (vi) evaluate the impact of the
pandemic on healthcare systems and society; (vii) monitor longer
term epidemiologic trends and evolution of SARS-CoV-2 virus;
and (viii) contribute to the understanding of the co-circulation of
SARS-CoV-2 virus, influenza and other respiratory viruses, and
other pathogens (119).

With digital epidemiology’s subdisciplines already assessed
and ready for use, the population must be made aware of
the measures to be followed to control the outbreak using
(ix) public communication and evaluation of the impact on
healthcare and society as culture might shape how people
think about privacy and surveillance Risk communication and

2https://www.mdpi.com/2071-1050/12/7/2931/htm
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public communication are now taken to a new level through
mobile apps and social media, while the advances in epidemic
modelling that leverage real-time heterogeneous data improve
public health policy through better assessment of the impact of
control measures on healthcare and society.

Mobile applications and mHealth approaches could be used
for public health surveillance due to their multiple benefits as
an efficient, almost universal presence (120), a contributor to
high digital literacy, and a source that creates wide availability of
data. With the number of mobile phones around 14 billion units
worldwide and expecting an increase to almost 17 billion by 2023,
the options available with this type of device must be considered.
The use of mobile phones and Bluetooth to assess the follow-up
of potential patients has always been a strong alternative (121).
Apps with tracing functionalities using Bluetooth technology
can support health authorities in the contact tracing process,
identifying the possible contacts (known or unknown) of a
confirmed/positive case, creating a network that will function
as epidemic control if it is used by enough people (122). Some
examples exist of mobile apps and mHealth being used already.
For example, the Chinese government required citizens in 200
cities to use the Alipay app, assigning a risk code (green, yellow,
red) to each person indicating to what extent they were allowed
to move around the community. An algorithm incorporated
information about the time they spent in risky locations and the
frequency of contact with other people (42).

Although these technologies only use monitoring data
temporarily, many people are reluctant to use them because they
think that their data will be sold to private companies or they
will continue to be monitored once the pandemic is over (123).
Therefore, notification is necessary that the data obtained will be
used only for monitoring purposes, that it will not be transferred
to any public or private company, and that it will only be used in
periods of a pandemic or used as anonymised data (124).

Mobile devices (including tablets, wearables, etc.) also can
connect to social networks, which allows their users to be
informed of the latest news about the pandemic. At the same
time, they can be used to provide measures to avoid contagion.
Social media’s power of influence is vast, becoming an important
tool public health during a pandemic, which is precisely a
difference between digital and traditional epidemiology. Social
networks can provide a different perspective than the traditional
approach that relies on health reports by providing important
correlations with abnormal disease trends that could indicate a
potential outbreak.

The use of social media also offers significant opportunities
to encourage citizen engagement in crisis management (125).
However, not all the most-read information on social networks is
true. Many celebrity “influencers” (people with many followers,
such as actors, athletes, etc.) publish controversial posts such
as false cures or prophylactics for the coronavirus or indicate
that it is simply an invention (126). This is due to voluntary
submission and a lack of gatekeeping (127). The advances in AI
could help in this facet (128). This kind of digital technology,
correctly applied, could benefit the healthcare landscape in public
health and clinical management with promising results (97). It
has already been used for some time to handle data related to the
coronavirus (96).

Big data use for surveillance seems to be a beneficial tool for
public health but it must follow a rigorous statistical analysis.
Qin et al. used social media search indexes (SMSI) to predict
the new number of COVID-19 cases that could be detected 6–
9 days in advance (129), but the prediction is generated after an
algorithm has evaluated the information. With all this generation
of digital information, there is a risk of losing what is impactful
to the epidemiological study. To accomplish an “understanding
of all data” created by social networks, the use of big data has also
been implemented.

While useful in digital epidemiology, big data can also serve
as a standard to control possible adverse effects and can support
traditional epidemiology by discovering additional facts from
social media behaviour that may complement other data from the
population. Furthermore, it can help overcome some challenges,
such as geographic heterogeneity, insufficient representation in
developing countries, and spatial/temporal uncertainty in the
information obtained. On the other hand, a disadvantage of using
internet search data or data from social networks for surveillance
purposes is its—eventual—lack of representativeness, as well as
possible fake results. In order to create big data, informationmust
be collected and processed before it can be used; therefore, the
WHO has called for requiring the detection and management
of suspicious cases at entry points worldwide to generate this
information to avoid the spread of COVID-19 (130). Information
from symptoms checkers and laboratory data could help to
estimate the predictive value of the respiratory symptoms on
the community as well as present facts on the level of virus
circulation (93).

The use of this technology would allow epidemiologists to
evaluate millions of digital trails of people who constantly
use their digital equipment such as mobile phones for social
networking. However, an ideal prediction usingmachine learning
and AI is not yet realised; the tracking and prediction of
how COVID-19 will spread are not yet completely reliable.
This could be due to two reasons: (1) the availability of
COVID-19-related clinical data is a key barrier; and (2) AI
requires data on COVID-19 to train itself (131). Therefore, the
WHO recommends being cautious with the implementation of
digital solutions until the utility of public health policies are
better understood. Planned solutions should cover and allow
(i) quality monitoring, transparency, and accountability, (ii)
resource allocation optimisation, (iii) citizen participation and
inclusion, and (iv) resilience and adaptation to exogenous events.

Several promising initiatives have been launched to gather
and share both existing and new data using new AI models,
including WHO’s Global Research on Coronavirus Disease
Database, along with the GISAID Initiative (Global Initiative on
Sharing All Influenza Data); the COVID-19 Open Research
Dataset Challenge of Kaggle data science platform; the
around 20,000 related articles in ScienceDirect in its Novel
Coronavirus Information Centre early-stage and peer-reviewed
research on COVID-19; etc. Finally, the initiative formed by
Microsoft, Facebook, Semantic Scholar, the Allen Institute
for AI, and five other collaborators to make the COVID-19
Open Research Dataset (CORD-19) openly available, which
contains about 44,000 scholarly articles for data mining, is
worth mentioning.
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Finally, there are a number of related subjects that are beyond
the scope of this paper. Firstly, cost issues and culture aspects
of surveillance were not part of our initial search strategies,
however, it is important to note the cost to setting up and
conducting digital surveillance, especially in low and middle
income countries4,5. Culture attitudes (positive or negative)
towards digital surveillance are also essential to consider for a
successful deployment of a digital solution6,7 as demonstrated
in fight against COVID-19 in Vietnam8. Final limitation of this
study includes our search strategy focusing on PubMed and
therefore not covering studies published in computer science
outlets such as conferences published in ACM and IEEE libraries,
such as pioneering Twitter research for epidemic intelligence
and eastly warning (see text footnote 1)—this is a subject for a
future research.

CONCLUSIONS

We have highlighted the opportunities and challenges for digital
epidemiology as a growing discipline that have contributed to

4https://www.nature.com/articles/s41562-017-0281-4
5https://springerplus.springeropen.com/articles/10.1186/s40064-015-1279-x
6https://www.nature.com/articles/s41599-018-0189-2
7https://www.frontiersin.org/articles/10.3389/fpsyt.2020.589618/full
8https://dl.acm.org/doi/10.1145/2597892

surveillance of the COVID-19 pandemic and highlighted how
digital epidemiology will become indispensable for fighting
future public health and natural disasters and pandemics.

Prevention and control of the COVID-19 pandemic requires
public health and epidemiology measures. The use of digital
technology enhances traditional epidemiological means to
contain outbreak and supports prevention, early warning, rapid
response, and digital interventions such as remote care for
patients or providing reliable information to the public. In
addition, it is crucial that the technology is inclusive and user
friendly (for example, social networks and specially designed
apps). However, additional support strategies are required for
vulnerable groups who are not active technology users.

The key opportunities and challenges for effective digital
epidemiology systems for the 21st century lie in front of us.
To improve capacity and preparedness for later epidemics, the
repurposed and emerging systems for COVID-19 need to be fully
developed and evaluated after the crisis with the goal of creating
fully integrated, interoperable digital epidemiology solutions at
national and international levels.
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Introduction: The support of prehospital and emergency call handling and the impact

of Covid-19 is discussed throughout this study. The initial purpose was to create an

electronic system (eEmergency system) in order to support, improve, and help the

procedure of handling emergency calls. This system was expanded to facilitate needed

operation changes for Covid-19.

Materials and Methods: An effort to reform the procedures followed for emergency

call handling and Ambulance dispatch started on the Island of Cyprus in 2016; along that

direction, a central call centre was created. The electronic system presented in this work

was designed for this call centre and the new organization of the ambulance services. The

main features are the support for ambulance fleet handling, the support for emergency

call evaluation and triage procedure, and the improvement of communication between

the call centre and the ambulance vehicles. This system started regular operation at the

end of 2018. One year later, when Covid-19 period started, we expanded it with the

addition of several new features in order to support the handling of patients infected with

the new virus.

Results: This system has handled 112,414 cases during the last 25 months out of

which 4,254 were Covid-19 cases. These cases include the transfer of patients from

their house to the reference hospital, or the transfer of critical patients from the reference

hospital to another hospital with an intensive care unit or transfer of patients from one

hospital to another one for other reasons, like the number of admissions.

Conclusion: The main purpose of this study was to create an electronic system

(eEmergency system) in order to support, improve, and help the procedure of handling

emergency calls. The main components and the architecture of this system are outlined

in this paper. This system is being successfully used for 25 months and has been a useful

tool from the beginning of the pandemic period of Covid-19.

Keywords: eEmergency, emergency medical systems, Covid-19 prehospital patient management, security,

emergency dispatch
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INTRODUCTION

The effective and quick handling of an emergency incident can
be crucial for a patient’s survival and recovery. This handling is
directly affected by the work of first responders (paramedics),
the effective dispatch procedures of ambulance vehicles, as
well as the type and content of data interchanged between
an ambulance vehicle, the control center, and the hospital
emergency department (1, 2).

Recent advances in electronic health systems, along with
technology evolutions and research in computer science can
significantly help the aforementioned issues (2, 3). Despite the
advances, several logistical problems appeared in emergencies
due to failures to coordinate their distribution (1). To address
these issues, several emergency dispatch centers around the
world are increasingly using several forms of emergency dispatch
protocols when handling emergency calls (2, 3). The main
objective behind these protocols is to ensure that an incident
is appropriately evaluated and responded. In addition, there
has been a consistent effort to implement several priority
dispatch protocols through computer-based systems in an effort
to automate processes and further minimize human error rates
(1, 4–8).

The aim of this work is to present the design of Emergency
Response protocols and the development and implementation
of a secure emergency handling platform that was created to
support the Ambulance Department of the Ministry of Health of
Cyprus. The Ambulance Department was recently restructured.
The main purpose of this work was to reform and optimize the
procedures of emergency call handling and Ambulance dispatch.
The work started in early 2016 with the creation of a central call
center and additional ambulance base stations. The call center
initially started working for one region and eventually covered
the entire island. All the procedures, starting from emergency
dispatch to incident handling, have been organized using specific
protocols. Initial work for this system was presented in a
conference paper by Kyriacou et al. (9). The appearance of the
Coronavirus disease (COVID-19) and the spread of the virus
in Cyprus was an extra challenge to the system, which acted as
a catalyst for optimizing handling of incidents and the support
from high tech solutions. We present the architecture of the
system; outline the user functions and system operations from
the perspective of usability, efficiency and security; andwe discuss
the impact of Covid-19 on the operation of the system.

METHODOLOGY

The presented system has been designed and developed
according to the needs of the ambulance services so as to support
the workflow followed while receiving an emergency call. This
includes triage, ambulance dispatch and incident handling from
paramedics (3). In extensive user requirements procedure was
initially completed before the design and development phase of
the system. Despite the initial definition of user requirements, the
development team followed an incremental development model
that was easily modified especially since there was a small group
of easily accessible users. During the development phase of the

system, the procedures were modified dynamically to match the
reformation of the call center and ambulance services. Initially,
the users and use cases were identified as described in section
Use Cases.

Our proposed platform securely handles and stores Electronic
Health Records. Operations were structured according to the
European Union laws and directives (10).

A series of actors are involved in the use case scenarios of
our system. Each actor has a specific role and executes different
functions within the system. More specifically, system users have
seven different types of roles: (1) Administrator, (2) Call center
manager, (3) Chief of Ambulances, (4) Dispatcher, (5) Covid-19
Consultant (6) Paramedic, and (7) Doctor. The Administrator is
responsible for the overall administration of the system and deals
with aspects such as setting access controls and adding removing
any of the other type of users. The Call Center Manager is
responsible for the overall management of the activities related to
the call center. He takes important decisions regarding call center
and manages the Dispatchers. The Dispatchers are the personnel
of the call center handling the calls and assigning Ambulances to
incidents. The Chief of Ambulance handles the functions of the
Ambulance unit and the Paramedics within. The paramedics are
responsible for driving to the incident during an emergency event
and handling the patient. The Doctors offer prehospital health
care by going over submitted patient information and guiding the
paramedics to treat the patient in transit.

Use Cases
In the approach we followed, we divided the system into two
main parts. The first part refers to call handling and ambulance
management in the call center, while the second part refers to
any activities that take place between prehospital actors after
ambulance dispatch.

As shown in Figure 1A, part one affects the procedures
followed by the call center. The actors involved in this
case are the dispatchers (trained paramedics that answer and
handle the emergency call), the call center manager, the
manager/administrator of the unit (ambulance services), and the
Covid-19 consultant. The main use cases of this part are:

• Record a new emergency incident: This is the case when a
dispatcher receives a new call. This case starts with initial
evaluation of the incident based on the protocols of the center,
which include triage and data recording. The availability of
an ambulance is found, and the call is transferred (send an
ambulance to the incident). Dispatchers are the actors involved
in these cases.

• Organize transportation of a patient: Transportation needs
include moving a patient from a hospital to another
hospital, from their house to a hospital etc. In general,
these transportations are not accident and emergency
incidents related.

• Cancel emergency or transportation: An emergency or
transportation is canceled for some reason and the allocated
vehicle is then released.

• Handle Covid-19 cases: This scenario is the new addition
to the system to handle Covid-19 incidents. These calls will
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FIGURE 1 | Use case diagram displaying the use cases or functions of users that take place in the system. (A) Part one shows the functions of users within the

developed system for emergency call handling and ambulance management prior to the dispatchment of the ambulance. (B) Part two shows the interactions of the

Dispatcher, Paramedic, and Accident and Emergency Department unit that includes doctors after the ambulance is dispatched. Through these interactions data is

exchanged between call center (via Dispatchers), the ambulance vehicles (via Paramedics), and Accident and Emergency Department unit (via doctors).
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FIGURE 2 | Emergency procedures—workflow management system.

be either emergency calls for transferring a patient to a
hospital, or transportation calls for transferring patients from
a hospital to another hospital. These calls are handled using a
different protocol for staff protective measures, and urgency of
transportations compared to the typical cases.

• Reporting cases: The remaining three use cases described in
Figure 1A (view incidents and vehicle status, review shift data,
and user’s management) are managerial cases where the call
center manager and the manager of the ambulance services
are involved.

Part two (see Figure 1B) affects the procedure of data exchange.
The actors involved in this case are the emergency call center, the
ambulance system, and the accidents and emergency department.
The main use cases are:

• Real-time monitoring of the patients involved in an incident
scene, through a portable telemedicine unit that transmits
bio-signals. This allows on-call doctors at the First aid control
center to make decisions a-priori for in hospital patient
handling (e.g., support stroke or cardiac clinic decision for
patients needing emergency angioplasty).

• Get initial call data from the call center and complete any data
related to the transportation and handling of the patient by the
ambulance paramedics.

• Get data related to the handling of Covid-19 patients
and provide any needed guidance and support for
patient handling.

Emergency Call Workflow Description
Emergency calls are handled based on a specific set of steps. These
steps have been edited to incorporate the actions of a Covid-19
consultant. The workflow of actions that take place during an
emergency call scenario is described as follows (see Figure 2):

• An emergency call starts at the call center.
• The dispatcher receives input from the caller and follows the

triage protocol in order to assess the incident.
• The dispatcher records initial information about the incident,

including Covid-19 related information, and if possible record
basic information about the patients involved. If the patient
is a possible Covid-19 or a verified case, the paramedics are
informed in order to take the appropriate protective measures
and follow the designated protocols for Covid-19.

• The dispatcher chooses an available ambulance and
paramedics and dispatches them to the location of
the incident.

• Information recorded is transmitted to the Ambulance
Data Unit.
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• Following the emergency dispatch procedure, paramedics
arrive at the incident location, assess the patient’s condition,
and inform the Ambulance Dispatching Unit about the status
of the patient/incident.

• If needed, they also transmit bio-signal information to the
hospital so that the doctor on call can view, assess the severity
of the situation, and guide the paramedics accordingly. Once
the patient is transferred to the hospital, the data regarding the
incident are also transferred to the data station of the accidents
and emergency department.

• Soon after the delivery, the paramedics have to take all the
necessary procedures for cleaning and sterilization of the
vehicle. Then they inform the call center that the ambulance is
available to service other requests. If the ambulance is carrying
a Covid-19 patient, it is sterilized based on a Covid-19 specific
protocol and then released to other service requests.

System Architecture
The system architecture is mainly divided into two major
components. The first component is the system responsible
for managing the incident call, ambulance vehicles, and initial
information recorded, it covers part 1 of the user requirements.
The second component covers the ambulance vehicle part which
includes data exchange processes between ambulance vehicles,
call center and hospitals. This refers to part 2 of the user
requirements. This gives the ability to exchange data like incident
initial description, incident handling procedure, and bio-signals
of a patient, between the ambulance vehicles, the call center and
the referring hospital/doctor.

Based on the aforementioned operations and user
requirements we designed the system as shown in Figure 3.
The procedures followed by the ambulance department are
based on specific protocols that can differ for each case.
These protocols were created by the Ambulance Department
according to internationally accepted protocols and standards
published from associations like NAEMT- National Association
of Emergency Medical Technicians—https://www.naemt.org/.
All these protocols are supported by the system. The detailed
workflow of incident handling is depicted in Figure 2 and
described in section Emergency call Workflow description.

The recorded data can be made available to the accident and
emergency department of a main hospital (the place where the
ambulance transfers the patient), to the call center and to the
ambulance vehicle. The ambulance vehicles have the technology
to exchange data and vital bio signals from the scene and during
transportation of a patient (11) using 4G wireless technology.

As can be seen in Figure 3, the ambulance vehicle is equipped
with an Ambulance Data Unit and an Emergency Telemedicine
Unit. These units are the evolution of the work presented in (11).
The Emergency Telemedicine Unit is responsible for sending
bio-signals (ECG 3-7 leads, spO2, blood pressure, temperature,
and respiration). A doctor on call can then use the Doctor’s
Mobile Unit (e.g., a tablet or pc), authenticate and get authorized
into the server, and monitor a patient’s condition.

The Ambulance Data Units are Android tablets equipped
with 4G communication cards. The paramedics use the

tablet (or pc) to get initial information about the incident
(recorded during the emergency and the triage procedure
from the call center staff) and concurrently report information
regarding the incident. These include information about
incident handling and procedures followed by the ambulance
paramedics. Additionally, the information can include patient,
or incident info. All this information together with information
related to device and user authentication are hosted on the
servers that act as a backbone of the system as shown in
Figure 3.

The communication between the mobile units, the call center
and the hospitals is feasible through TCP/IP protocols over
mobile 4G wireless networks. Data from ambulances to the
server are exchanged using web services. Access control to the
system is enabled using a unique ID for each unit, Secure
Socket Layer (SSL) for communication, Virtual Private Network
(VPN) infrastructure through a firewall, and different access
levels depending on the user group (see section Security Design).

System data storage is supported by a dedicated database
server. The entities include system users, where each group
of users has different access levels. The database system has
the ambulance entity, where each vehicle and its status are
recorded, the patient entity which stores general information
about a patient, the incident entity, which stores any information
regarding the incident (medication, handling procedure, initial
diagnosis, final diagnosis, etc.), the bio-signals entity, which
stores any real time bio-signals transmitted during an incident,
and the logs entity which stores the activity done and the user
that did it.

The main aspects of system architecture are described in the
following section Security Design up to Ambulance Data Units.

Security Design
Based on the scenarios described, the system supports users
having seven different types of roles: (1) Administrator, (2) Call
center manager, (3) Chief of Ambulances, (4) Dispatcher, (5)
Covid-19 Consultant, (6) Paramedic, and (7) Doctor. Each role
requires different access controls.

Access control takes into account the user identity, as well
as the identity of the connected devices. The Administrator
has the highest authority in the system. He is responsible
for registering and authorizing the Chief of Ambulances
(shown as call center manager in Figure 1A), the Shift
Managers, and the Dispatchers. They are each given a unique
username and password and are authorized to handle various
operations relevant to the Ambulance Department in which they
belong. This authentication material is managed offline by the
system administrator.

Doctors using the Doctor Mobile Unit are considered as
external entities. Authentication is executed both on the user’s ID
and the device’s ID connected to the system. This setup enables
multiple users to use the same Doctor Mobile Units. Further,
a Doctor Mobile Unit is tied to a specific location and thus
once this device is authenticated it allows for authorization of
specific operations within the system. Following an incident,
the authentication of Doctors’ ID on the Doctor Mobile Unit
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FIGURE 3 | eEmergency health care system architecture.

authorizes them to get access only to their assigned incidents.
Doctor Mobile Units can be Android devices, which have a
unique ID.

The Ambulance Data Units used by paramedics utilize double
authentication. Thus, during an emergency both the user and the
unit are identified and authorized for access. Introducing per user
authentication in addition to per unit authentication, prevents
someone stealing the device from altering information regarding
an incident or submitting wrong information. Currently, there
are no physical security controls to prevent anyone from stealing
the Ambulance Information Unit. One such control that can be
introduced in the future is the installation of a small safe deposit
box with a digital key within the ambulances.

Each ambulance unit is assigned a specific Android device
and is used by different groups of paramedics depending on the
scheduled shifts. Within each group, an individual is granted
access and assigned the responsibility for data entry. In this
manner, the system holds accountable a specific individual
that worked during a specific shift for filling up incident-
related information. A strength of this setup is that only one
individual needs to be trained to handle the device. A weakness,
however, is that in case that individual needs to be replaced

or is absent, it creates complexities in terms of finding a
trustworthy substitution.

Duration of access to the system is controlled through
session keys. Session keys are dynamically generated using hash
functions after a user gets authenticated into the system. The
validity period of a session key depends on the length of time
that the user needs to access the system and the criticality
of the operation. Frequent refreshing would imply a more
critical operation.

A summary of the various access levels in the system per
user type is offered in Table 1. The Administrator, the Chief
of the Ambulance Services and the Shift Manager have the
most important role in the system. Separation of duties is
utilized, and different tasks are assigned to these two users. The
Administrator is responsible for overseeing that the network
operations are being carried out effectively and the system is
always available. He/she registers any type of users including
the Chief of Ambulance Services, the Shift Manager, the Covid-
19 Consultant, Dispatchers, Doctors, and Paramedics. However,
the Chief of Ambulance and the Shift Managers have the
general responsibility of overseeing the correct operation of the
Ambulance Department. They can also add or remove new

Frontiers in Digital Health | www.frontiersin.org 6 August 2021 | Volume 3 | Article 654234141

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Kyriacou et al. eHealth—Prehospital and Emergency—Covid-19

TABLE 1 | Role based access control to the different modules of the system.

Role Roles of participants in the emergency unit

Database

Entities

Administrator Shift manager Chief of ambulances Dispatcher Covid-19 Consultant Paramedic Doctor

User R/W(A,L,M) R/W(A,L,M)*** R/W(A,L,M)** - - - -

Ambulance - R/W(A,L,M) R/W(A,L,M) W(M)**** R/W(Ap) W(M)**** -

Patient - R R R/W(A,M) R/W(Ap) R/W(A,M) R/W(Ap)

Incident - R R R/W(A,M) R/W(Ap) R/W(M) R*

Biomedical

signals

- - - - - W(A) R

Logs R R R - R/Ap -

R, read; W, write; -, no permission.

W(A, add; L, Lock; M, Modify; Ap, append).

*For Incident tied to patient.

**For adding Dispatchers and Shift Managers only.

***For adding Dispatchers only.

**** Modify the status of the Ambulance (available, on Call, In Service).

Modify implies Append, unless Append is stated instead.

ambulances joining the system. Similar to the Administrator, they
may add dispatchers, for the scenario where the Administrator is
unavailable. In addition, the Chief of Ambulance is the only one
who can add or remove Shift Managers. Dispatchers can create
a new incident, update an existing incident, but cannot delete
any incident for any reason. They can view the ambulance entity
and alter the status of an ambulance based on the emergency
schedule. The status of the ambulance could be “On Call,”
“Available,” or “In Service.” Dispatchers can add or modify the
records of new patients and link the patient to a newly recorded
incident. Furthermore, the dispatchers should be able to view/edit
all incidents recorded by their co-workers at the Ambulance
Emergency Call Center. The dispatchers should also be able to
see information that is being sent by Ambulance crew at real time
regarding the incident status and alter the status of an ambulance
in the current shift.

The role of the Covid-19 consultant is to provide guidance
to the Ambulance Center Personnel regarding all aspects of its
operations as impacted by Covid-19. Thus, the access control
of the consultant is restricted to mainly append on records of
ambulances, patients, incidents, and logs. This access enables
consultants to introduce comments, such as the need for
certain personnel to get tested for Covid-19, or the need for
certain procedures to be altered or followed. Furthermore, it
allows them to keep track of all the incidents handled and
provide recommendations on how future incidents need to
be handled.

Doctors can only read and append to patients’ records. They
also have read access for the incidents in which their patient
was involved. Paramedics can add a patient to the system or
modify a patient’s records. They can also update the status of the
patient’s incident.

A logging mechanism is used throughout the entire system to
track the events so as to provide accountability. Every instance
of our database has a log file associated with it, which is
accessible for reading only by the Chief of Ambulance, the
Covid-19 consultant and the Administrator. Log files include

incident_log, ambulance_log, patient_log, and logs capturing the
activity of users, such as the doctor_log, the paramedic_log,
and the dispatcher_log. Typically, the Chief of Ambulance will
look at the logs to investigate issues regarding the operation of
the Ambulance Unit, such as the effectiveness of an operation.
On the other hand, the Administrator may look at the logs to
investigate any malicious or erroneous behavior of the users
in the system. In light of Covid-19 the Covid-19 consultant
uses the log to keep track of Coronavirus incidents and assess
the effectiveness of handling events. Items, which might be of
interest are the number of Coronavirus patients per location,
the severity of the various cases, and the methodology of
treatment. In order to promote safety, the personnel and
ambulances involved per Covid-19 incidents is also accounted
for. Paramedics handling Covid-19 incidents are frequently
checked for a possible infection and where possible are prevented
from participating in non-corona virus related incidents. Thus,
a separation of responsibilities is established based on the type
and severity of incident handled. Lastly, the sanitization schedule
of the ambulances is set up based on the number and frequency
of incidents.

Note that nobody in the system has access to delete any
records. An option would be to start deleting records after a
certain number of years. However, that period would depend on
the policies adopted by the Ambulance Department.

In addition to access control, another important security
property is privacy. Privacy is tied to the confidentiality of
data, which is achieved through the encryption of transmitted
data. All external entities connecting to the system, such as
the ambulance data units, utilize the FortiClient VPN by
Fortinet (12) with SSL VPN activated to provide privacy.
Confidentiality is even more critical with Covid-19, as
it is important to protect the Identity of infected people
and their location. Note that encryption is not used in
the Communication between the bio-signal server and the
Emergency Telemedicine Unit. The induced encryption
overhead would be operation prohibitive.
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Data Exchange
One of biggest challenges in this system was the accurate
exchange of medical data and availability of data to all the
parties involved (call center, ambulance vehicles, reference
hospital/doctor). Toward this direction, there was a great
need to enable the seamless tablet devices’ communication
with the emergency handling platform by implementing the
System Communication module as shown in Figure 3. This
facilitates real-time monitoring of the patients involved in
an incident scene during his/her transportation from the
incident scene to the hospital. Thus, it allows the Emergency
Department healthcare providers’ to be well-prepared for the
treatment of the patient as soon as he/she arrives at the
hospital premises.

The Emergency handling platform was installed in two-tier
client-server architecture in which the functional process logic,
data access, user interface, and computer data storage were
developed and maintained as independent modules on two
separate virtual servers (see Figure 3). Both virtual servers
are located on a physical server located at the Ambulance
Department premises. This is installed in a dedicated server room
with all the appropriate security measures, data backup devices,
and power failure support devices.

The first tier corresponds to the Application and Presentation
Layer. This layer uses an application server that contains
the functional business logic of the system, which drives
an application’s core capabilities and the user interface. The
communication with the specific Android application that is
installed on a tablet device is enabled through Application
Programming Interface (API) calls using Representational State
Transfer (REST) API. API is a set of clearly defined methods of
communication among various components. It is a predefined set
of rules that allow programs to talk to each other. We created the
APIs on the server and verified that the client android application
can talk to it. REST determines how an API looks like. REST is
a set of rules that we followed when we were creating our APIs.
One of these rules states that the android application is able to get
a piece of data (called a resource) when it links to a specific URL.
Each URL is called “a request” that triggers an operation on the
server while the data sent back to the android application client
is called “a response.”

The second tier corresponds to the Data Layer. This
specific layer handles a Microsoft SQL database management
system that provides secured access to application data.
Data is communicated through SQL stored procedures. A
stored procedure is a prepared SQL query that is stored
on the SQL server so that it can be reused repeatedly
by just calling and executing the stored procedure. Stored
procedures enhance security of the system and minimize
injections by ensuring that operations being performed are
allowed by the user. That means that ad hoc queries
and data modifications can be disallowed. This prevents
users from maliciously or inadvertently destroying data or
executing queries that impair performance on the server
or the network. Furthermore, stored procedures can reduce
network traffic by combining multiple operations into one
procedure call.

The system supports auditing mechanism by performing
security audits on every API call using audit trails and logs that
offer a back-end view of system usage. Audit trails and logs record
key activities, showing system threads of access, modifications,
and transactions.

Data is accessed on the Ambulance Data Units (Android
app)via secure API calls using in JavaScript Object Notation
(JSON) format that are implemented in ASP.NET user-interface
(view), data (model), and application logic (controller) (MVC)
environment. Once a paramedic user opens the android
application, he/she must provide valid credentials in order to be
authorized and authenticated by the system to access data. The
System administrator is responsible to create and provide valid
credentials to paramedics.

API calls support the following functions so as to facilitate
the communication with the app: (a) login, (b) get paramedic
information, (c) get active ambulance call, (d) insert information
regarding the patient(s) of an active call, (e) get ambulance calls
that were performed during the paramedic’s shift, (f) update call
information, and (g) send SOS alert. A related data exchange
flow that depicts interaction between the user and the two-tier
client-server architecture using REST APIs can be seen in the
corresponding swim lane diagram in Figure 4.

The system allows a paramedic to update information about
an ambulance call that was performed the last 6/12 h, based on
the corresponding shift duration, to update any information or
add missing information. Due to legal issues that might be raised,
ambulance response datetime and ambulance station departure
datetime fields, once recorded they cannot be updated. Moreover,
the system allows a paramedic to send an SOS alert to the
Ambulance call center directly from the app to call for help (this
can be used in cases where the paramedics face a thread from a
patient or other people located at the incident scene).

Ambulance Data Units
Ambulance data units are assigned specific Android devices
(Lenovo Tab E10) which are designated to ambulance vehicles
depending on the scheduled shifts. Each Android device
functions as an intermediary between the paramedics/ambulance
and the server responsible for data exchange. The application
running on each device is designed to record and update
information of incidents recorded for the first 6/12 h. Once 6/12 h
have passed since the creation of the incident, the information
gets hidden on the device, and thus no modification is allowed.
Tablet access is restricted only on the application for data
exchange, this secures any unwanted access to internet data or
applications which can cause serious problems to our system.

As depicted in Figure 2 in the Ambulance Data Unit (section
Results and Discussion), the application is divided into various
activities, which indicate when the fundamental transactions
occur between the user and the system. Once a connection to the
server has been established, the user is prompted to enter his/hers
credentials. The system will then authenticate the user.

Once authenticated, the user is presented with different
information according to their role (generic or not generic).
Generic users in the system exist for administrative use only,
whereas non-generic users are regular users, which are disparate

Frontiers in Digital Health | www.frontiersin.org 8 August 2021 | Volume 3 | Article 654234143

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Kyriacou et al. eHealth—Prehospital and Emergency—Covid-19

FIGURE 4 | eEmergency health care system data exchange swim lane diagram.

entities within the system. Before accessing incident data, non-
generic users will be prompted to enter their assigned station and
shift period. For generic users, their ID and ambulance number
is also required.

Incident data is represented in the form of a table and
is retrieved every time the user visits the incident selection
screen. Based on the date of creation, ambulance station name
and patients, users are able to recognize the incident of their
choice. Once an incident is selected, the user can navigate the
menu responsible for handling the records for each patient (see
Figure 5). Each incident is composed of patient incident records,
which can either be created or updated by the users. Through
the ambulance data unit, paramedics are able to record all data
regarding the incident. Screens used for recording of trauma,
drug administration and eye response evaluation are shown in
Figure 5. Deletion is possible only for records, which have been
stored statically/temporarily in the application, and thus do not
coincide with the contents of the database. If a patient record
has already been stored within the incident, it can be deleted
temporarily. The deleted data can be retrieved upon reentering
the selected incident.

Each patient incident record contains sensitive data, which is
sent in the form of a status report to a previously designated email
address. Users may also choose to send the report to more email
addresses, each corresponding to an ambulance unit. Completing
such information requires the utmost attention from the users.

RESULTS AND DISCUSSION

The presented system has been completed and has been in daily
practice routine for about 25months. The systemwas adopted for
daily practice after using it for 5 months as a test phase. During
these 5 months, the system was thoroughly tested, and any errors
were corrected. Additionally any minor additions requested by
the users were added.

Each incident in the system is tagged with various priority
levels, which are denoted with color codes. The color codes

are Red (Immediate response extremely urgent case), Yellow
(case with serious problems personnel can response up to
20min), Purple (denotes transportation of patient. This can
be a prescheduled transportation or a transportation from one
hospital to another), Green (case which can wait up to 3 h) and
black (meaning the person is dead). The number of incidents per
priority level can be seen in Table 2.

The test phase 1 was between 1st December 2018 until
30th April 2019. During this phase, the system recorded 23,386
cases out of which 6,739 cases (29% of total cases) were code
red cases as shown in Table 2. Soon after the test phase 1
the system entered the regular use in daily practice. This
is shown as phase 2. It started from May 1st 2019 until
the 29th of February 2020. This new timestamp was added
when Covid-19 incidents started appearing in Cyprus. The
number of incidents recorded during phase 2 from the system
were 46,574 out of which 14,584 were code red (31% of
total cases).

Soon after covid-19 cases started appearing in Cyprus (around
the beginning of March 2020). The system was dynamically
adopted in order to cover the new cases. This period started from
March 1st 2020 until now January 14th 2021 (when this paper was
submitted).The pandemic Covid-19 period is also divided into
two periods. The first wave of the pandemic starting from March
1st 2020 until July 31st 2020 and the second wave starting from
August 1st 2020 until the 14th of January 2020.

Comparing the different periods of observations it can be
seen that the percentages of priority levels of each phase are
similar except from the red and yellow codes. Red was reduced
while yellow was increased during the covid-19 and the lockdown
periods that took place. This is something observed through
systems of other countries also as shown in (13). Red incidents
still have a high percentage because of incidents like stroke and
heart attacks also shown in (14). Trauma cases (red code) were
reduced which explains the small reduction of this group. The
increase in yellow codes was expected as covid-19 calls increased
(these calls need special attention but are not at the urgency of
level red).
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FIGURE 5 | Some of the key screenshots of the GUI used to record incident data (A). Incident Evaluation for traumas (B). Medicine administered during

transportation (C). Incident evaluation based on for eye response.
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TABLE 2 | Total number of recorded incidents from 1st December 2018 until 14 January 2021.

Priority level Phase

1 (test)

%Phase 1 Phase 2 %Phase 2 Phase 3

(Covid-19

first wave)

%Phase 3 Phase 4

(Covid-19

secondwave)

%Phase 4 Total

Red 6,739 29% 14,584 31% 5,086 27% 5,423 23% 31,832

Yellow 9,739 42% 19,713 42% 8,561 45% 10,980 47% 48,993

Purple 6,237 27% 11,169 24% 4,923 26% 6,281 27% 28,610

Green 481 2% 771 2% 400 2% 449 2% 2,101

Black 190 1% 337 1% 179 1% 172 1% 878

Total 23,386 46,574 19,149 23,305 112,414

The division of the incidents is based on priority levels. Bold values emphasize the total values.

TABLE 3 | Recorded incidents during Covid-19 period, starting from March 1st 2020 until January 14th 2021.

Covid-19 first wave Covid-19 second wave

March

2020

April

2020

May

2020

June

2020

July

2020

August

2020

September

2020

October

2020

November

2020

December

2020

January

2020

Total

Covid-19 cases 230 613 100 53 88 403 256 2,474 6166 11,636 6,105 28,124

Emergency calls 3,739 3,174 4,061 3,823 4,352 4,202 4,285 3,990 3,882 4,767 2,179 42,454

Covid-19 calls 312 294 201 72 89 192 153 552 705 1,317 582 4,469

Percentage of Covid-19 8.3% 9.3% 4.9% 1.9% 2.0% 4.6% 3.6% 13.8% 18.2% 27.6% 26.7% 10.5%

Since March 2020, when the pandemic period started in
Cyprus, 4,152 emergency incidents regarding Covid-19 cases
have been recorded. The Covid-19 cases have been continuously
increasing because of the increased incidents recorded during
the second wave of the pandemic, which proved to be much
tougher to handle than the first wave. Based on the statistics
published by the government of Cyprus available on the page
of the World Health Organization (WHO) (15), the total cases
reported are 28,124 in total until January 14th 2021. In detail,
the total cases compared to the total emergency incidents and
covid-19 emergency calls are shown in Table 3.

Handling of covid-19 cases created the need for
communication and synchronization of the Ambulance
Department database and the Cyprus’ National Contact
Point eHealth (NCPeH) database. NCPeH enables seamless
cross-border care and secure access to patient health information
between European healthcare systems (16). This will correlate
the Patient Summary record of a given patient to be updated
automatically when a patient that is a verified Covid-19 incident
will be transferred by an ambulance vehicle. Additionally, the
Patient Summary will be updated accordingly to include all the
corresponding data of that patient, including bio-signals, current
medication, active problems and other medical information
that will be recorded by the paramedic using the Ambulance
data units.

CONCLUSION

The presented system has been successfully used for around
25 months without any major technical problems. One

of the main challenges of the system was to follow the
restructuring of operation procedures of the Ambulance
Department. The restructure caused a lot of changes such
as the creation of a central call center, the creation of extra
ambulance stations, introduction of newly established protocols
and others.

The design and implementation of the new digital system
was a challenge for our group. We had to follow the
restructure procedure and adapt according to the changes.
The general aim was to support the Ambulance Department
of the Ministry of Health in Cyprus. The key contribution
of this work is the design of an integrated system that
supports emergencies by allowing the dynamic assignment of
paramedics and ambulances to incidents during an emergency
andmonitoring the procedure from the moment a call is received
until a patient is delivered to a hospital. The main task is
to minimize mistakes and create a more effective emergency
handling system.

Appearance of Covid-19 and the start of the pandemic period
was another challenge that we had to phase with our ehealth
system. The stress on the emergency health care system was high
and all these procedures needed accurate and immediate data
exchange. This was also supported with success.
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The COVID-19 pandemic has created a huge burden on the healthcare industry

worldwide. Pressures to increase the isolation healthcare facility to cope with the

growing number of patients led to an exploration of the use of wearables for vital signs

monitoring among stable COVID-19 patients. Vital signs wearables were chosen for

use in our facility with the purpose of reducing patient contact and preserving personal

protective equipment. The process of deciding on the wearable solution as well as the

implementation of the solution brought much insight to the team. This paper presents

an overview of factors to consider in implementing a vital signs wearable solution.

This includes considerations before deciding on whether or not to use a wearable

device, followed by key criteria of the solution to assess. With the use of wearables

rising in popularity, this serves as a guide for others who may want to implement it in

their institutions.

Keywords: COVID-19, vital signs wearables, vital signs monitoring, digital health, digital solution

INTRODUCTION

A pneumonia of unknown cause was detected in Wuhan, and was first reported to World Health
Organization (WHO) on 31st December (1). The disease spread quickly and was soon characterized
byWHO as a pandemic on 11thMarch 2020 (2). The first case of COVID-19 infection in Singapore
was detected on 23 January 2020. By 18 November, the number of cases has risen to 58,135, with
28 fatalities (3). Consequently, the healthcare industry met with various challenges. The need for
healthcare facilities and healthcare workers (HCWs) rose rapidly (4). Demand for equipment,
personal protective equipment (PPE), medications, and consumables rose so quickly that supply
chains struggled to meet them.

With rising cases of COVID-19, facilities were converted/created to care for them
(4). There was a need to monitor more patients with less HCWs while preserving
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PPE. It was also necessary to ensure that healthcare remains
cost effective. Additionally, easing the strain on HCWs to avoid
burnout was a major consideration given the extended duration
of this pandemic. Exploration of the use of vital signs wearables,
which begun a few years ago, was accelerated during this period
in attempt to meet these needs.

This paper presents an overview of factors to consider in
implementing a vital signs wearable solution during an infectious
disease outbreak. In the age where the use of wearables is
expected to rise, these learnings may prove useful for those
implementing them in the future.

PURPOSE AND SUITABILITY OF

WEARABLES

Vital signs wearables are devices worn for continuous and non-
invasive monitoring of vital signs (5). Once attached to the
patient, remote and tetherless monitoring occurs (5), reducing
the contact of nurses with infectious cases and reducing the
workload of performing vital signs measurements manually.

Before deciding which wearable device to use, the purpose
and suitability of wearables in the specific clinical environment
should be considered. This depends on the severity and
contagiousness of disease, as well as availability of manpower.
Contagiousness of disease refers to how easily it spreads. It
is influenced by multiple factors including but not limited to
the infectious period, mode of transmission, and ability of the
pathogen to survive outside of a host. Refer to Figure 1 for a
decision guide on the suitability of wearables.

Patients with higher severity of illness are unlikely to be
highly mobile. Hence traditional bedside monitors rather than
wearables may be more suited. Traditional bedside monitors are
not affected by poor WIFI/Bluetooth signal strength [a common
limitation for wearables (6)], this is a more reliable form of
monitoring for patients requiring close monitoring.

For patients with mild illness, wearables may be considered
as they are mobile (6). In a situation with high manpower and
no contagious disease, spot monitors may suffice. If manpower is
low with no contagious disease, wearables could be used for mass
and remote monitoring, relieving nurses of the task of manually
taking parameters.

If the disease is highly contagious, wearables could be
deployed regardless of manpower availability to minimize
patient-nurse contact, reducing the exposure of the nurse to the
contagion while preserving PPE.

In our case, the use of wearables was in an isolation setting
with low severity of illness. Patients were confirmed or suspected
COVID-19 cases with low risk for complications. They presented
with mild symptoms, had no other medical conditions and could
independently perform activities of daily living (ADLs). Due to
the increased need for nurses as well as the expected mild illness,
the nurse: patient ratio in our setting was lower than that of
a general ward. Additionally, COVID-19 is highly contagious.
Hence, the decision was made to use wearables with the purpose
of patient monitoring while minimizing nurse-patient contact
and to preserve PPE, not for early detection of deterioration.

CRITERIA TO DETERMINE SUITABILITY

OF THE WEARABLE VITAL SIGNS

MONITORING SOLUTION

Once decided that a wearable solution is suitable, a myriad
of factors influence the selection of the specific solution. Key
criteria to consider are: device functions, fidelity of the product,
operational requirements, cyber security, cost effectiveness
and sustainability. Refer to Figure 2 for an overview of the
criteria involved.

Device Functions
Device functions refers to the specifications of the device in terms
of its physiological measures [e.g., heart rate (HR)], as well as
its form factor. Required functions largely depend on the nature
of disease.

Measurements
There are solutions for capturing full sets of vital signs: HR,
respiration rate (RR), oxygen saturation (SpO2), temperature,
and blood pressure (BP). An example would be the ViSi mobile
by Sotera. However, it requires the patient to be strapped onto
multiple devices which is not ideal (discussed further in the next
section). Therefore, prioritization of vital signs is paramount.

In our case, as COVID-19 is a respiratory disease, monitoring
of RR (7), and SpO2 is important for quick recognition of
deterioration (8). HR is also essential as changes in HR occurs
as a compensatory mechanism in the early stage of clinical
deterioration (9). Therefore, HR, RR, and SpO2 were prioritized
to require close monitoring and the solution we selected
measured those parameters.

BP and temperature were measured for our patients at regular
intervals (e.g., 4 hourly/6 hourly), rather than continuously. This
is because BP is usually not the first vital sign to respond during
a deterioration (9), and frequent temperature monitoring for
adults with normal thermoregulation is usually not mandated
(10). These measurements were timed to be performed when
the nurse entered the room for other purposes. This could be
done without compromising on patient safety as our patient
population was at low risk for complications.

Form Factor
Wearable devices come in many forms including smart watches,
chest patches, and pulse oximeters (11). An ideal wearable should
have maximum functionality with minimum burden (12). In our
population where patients were ADL independent, devices that
do not restrict movement were preferred. Comfort of the device
ensures compliance on the patients’ part. An uncomfortable
device may lead to frequent removal, adding burden on nurses
to repeatedly troubleshoot the lack of vital signs readings.

Considering the prioritized measurements and form factor,
the Masimo SafetyNetTM solution was used in our setting (refer
to Figure 3). The Radius PPGTM senses the patient’s vital signs.
The readings are then reflected on the Masimo SafetyNetTM

application as well as on a clinician portal at the nurses’ counter.
The Radius PPGTM is designed to provide accurate pulse

oximetry in the presence of motion and low perfusion (13). It
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FIGURE 1 | Decision on whether a vital signs wearable is suitable.

also provides a RR derived from phlethysmography (13). An
automated measurement of RR is beneficial as RR changes are
seen early in deterioration, yet it is often deemed least important
by nurses and it is tedious to manually count it (9). The Radius
PPGTM is light weight. In a survey of 37 patients, 83.8% agreed or
strongly agreed that it was comfortable to wear, and 89.2% agreed
or strongly agreed that it did not restrict their movement.

One limitation of the Radius PPGTM was that it had
to be removed before a shower. However, it was easy for
patients to replace it afterwards following the instructions on a
poster provided.

Fidelity of the Product
Wearables available in the market range from commercial
grade to medical grade to research grade (11). A device is
considered medical grade if it fulfills the regulatory requirements
of the region where it is used. For instance, Food and Drug
Administration (FDA) in the United States which evaluates
effectiveness of the device and its risk for harm (14), European
CE mark that affirms the device meets high safety, health and
environmental protection requirements (14) and Health Sciences
Authority in Singapore.

Duration to Implementation
For use in a healthcare setting, a medical grade device is required.
As time is required for validation of new devices as well as for
obtaining regulatory requirements, quick deployment during a
pandemic demands for wearables that are medical grade. As a
note of caution, devices marketed to be medical grade may only
have some (not all) of their parameters clinically validated. For
instance, Everion by Biofourmis is marketed to be medical grade
(15). However, only HR and SpO2 are clinically validated vital
signs while heart rate variability and RR are not (15). Care should
be taken to ensure all vital signs prioritized by the medical team
have been clinically validated.

Availability of Supply
Surges in demand for medical devices coupled with supply chain
disruptions caused some medical grade devices to be unavailable.
For example, Canada faced a supply mismatch in pulse oximeters
during this pandemic (16). In some cases, a commercial grade
device may be deployed due to the lack of a better option. In such
cases, a safety net should be in place. The institution should make
available some medical grade devices (not necessarily wearables)
for rechecking purposes if the patient’s vital signs were recorded
to be out of range on the commercial grade device, or if the
patient reports to be unwell.
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FIGURE 2 | Overview of criteria to determine suitability of a wearable vital signs monitoring solution.
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FIGURE 3 | Masimo SafetyNetTM (1) (Reproduced with permission from Masimo).

Operational Requirements
Ease of Use
To facilitate training and prevent errors, the solution should be
simple. It should enhance the workflow instead of creating an
additional burden.

Some practical questions for considerations are as follows:

• Is the wearable device easy to apply?
• Can the patient easily reapply it if it has to be removed for

a shower?
• Is the monitoring dashboard clear? Can it be customized?
• How are notifications of abnormal vital signs displayed?
• Is there a sound to alert nurses of an abnormal vital sign?
• Is the monitoring dashboard viewed from an existing intranet

environment or will it require separate devices connected to
the internet for viewing? (Each of these decisions will require
its own cybersecurity assessment).

IT Support
A support structure should be emplaced. Nurses should
have ready access to help when technical difficulties
are faced. The IT support should consist of staff within the
hospital (who can respond quickly), as well as personnel
from the company (who will be able to troubleshoot more
technical issues). Use of products with a local support office
is preferred.

It is also advisable to involve the IT and informatics team from
the start of the project.

In our implementation, a common reason for troubleshooting
was that the vital signs were not reflected on the clinician
portal. Initially, the most common reason was that the battery
of the Radius PPGTM ran out. Subsequently, we learnt that if
the mobile device was not in use for a prolonged duration,
the Bluetooth of the mobile device goes to sleep cutting off

the connection between the sensor and the mobile device. This
was the main limitation experienced during this implementation
as the nurse would need to enter the room to turn on the
application in order to continue monitoring the patient. Our
team was informed that all current mobile devices turns off
Bluetooth after prolonged inactivity. Hence, this is a limiting
factor to consider for the use of any wearables relying on
Bluetooth connection to a mobile device till future developments
resolves this.

Disinfection
The device has to withstand disinfection procedures as per
institution’s guidelines. In our institution, disinfection with
Ultraviolet (UV) treatment or Hydrogen Peroxide Vaporization
(HPV) is required for areas or items used by patients who are
COVID-19 positive to prevent cross contamination.

Wearables may be disposable or reusable (with rechargeable
batteries/disposable batteries). Reusable wearables need to be
removed from the room for charging at regular intervals.
However, if the patient is not discharged by then, the device
which have not undergone UV or HPV treatment cannot
be removed from the room for charging. Hence, disposable
wearables are preferred. Disposable wearables vary in their
battery life. A longer battery life reduces frequency at which they
need to be replaced. However, the battery life should not be much
longer than the expected length of stay to minimize waste.

If reusable devices are used, disposable batteries would
be preferred over rechargeable batteries for the same reason
mentioned above. Ease of cleaning should also be considered.
Wireless devices without grooves and without materials difficult
to disinfect (e.g., Velcro) would be preferred.

For the Masimo SafetyNetTM solution, the Radius PPGTM

is disposable with a reusable chip. In our setting, the
reusable chip was wiped with 70% isopropyl alcohol (as per
manufacturer’s instructions) and undergone UV treatment as per

Frontiers in Digital Health | www.frontiersin.org 5 September 2021 | Volume 3 | Article 639827152

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Fan et al. Use of Vital Signs Wearables

our institution’s requirements. It was a small chip without many
grooves and it was easy to clean.

Alerts and Alarms
A platform displaying each patient’s vital signs at a remote
location (e.g., the nurses’ station) will be beneficial. The platform
should alert nurses to any abnormalities.

Safeguards must be in place to ensure that no deteriorating
patient is undetected. Customisable alarm thresholds are
necessary to prevent unacceptably high number of alarms (17),
preventing alarm fatigue. Customisable dashboards to support
operational processes will also be beneficial.

Alarm management is challenging when continuously
monitoring patients who are ADLs independent. Traditional
vital signs thresholds were set for vital signs taken at rest.
However, patients who are ADLs independent may be moving
or talking causing artifacts which are one of the biggest problems
in data evaluation (5). Although some studies suggest that
continuous monitoring with automated alerts improves patient
outcomes (6), alarm fatigue could be counter-productive. To
prevent alarm fatigue, patients who are relatively well with
low risk for complications should have regular rather than
continuous monitoring.

Even though most wearable solutions offer continuous
monitoring, the purpose for wearables in our situation was
not meant for that purpose. As mentioned, our aim was to
minimize contact between nurses and patients. Therefore, staff
should not be additionally burdened to continuously monitor
the patients just because the wearables are able to do so.
Rather, adjustments to work processes should be made to
maximize the benefits of technology without increasing the
burden on staff. For instance, protocol may require nurses
to check the wearables recordings at fixed intervals rather
than continuously.

Cyber Security
Cyber security is the practice of defending computers,
servers, mobile devices, electronic systems, networks, and
data from malicious attacks. As healthcare information are
highly sensitive, confidentiality is paramount. All patient
identifiers and health information should be protected (18).
Therefore, the implementation of the wearables necessitates the
following:

• Device security of any mobile devices that are used to collect,
store, or transmit information;

• Secure data transmission and storage- Data transmission and
data at rest have to follow relevant security guidelines (e.g.,
Health Security Instruction Manual). Data stored in the cloud
has to be anonymised to reduce exposure risks of 3rd party
product (18).

• Proper account provisioning and management; patient re-
identification governance process; data backup and device
fidelity are also important hygiene considerations.

Other important risks include malicious hacking to corrupt or
alter data collected, introduction of malware that impairs the

performance of the device, or the devices being used as portals or
mediums for cyber criminals to gain access to enterprise digital
assets such as the Electronic Medical Records (EMR) system.

In our institution, EMR and other enterprise IT
systems are connected to a private, secured network,
not the Internet, as governed by the public healthcare
IT policies. Ideally, the wearables solution should sit
within this secured network for enhanced cybersecurity
and work processes. If the solution was within the
secured network and integrated with the EMR, readings
from the wearables would be directly charted into the
EMR without transcription errors or additional effort
from nurses. In addition, full patient identification (e.g.,
name and registration number) may be viewed for easy
patient identification.

However, most wearable solutions are designed to store data in
a public cloud. Hence, they require internet access. Furthermore,
time is required to architect a secured solution to interface data
from the wearables solution to the EMR system. These reasons
ruled out our preference of sitting the wearable system in the
secured network.

Working with our Chief Information Security Officer
(CISO) and IT teams, we arrived at a quick implementation
of an internet enabled solution. To maintain cyber
security, the wearables solution was a stand-alone system
with no patient identifiers within it. Pseudo IDs were
used to mitigate risks associated with cybersecurity. All
functions in the mobile device except those required
for the solution to work were locked down to prevent
usage habits from sabotaging security of the device or
software system.

Another possible scenario without syncing the wearables
solution with the EMR systems would be for vital signs to
be measured and self-charted by patients onto a platform that
can be accessed by the nurses. This is not recommended as
there are some major limitations. A similar approach was
carried out in some community isolation facilities (CIFs) in
Singapore. CIFs isolated patients with very mild symptoms
not requiring hospital stay. These patients were provided
with vital signs monitoring devices (not wearables) and were
required to self-chart their vital signs. Challenges faced were
that some patients confused the PR with SpO2 and entered
“PR = 99 bpm, SpO2 = 60%,” instead of the other way
round. Patients may also measure their vital signs after physical
activity, leading to a high number of false alerts being sent
to clinicians.

Cost Effectiveness
It is unclear when the pandemic will end. Hence, the solution
needs to be cost effective. Severity of illness, quantity required,
aims of monitoring using the wearables should be taken into
consideration in determining its cost effectiveness.

Sustainability
To prevent wastage, potential uses of the wearables after the
pandemic should be contemplated during the selection of
the solution. Suggestions for future use of wearables would be for
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research purposes or for feasibility trials in the management of
other groups of patients (such as outpatients or patients enrolled
in a hospital at home program). If the use of that wearable
device proves successful, plans could be made to integrate the
wearables system with the EMR within the secured network, and
to implement its use across the institution.

CONCLUSION

The use of vital signs wearables can be expected to rise with
the ongoing advancement in technology. Although this list of
considerations is not exhaustive, this may be a starting point for
those looking to implement a wearables solution in their area.
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Background: Participation in cardiac rehabilitation (CR) is recommended for all patients

with coronary artery disease (CAD) following hospitalization for acute coronary syndrome

or stenting. Yet, few patients participate due to the inconvenience and high cost of

attending a facility-based program, factors which have been magnified during the

ongoing COVID pandemic. Based on a retrospective analysis of CR utilization and cost

in a third-party payer environment, we forecasted the potential clinical and economic

benefits of delivering a home-based, virtual CR program, with the goal of guiding future

implementation efforts to expand CR access.

Methods: We performed a retrospective cohort study using insurance claims data from

a large, third-party payer in the state of Pennsylvania. Primary diagnostic and procedural

codes were used to identify patients admitted for CAD between October 1, 2016, and

September 30, 2018. Rates of enrollment in facility-based CR, as well as all-cause and

cardiovascular hospital readmission and associated costs, were calculated during the

12-months following discharge.

Results: Only 37% of the 7,264 identified eligible insured patients enrolled in

a facility-based CR program within 12 months, incurring a mean delivery cost

of $2,922 per participating patient. The 12-month all-cause readmission rate

among these patients was 24%, compared to 31% among patients who did

not participate in CR. Furthermore, among those readmitted, CR patients were

readmitted less frequently than non-CR patients within this time period. The average

per-patient cost from hospital readmissions was $30,814 per annum. Based on

these trends, we forecasted that adoption of virtual CR among patients who

previously declined CR would result in an annual cost savings between $1 and $9

million in the third-party healthcare system from a combination of increased overall

CR enrollment and fewer hospital readmissions among new HBCR participants.
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Conclusions: Among insured patients eligible for CR in a third-party payer environment,

implementation of a home-based virtual CR program is forecasted to yield significant cost

savings through a combination of increased CR participation and a consequent reduction

in downstream healthcare utilization.

Keywords: mobile health, virtual care, cardiac rehabilitation, economic impact, coronary artery disease

INTRODUCTION

Cardiac rehabilitation (CR) is recommended for patients with
coronary artery disease (CAD) to reduce the risk of hospital
readmission and cardiovascular (CV) death after an acute
myocardial infarction (MI) or coronary procedure (1, 2). Despite
the benefits, fewer than 20% of eligible patients enroll in center-
based CR (CBCR) (3). Limited program availability, distance,
and high cost make attending CBCR—typically delivered over
12 weeks with thrice weekly sessions—burdensome to patients
and these factors all contribute to low participation (4). There is
a clear need to develop effective and patient-centric alternatives
to expand CR access for eligible patients (4). This need has only
been magnified by the emergence of new safety considerations
for higher-risk patients from travel and social exposure as well as
the need for many CBCR programs to operate on more restricted
schedules and reduced patient appointments during the ongoing
COVID pandemic.

One proposed alternative is virtual, home-based cardiac
rehabilitation (HBCR) which combines self-led exercise training
with health coaching and remote patient monitoring, often
through a mobile health platform (5). HBCR has been shown to
be non-inferior to facility-based CR in large meta-analyses and
is supported by clinical practice guidelines with a Class IIa (i.e.,
reasonable alternative) recommendation for patients who are
unable or unwilling to participate in a facility-based program (6–
8). Aside from fully integrated, risk-bearing healthcare systems
such as Kaiser Permanente (KP) and the Department of Veterans
Affairs (VA), widespread adoption of HBCR has remained poor
among systems operating within third-party payer environments
due to limited reimbursement (5, 6, 9–11).

MULTIFIT is an evidenced-based HBCR model with
demonstrated success in reducing readmissions and adverse
events in CAD patients and this program has been widely
adopted among integrated care networks such as KP
(Figure 1) (9, 10). MULTIFIT is a 12-week, nurse-mediated
case-management program that delivers guideline-based
recommendations for comprehensive CAD risk factor
modification through remote encounters (12). During each
virtual visit, a nurse manager provides counseling on and sets
goals for exercise, smoking cessation and dietary modification
using patient-derived algorithms that have been previously
described (9). Among CAD patients within KP of Northern
California, enrollment inMULTIFIT led to significant reductions
in hospital readmission (49%), recurrent MI (58%), and all-cause
mortality (53%) (13). More recently, MULTIFIT has been
successfully implemented within the VA through a mobile
health platform with high retention (90% at 30 days, 62%
at 90 days) and high patient satisfaction (80%) (5). Still, the

FIGURE 1 | The MULTIFIT model of home-based cardiac rehabilitation.

feasibility of delivering MULTIFIT as a virtual CR program
within commercial payer environment remains unknown. Here,
we evaluated the potential clinical and economic feasibility of
implementing a virtual HBCR program based on MULTIFIT in
a third-party payer system.

METHODS

Among eligible patients admitted for a CAD related diagnosis or
procedure, our objectives in this retrospective cohort study were
to (1) describe the current rates of CBCR enrollment and hospital
readmission within 12 months after discharge, (2) calculate
healthcare delivery costs including CBCR delivery, all-cause and
CV related readmission, and (3) estimate the economic impact
of implementing a MULTIFIT-based virtual HBCR program
within a third-party payer system. For the economic feasibility
calculation, we hypothesized that virtual HBCR adoption would
generate economic savings through a combination of increased
CR adoption from new patients that would have not otherwise
participated in CR and subsequent downstream savings from
reduced hospitalizations. The additional cost for new HBCR
participants would therefore be outweighed by the savings that
would result from improved downstream clinical outcomes.
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Data Sources
We retrospectively analyzed data from Highmark Health,
a non-profit health care organization providing insurance
coverage primarily throughout Pennsylvania, West Virginia, and
Delaware. Claims data were derived from commercial, Medicare
Advantage, and Medicare Supplemental insurance plans. Costs
included in this report refers to allowed amounts, or the
maximum possible payment that the insurance plan could be
obligated to make to medical providers for services rendered.

Population
Our population of interest included patients aged 18+ years with
an index hospitalization for a CAD-related primary diagnostic or
procedural code (e.g., CABG or PCI) between October 1, 2016,
and September 30, 2017 (see Supplementary Table 1 for full list
of codes). Patient insurance claims were examined post-discharge
for an additional 12-months (through at latest September 30,
2018) to measure CR enrollment and readmission rates. We
included all members who met eligibility criteria regardless of
their primary state of residence; most Highmark members live in
Pennsylvania, Delaware, and West Virginia, but members span
all 50 US states. We only included patients with continuous
enrollment in an eligible insurance plan for the 12 months
following discharge to obtain complete follow up information.
Federal Employee Program (FEP) members were excluded due
to limitations in use of their claims data.

CR Participation Rates
CR participation rate was defined as the percent of patients who
had at least one insurance claim for an outpatient CR session
during the 12-months follow discharging. For each patient, we
also calculated the days between discharge and the initial CR
session (CR enrollment lag) and the total number of CR sessions
attended. We used z-tests to compare CR participation rates
across subgroups (e.g., men vs. women).

Healthcare Utilization and Hospital

Readmission Rates
All-cause and CV-related readmission rates were calculated at
monthly intervals up to 12-months post-discharge. We defined
each hospital readmission by the presence of at least one
inpatient insurance claim using billing codes indicating claim
type (e.g., inpatient, outpatient) and place of service (e.g., hospital
inpatient, urgent, or emergency care); emergency department
and observation admissions were excluded. We identified CV-
related encounters using “Major Diagnostic Category” codes in
the insurer database. We used z-tests to compare the cumulative
proportion of CR participants and non-participants who
experienced hospital readmission at each monthly interval. We
used t-tests to compare themean number of hospital readmission
episodes among patients who were readmitted at least once
between the CR participant and non-participant groups.

CR and Healthcare Costs
Per-patient healthcare costs for CBCR delivery were calculated
from claims data. Per-patient HBCR cost was set at $1,550,
based on the commercial price of the Movn platform (Moving

Analytics, Los Angeles, CA; note that this value is akin to
an allowed amount from an insurance perspective—it is the
maximum amount the insurer would typically have to pay for the
medical service—and is therefore comparable to our calculated
cost of CBCR). To provide an initial check on generalizability for
CR costs, we obtained national CBCR costs from claims incurred
between January 1, 2017, and December 31, 2018, using the Blue
Health Intelligence (BHI R©) National Data Warehouse Analytical
DataMart (ADaM), a database of insurance claims populated
with contributions from private payers within the Blue Cross
Blue Shield Insurance Network across all 50 US states. Episodic
costs for all-cause and CV-related readmissions during the 12-
month follow up period were also calculated using claims data.

Clinical and Economic Forecasts
We conducted a clinical and economic analysis of HBCR
implementation by forecasting scenarios in which: (a) some of
the patients who did not originally participate in CBCR chose
to participate via HBCR, and (b) this group of patients showed
a lower rate of hospital readmission (14). We used previously
published MULTIFIT data as a guide to define these scenarios
and hypothesized a net savings as a result of (a) and (b) (12,
15, 16). We further conducted sensitivity analyses to examine
the robustness of these forecasts to potential fluctuations in per-
patient hospital readmission costs based on the data observed in
the current study.

Study Design and Oversight
Moving Analytics provided funding for the study through a
contract with the VITAL Innovation Program at Highmark
Health. The study was designed by Highmark Health
in consultation with the sponsor. Highmark Health had
unrestricted access to the study data and was responsible for
data collection and analysis. Data were analyzed by two authors
who are employed by Highmark Health (AW and KR). The
sponsor and its affiliated authors (AH, AA, & HV) did not have
access to the study data and participated in data interpretation
only. The first and second authors (AH and AW) drafted the
manuscript. The trial was approved by the IRB at Highmark
Health and informed consent was waived for the retrospective
claims analysis.

RESULTS

CR Participation and Delivery Costs
Figure 2 displays a flowchart for patient identification and CR
participation. We identified 7,264 unique inpatients who were
eligible for CR (mean age = 67 ± 12.9 years; 67% men). CR
participation was only 37% within 12 months of discharge (n
= 2,663) with a mean enrollment lag of 49 ± 49 days. CR
participants attended a mean of 23 ± 13 sessions with a mean
per-patient allowed cost of $2,922 ± $2,413. Comparatively,
data from BHI R© ADaM demonstrated a mean annual cost of
$2,870 per patient-member, speaking to the generalizability of
our observed mean CBCR delivery cost.

Among subgroups, men participated at a higher rate than
women (40 vs. 29%; z = 9.37; p < 0.001). CR participation
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FIGURE 2 | Patient flowchart.

FIGURE 3 | Readmissions rates from the CAD population. (A) CV Readmission. (B) All-cause Readmission.

was higher among patients <60 years of age (43 vs. 34%
in those >60 years; z = 7.04; p < 0.001); consistent
with this finding, participation was also higher in patients
with commercial compared to senior-oriented (e.g., Medicare
Advantage) insurance plans (42 vs. 31%; z = 9.42; p < 0.001;
see Supplementary Tables 2, 3).

Readmission Rates and Cost
Cardiovascular-related readmission rates were lower among CR
participants than non-participants beginning at 6-months post-
discharge (11.5 vs. 10%; z = 2.01, p = 0.045; see Figure 3A),
a trend which continued until the 12-month time point

(13 vs. 17%, z = 3.84, p < 0.001). An even earlier divergence was
seen for all-cause readmission rates, which were lower among CR
participants (vs. non-participants) beginning at 3-months post-
discharge (11.7 vs. 13.9%; z = 2.70, p = 0.007; see Figure 3B)
a difference that persisted until 12-months (24 vs. 31%, z
= 6.61, p < 0.001). Furthermore, among patients who were
readmitted, CR participants were readmitted less frequently than
non-participants [1.48 ± 0.95 vs. 1.74 ± 0.35 readmissions;
t(2, 084) = 4.42; p < 0.001; see Supplementary Table 4 for the
most frequent readmission etiologies]. The mean per-patient,
per readmission allowed amount did not differ significantly
between the CR and non-CR groups [$32,164 vs. $30,213;
t(2, 084)= 0.61; p= 0.55].
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Economic Analysis
HBCR would offer a viable option for the 63% of patients in
our sample who declined facility-based CR. If some patients
were to take this option, overall CR participation rate would
increase, and hospital readmissions and associated costs would
likely decline. We projected the economic impact of offering
HBCR in a third-party payer population by modeling nine
hypothetical scenarios which varied on: (a) the rate at which the
4,601 patients who previously declined CR enrolled in HBCR,
and (b) the hospital readmission rate among this group of new
HBCR participants.

To best anchor our economic forecasts for the Movn
virtual program, we primarily relied on published data from
prior MULTIFIT trials which represented the evidence base
upon which Movn was developed. For HBCR enrollment, the
“Pessimistic” scenario was set to reflect extremely low uptake
(i.e., 10%), as this would imply a nearly complete rejection of the
hypothesis that Movn would significantly increase enrollments.
Subsequently, we set the “Conservative” scenario to closely
match the lowest reported enrollment rate from prior MULTIFIT
studies [41% from Levin et al. (16), and the “Optimistic” scenario
was set to closely match the highest reported enrollment rate in
prior MULTIFIT studies (80% in Landis et al. and 83% in DeBusk
et al.)] (12, 15).

We applied similar rationale to determine our projected
hospital readmission rates, again basing these values on
the current state of readmissions at Highmark as well as
previously published data from MULTIFIT. For each of the 3
scenarios (Pessimistic, Conservative, Optimistic) we performed
3 separate projections for possible readmission rates set to “Low,”
“Moderate,” and “High.” We set the most pessimistic possible
outcome (i.e., “High” rate of readmissions) to closely match the
current state of hospital readmissions following center-based
CR enrollment at Highmark (i.e., 24% based on our current
data). The “Low” readmission rate was set to closely match the
best/lowest reported readmission rate – we were limited with
the existing published MULTIFIT studies as none previously
reported on readmissions rates, hence we relied on published
rates from the 2015 Cochrane review (which is now updated
to the 2017 version by Anderson et al.). In both systematic
reviews, the lowest reported readmission rate following anHBCR
intervention was 8% (from Jolly 2007) which we rounded up to
10% for the “Low” readmission rate projection. The “Moderate”
readmission rate projection was set to a value in between the
“Low” and “High” estimates (i.e., 17%) (14, 17).

For each of the nine scenarios (3 CR participation rates∗3
readmission rates), we compared the projected annual cost to
the current annual medical cost of $72.1 million in our sample,
which included (a) $28.5 million for delivery of facility-based CR
to 2,663 patients and (b) $43.6 million for hospital readmission-
relatedmedical treatment for 2,087 patients. A projected cost that
fell below $72.1 million would indicate a projected net savings
under HBCR implementation.

We projected a median savings of $4.5 million across
scenarios (see Table 2). Projected net savings varied
considerably, increasing as the rate of HBCR increased and
as the 12-month hospital readmission rate decreased. For

TABLE 1 | Variables used in economic impact analysis.

Category Scenario 1

(Pessimistic)

Scenario 2

(Conservative)

Scenario 3

(Optimistic)

HBCR CR participation rate 10% 40% 80%

Patients

Facility-based CR 2,663 2,663 2,663

HBCR 460 1,840 3,681

Non-CR 4,141 2,761 920

CR cost

Facility-based ← $2,922 [$2,830,$3,013]→

HBCR ← $1,550 [Fixed]→

Readmission cost

CR Patients ← $32,164 [$28,787, $35,540]→

Non-CR Patients ← $30,213 [$26,276, $34,151]→

Readmission rate

Low 10% 10% 10%

Moderate 17% 17% 17%

High 24% 24% 24%

Cost values are mean [95% Confidence Interval].

←→ indicates that a value is constant across all three scenarios.

example, at 10% HBCR participation and 24% readmission
rate (identical to the current observed rate of 24%),
projected savings were just $98,000, whereas projected
savings were $17.3 million at 80% participation and 10%
readmission rate.

Sensitivity Analyses
Episodic hospital readmission costs showed considerable
variability across patients, which could affect the result of our
economic analysis (see Table 1). As a sensitivity analysis, we
therefore ran two additional economic forecasts to account
for potential fluctuation in hospital readmission cost in future
cardiac care samples and/or in other payer environments.
Under a “best case” economic outcome, we set the per patient
readmission cost at $28,787 for CR patients (i.e., the low end
of the 95% confidence interval for this value) and at $34,151
for non-CR patients (i.e., the high-end of the 95% confidence
interval). Not surprisingly, this scenario yielded healthy
projected annual savings, with a median of 7.9 million, never
falling below $1.0 million, and ranging as high as $23.1 million
(see Table 2).

Conversely, under a “worst case” economic outcome, we set
the per-patient readmission costs at $35,540 for CR patients and
$26,276 for non-CR patients (i.e., the high- and low-ends of
the 95% confidence intervals, respectively). This scenario yielded
a more mixed financial picture. At 10 and 17% readmission
rates, we still projected savings that were often substantial (range:
$300,000–11.6 million). In contrast, at 24% readmission rate, we
projected a net cost to the healthcare system (range: $ –$800,000
to –$6.7 million; see Table 2). Note that the projected net cost
at 24% readmission rate became larger with higher participation
in HBCR, because HBCR patients in this scenario would incur
costs both to pay for their cardiac rehab and to cover costs for
their relatively high hospital readmission rate.
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TABLE 2 | Results of economic impact analysis.

Category Scenario 1

(Pessimistic)

Scenario 2

(Conservative)

Scenario 3

(Optimistic)

HBCR

participation rate

(anticipated)

10% 40% 80%

Projected annual cost

Facility-based CR

patients

← $28.4→

Non-CR patients $39.3 $26.2 $8.7

HBCR patients

Readmission rate

10% $1.5 $8.8 $17.5

17% $3.2 $12.9 $25.8

24% $4.3 $17.1 $34.1

Projected total annual cost

Readmission rate

10% $69.2 $63.4 $54.7

17% $70.9 $67.5 $63.0

24% $72.0 $71.7 $71.3

Projected net savings

Readmission rate

10% $2.8 [$2.1, $3.6] $8.7 [$5.8, $11.6] $17.3 [$11.6, $23.1]

17% $1.1 [$0.3, $2.0] $4.5 [$1.2, $7.9] $9.0 [$2.4, $15.7]

24% $0.01 [$ −0.08, $1.0] $0.4 [$-3.4, $4.2] $0.8 [$-6.7, $8.3]

Projected costs/savings are in millions of dollars. Projected net savings compares the

projected total annual cost under each modeled scenario to the current total annual cost

of $72.1 million. 95% confidence intervals for projected net savings are taken from the

above sensitivity analysis.

DISCUSSION

Our study shows that multidisciplinary CR remains significantly
underutilized in population of 7,264 commercially andMedicare-
insured beneficiaries with a CAD-related index hospitalization
within a large third-party payer environment. Notably, the
observed participation rate of 37% falls far below national
initiatives to achieve≥70% participation by 2022 (18), suggesting
that inventive efforts, such as virtual HBCR, are needed to
increase participation. Even if facility-based programs become
increasingly available, ongoing concerns regarding CAD patients’
safety during the COVID pandemic may continue to restrict
availability (19).

We also forecasted the impact of offering HBCR to the 4,601
patients in our sample who originally did not participate in
facility-based CR, by modeling (a) the rate at which the 4,601
patients who previously declined CR choose to participate in
HBCR, and (b) the hospital readmission rate among this group
of new HBCR participants. We projected a median annual
savings of $4.5 million through a combination of increased CR
participation and reduced hospital readmissions among new
HBCR participants. These modal projections reflect the most
plausible assumptions of a 40% HBCR participation rate and
a 12-month hospital readmission rate for HBCR participants

of 17% (see Table 2). Sensitivity analyses suggested that savings
ranging from $98,000 to $17.3 million may theoretically be
seen depending on local variations in HBCR enrollment and
readmission as seen in prior studies (12, 14–16). Conversely,
sensitivity analyses also helped to identify a boundary condition
to the projected net savings, namely if the readmission rate
among HBCR participants remains at or above our observed
rate of 24% among CBCR participants, and if per-episode
costs hospital readmission are higher than expected among all
CR participants.

One benefit of HBCR therefore is cost-effectiveness, given
that home-based programs provide a relatively inexpensive
alternative to facility-based care ($1,550 vs. an average of $2,922
per-patient in our analysis). Several previous trials have shown
a reduction in cardiac morbidity and hospital readmission
as a result of facility-based CR participation (20, 21). Yet,
these positive clinical outcomes can be partially offset by
high investment and capital expense required for personnel,
equipment, and space, thereby preventing the health system
from realizing maximal benefits of traditional CR across large
populations (22).

Another potential benefit of HBCR is a reduction in
enrollment wait times as delays in enrollment are associated
with mitigated benefits of CR following acute MI and CABG
surgery (23, 24). Prior studies have shown that for every day
that passes after hospital discharge, there is a ∼1% decrease in
CR participation (5). Among the factors associated with longer
wait times include being employed and longer drive times to
CR, both of which reduce the convenience of participation
(24). Early enrollment within 21 days of a qualifying event is
therefore an important quality metric that results in increased
CR participation and maximizes its potential benefits for eligible
patients (6). Indeed programs that feature early enrollment in
home-based CR have been shown to improve functional status
and quality of life, both of which are linked to improvements in
long-term outcomes following CR (6, 25). In the present study
we observed an average latency of 49 days between hospital
discharge and enrollment in facility-based CR, with <25% of
CBCR participants enrolling within 21 days following discharge,
thus highlighting the need for novel interventions to improve
these metrics.

Limitations and Considerations
Our conclusions should be weighed against several limitations
that warrant discussion, including the retrospective nature
of our analysis of current CR utilization trends and our
focus on one healthcare system (albeit one that encompasses
members from many US states). More broadly, our conclusions
regarding the potential clinical and economic benefits of
HBCR are based on forecasts, which themselves make use
of parameters (e.g., HBCR participation rate) were based on
prior research involving MULTIFIT. All of these may limit the
generalizability of our findings to other health systems and
patient populations.

Prior studies have also shown challenges with HBCR
adoption, given the large commitment and buy-in required
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from health systems, providers, and patients for a successful
implementation (6). Additionally, given that HBCR is delivered
via smartphone-based application, successful completion of
HBCR requires a level of technological fluency that cannot be
assumed among the older adults most typically referred for
CR. In line with this concern, CR participation in our sample
was higher among patients younger than age 60 compared
to those aged 60+ years, who in turn had higher hospital
readmission rates and consequent medical costs. This suggests
that converting older patients—who have a higher risk of
cardiac disease coupled with a potential hesitance or inability
to attend in-person CR—into HBCR participants would likely
contribute heavily to an economic savings realized through
HBCR adoption; as an important counterpoint, however, in a
population where CR participation was already high among older
(vs. younger) adults, an economic analysis such as the one we
conducted may not show as much potential benefit of HBCR
implementation. Nonetheless, in contexts where participation
is already low among older adults, overcoming technological
barriers among this population will be an essential hurdle for
HBCR programs. Our study can therefore serve as a template
for other systems to independently assess the potential clinical
and economic impact of implementing an HBCR program under
realistic conditions.

Furthermore, our economic analysis utilized allowed
amounts—the maximum possible cost to an insurer for medical
services (e.g., hospital readmissions). Allowed amounts can
diverge from actual paid amounts due to several idiosyncratic
factors (e.g., variable hospital facility costs; patient insurance
types; deductible progress throughout the year). Using allowed
amounts to make economic calculations therefore achieves
more consistency and is standard in the health insurance
industry. To ensure that our results were interpretable, we used
allowed amounts across the board in our economic analysis,
including for facility-based CR, hospital readmissions, and
Movn HBCR.

Finally, the per-patient price of $1,550 for delivery of HBCR
is subject to change across populations and healthcare systems.
We set this price ad-hoc for our economic analysis based
on the current commercial price offered by Moving Analytics
(rather than choosing a post-hoc price based on what would
make our economic analysis appear favorable). Importantly,
salaries for staff directly involved in HBCR administration
(e.g., nurses; physicians) are bundled into this overall per-
patient cost and facility costs are moot given the virtual
nature of HBCR, all of which should limit variability in per-
patient cost. Yet variability in future healthcare settings is still
possible, due to fluctuations in costs related to identifying
eligible patients and coordinating HBCR referrals, which
fall outside of the per-patient cost used in our analysis.
Future economic analyses could therefore yield somewhat
different results from the ones presented above due to
this variability.

CONCLUSIONS

Our work suggests that there is significant opportunity to
improve the CR implementation and delivery while generating
substantial economic savings for third-party payers through
adoption of a virtual, home-based CR program.We observed low
participation rate for facility-based CR among eligible insured
patients—a rate that could further dip during the ongoing
COVID pandemic—and we projected significant cost savings
from transitioning non-participants to HBCR and observing a
subsequent reduction in hospital readmission rates. Introducing
HBCR in a commercial payer environment may therefore prove
to be beneficial to cardiovascular care more broadly by leading to
improved outcomes among patients with CAD.
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The SARS-CoV-2 virus, which causes the COVID-19 pandemic, has had an

unprecedented impact on healthcare requiring multidisciplinary innovation and novel

thinking to minimize impact and improve outcomes. Wide-ranging disciplines have

collaborated including diverse clinicians (radiology, microbiology, and critical care), who

are working increasingly closely with data-science. This has been leveraged through the

democratization of data-science with the increasing availability of easy to access open

datasets, tutorials, programming languages, and hardware which makes it significantly

easier to create mathematical models. To address the COVID-19 pandemic, such

data-science has enabled modeling of the impact of the virus on the population and

individuals for diagnostic, prognostic, and epidemiological ends. This has led to two large

systematic reviews on this topic that have highlighted the two different ways in which

this feat has been attempted: one using classical statistics and the other using more

novel machine learning techniques. In this review, we debate the relative strengths and

weaknesses of each method toward the specific task of predicting COVID-19 outcomes.

Keywords: COVID-19, Coronavirus, machine learning, artificial intelligence, linear regression

INTRODUCTION

The novel coronavirus SARS-CoV-2 (COVID-19) has placed a significant strain on global
healthcare systems. A particular challenge for COVID-19 is the difficulty in predicting individuals
who will progress from a viral upper respiratory tract infection to more severe complications
(including a dysregulated host response, coinfections, or thrombotic complications). Patients who
progress often require critical care and are at significant risk of mortality. With the emergence
of potential treatments for both the viral and inflammatory phases of COVID-19, the ability to
predict those at high risk and deliver appropriate, prompt therapy could have a significant impact
on patient outcomes.

Yet, to help address these critical questions, there is an ever-increasing multimodal pool of
“big-data”, with clinical, physiological, radiological, and laboratory parameters to develop, test,
and optimize our decision-making pathways. As we consider which input variables may have the
greatest influence on patient outcomes, we have a range of techniques, both from classical statistics
through to novel artificial intelligence techniques, which we can apply to our clinical questions.
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Several prognostic models have already been developed and
reported for COVID-19 (1). Many have been developed using
traditional statistics, yet machine learning has also been applied
to prognostication against a variety of different clinical outcomes
(2–4). These machine-learning models bring together statistics
and computational programming, with the aim of data analysis
without the intrinsic biases inherent in human approaches
(Box 1). Before the COVID-19 pandemic, the application of
machine learning to infectious diseases had been gaining
traction, but to date, very few machine learning programmes
are used clinically for prediction and prognostication (5–7). In
contrast, prognostic scoring systems developed using traditional
statistical methods have been widely implemented in front-
line healthcare, including for infectious diseases (8–10). Perhaps
foremost among these classical statistics is linear regression,
itself a precursor of supervised machine learning, where a
model is trained on a set of data with known outcomes with
the aim of using what this model learns to predict on data
it has not seen before, thus providing clinical insights. What
classical statistical methods perhaps lack, however, is flexibility
in exploring “unknown” clinical associations, particularly useful
in the context of emerging infections, a need that algorithms like
neural networks may address.

To explore the potential strengths and weaknesses of both
traditional statistical methods and machine learning, we present
a pro-con debate looking at the current state of the art in these
fields, in the context of the wider clinical need for COVID-
19 prognostication.

IN DEFENSE OF CLASSICAL STATISTICS

Classical Statistics Are the Foundation of
Evidence-Based Medicine
The artificial intelligence (AI) “revolution” in healthcare
continues to be promulgated in both scientific and consumer
media; yet few, if any, of these innovations have been
adopted in day-to-day clinical medicine. Meanwhile, linear
regression models like the Acute Physiology and Chronic
Health Evaluation (APACHE) score in Intensive Care, CURB-
65 score for pneumonia, and the Model of End-Stage Liver
Disease (MELD) are in daily clinical use and influence decision
making across the globe (8–10). Linear regression models
underpin these prognostic scores, acting as the foundation
of evidence-based medicine randomized controlled trials.
Therefore, before AI techniques are adopted at a large scale
into clinical prognostication, we must consider in some detail
how they compete with or are perhaps synergistic with, classical
statistical techniques.

Neural Networks Are Opaque and
Obfuscate
One of the more recent AI methods to challenge classical
statistics has been the resurgence of an approach termed neural
networks (Box 1). Neural nets have been investigated for use
in clinical medicine since 1976 but suffered a lull due to
computational restrictions (11). The recent renewed clinical
interest in neural networks has been heralded by the development

of convolutional neural networks (CNN) with the concurrent
optimisation of matrix multiplication on graphics processing
units (GPU), leading to fast training times and faster inference
on easy and cheap to acquire hardware. The development of
programming frameworks has reduced the barrier of entry
for the experimentation in neural networks, leading to the
democratization of this technology fromwhat was once a difficult
subject (12, 13).

The combination of readily available neural network
programming frameworks, large curated clinical datasets,
easy-to-learn programming languages, and CNNs have opened
a wide window into the regression and classification of highly
uncorrelated data, such as clinical radiographic images of
computed tomography scans or X-rays (4). While such advances
in AI seem potentially attractive, particularly for clinical
prognostication, AI systems have been found to have learnt
spuriously correlated data, such as a skin cancer classification
neural network learning that the presence of a ruler in the image
of the lesion accurately classified the presence of melanoma
(14, 15).

Neural networks learn exquisite correlations between input
variables and the output of interest. It can be argued that
the above deficiencies of neural networks are secondary to
faults in the dataset, but these faults are very hard to find.
While the danger posed by this can be mitigated to some
extent by supervision of systems, one might argue that this in
some ways defeats the object of AI. Beyond this philosophical
argument, in practical terms, supervised systems are difficult to
clinically correlate as learnt latent (hidden) variables are difficult
to interrogate, difficult to visualize, and impossible to prove
coverage of data. In addition, it is currently not mathematically
proven that new data entering a system is appropriately
represented within themodel’s internal mechanisms, and reliance
on cross-validation is a poor marker of this. It is believed that
with sufficient “big data” the neural network may learn an
implicit representation of its learning dataset to be sufficiently
applied to out-of-sample data, but this is currently impossible
to demonstrate, unlike regression models that have closed-form
solutions to approximate out of sample performance. This leaves
us back at the starting criticism of neural networks, where
their hidden mechanics may provide outcomes we as clinicians
think useful, but are based upon inputs with no plausible
biological relevance.

Regression Analysis Can Provide Causality
and Is Easily Interpretable
In contrast with classical statistical methods, such as
multivariable regression, there are decades of research and
validation, and when appropriately used can provide robust,
simple yet genuine insights into clinical prognosis (8–10).
Coefficients in classical multivariate regression have a literal
translation, the bigger the coefficients the more important that
variable is related to the outcome of interest. Negative coefficients
are negatively correlated with the outcome of interest. This allows
clinicians to tailor clinical decision-making based on the patient’s
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BOX 1 | Data-science tools potentially applicable to COVID-19 prognostication.

Artificial Intelligence (AI) An overarching umbrella term used to denote software that demonstrates intelligence such as learning or problem solving.

Machine Learning (ML) A specific subset of artificial intelligence that deals with the creation and validation of models that learn through experience,

whether that is supervised (through informing the model of the correct answer during learning) or unsupervised.

Neural Network (NN) A common framework that is inspired by the way neurons work in brains. A “neuron” receive inputs from other neurons,

sums their outputs adds a bias element (and optionally normalizes the output to given range) and sends its output to

another neuron. Useful in supervised tasks where the neuron’s inner workings can be tuned to output a specific result given

a set of inputs.

Deep learning/Deep neural

networks (DL/DNN)

The finding that layering multiple neurons on-top of each other results in more accurate and precise neural networks.

Convolutional neural

networks (CNN)

A subset of deep neural networks that use the convolutional operator as their basis for learning data features. These have

revolutionized working with image and video datasets including the diagnosis of COVID-19 on radiography.

Graphics Processing Unit

(GPU)

Historically used to render graphics in 3D intensive applications like computer games and computer aided design (CAD)

where GPUs contain specific matrix multiplication machinery. This matrix multiplication machinery has been repurposed for

General Processing on the GPU (GPGPU) leading to quick optimisation of neural networks and very efficient inference.

Matrix An array of numbers arranged in a rectangle that can be together a single unit. In the training of ML techniques, these

matrices typically represent the weights and biases of each neuron.

Tensor A multidimensional array, similar to a multidimensional matrix, where each dimension would represent a different quality of

the data. An example is a set of images batched together with a tensor of NxCxWxH where N is the number of images, C is

the number of channels in the image, W is the width and H is the height of the image.

FIGURE 1 | Strengths and weaknesses of machine learning and classical statistics in their domains, training requirements, and outputs.

personal factors making precision, individualized, medicine
a reality.

Finding out which variables are related to the outcome of
interest from linear regression is inherent in their method, while
neural network methods require multiple ablation studies to hint
at which variables are correlated to an outcome. Training of
linear regression is simple, and ordinary least squares is efficient,
fast to train, and is mechanistically transparent. Multilevel,
hierarchical, regression models have been successfully trained on
tens of thousands of parameters and prior domain knowledge

can be inserted into the models using Bayesian techniques
(16, 17). Causality (rather than just correlation) can also be
demonstrated using classical statistical methods through directed
acyclic graphs, a big win if genuine knowledge of the world is
required rather than just improved accuracy performance (18).

Classical Statistics Have Direct
Applicability in COVID-19 Prognostication
For COVID-19, many publications have used neural networks
to claim unprecedented accuracy for the prediction and
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Table 1 | Uses and strengths of classical statistics vs. machine learning in

COVID-19 prognostic modeling.

Classical statistics Machine learning

In active clinical use Useful for non-correlated data,

like text or images

Foundation of modern

medicine

Increasing in use across all areas

of medicine

Mechanistically

transparent

Requires little data

pre-engineering

Easy to interrogate and

can provide causality

Explainability is an active area of

research with SHAP values

explaining per patient predictions

Best non-biased

estimator of mortality

for COVID-19

Provided state of the art

prognostic models across many

domains

classification of COVID-19 outcomes including mortality, ICU
admission, and length of stay (2–4, 19). Such an explosion of
models has led to the publication of two “living” systematic
reviews of those models, the findings of which have been pretty
clear: many of those models exhibit “high bias” and are of little
clinical use (1, 20). Gupta et al. applied many of the published
models to their COVID-19 patient data, highlighting that the best
performing, non-biased, model is a simple, well-specified, linear
regression composed of age and oxygen saturations alone (20).
This makes sense with clinical intuition, where older patients
with COVID-19 have higher mortality, and patients who present
in worse respiratory failure, as evidenced by lower hemoglobin
oxygen saturation (SpO2), also have higher mortality. This is
not ground-breaking, but it is a transparent finding, which
proves that clinical intuition is biologically plausible and is
mechanistically probable. While such a simple prognostic model
may not add to our understanding, it does perhaps allow us
to finesse our pathways and risk stratification more efficiently
care for patients when our healthcare services are at near-
maximal capacity.

The Machine Learning Revolution Is
Inevitable
Why Is Machine Learning So Powerful?
Consider a computerized tomography (CT) scan of the chest for
a patient with COVID-19. The principal finding will be atypical
or organizing pneumonia in up to 97% of patients with a severe
infection (21–24). However, the images produced by the CT
scanner are large, highly dimensional images, and therefore the
data within them must be highly structured in some way so as
to represent organizing pneumonia, and not random noise, or
indeed a picture of something else.

The manifold hypothesis aims to explain this phenomenon.
It posits that natural data lies on a low-dimensional manifold
within the high-dimensional space where it is encoded (25). In
other words, data pertaining to a particular class (for example,
CT images of the chest) are a highly structured subset of all
possible inputs for that class (i.e., all possible images/pixel values
which can exist in the same size of image). This means that

machine learning algorithms only need to learn a few key features
from the data to be effective. This is analogous to physicians
carefully picking a few important variables in multivariable
regression analysis to answer a particular research question. The
key difference is that the best possible features from any given
highly dimensional dataset may turn out to be complicated
functions of the original variables. The function of machine
learning algorithms is to find these complex key features within
a forest of data, which is a task that is not possible with classical
statistical techniques.

Minimizing Bias While Maximizing Data Utilization
Bias, defined as a feature of a statistical technique or of its
results whereby the expected value of the results differs from
the true underlying quantitative parameter being estimated, is of
paramount importance during all phases of model development,
including training and validation. Christodolou et al. conducted a
metaregression analysis that failed to demonstrate the improved
discriminative performance of machine learning algorithms over
logistic regression for clinical prediction models (6). While the
area under the receiver operating curve (AUC) was on average
no different between the two techniques when comparisons had
a low risk of bias, machine-learning algorithms had improved
performance among studies where there was a higher risk of
bias, a potential advantage of machine learning algorithms over
human-led statistical analysis. However, the systematic review
was unable to report on measures of calibration due to poor
reporting of this metric in the studies considered. There is a clear
need therefore that future machine learning prognostic studies
report calibrationmetrics and include a full report of all modeling
steps, with particular adherence to the TRIPOD guidelines (26).

Predictive models in healthcare that utilize large datasets
and a large number of parameters have demonstrated improved
performance with machine-learning algorithms. A predictive
model designed to forecast the development of acute kidney
injury (AKI) analyzed data from 703,782 adults across 172
inpatient and 1,062 outpatient sites and considered 3,599
clinically relevant features that were provided to the baseline at
each step (27). In all stages of AKI, classical logistic regression
yielded lower precision-recall and receiver operator areas under
the curve (PR AUC and ROC AUC, respectively) than Random
Forest and Gradient Boosted Trees, which themselves yielded
lower PR AUCs and ROC AUCs than deep learning approaches,
such as intersection recurrent neural networks and long-short-
term-memory networks (27).

In a systematic review and critical appraisal of current
predictive models for COVID-19, Wynants et al. noted that
all the 145 predictive models considered were at some risk of
bias for a variety of reasons, ranging from lack of accounting
for censoring (leading to selection bias), to using small sample
sizes and subjective variables, and not reporting on calibration
measures. They echo the importance of using the TRIPOD
guidelines in future predictive work (1).When using the TRIPOD
guidelines to develop statistical and machine learning predictive
models for COVID-19 prognosis, including the use of Cox
regression analysis to account for censoring, reporting the
validation, discrimination, and calibration of both techniques;
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and comparing both model ROC AUCs on the same dataset,
there is evidence that machine-learning techniques outperform
classical methods, even in moderately sized datasets (19).

Machine Learning; Not Quite as Opaque as Initially

Thought
A key advantage frequently attributed to classical regression
analysis is that each variable in the regression is assigned
a coefficient by the model. The direction and magnitude of
this coefficient directly relate to the direction and magnitude
of the association between the variable considered and the
outcome investigated. In contrast, the renewed interest in
neural networks has been met with a steady criticism that
such networks are non-transparent and that their predictions
are not traceable by humans due to their multilayer, non-
linear structure (28). However, explainable deep learning has
recently become an active area of intense research which has
produced three principled branches of explanatory methods,
each with two subdivisions. Namely, visualization methods
through perturbation or back-propagation, distillation methods
through model translation or local approximation, and intrinsic
techniques such as the use of attention mechanisms or joint
training (29, 30).

Lundberg et al. utilized Shapley additive explanation, which
is a variant of explanation through back-propagation work
proposed by Shrikumar et al. which predicts near-term risk of
hypoxaemia during anesthesia care, whilst explaining the patient-
and surgery-specific factors leading to that risk in real-time
(31, 32). Indeed, this technique can be applied to arbitrarily
complex network architectures and has been used with success
in deep learning prognostic models for COVID-19 to highlight
salient patient characteristics leading to individual mortality
predictions (2).

Optimizing Workflow Is Essential With Clinical

“Big-Data”
Machine-learning algorithms can be easily implemented into
end-to-end programmes capable of taking any desired data
type as their input and producing relevant results (e.g., by
scanning a dermatologic image through a phone app to produce
a prediction of whether a skin lesion is malignant). While the
important hazards of using inaccurate or potentially biased data
cannot be overstated, such systems have nonetheless been able to
outperform panels of expert specialists (33).

Furthermore, machine-learning algorithms can be used to
predict multiple endpoints from a single feature set, which is

difficult with classical statistical analysis. For example, Hofer et al.

developed and validated a neural network from 59,981 surgical
procedures capable of predicting postoperative mortality, AKI,
and reintubation from a single feature set (34). Their model
achieved a greater ROC AUC for their outcomes than the well-
established ASA physical status score alone. This feature is
particularly applicable to COVID-19, where predictive models
need to be able to respond to changing management paradigms,
changing outcomes, and evolving diseases complications.

CONCLUSION

There is little doubt that our ability to collect increasingly
multimodal, highly dimensional clinical data will increase
dramatically in the next few years, as typified by the formation
andmandate of government bodies such as theUnited Kingdom’s
NHSX unit. Machine-learning techniques can produce models
which are capable of utilizing a large array of multimodal data
to produce multiple predictions simultaneously. This has been
demonstrated by its promising use in the COVID-19 pandemic
to produce ever more accurate predictions. However, the
application of these complexmodels does not obviate the need for
classical statistical analysis; causality and biological mechanistic
plausibility remain in the realm of classical statistics (Figure 1;
Table 1). Each technique has its merits, and blind application of
either method has significant scientific ramifications.
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Lausanne (UNIL), Lausanne, Switzerland, 12 Laboratory of the Physics of Biological Systems, Institute of Physics, École
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Rationale: Given the expanding number of COVID-19 cases and the potential for new

waves of infection, there is an urgent need for early prediction of the severity of the

disease in intensive care unit (ICU) patients to optimize treatment strategies.

Objectives: Early prediction of mortality using machine learning based on typical

laboratory results and clinical data registered on the day of ICU admission.

Methods: We retrospectively studied 797 patients diagnosed with COVID-19 in

Iran and the United Kingdom (U.K.). To find parameters with the highest predictive

values, Kolmogorov-Smirnov and Pearson chi-squared tests were used. Several machine

learning algorithms, including Random Forest (RF), logistic regression, gradient boosting

classifier, support vector machine classifier, and artificial neural network algorithms

were utilized to build classification models. The impact of each marker on the RF

model predictions was studied by implementing the local interpretable model-agnostic

explanation technique (LIME-SP).

Results: Among 66 documented parameters, 15 factors with the highest predictive

values were identified as follows: gender, age, blood urea nitrogen (BUN), creatinine,

international normalized ratio (INR), albumin, mean corpuscular volume (MCV),

white blood cell count, segmented neutrophil count, lymphocyte count, red cell

distribution width (RDW), and mean cell hemoglobin (MCH) along with a history of

neurological, cardiovascular, and respiratory disorders. Our RF model can predict

patient outcomes with a sensitivity of 70% and a specificity of 75%. The performance

of the models was confirmed by blindly testing the models in an external dataset.
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Conclusions: Using two independent patient datasets, we designed a

machine-learning-based model that could predict the risk of mortality from severe

COVID-19 with high accuracy. The most decisive variables in our model were increased

levels of BUN, lowered albumin levels, increased creatinine, INR, and RDW, along with

gender and age. Considering the importance of early triage decisions, this model can

be a useful tool in COVID-19 ICU decision-making.

Keywords: SARS-CoV-2, COVID-19, artificial intelligence, ICU—intensive care unit, machine learning (ML)

GRAPHICAL ABSTRACT | The presenting diagram, is showing the flow of our data gathering and method for the study. There are two data sources which ultimately

have been used in a 10-fold cross-validation method to train the machine learning models. Finally, the model with the highest AUC was selected as final model.

INTRODUCTION

As of September 6, 2021, COVID-19 has caused more than 219
million infections worldwide and resulted in more than 4.55
million deaths. Complications are more common among elderly
patients and people with preexisting conditions, and the rate of
intensive care unit (ICU) admission is substantially higher in
these groups (1, 2).

ICU admissions rely on the critical care capacity of the health

care system. Iran, which is the primary testbed for this study, was

one of the first countries hit by COVID-19. The ICU admission
rate involves about 32% of all hospitalizations, and the ICU
mortality rate is about 39% (3). With the potential of new waves
of COVID-19 infections driven by more transmissible variants,
ICU hospitalization numbers are expected to rise, leading to
shortages of ICU beds and critical management equipment.
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There is also the risk of a global shortage of effective medical
supplies, making the judicious use of these medications a top
priority for healthcare systems.

An individual-based prediction model is essential for tailoring
treatment strategies and would aid in expanding our insights into
the pathogenesis of COVID-19. A number of risk assessment
scores are available to predict the severity of different diseases in
ICU patients (4). Predictors of the need for intensive respiratory
or vasopressor support in patients with COVID-19 and of
mortality in COVID-19 patients with pneumonia have been
identified (5, 6). To date, no general mortality prediction scores
have been available for ICU admitted COVID-19 patients,
irrespective of the patients’ clinical presentation. Additionally,
existing risk scales rely on parameters measured by health care
providers such as blood pressure, respiratory rate, and oxygen
saturation, which are subject to human error and operator
bias especially under challenging and stressful conditions when
numbers of COVID-19 patients surge (7). Thus, it remains vital
to develop more unbiased risk-assessment tools that can predict
the most likely outcomes for individual patients with COVID-19.

Recent advances in artificial intelligence (AI) technology for
disease screening show promise as computer-aided diagnosis and
prediction tools (8–11). In the era of COVID-19, AI has played
an important role in early diagnosis of infection, contact tracing,
and drug and vaccine development (12). Thus, AI represents a
useful technology for the management of COVID-19 patients
with the potential to help control the mortality rate of this
disease. Nevertheless, an AI tool for making standardized and
accurate predictions of outcomes in COVID-19 patients with
severe disease is currently missing.

Beyond the general benefits of data-driven decision-making,
the pandemic has also exposed the need for computational
assistance to health care providers, who under the pressure
of severely ill patients may make mistakes in judgment (7,
13, 14). Stressful conditions and burnout in health care
providers can reduce their clinical performance, and a lack
of accurate judgment can lead to increased mortality rates
(15, 16). Artificial intelligence can help healthcare professionals
determine who needs a critical level of care more precisely.
Indeed, the effective use of AI could mitigate the severity of
this outbreak.

Here, we propose a personalized machine-learning (ML)
method for predicting mortality in COVID-19 patients based
on routinely available laboratory and clinical data on the day of
ICU admission.

Abbreviations: ACE2, Angiotensin-Converting Enzyme 2; AI, Artificial

Intelligence; BUN, Blood Urea Nitrogen; COVID-19, coronavirus disease

of 2019; CIC, clinical impact curve; Cr, creatinine; CRP, C reactive protein;

DC, decision curve; ICU, Intensive care unit; INR, International Normalized

Ratio; IFN, interferon; IL-6, Interleukin 6; IQR, interquartile range; KS,

Kolmogorov- Smirnov; LR, Logistics regression; LIME, local interpretable model-

agnostic explanation; LIME-SP, local interpretable model-agnostic explanation

submodular-pick; ML, Machine learning; MCH, mean corpuscular hemoglobin;

MCV, mean corpuscular volume; RF, Random forest; RDW, Red blood cell

distribution width; ROC, receiver operating characteristic curve; RT-PCR, reverse

transcription-polymerase chain reaction; WBC, white blood cells count.

METHODS

Data Resources
This is an international study involving patients from Iran
(dataset 1) and the United Kingdom (U.K., dataset 2). We
retrospectively studied 797 adult patients with severe COVID-
19 infection confirmed through reverse transcription-polymerase
chain reaction (RT-PCR). Two hundred sixty-three patients were
admitted to ICUs at different hospitals in Tehran, Iran between
February 19 and May 1, 2020, and 534 patients were admitted to
ICUs and Emergency Assessment Units based on the Oxfordshire
Research Database. The study was performed after approval
by the Iran University of Medical Sciences Ethics Committee
(approval ID: IR.IUMS.REC.1399.595).

Development of Mortality Prediction Model
Using
The Mortality prediction model was aimed to predict whether
patients were deceased or got released at the end of the admission
period. Due to the generalizability and accessibility of the
predictors recorded for patients in dataset 1 (Iran), and to reduce
the model’s feature space dimensionality, we merely used this
dataset (consisting of 263 patients) for feature selection and
model development. Only parameters with the highest predictive
values were used in the modeling, leading to more robustness
and generalizability of the model (17). Aside from that, further
ML comparisons and validation was done with both the dataset
1 and 2.

Statistical Analysis and Feature Selection
On the day of the ICU admission, 66 parameters were assessed for
each patient including 11 demographic characteristics (e.g., age
and gender), past medical history and comorbidities (including
nine different preexisting conditions), and 55 laboratory
biomarkers. These parameters are listed in Table 1. Sixty-nine
percent of measurements were reported on the day of admission,
27% were reported 1 day after, and 4% were reported within
2 days of ICU admission because of sampling limitations and
laboratory practice. We excluded patients whose laboratory data
were obtained more than 2 days after the date of admission to
the ICU.

The aim was to predict a patient’s survival. For the selection
of parameters with the highest predictive value, under the null
hypothesis of distributions being the same between the two
groups, the two-sample Kolmogorov-Smirnov test (KS), shown
in Supplementary Figure 1, was used for numerical parameters
(age and laboratory biomarkers), and the Pearson chi-squared
test (χ2), shown in Supplementary Figure 2, was used for
categorical parameters (e.g., gender and comorbidities).

All selected predictors were available in the second dataset
(Oxfordshire, U.K.). Henceforth, the datasets have been merged,
solely possessing previously selected predictors in common.

To investigate multicollinearity, Variance Inflation Factor
(VIF) was calculated for each predictor and reported in
Supplementary Table 1. A cut-off of 10 has been used to omit
predictors that are showing collinearity, which includes none of
the included predictors.
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TABLE 1 | Machine learning methods with their parameters.

Method Parameter Value

Random forest Number of trees 50

Min. number of samples at a leaf node 0.1% of all samples

Criterion Gini

Logistic regression C 1.0

Gradient boosting Number of boosting stages to perform 10

Fraction of samples used for fitting individual base learners 0.8

Min. number of samples at a leaf node 10% of all samples

Number of iterations with no change required for early stopping 3

Max. number of features considered when looking for a split 3

Support vector machine C 1.0

Kernel type RBF

Kernel coefficient 1/number of features

Artificial neural network Number of hidden layers 3

Output space dimensionality for each hidden layer 32, 16, 8

Activation function for each layer Tanh, tanh, tanh, sigmoid

FIGURE 1 | Investigation of model performance. Mean area under the receiver operating characteristic curve (ROC-AUC) of random forest, logistic regression,

gradient boosting classifier, support vector machine classifier, and artificial neural network models for training and test sets of cross-validation iterations. The random

forest model shows superior performance on validation sets. The random forest model predicts patient outcomes with a 70% sensitivity and 75% specificity.

Data Preprocessing
Due to the difference in the measurement units and the necessity
of units to be uniform, measurements of numerical parameters
were unified between the two data sets by applying appropriate
conversion factors, resulting in admissible input parameters for
the model.

Data processing was carried out in four steps: First, because
of incomplete laboratory data and in order to reduce difficulties
associated with missing values, 771 patients out of the 797
total patients were selected as they had the data of at least
70 percent of all the biomarkers. Patients that did not have

enough data present for biomarkers were removed. Second,
samples were randomly separated into 10 independent sets with
stratification over outcomes for 10-fold cross-validation to ensure
the generalizability of the models (18). Of the 10 subsets, a single
subset was retained as a validation set for model testing and the
remaining nine subsets were used as training data. The cross-
validation process was then iterated 10 times with each of the
10 subsets being used as the validation data exactly once. Third,
numerical parameters were standardized by scaling the features
to mean zero and unit variance. Last, missing biomarker values
were imputed using the k-nearest neighbor (k-NN) algorithm,
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FIGURE 2 | Feature importance in random forest model. The importance of the random forest features using local interpretable model-agnostic explanation

submodular-pick with six submodules. Each submodule is related to a patient subpopulation (six subpopulation in this case) and represents decision criteria for them

in the model. Negative values (blue) indicate favorable parameters suggesting a better prognosis, and positive values (red) indicate unfavorable parameters suggesting

a worse prognosis.

and a binary indicator of missingness for each biomarker was
added to the dataset (17, 19). Standardization and imputation
were performed separately on each cross-validation iteration by
using training set samples.

Machine Learning Model
Random forest (RF), logistic regression (LR), gradient boosting
(GB), support vector machine (SVM), and artificial neural

network (NN) methods were used to build classification models
using the Python scikit-learn package. Methods along with their
parameters are listed inTable 1. The performance of eachmethod
on training and validation sets in each cross-validation iteration
was compared using a receiver operating characteristic curve
(ROC), which is shown in Supplementary Figure 3. Area Under
the Curve of ROC for each method is represented in Figure 1.
Additional evaluation metrics for each model are also reported
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TABLE 2 | Characteristics of intensive care unit patients with COVID-19 in our data.

Survived (N = 105) Died (N = 158) Sig. key: <0.1 (*), <0.01 (**), <0.001 (***)

Number (%) Available data (%) Number (%) Available data (%) Total (number) X2 statistics X2 p-value Sig.

Gender 105 (100) 158 (100) 1.70 0.19

Male 63 (36.4) .. 110 (64.6) .. 173 .. ..

Female 42 (46.7) .. 48 (53.3) .. 90 .. ..

Comorbidity .. 105 (100) .. 158 (100) .. .. ..

Autoimmune disorder 2 (33.3) .. 4 (66.7) .. 6 0.10 0.74

Cancer 6 (42.9) .. 8 (57.1) .. 14 0.05 0.82

Cardiovascular disorder 25 (29.1) .. 61 (70.9) .. 86 4.22 0.04 *

Diabetes mellitus 35 (38.0) .. 57 (62.0) .. 92 0.13 0.71

Thrombosis 2 (40.0) .. 3 (60.0) .. 5 0.0003 0.99

Hypertension 32 (34.0) .. 62 (66.0) .. 94 1.35 0.24

Hepatic failure 2 (40.0) .. 3 (60.0) .. 5 0.0007 0.99

Neurological disorder 8 (16.0) .. 42 (84.0) .. 50 11.93 <0.001 ***

Respiratory disorder 7 (24.1) .. 22 (75.9) .. 29 3.01 0.08 *

Median (IQR) Available data (%) Median (IQR) Available data (%) Normal range KS Statistics KS p-value

Age (years) 58.0 (47.0–73.0) 105 (100) 72.5 (64.0–80.75) 158 (100) .. 0.35 <0.001 ***

pH 7.42 (7.375–7.457) 87 (82) 7.4 (7.33–7.441) 129 (81) 7.31–7.41 0.18 0.05 *

pCO2 (mm Hg) 38.4 (34.8–45.1) 87 (82) 40.2 (33.9–47.1) 125 (79) 35–40 0.09 0.66

pO2 (mm Hg) 37.05 (25.1–57.425) 86 (81) 39.9 (26.975–56.65) 124 (78) 42–51 0.08 0.81

HCO3 (meq·L) 25.5 (22.825–28.575) 86 (81) 24.2 (21.2–27.55) 123 (77) 22–26 0.15 0.14

O2 saturation (%) 72.7 (48.3–89.2) 85 (80) 73.5 (50.2–88.95) 123 (77) −2.0 to 2.0 0.08 0.87

Base excess (mEq/L) 2.2 (−0.55 to 4.65) 87 (82) 0.6 (−3.1 to 3.275) 126 (79) .. 0.18 0.06 *

Total buffer base (mEq/L) 49.1 (46.65–51.75) 87 (82) 47.5 (43.75–50.375) 126 (79) .. 0.20 0.01 *

Base excess in the extracellular

fluid (mEq/L)

2.2 (−0.4 to 4.9) 87 (82) 0.35 (−3.175 to 3.75) 126 (79) .. 0.21 0.01 *

White blood cells count

(x1000·mm3 )

7.4 (5.0–11.225) 104 (99) 9.7 (7.1–13.45) 155 (98) 4.0–10.0 0.23 0.002 **

Band (%) 3.0 (2.0–5.5) 23 (21) 3.0 (2.0–6.0) 38 (24) .. 0.05 1

Segment (%) 78.0 (70.65–83.0) 87 (82) 82.8 (77.05–86.95) 119 (75) .. 0·25 0.002 **

Lymphocyte (%) 14.0 (10.0–20.225) 86 (81) 10.7 (6.85–15.4) 119 (75) .. 0.25 0.002 **

Monocyte (%) 6.0 (4.0–8.5) 45 (42) 5.0 (3.35–7.0) 59 (37) .. 0.17 0.34

Basophil (%) 0.3 (0.2–0.8) 13 (12) 0.1 (0.0–0.1) 13 (8) .. 0.61 0.01

Red blood cells count (mill·mm3 ) 4.335 (3.83–4.908) 102 (97) 4.185 (3.64–4.748) 154 (97) 4.2–5.4 0.12 0.28

Hemoglobin (g·dl) 12.6 (10.95–13.8) 103 (98) 12.2 (10.2–13.75) 155 (98) 12.0–16.0 0.07 0.81

Hematocrite (%) 37.0 (32.85–41.2) 103 (98) 36.6 (31.45–40.75) 155 (98) 36–46 0.06 0.93

(Continued)
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TABLE 2 | Continued

Survived (N = 105) Died (N = 158) Sig. key: <0.1 (*), <0.01 (**), <0.001 (***)

Number (%) Available data (%) Number (%) Available data (%) Total (number) X2 statistics X2 p-value Sig.

Mean corpuscular volume (fL) 85.0 (81.4–88.65) 103 (98) 88.0 (84.65–91.9) 155 (98) 77–97 0.24 <0.001 ***

Mean corpuscular hemoglobin

(Pgm)

28.7 (26.6–29.85) 103 (98) 29.6 (27.8–30.55) 155 (98) 26–32 0.21 0.006 **

Mean corpuscular hemoglobin

concentration (%)

33.1 (32.45–34.4) 103 (98) 33.3 (31.95–34.15) 155 (98) 32–36 0.09 0.59

Platelet count (x1000·mm3 ) 196.0 (151.5–260.0) 103 (98) 179.0 (125.0–255.0) 155 (98) 140–440 0.17 0.04 *

Red cell distribution width (%) 13.95 (13.2–14.825) 88 (83) 14.6 (13.75–16.0) 131 (82) 11.0–16.0 0.23 0.006 **

Platelet distribution width (FL) 12.8 (11.5–14.0) 85 (80) 13.2 (11.4–14.7) 120 (75) 10.0–17.0 0.13 0.32

Mean platelet volume (FL) 9.7 (9.175–10.5) 84 (80) 10.0 (9.3–10.7) 120 (75) 8.5–12.5 0.13 0.30

Platelet larger cell ratio (%) 24.4 (19.85–29.3) 83 (79) 26.7 (21.05–30.825) 120 (75) 17–45 0.17 0.07 *

C-reactive protein (mg·l) 48.0 (24.0–48.0) 56 (53) 48.0 (48.0–48.0) 67 (42) <6 0.23 0.05 *

Erythrocyte sedimentation rate

(mm · hr)

42.0 (27.5–68.5) 55 (52) 59.0 (33.75–75.25) 56 (35) <20 0.24 0.06 *

Albumin level (g·dl) 3.3 (3.0–3.7) 48 (45) 2.9 (2.6–3.2) 71 (44) 3.5–5.5 0.37 <0.001 ***

Serum calcium level (mg·dl) 8.8 (8.3–9.2) 72 (68) 8.6 (7.9–9.2) 97 (61) 8.6–10.6 0.13 0.37

Inorganic P level (mg·dl) 3.3 (2.45–4.4) 59 (56) 4.0 (2.95–5.4) 87 (55) 2.5–5.0 0.20 0.08

Serum Na level (mg·dl) 137.5 (135.0–140.0) 102 (97) 139.0 (135.0–142.0) 155 (98) 136–145 0.17 0.03 *

Serum K level (mg·dl) 4.3 (3.925–4.6) 102 (97) 4.4 (4.0–4.85) 155 (98) 3.7–5.5 0.11 0.37

Serum Mg level (mg·dl) 2.25 (2.0–2.5) 66 (62) 2.4 (2.0–2.7) 96 (60) 1.8–2.6 0.14 0.32

Uric acid level (mg·dl) 6.7 (4.05–9.0) 15 (14) 8.2 (5.95–9.95) 31 (19) 3.4–7.0 0.37 0.10

Fasting plasma glucose (mg·dl) 124.0 (105.0–177.0) 65 (61) 154.0 (120.5–246.5) 99 (62) .. 0.21 0.04 *

Blood urea nitrogen (mg·dl) 16.0 (11.25–22.5) 102 (97) 30.0 (21.0–52.5) 156 (98) 5.0–23.0 0.47 <0.001 ***

Creatinine (mg·dl) 1.1 (0.9–1.4) 102 (97) 1.5 (1.2–2.2) 156 (98) 0.5–1.5 0.31 <0.001 ***

Aspartate aminotransferase

(IU·L)

40.0 (29.0–55.0) 83 (79) 45.0 (31.5–82.5) 112 (70) 5.0–40.0 0.17 0.10

Alanine aminotransferase (IU·L) 26.0 (16.0–38.5) 83 (79) 25.0 (18.0–45.0) 113 (71) 5.0–40.0 0.11 0.54

Lactate dehydrogenase (U·L) 710.0 (561.0–1019.0) 57 (54) 859.0 (623.5–1256.0) 95 (60) 225–500 0.17 0.20

Creatine phosphokinase (IU·L) 233.0 (89.0–546.5) 59 (56) 204.0 (83.0–434.0) 91 (57) 24–195 0.08 0.90

Creatine phosphokinase-MB

(U·L)

30.0 (22.5–41.0) 35 (33) 30.0 (24.0–49.0) 41 (25) 5–25 0.10 0.96

(Continued)
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in Supplementary Table 2. To prevent overfitting in the training
process, the LR model was trained with an L2 regularization
factor equal to one, and the RF was forced to hold more than
10% of samples in each of its terminal leaves (20, 21). The
statistically significant difference between models’ AUC curves
has been affirmed by DeLong’s test and corresponding DeLong’s
p-values assure the RF model’s superiority and are shown in
Supplementary Figure 4. To find themost influential parameters
in the LR model prediction, we used regression coefficients,
which are shown in the Supplementary Figure 5. Using the
local interpretable model-agnostic explanation submodular-pick
(LIME-SP) method, we identified different patterns among the
whole feature space in the RF model (22). The LIME-SP method
can interpret the model’s predictions in different parts of the
feature space by modeling a subset of model predictions in
the feature space around the sample with the help of linear
models that are more interpretable. In our study, LIME-SP was
performed on 100 random samples to find six submodules with
themost disparity in their selectedmarkers, as shown in Figure 2.
To identify meaningful clinical differences between patients,
seven parameters with the highest predictive values were derived
from each submodule.

Evaluation Criteria of the Model
To specify the evaluation dataset required for the validation of
the model’s performance, 30% of the records available in dataset
2 (the U.K, 161 patients; equal to 20% of the records) were
randomly selected and assigned to the validation set to be used
to blindly test the methods, and externally confirm the exactitude
of the model. We have additionally included a data processing
pipeline to summarize our methodology.

RESULTS

In dataset 1 (Iran), all the available patient records were used
to train the models. The median age of patients was 69 years
with an interquartile range (IQR) of 54–78. The minimum and
maximum ages were 20 and 98 years, respectively. One hundred
fifty-three patients (65.1%) were men, and 82 (34.9%) were
women. One hundred five (39.9%) were discharged from the
ICU after recovery and 158 (60.1%) patients died. The most
frequent comorbidities among the patients were hypertension,
diabetes, and cardiovascular disorders in 94, 92, and 86 patients,
respectively. Among the 158 deceased patients, neurological
disorders were the most prevalent comorbidity (42 patients,
84%). The statistical analysis and the availability of each
parameter in our dataset are summarized in Table 2.

In the RF model, the optimum point between overfitting
and efficiency was found by selecting 10 laboratory biomarkers
out of 55 with the lowest KS p-values and three out
of nine comorbidities with the lowest χ

2 p-values, besides
demographic characteristics.

The selected numerical parameters for modeling were as
follows: age, blood urea nitrogen (BUN), serum creatinine level
(Cr), international normalized ratio (INR), serum albumin, mean
corpuscular volume (MCV), red cell distribution width (RDW),
mean corpuscular hemoglobin (MCH), white blood cell count

Frontiers in Digital Health | www.frontiersin.org 8 January 2022 | Volume 3 | Article 681608176

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Jamshidi et al. Predicting COVID-19 Mortality in ICU

FIGURE 3 | The relation between prediction horizon and performance. Where x-axis denotes days from ICU admission to outcome. Distribution of days between

intensive care unit admission and outcome (bars on the left vertical axis) and corresponding random forest model’s area under the receiver operating characteristic

curve scores for each bin (red line on the right vertical axis). Our model has the best performance to predict outcomes in a 15-day period.

(WBC), segmented neutrophil count, and lymphocyte count.
In addition, selected categorical parameters were gender and a
history of neurological, respiratory, and cardiovascular diseases.
The distributions of selected numerical (age and biomarkers)
and categorical (gender and preexisting conditions) variables are
shown in Supplementary Figures 6, 7, respectively.

Based on the ROC curves of the models
(Supplementary Figure 3), the RF model outperformed
other models and had superior efficiency. The higher efficiency
of the RF model is also statistically significant in comparison
to the other methods (Supplementary Figure 4). The better
performance of RF could be explained by the complexity of the
effects of COVID-19 and the varied etiologies underlying the
deterioration of COVID-19 patients, for which the non-linear
characteristics of the RF model was a more suitable option for
predictions than the linear LR model. The RF model could
predict a patient’s outcome with a sensitivity of 70% and a
specificity of 75%, whereas the sensitivity for the LR model was
65% and the specificity was 70%. Evaluation metrics for the
models were also confirmed by the metrics reported as the results
of the validating models.

By using the LIME technique, variables that provide
the most information on the probability of each patient’s
death were identified. Among the six submodules identified
with the highest disparity among 100 patients, albumin,
BUN, and RDW were present in five of them. Age, MCH,
and creatinine were present in four of the abovementioned
submodules. This points out the importance of these
measurements in the recorded parameters. Additionally,
BUN (in three of these submodules), RDW (in two
submodules), and age (in one submodule) were the most
decisive ones.

This model could predict a patient’s outcome reliably (AUC
between 80 and 85) over a 15-day period, as shown in Figure 3.
The mortality rate was highest between zero and 4 days. Given
that the model was designed for first-day ICU admissions,
moving away from this day reduced the accuracy of the

predictions and the efficacy of the LIME method for clinical
interventions, as expected.

To evaluate the clinical capability of the model, the decision
curve (DC) and the clinical impact curve (CIC) were investigated
(23). The DC framework measures the clinical “net benefit” for
the predictionmodel relative to the current treatment strategy for
all or no patients. The net benefit is measured over a spectrum of
threshold probabilities, defined as the minimum disease risk at
which further intervention is required. Based on the DC, CIC,
and on the assumption of the same interventions for high-risk
patients, our model indicated a superior or equal net benefit
within a wide range of risk thresholds and patient outcomes, as
shown in Figure 4.

Validation of the Model
In order to validate the performance of themodel, similar records
for 161 patients admitted to ICUs and Emergency Assessment
Units were studied to externally confirm the prediction model
(from dataset 2, U.K. cohort; see graphical abstract). The
same Data preprocessing routine was applied to the additional
validation data and ML methods with the same parameters
as mentioned in Table 1 were implemented. Models were
blindly tested with the external validation data. Evaluation
metrics for models are reported in Supplementary Table 3.
Reported evaluation metrics indicate a 70% sensitivity for the
RF model which accredits the certitude of the model. Validation
results ensure the generalizability of the model and guarantee
it’s applicability for external data containing similar, globally
accessible features.

DISCUSSION

The aim of this study was to develop an interpretable ML model
to predict the mortality rate of COVID-19 patients at the time of
admission to the ICU. To the best of our knowledge, this is the
first study to develop a predictive model of mortality in patients
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FIGURE 4 | Investigation of clinical impacts and benefits of the model. Decision curve (Top) and clinical impact curve (Bottom) of the random forest model. The

decision curve compares the net benefits of an intervention in three scenarios: intervention for all patients (blue dotted line), intervention for no patients (gray dotted

line), and intervention for high-risk patients based on the model prediction (red line). The clinical impact curve compares the number of patients classified as high risk by

model and the number of patients with a really poor bad outcome who were classified as high risk, for all possible high-risk thresholds in model prediction from 0 to 1.

with severe COVID-19 infection at such an early stage using
routine laboratory results and demographic characteristics.

Statistical analysis and feature selection tasks were performed
merely by considering patients in dataset 1 (Iran dataset),
which includes routine laboratory results, past medical histories
and demographic characteristics, leading to selection among
accessible and measurable predictors.

Themost decisive parameters based on the two-sample KS test
were, in decreasing order of importance, increased BUN, Cr, INR,
MCV, WBC, segmented neutrophils count, RDW, MCH, and
decreased albumin and lymphocyte levels. Moreover, based on a
χ
2-test, age, gender, and a history of neurological, cardiovascular,

and respiratory disorders were identified as parameters with high
predictive values. Multicollinearity might affect the performance
of the models and result in redundancy. Hence, variance inflation
factor was calculated to find and remove highly correlated
predictors. Selected predictors along with their references in the
literature are listed in Table 3.

A number of studies have investigated the risk factors
affecting COVID-19 infections (34, 35). Elevated inflammatory
cytokines such as interleukin-6 (IL-6), granulocyte colony-
stimulating factor (G-CSF), interferon gamma-induced protein

10 (IP-10), and interferon (IFN)-γ have been proposed as
poor prognostic factors for COVID-19 patients (36–39). These
markers, however, are not usually used as predictors of the
severity of disease in clinical practice. Although using these
cytokines in modeling may enable a more accurate prediction
of the severity of COVID-19 infection, doing so impedes the
model’s clinical application, as most of the cytokines are not
routinely checked at presentation to the ICU. In contrast, all
10 laboratory biomarkers identified in our model are commonly
measured and are available to most clinical laboratories.
Thus, the DC and CIC analyses indicated the notable clinical
benefit of our model especially in a situation characterized by
resource scarcity.

Only patients who had at least seven of the 10 selected
biomarkers have been included in the training phase of the
modeling and missing parameters were imputed using k-NN
based on the data. As can be seen in the models’ ROC curve,
the RF algorithm outperformed other methods in predicting the
outcome. Significance of this difference has been investigated
using DeLong’s test. Superior proficiency of the RF model is
mainly due to the non-linear correlation between variables,
manifesting the complexity of the problem.
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TABLE 3 | Predictors with the highest predictive value, selected in this study, along with studies referring to them.

Predictor Description Literature references

Gender Sex-dependent differences in clinical manifestation (24, 25)

Age Higher age affects COVID-19 poor outcomes (25, 26)

Blood Urea Nitrogen Assumed highest weights for prognosis (27, 28)

Creatinine A lower creatinine clearance levels increases the mortality (29)

INR INR >1.3 significantly increases mortality (30)

Albumin Assumed highest weights for prognosis (27)

WBC Abnormal white blood cell count increases mortality (31)

Neutrophil count affects COVID-19 poor outcomes (32)

Lymphocyte count Lymphocytes <10% increases mortality (30)

RDW RDW >14.5% increases mortality (30)

MCH Abnormal MCH increases mortality (33)

Neurological disorders Affects the COVID-19 outcome (34)

Cardiovascular disorders Affects the COVID-19 outcome (34)

Respiratory disorders Affects the COVID-19 outcome (34)

Since a part of the data itself has been used for feature selection
and a 10-fold cross-validation algorithm has been implemented
to the data, an additional external validation was conducted to
confirm the model’s performance. Models were blindly tested
with validation data, including records of measurements of the
selected predictors for 161 patients, taken out of dataset 2 (U.K.).

Results of the validation assure that the model we developed
could be applied globally and predict mortality of the
patients with severe COVID-19 infection solely with universally
accessible parameters (Table 2). As a result, physicians and
healthcare systems are able to utilize this model, confident about
high sensitivity and specificity in the outcome.

The application of the LIME-SM method allowed us to
determine a patient-specific marker set that each patient’s
prognosis is based on. This technique explains the predictions
by perturbing the input of data samples and evaluating the
effects. The output of LIME is a list of features, reflecting each
feature’s contribution to a given prediction. Understanding the
“reasoning” of the ML model is crucial for increasing physicians’
confidence in selecting treatments based on the prognosis scores.
Using the LIME method, the significance of variables with high
predictive value was determined for each prediction made for
an individual. The evaluation of the variables in the individual’s
personalized prediction can lead to supportive measures and help
determine treatment strategies according to the interpretation of
the individual prognosis.

As severe COVID-19 may result from various underlying
etiologies, our model can help categorize patients into groups
with distinct clinical prognosis, thus allowing personalized
treatments. In addition to targeted therapies, the differentiation
between patients may reveal disease mechanisms that coincide
or that occur under specific preexisting conditions. Future
cohort studies could explore these assumptions with increased
sample sizes.

In this study, hypoalbuminemia and renal function were
identified as the main factors with high predictive values
for the model. These findings are in agreement with recent

results showing that hypoalbuminemia is an indicator of poor
prognosis for COVID-19 patients (40). It is well-documented
that endogenous albumin is the primary extracellular molecule
responsible for regulating the plasma redox state among plasma
antioxidants (40). Moreover, it has been shown that albumin
downregulates the expression of the angiotensin-converting
enzyme 2 (ACE2) which may explain the association of
hypoalbuminemia with severe COVID-19 (41). Intravenous
albumin therapy has been shown to improve multiple organ
functions (42). Therefore, early treatment with human albumin
in severe cases of COVID-19 patients before the drop in
albumin levels might have positive outcomes and needs to be
further investigated.

Furthermore, increased levels of BUN and Cr are observed in
our study, which is an indication of kidney damage. An abrupt
loss of kidney function in COVID-19 is strongly associated
with increased mortality and morbidity (43). There are multiple
mechanisms supporting this association (44, 45).

One of the findings of this study is the identification of RDW
(a measure of the variability of the sizes of RBCs) as an influential
parameter. This result is in line with recently published
reports (46). Elevated RDW, known as anisocytosis, reflects a
higher heterogeneity in erythrocyte sizes caused by erythrocyte
maturation and degradation abnormalities. Several studies have
found that elevated RDW is associated with inflammatory
markers in the blood such as IL-6, tumor necrosis factor-α, and
CRP, which is common in severely ill Covid-19 patients (44).
These inflammatory markers could disrupt the erythropoiesis by
directly suppressing erythroid precursors, promoting apoptosis
of precursor cells, and reducing the bioavailability of iron for
hemoglobin synthesis.

Yan et al. recently identified LDH, lymphocyte, and high-
sensitivity C-reactive protein (hs-CRP) as predictors of mortality
in COVID-19 patients during their hospitalization. The blood
results of hospitalized patients on different days after the initial
ICU admission were used for their model (45). Since our goal
was the prediction of mortality risk as early as possible for ICU
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patients, this limited us to using only the laboratory results on day
0, in contrast. For patients with severe COVID-19 infection, early
decision-making is critical for successful clinical management.
Additionally, laboratory results from other days may not always
become available. We also identified lymphocyte count as a
predictor of mortality, as in the previous study; however, CRP
levels and LDH did not reach statistical significance.

Although IL-6 has been found to be a good predictor of disease
severity by other studies, it did not reach statistical significance in
our model (47). IL-6 had a considerable KS statistical value, but
because of the high number of missing values, its p-value was not
significant compared to other markers. The fact that IL-6 is not
always measured upon ICU admission is precisely why it is not
suitable for our purposes.

In similar studies the impact of laboratory values was assessed.
Booth et al. recruited two ML techniques, LR and SVM to design
a prediction model for COVID-19 severity among 26 parameters.
They indicated CRP, BUN, serum calcium, serum albumin, and
lactic acid as the top five highest-weighted laboratory values.
Their analysis showed that the SVM model displayed 91%
sensitivity and specificity (AUC 0.93) for predicting mortality
(27). In another study, Guan et al. used an ML algorithm to
predict COVID-19 mortality retrospectively. They showed that
CRP, LDH, ferritin, and IL-10 were the most important death
predictors with a sensitivity of 85% (48). Zoabi et al. developed
a ML-based predicting model that evaluate eight binary features:
sex, age, known contact with an infected person, and five initial
clinical symptoms including headache, sore throat, cough, fever,
and shortness of breath. They showed that their model can
predict the COVID-19 infection with 87.30% sensitivity and
71.98% specificity (49).

The missingness indicator of some markers in both LR and
RF models has an impact on the predictions based on the
regression coefficient and LIME, which can be the result of
the model compensating for the imputation error. However,
the missingness indicator may also indicate the existence of
bias in biomarker reporting (50). Such biases (e.g., sampling
bias) are an inevitable part of retrospective studies. They
can be addressed using domain-adaptation techniques such
as correlation alignment (CORAL) in future studies using
additional data (51, 52). Another limitation of this study may be
the lack of an objective criterion for ICU admission. Moreover,
different treatment strategies can change the survival outcome
for patients who may have had similar profiles when admitted
to the ICU. In future studies, the accuracy of this model may be
further improved by adding chest imaging data and by using a
larger dataset. Possible targets for our ML framework include the
prediction of other crucial information such as the patients’ need
for mechanical ventilation, the occurrence of cytokine release
syndrome, the severity of acute respiratory disease syndrome, the
cause of death, and the right treatment strategy.

In conclusion, we evaluated 66 parameters in COVID-19
patients at the time of ICU admission. Of those parameters,
15 metrics with the highest prediction values were identified:
gender, age, BUN, Cr, INR, albumin, MCV, RDW, MCH, WBC,

segmented neutrophil count, lymphocyte count, and pastmedical
history of neurological, respiratory, and cardiovascular disorders.
In addition, by using the LIME-SP method, we identified
different submodules clarifying distinct clinical manifestations
of severe COVID-19. The ML model trained in this study
could help clinicians determine rapidly which patients are likely
to have worse outcomes, and given the limited resources and
reliance on supportive care allow physicians to make more
informed decisions.
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Both reverse transcription-PCR (RT-PCR) and chest X-rays are used for the diagnosis

of the coronavirus disease-2019 (COVID-19). However, COVID-19 pneumonia does

not have a defined set of radiological findings. Our work aims to investigate radiomic

features and classification models to differentiate chest X-ray images of COVID-19-based

pneumonia and other types of lung patterns. The goal is to provide grounds for

understanding the distinctive COVID-19 radiographic texture features using supervised

ensemble machine learning methods based on trees through the interpretable Shapley

Additive Explanations (SHAP) approach. We use 2,611 COVID-19 chest X-ray images

and 2,611 non-COVID-19 chest X-rays. After segmenting the lung in three zones and

laterally, a histogram normalization is applied, and radiomic features are extracted.

SHAP recursive feature elimination with cross-validation is used to select features.

Hyperparameter optimization of XGBoost and Random Forest ensemble tree models

is applied using random search. The best classification model was XGBoost, with an

accuracy of 0.82 and a sensitivity of 0.82. The explainable model showed the importance

of the middle left and superior right lung zones in classifying COVID-19 pneumonia from

other lung patterns.

Keywords: coronavirus, radiomics, radiological findings, X-rays, machine learning, explainable models, SHAP

INTRODUCTION

The coronavirus disease-2019 (COVID-19) is a viral respiratory disease with high rates of
human-to-human contagious and transmission and was first reported in 27 patients with
pneumonia of unknown etiology on December 31st, 2019, in Wuhan, China. The causative
agent, a beta coronavirus 2b lineage (1) named severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2), was identified on January 7, 2020, by throat swab samples (2, 3). In December 2020,
1 year after the outbreak, the WHO reported 66,243,918 confirmed cases and 1,528,984 deaths by
COVID-19 (4). On January 30, 2021, 1 year after WHO declared COVID-19 as an international
public health emergency, confirmed cases achieved 101,406,059 and 2,191,898 deaths (4). August
2021, the mark of 198,778,175 confirmed cases was achieved, with 4,235,559 deaths related to
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COVID-19 worldwide (4). In August 2020, at least five SARS-
CoV-2 virus clademutations were reported, which have increased
the infectivity and viral loads in the population (5). One year
later (August 2021), with more than 3,886,112,928 COVID-19
vaccines applied, the third wave of COVID-19 is being noticed
in Europe due to the quick virus adaptations increasing the
transmissibility and viral load, with four variants of concern and
more than ten others identified (6).

The clinical aspects of COVID-19 are highly variable between
individuals, varying in different levels of involvement from
asymptomatic to lethal conditions. The incubation period goes
from 2 to 14 days. A mildly symptomatic condition usually
presents fever, dry cough, fatigue, muscle pain, and taste and
smell changes, with few patients showing neurological and
digestive symptoms (7). Severe symptomatic patients can develop
dyspnea, acute respiratory distress syndrome, septic shock, and
metabolic acidosis (1). In the United States of America (USA),
the younger population, between 18 and 29 years old, are part
of the group age with more cases of COVID-19, followed by
people between 50 and 64 years (8). However, the number of
deaths is higher in the elderly population. Over 30% of deaths
are concentrated in 85+ years population, ∼60% between 50
and 84 years, and only 0.5% in youngers (18–29 years) (8).
COVID-19 incidence is also higher in women (52% of cases),
while men show to be more at risk of death (∼54%) (8). A
study published in August 2020 (1), with 121 Chinese patients
with COVID-19, showed that the risk of adverse outcomes in
individuals with more than 65 years is 2.28 times higher, and
initial clinical manifestation does not differ between non-severe
and severe cases, as in survivors and non-survivors. The risk
factors for predicting COVID-19 severity were cardiovascular
and cerebrovascular diseases (1). Higher lactate dehydrogenase
(LDH) and coagulation dysfunction also contribute to the
severity of the disease and progression to death (1).

The diagnosis of COVID-19 uses two approaches: reverse
transcription-PCR (RT-PCR) (7) and chest X-rays (CXRs)
(9). However, with the possibility of RT-PCR false-negative
results, clinical and laboratory tests have usually been added to
the patient diagnosis investigation and imaging findings. The
imaging techniques are typically CXR or CT, and the findings
have been compared with those of typical pneumonia. COVID-
19 pneumonia does not have a defined set of imaging findings
resulting in heterogeneous positivity definitions. The diagnosis
sensitivity ranges for chest CT and CXR are from 57.4 to 100%
and 59.9 to 89.0%, specificity from 0 to 96.0 and 11.1 to 88.9%,
respectively (10). Automatic methods of prediction of COVID-
19 in CT have been evaluated in several articles, as described
by Chatzitofis et al. (11) and Ning et al. (12). Even CT provides
higher image resolution, CXR images are less costly, available in

Abbreviations: 1st order, First-order features; AP, anteroposterior; AUC,

area under the curve; COVID-19, Coronavirus SARS-CoV-2 diseases; CNN,

Convolutional Neural Networks; CXR, Chest X-ray; GLCM, Gray-level co-

occurrence matrix; GLRLM, Gray-level Run Length Matrix; GLSZM, Gray-level

Size Zone Matrix; GLDM, Gray-level Dependence Matrix; PA, posteroanterior;

PCR, Protein C-reactive; ROC, receiver operating characteristic; SHAP, Shapley

Additive Explanations; SHAP-RFECV, Shapley Additive Explanations with

Recursive Feature Elimination with Cross-validation.

clinics and hospitals, implies a lower radiation dose, and have
a smaller risk of contamination of the imaging equipment and
interruption of radiologic services to decontamination (13, 14).
Also, abnormality findings on CT are mirrored in CXR images
(14, 15).

The interpretation of radiological lung patterns can reveal
differences in lung diseases. For COVID-19-related pneumonia,
the characteristic pattern in CXR includes a pleuropulmonary
abnormality with the presence of bilateral irregular, confluent, or
bandlike ground-glass opacity or consolidation in a peripheral
and mid-to-lower lung zones distribution with less likely
pleural effusion (14, 16). For other lung diseases, like typical
pneumonia, radiological patterns are related to the disease
origin: bacterial, viral, or another etiology. In general, CXR
findings show segmental or lobar consolidation and interstitial
lung disease (17). Specifically, for viral pneumonia caused
by adenovirus, the radiological pattern is characterized by
multifocal consolidation or ground-glass opacity. In addition,
there are bilateral reticulonodular areas of opacity, irregular or
nodular regions of consolidation for pneumonia by influenza
virus (18). For bacterial pneumonia, there are three main
classifications due to the affected region: lobar pneumonia, with
confluent areas of focal airspace disease usually in just one
lobe, bronchopneumonia, with a multifocal distribution with
nodules and consolidation in both lobes, and acute interstitial
pneumonia that involves the bronchial and bronchiolar wall, and
the pulmonary interstitium (19).

Apart from typical visual interpretation, the lung disease
patterns can be studied through texture-feature analysis and
radiomic techniques. However, due to radiologists’ unfamiliarity
with COVID-19 patterns, computer-aided diagnosis (CAD)
systems help to differentiate COVID-19-related and other
lung patterns.

Radiomics is a natural extension of CAD that converts the
medical images into mineable high-dimensional data, allowing
hypothesis generation, testing, or both (20). Computer-based
texture analysis can be present in radiomics and reflects the tissue
changes quantitatively from a healthy state to a pathological
one. The extracted features can feed a classification model. The
process has been widely explored to help radiologists achieve a
better and faster diagnosis and is being applied to analyze and
classify medical images to detect several diseases such as skin
cancer (21), neurological disorders (22), and pulmonary diseases,
like cancer (23) or pneumonia (24). For example, COVID-19-
related pneumonia studies have been using various methods
to differentiate the disease from typical pneumonia healthy
individuals or even several lung diseases. Many approaches use
deep learning (DL) framework, basing the feature extraction
and classification in convolutional neural networks (CNN)
models (25–28). However, DL models are not inherently
interpretable and cannot explain their predictions intuitively
and understandably. Hand-crafted feature extraction yet has
mathematical definitions and can be associated with known
radiological patterns.

The interpretability of results using medical images has been
highly required. Therefore, explainable AI (Artificial Intelligence)
predictions have been developed, such as the Shapley Additive
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FIGURE 1 | Examples of CXR images from COVID-19 and non-COVID-19 datasets.

Explanations (SHAP) framework (29). Our goal is to investigate
the radiomic features and classification models to differentiate
chest X-ray images of COVID-19-based pneumonia and diverse
types of lung pathologies. We aim to provide grounds for
understanding the distinctive radiographic features of COVID-
19 using supervised ensemble machine learning methods based
on trees in an interpretable way using the SHAP approach to
explain themeaning of themost important features in prediction.
Our study analyzes the lung in three zones in both lobes,
showing the middle left and superior right zones’ importance in
identifying COVID-19.

MATERIALS AND METHODS

We retrospectively used a public dataset of CXR images of
COVID-19-related pneumonia and lung images of patients
with no COVID-19 to investigate the radiomic features that
can discriminate COVID-19 from other lung radiographic
findings. We extracted first- and second-order radiomic features
and divided our analysis into two main steps. First, we
performed k-folds cross-validation to select the algorithm with
the best performance classifying COVID-19 pneumonia and
non-COVID-19. Second, we performed an explanatory approach
to select the best set of radiomic features that characterize
COVID-19 pneumonia.

Image Dataset
We used two public multi-institutional databases related to
COVID-19 and non-COVID-19 to train and evaluate our
model. BIMCV (Valencian Region Medical ImageBank) is a
large dataset, with annotated anonymized X-ray and CT images
along with their radiographic findings, PCR, immunoglobulin
G (IgG), and immunoglobulin M (IgM), with radiographic
reports from Medical Imaging Databank in Valencian Region

Medical Image Bank. BIMCV-COVID+ (30) comprises 7,377
computed radiography (CR), 9,463 digital radiography (DX),
and 6,687 CT studies, acquired from consecutive studies with
at least one positive PCR or positive immunological test for
SARS-Cov-2. BIMCV-COVID- (31) has 2,947 CR, 2,880 DX, and
3,769 CT studies of patients with negative PCR and negative
immunological tests for SARS-Cov-2. Both databases have all
X-ray images stored in 16-bit PNG images in their original
high-resolution scale, with sizes varying between 1,745 × 1,465
pixels and 4,248 × 3,480 pixels for patients with COVID-19 and
between 1,387 × 1,140 pixels and 4,891 × 4,020 pixels for non-
COVID-19. Figure 1 shows an example of CXR images of both
datasets (BIMCV-COVID+ and BIMCV-COVID–).

We used only CXR images of anteroposterior (AP) and
posteroanterior (PA) projections of adult patients (≥18 years
old). Some images from the dataset do not have information
regarding projection (AP, PA, or lateral) in the DICOM tag, and
some projection tags are mislabeled. All images with missing the
projection DICOM tag were discarded and, from the selected
AP or PA projections, they were visually inspected and discarded
if mislabeled.

For COVID-19 positive patients, we selected only the first
two images between the first and last positive PCRs. For non-
COVID-19 participants with more than two X-ray acquisitions,
only the first two images were selected. Therefore, we have 2,611
images from patients with COVID-19, and we randomly chose
2,611 images from non-COVID-19 to ensure a balanced dataset.
Demographic information regarding selected patients is shown
in Table 1. In addition, since some CXR images were stored with
an inverted lookup table, images with photometric interpretation
equal to “monochrome1” were multiplied by minus one and
summed with their maximum value to harmonize the dataset.

Previous studies already used the BIMCV-COVID dataset to
evaluate lung segmentation (32), data imbalance corrections (33),
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TABLE 1 | Demographic data of our study.

COVID-19 Non-COVID-19

Age 62 ± 16 64 ± 19

Sex (male) 1,358 1,268

Sex (female) 1,253 1,343

DL classification models (34–36), and other imaging challenges
(37, 38).

Lung Segmentation
We applied a histogram equalization in each CXR image (39,
40) to normalize the intensity values and reduce the dataset’s
features variability. Pixel values were normalized to 8-bits per
pixel and resampled to 256 × 256 pixels. We segment lungs
using an open-source pretrained U-Net-inspired architecture
segmentation model to generate lung masks1. The model was
trained in two different open CXR databases: JSRT (Japanese
Society of Radiological Technology) (41) and Montgomery
County (42). The databases used for training came from patients
with tuberculosis, so they are not specific for COVID-19-based
pneumonia lung segmentation.

We applied the opening morphological operator in each mask
to remove background clusters and fill holes of the resulting
lung mask, using a square structuring element, 8-connected
neighborhood. The opening morphological operation smooths
an object’s contour, breaks narrow isthmuses, and eliminates thin
protrusions. The mathematical details of opening morphological
operation can be found in Gonzalez and Woods (43).

We removed all clusters with <5 pixels and all connected
regions with <75 pixels. The lung mask is stretched back
to the original image size and applied to the original image
before processing. We normalized all segmented lung images
considering only pixels inside the lung mask, between 0 and 255.

We split the image between the left and right side using the
centroid of two areas; if the centroid is located within the first half
of thematrix size (from left to right), it is considered as part of the
right lung (the radiological image in CXR ismirrored). Next, each
lung’s height is divided into upper, middle, and bottom zones,
determined by the extremities’ distance, divided into thirds. The
segmentation workflow is shown in Figure 2.

Radiomic Features
We used the PyRadiomics library to extract the first and second-
order statistical texture-based features for each lung mask. The
mathematical formulation of the features can be found in
Zwanenburg, Leger, and Vallières (44). The radiomic features are
divided into five classes (45):

First-order features (18 features): These are based on the first-
order histogram and related to the pixel intensity distribution.

Gray-level co-occurrence matrix or GLCM (24 features): This
gives information about the gray-level spatial distribution,

1https://github.com/imlab-uiip/lung-segmentation-2D.

considering the relationship between pixel pairs and the
frequency of each intensity within an 8-connected neighborhood.

Gray-level run length matrix or GLRLM (16 features): This is
like GLCM; it is defined as the number of contiguous pixels with
the same gray level considering a 4-connected neighborhood,
indicating the pixel value homogeneity.

Gray-level size zone matrix or GLSZM (16 features): This
is used for texture characterization; it provides statistical
representation by estimating a bivariate conditional probability
density function of the image distribution values and
is rotation-invariant.

Gray-level dependence matrix or GLDM (14 features): This
quantifies the dependence of gray image level by calculating the
connectivity at a certain distance when its difference in pixel
intensity is <1.

Model Selection
We performed 10-folds cross-validation after radiomic feature
extraction to guarantee unbiased metrics results and error
generalization. We realized that a normalization between 0 and
1 and used SHAP- Recursive Feature Elimination with Cross-
Validation (RFECV) feature selection in 9-folds of the dataset.
Each machine learning model was trained using the selected
features with the hyperparameter optimization method, and
randomized search with cross-validation from the sci-kit learn
library (46, 47). The method uses a range of values for each
parameter in the model. It tests a given number of times with
different combinations and splits of training data, measuring the
model performance in the validation set. We chose to run 1,000
iterations for each model, using an intern 5-folds stratified cross-
validation. The parameter values explored in each model are
shown inTable 2. We chose the best parameters based on the best
performance of recall in cross-validation. After hyperparameter
optimization, model evaluation is performed in the last fold.

Feature Selection
Feature selection is the process of selecting the most relevant
features for a given task. The process reduces the computational
cost regarding the training and evaluation of the machine
learning model and improves the generalization (48). Moreover,
some features may be irrelevant or redundant, negatively
impacting themodeling, adding biases (49). To avoid these issues,
we decided to make a feature selection before our modeling.

We used the SHAP-RFECV from the Probatus python library
to perform the feature selection. Further information about the
SHAP-RFECV algorithm and its applications can be found on
the Probatus webpage2. The method uses a backward feature
elimination based on the SHAP value of feature importance.
The designed model is trained with all features initially and
uses cross-validation (10-fold) to estimate each feature’s SHAP
importance value. At the end of each round, the features with
the lowest importance are excluded. Then, the training is done
again until the number of features chosen by the user is reached.
We decided to remove 20% of the lowest importance features in
each iteration for faster reduction of features in early iterations

2https://ing-bank.github.io/probatus/.
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FIGURE 2 | Workflow of the segmentation process.

TABLE 2 | Parameter values explored by random search in XGBoost and Random Forest Classifier models.

XGBoost Random Forest Classifier

min_child_weight 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 n_estimators 10, 50, 100, 200

max_depth 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 max_depth None, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

lambda* 0–1 criterion gini, entropy

gamma* 0–1 min_sample_split 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

eta* 0–1 min_sample_leaf 1, 2, 3, 4, 5

objective binary:logistic

tree_method gpu_hist

*10 random values in the range.

and more precise results in the later ones until it reaches the
minimum value of 20 features.

Machine Learning Models
We trained two ensemble classification models based on
tree-based models using the scikit-learn (47) library and
XGBoost (XGB) (50) on Python version 3.6.5. The classification
methods used in our article are the XGB and the Random
Forest (RF).

XGBoost is a scalable ensemble model based on an extreme
gradient for tree boosting. It is based on regression trees, which in
contrast to decision trees, contains a continuous score on each of
the leaves. The input data is sorted into blocks of columns that are
categorized by the corresponding feature value. The split search
algorithm runs in the block seeking the split candidates’ statistics
in all leaf branches. It uses decision rules into trees to determine
for each leaf the example will be placed. The final prediction is
calculated by summing up the score in the corresponding leaves

(51). The proper algorithm and mathematical formulation are
addressed in Chen (50).

Random Forest is a tree-based ensemble learning algorithm
that induces a pre-specified number of decision trees to solve a
classification problem. Each tree is built using a subsample of
the training data, and each node searches for the best feature
in a subset of the original features. The assumption is that by
combining the results of several weak classifiers (each tree) via
majority voting, one can achieve a robust classifier with enhanced
generalization ability. The mathematical formulation of RF is
described in Breiman (52).

Performance Evaluation
Accuracy, sensitivity, precision, F1-Score, and the area under the
curve (AUC) of the receiver operating characteristic (ROC) were
used for model evaluation. The final model was selected based on
the best sensitivity achieved in the cross-validation. Each metric
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is calculated as follows (53):

Accuracy =
TP + TN

TP + TN + FP + FN

Sensitivity =
TP

TP + FN

Precision =
TP

TP + FP

F1 Score = 2×
precision× sensitivity

precision+ sensitivity

where: TP = true positive, TN = true negative, FP = false
positive, and FN= false negative.

Explanatory Approach
Despite their complexity, approaches to making AI models
“interpretable” have gained attention to enhance the
understanding of machine learning algorithms. Explaining
tree models is particularly significant because the pattern that
the model uncovers can be more important than the model’s
prediction itself. The SHAP approach is an additive feature
attribution method that assigns an “importance value” to each
feature for a particular prediction (29, 54). The SHAP approach
satisfies three important properties for model explanation: (i)
local accuracy because the explanation model and the original
one has to match, at least, the output for a specific input;
(ii) consistency, because if the model changes, it is because a
feature’s contribution increases or stay the same regardless of
other inputs, so the input’s attribution should not decrease; and
(iii) missingness, meaning the missing values of features in the
original input have no impact.

In our work, we chose the SHAP approach with tree models
because it is calculated in each tree leaf and gives interpretability
for local explanations, which reveals the most informative
features for each subset of samples. Local explanations allow the
identification of global patterns on data and verify how the model
depends on its input features. It also increases the signal-to-noise
ratio to detect problematic data distribution shifts, making it
possible to analyze the behavior of the entire dataset, which is
composed of medical images from different databases (54).

The SHAP approach uses an extension of Shapley values from
the game theory to calculate the feature importance. The SHAP
values are calculated based on the prediction difference when
using all features and when using just a few ones. It addresses how
the addition of one feature improves or not the prediction (55).
In tree-based models, the SHAP values are also weighted by the
node sizes, meaning the number of training samples in the node.
Finally, the feature importance assumes that the features with
large absolute SHAP values have more importance than others
with smaller absolute values. To access the global importance, we
average the feature importance across all data (56).

We use the SHAP-RFECV approach on the final model to
evaluate the most important features and how they affect the
model’s prediction.

RESULTS

We extracted 88 features for each lung zone. Next, we applied RF
and XGB models to analyze the performance with 10-fold cross-
validation. Table 2 shows the parameters used for both models,
and Table 3 has the performance metrics.

The XGBoost model was selected for hyperparameters
optimization and feature selection using SHAP due to its higher
classification performance. Table 4 shows the hyperparameters,
and Table 5 shows the selected features.

The SHAP feature importance values are shown in Figure 3

for the 20 selected features. Figure 4 shows the effect of each
feature in the model prediction.

Figures 5, 6 show the decision’s plot of one COVID-19
pneumonia case and one non-COVID-19 pneumonia case,
respectively. The plot shows the SHAP values related to each
feature’s importance and how they predict the classification for
two random individuals. For example, the positive SHAP value
in Figure 5, f (x) = 2.207, is related to the model prediction
identifying the CXR as a COVID-19. Similarly, the negative
SHAP value in Figure 6, f (x) = −1.052, is related to the model
prediction identifying the CRX as a patient with non-COVID-19.

DISCUSSIONS

In the latest year, numerous studies have been developed applying
different computer-aidedmethods to aid in diagnosing and in the
prognosis COVID-19 (11, 12, 14, 15, 25–28, 57–75). However,
most studies do not use explainable methods (57). Our approach
uses the hand-crafted radiomics features approach and ensemble
tree-based machine learning classification models to differentiate
COVID-19-induced pneumonia from other lung pathologies
and healthy lungs in CXR images. We use ensemble tree-
based models since they are more accurate than artificial neural
networks in many applications (54). Looking for explainability,
we use the SHAP approach to unveil why specific features
with low or high SHAP values are associated with the disease.

TABLE 3 | Mean cross-validation metrics of XGBoost and Random Forest models.

Model Accuracy F1-Score Sensitivity Precision

XGB 0.82 0.82 0.82 0.82

RF 0.77 0.78 0.81 0.75

TABLE 4 | Hyperparameters for XGBoost.

XGBoost

min_child_weight 6

max_depth 3

lambda 1

gamma 0.50230907476997

eta 0.50515969241175

objective binary:logistic

tree_method hist
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TABLE 5 | Chosen features by XGBoost model.

XGBoost Abbreviation

Bottom Left - First Order - Maximum BL-1st-M

Bottom Right - First Order - Energy BR-1st-E

Bottom Right - First Order - Kurtosis BR-1st-K

Bottom Right - GLCM - Cluster

Prominence

BR-GLCM-CP

Bottom Right - GLCM - Difference

Variance

BR-GLCM-DV

Middle Left - First Order - Kurtosis ML-1st-K

Upper Left - First Order - Range UL-1st-R

Upper Left - GLCM - Idmn UL-GLCM-LDMN

Upper Left - GLRLM - Run Entropy UL-GLRLM-RE

Upper Right - First Order - Robust Mean

Absolute Deviation

UR-1st-RMAD

Upper Right - GLCM - Cluster Prominence UR-GLCM-CP

Upper Right - GLCM - Cluster Shade UR-GLCM-CS

Upper Right - GLCM - MCC UR-GLCM-MCC

Upper Right - GLRLM - Gray Level

Non-Uniformity

UR-GLRLM-GLNU

Upper Right - GLRLM - High Gray Level

Run Emphasis

UR-GLRLM-HGLRE

Upper Right - GLSZM - Gray Level

Non-Uniformity Normalized

UR-GLSZM-GLNUN

Upper Right - GLSZM - Gray Level

Variance

UR-GLSZM-GLV

Upper Right - GLSZM - Large Area High

Gray Level Emphasis

UR-GLSZM-LAHGLE

Upper Right - GLSZM - Size Zone

Non-Uniformity

UR-GLSZM-SZNU

Upper Right - GLSZM - Small Area High

Gray Level Emphasis

UR-GLSZM-SAHGLE

Moreover, we choose to analyze different lung zones, previously
segmented, looking for regions of interest in the disease.

The computer-aided methods using non-segmented images
may lead to biases (58, 59) since the models may associate
elements from outside the lungs, such as bones and muscles, not
related to the disease, with the presence of COVID-19. Restricting
the region of interest ensures that the features extracted are
associated with the radiological information present in the lung
zone. Our study uses automatic lung segmentation and divides
the lung into six zones, which are independently analyzed. The
approach allows small structures in the analysis, which could be
suppressed by analyzing the entire lung at once.

Nowadays, COVID-l9 radiological studies are focused on
CT findings, which have better sensitivity than CXR. However,
CT is more expensive and scarcer than conventional X-rays,
requiring complicated decontamination after scanning patients
with COVID-19. Therefore, the American College of Radiology
(60) recommends CT to be used sparingly and reserved
for hospitalized patients with COVID-l9 symptomatic with
specific clinical indications. A portable chest X-ray equipment
is suggested as a viable option to minimize the risk of cross-
infection and avoid overload and disruption of radiological

departments. Moreover, studies have shown that CXR COVID-
19 findings mirror the CT findings (14, 15), with less radiation
dose and higher availability in clinics and hospitals.

The use of feature importance techniques can improve clinical
practice in different medical fields. Hussain et al. (76) showed
the benefits of multimodal features extracted from congestive
heart failure and normal sinus rhythm signals. The application
of feature importance ranking techniques was beneficial to
distinguish healthy subjects from those with heart failure. The
same group also found that the use of the synthetic minority
oversampling technique can improve the model performance
when dealing with imbalanced datasets (77).

Meaningful Texture-Based Features in
COVID-19 Pneumonia
The main contribution of this study is the findings of a group of
meaningful radiomic features in differentiating COVID-19 from
other lung diseases using CXR using an explainable machine
learning approach. The most relevant features are presented in
Figure 3. In addition, SHAP values summary plots can be used
to try and explain how each feature is increasing or decreasing
the model output, meaning the probability of classifying a CXR
image as COVID-19 pneumonia or not.

As seen in Figure 3, the first-order kurtosis on the middle-
left lung was, by far, the feature with the highest importance
for classification. Kurtosis is, in general, a measure of the
“peakedness” of the distribution of the values (78). Since it is
a first-order feature, it is directly related to the pixel values on
the CXR image. COVID-19 induces consolidation and ground-
glass opacification, which increases these pixel values in the lung
region and may induce a distribution with lighter tails and a
flatter peak, resulting in lower kurtosis values (78). These lower
values were associated with the disease, as can be seen in Figure 4.

In CXR images, the heart partially overlaps with the lungs in
the left middle region, influencing feature importance. Despite
being the most important feature, kurtosis was the only feature
selected from this region. The second and third most important
features are both related to gray-level homogeneity. Higher
values of Run Entropy in GLRLM, which were associated with
COVID-19 in the upper left region, indicate more heterogeneity
in the texture patterns. Higher values of gray-level non-
uniformity in GLRLM in the upper right region, also associated
with the disease, indicate lesser similarity between intensity
values, corroborating the previous feature findings. COVID-19-
induced consolidations tend to be diffuse or patchy, which may
explain these features associations (70).

We won’t go over other features individually due to their
decreasing and similar importance. However, it is important to
note that from the 20 selected features, half are extracted from
the upper right zone. Our previous study (61) showed similar
results, where the twomost important features were also from the
upper right lung region. Moreover, no middle right zone features
were selected.

Comparison With Related Work
Saha et al. (62) created EMCNet, an automated method to
diagnose COVID-19 and healthy cases from CXR images. Their
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FIGURE 3 | Feature importance for each radiomic feature with the XGBoost model.

FIGURE 4 | Impact of important features in the XGBoost model output.

method uses a simple CNN to extract 64 features from each
image and then classify binary with an ensemble of classifiers
composed of Decision Tree, Random Forest, Support Vector

FIGURE 5 | Example of SHAP values affecting XGBoost model output for a

single COVID-19 CXR image.

Machines, and AdaBoost models. They used 4,600 images (2,300
COVID-19 and 2,300 healthy) from different public datasets
(38, 79–81) and applied resizing and data normalization. As
a result, they achieved 0.989 for accuracy, 1.00 for precision,
0.9782 for sensibility, and 0.989 in F1-score. In comparison
with our study, we both use almost the same number of CXR
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FIGURE 6 | Example of SHAP values affecting XGBoost model output for a

single non-COVID-19 CXR image.

images, but we only use two databases, mostly from the same
facilities. However, the authors’ data included pediatrics patients,
leading to biases due to age-related characteristics. Duran-Lopez
et al. (34) proposed COVID-XNet, a DL-based system that uses
pre-processing algorithms to feed a custom CNN to extract
relevant features and classify between COVID-19 and normal
cases. Its system achieved 92.53% sensitivity, 96.33% specificity,
93.76% precision, 93.14% F1-score, 94.43% balanced accuracy,
and an AUC value of 0.988. Class Activation Maps were used to
highlight the main findings in COVID-19 X-ray images and were
compared and verified with their corresponding ground truth
by radiologists.

Cavallo et al. (63) made a texture analysis to evaluate COVID-
19 in CXR images. They used a public database selecting 110
COVID-19-related and 110 non-COVID-19-related interstitial
pneumonia, avoiding the presence of wires, electrodes, catheters,
and other devices. Two radiologists manually segmented all the
images. After normalization, 308 textures were extracted. An
ensemble made by Partial Least Square Discriminant Analysis,
Naive Bayes, Generalized Linear Model, DL, Gradient Boosted
Trees, and Artificial Neural Networks models achieved the
best results. The ensemble model performance was 0.93 of
sensitivity, 0.90 of specificity, and 0.92 of accuracy. We have
not attained these high metrics. However, we used much
more images (5,222 vs. 220), and like in the previous study,
they used mixed-age data, where COVID-19 images were
retrieved from adult patients and non-COVID-19 images from
pediatric ones.

Rasheed et al. (64) proposed a machine learning-based
framework to diagnose COVID-19 using CXR. They used
two publicly available databases with a total of 198 COVID-
19 and 210 healthy individuals, using Generative Adversarial
Network data augmentation to get 250 samples of each group.

Features were extracted from 2D CXR with principal component
analysis (PCA). Training and optimization were done with CNN
and logistic regression. The PCA with CNN gave an overall
accuracy of 1.0. Using just 500 CXR images from COVID-
19 and non-COVID-19 individuals from two different datasets
and training the model with data augmentation techniques may
suggest the possibility of overfitting or that classification can be
differentiating the two datasets and not the disease itself.

Brunese et al. (65) developed a three-phase DL approach
to aid in COVID-19 detection in CXR: detect the presence of
pneumonia, discern between COVID-19 induced and typical
pneumonia, and localize CXR areas related to COVID-19
presence. Different datasets for different pathologies were used,
two datasets of patients with COVID-19 and one of the other
pathologies. In total, 6253 CXR images were used, but only 250
were from patients with COVID-19. Accuracy for pneumonia
detection and COVID-19 discrimination was 0.96 and 0.98,
respectively. Activation maps were used to verify which parts of
the image were used by the model for classification. They showed
a high probability of prediction in the middle left and upper right
lungs, agreeing with our findings.

Kikkisetti et al. (66) used portable CXR from public databases
with CNN and transfer learning to classify the images between
healthy, COVID-19, non-COVID-19 viral pneumonia, and
bacterial pneumonia. They used two approaches, using all CXR
and only segmented lungs. CNN heatmaps showed that with the
whole CXR, the model used outside the lungs information to
classify. It is a tangible example of the importance of segmenting
the CXR images, especially when using data from different
locations, to avoid biases created by the annotations in X-rays.
They achieved an overall sensitivity, specificity, accuracy, and
AUC of 0.91, 0.93, 0.88, and 0.89, respectively, with segmented
lungs. However, they used pediatric data mixed with adults. It
is interesting to note that in their CNN heatmaps, the lower
and middle portion of the left lung showed a high importance
in their classification, in agreement with our results. We have
three features from these locations, which are essential in the
COVID-19 classification, and two were selected from these
regions. However, one feature is, by far, the most important for
classification. Moreover, our database is almost five times larger.

Yousefi et al. (67) proposed a computer-aided detection of
COVID-19 with CXR imaging using deep and conventional
radiomic features. A 2D U-net model was used to segment the
lung lobes. They evaluated three different unsupervised feature
selection approaches. The models were trained using 704 CXR
images and independently validated using a study cohort of 1,597
cases. The resulting accuracy was 72.6% for multiclass and 89.6%
for binary-class classification. Since unsupervised models were
used, it is impossible to check if the most important features
are like ours. Unfortunately, the lobes were not investigated
separately for further comparisons.

Casiraghi et al. (82) developed an explainable prediction
model to process the data of 300 patients with COVID-
19 to predict their risk of severe outcomes. They collected
clinical data and laboratory values. The radiological scores
were retrospectively evaluated from CXR by either pooling
radiologists’ scores or applying a deep neural network. Boruta
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and RF were combined in a 10-fold cross-validation scheme to
produce a variable importance estimate. The most important
variables were selected to train an associative tree classifier,
with AUC 0.81–0.76, sensitivity 0.72–0.66, F1 score 0.62–0.55,
and accuracy from 0.74 to 0.68. The PCR achieved the highest
relative relevance, together with the patient’s age and laboratory
variables. They noted that the radiological features extracted
from radiologists’ scores and deep network were positively
correlated, as expected.Moreover, their radiological features were
also correlated with PCR and have an inverse correlation with
the saturation values. However, they did not evaluate radiomic
features extracted from CXR for comparison with our work.

Even though the image characteristics are different in CT
and CXR, they share the same physical interaction with
tissues using X-rays. Caruso et al. study (68) used CT texture
analysis to differentiate patients with positive COVID-19 and
negative ones. Sensitivity and specificity were 0.6 and 0.8,
respectively. The feature with the highest correlation with
patients with positive COVID-19 compared with negative ones
was kurtosis, with lower values associated with the disease. In our
work, the most important classification feature was first-order
kurtosis with the same lower values behavior associated with
the disease.

Similarly, Lin et al. (69) developed a CT-based radiomic score
to diagnose COVID-19 and achieve a sensibility of 0.89. They also
found that the GLCM MCC feature was important during the
classification. In our study, we also found the same feature in the
upper right lung. Finally, Liu et al. (70) analyzed the classification
performance in CT images using two approaches (only clinical
features and clinical with texture features), increasing their
sensitivity to 0.93. Their results show the importance of clinical
information, if available. They also found cluster prominence
features as important, but their analysis was made using a
wavelet filter.

Shiri et al. (71) made an analysis using CT images and clinical
data to develop a prediction model of patients with COVID-19.
The model with the highest performance achieves a sensibility
and accuracy of 0.88. Interestingly, one of the radiomic features
used in their work, GLSZM – SAHGLE, was also selected in our
model in the upper right lung zone.

Limitations
One of themain limitations of AI studies is the currently available
COVID-19 and non-COVID-19 CXR databases (72). Even
though databases have many data, most have several missing
andmislabeled data.Moreover, most COVID-19 public databases
do not include non-COVID images from the same medical
center, requiring other databases from different facilities. Medical
centers use various scanners and protocols, leading to different
image patterns if no previous harmonization is executed.
In studies using multiple databases with other pathologies,
computer-aided methods may learn to differentiate the database
pattern rather than the lung pathologies (73). Finally, a limitation
of the databases used in this work is they do not include clinical
data from patients.

The most important concern about some studies is that
some databases of typical pneumonia CXR have images from

pediatric and adult patients. They are primarily used due to the
differentiation between viral and bacterial pneumonia. However,
this may increase biases due to age-related characteristics (71).
Usually, imaging acquisition protocols for pediatric patients are
made with less radiation due to radiological protection.

Our model reached an accuracy of 0.82, a sensitivity of 0.82, a
precision of 0.82, and F1-score metrics of 0.82 using CXR images
and SHAP RFECV. Other COVID-19 studies using CXR images
and machine learning models reached accuracy between 0.92 and
0.99, and sensibility between 0.91 and 0.99 (62, 63). However,
the limitations of the studies with higher scores discussed in
the previous section should be considered; some studies used
non-segmented images (62–64, 66), and other studies used data
from pediatric patients (62, 64, 65) (1–5 years old) mixed with
adult data.

The main limitations of our study are the absence of clinical
data to improve our models and the lack of statistical analysis
to have more confidence about the importance of the features.
Moreover, we limited the features extraction and other features
that could be included, like the neighboring gray-tone difference
matrix. Finally, we did not evaluate the effect of features’
extraction applying different pre-processing filters.

Future Directions
The sudden onset of COVID-19 generated a global task force to
differentiate it from other lung diseases.With themain symptoms
related to atypical pneumonia, the number of CXR and chest
CT datasets has rapidly increased. More than 1 year and a
half from the COVID-19 onset, the available datasets of chest
images are more extensive, so it is possible to have confidence in
classifying the disease from other pulmonary findings. However,
before the 2020 pandemic, most lung radiomic signature analysis
studies focused on identifying and classifying nodules and
adenocarcinomas. Therefore, pneumonia radiomic signature is
not well-established, even for typical pneumonia.

We still do not know how COVID-19 affects the immune
system and the lungs, but some cases do not have any CXR
alterations, they have only parenchymal abnormalities (75). For
further studies, PCR positive COVID-19 individuals without
visible CXR modifications should be analyzed using radiomic
features to evaluate small regions looking for pulmonary tissue
texture variations. In addition, when available, further studies
should include clinical information to allow the evaluation
of the benefits in diagnosis when using both radiomics and
clinical data.

A big challenge in using large CXR image databases is
maintaining label information such as projection (i.e., lateral, AP,
PA). The further effort in global data curation could confirm
projection without the need for visual confirmation.

Conclusions
This article presents the SHAP approach to explain machine
learning classification models based on hand-crafted radiomics
texture features to provide grounds for understanding the
characteristic radiographic findings on CXR images of patients
with COVID-19. The XGB ML model is the best discriminant
method between COVID-19 pneumonia and healthy and
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other lung pathologies using radiomic features extracted from
lung CXR images divided into six zones. The explainable
model shows the importance of the middle left and superior
right lung zone in classifying COVID-19 pneumonia from
other lung patterns. The method can potentially be clinically
applied as a first-line triage tool for suspected individuals
with COVID-19.

The rapid increase of COVID-19 pneumonia cases
shows the necessity of urgent solutions to differentiate
individuals with and without COVID-19 due to its high
spreadability and necessity of prompt management of ill
individuals. Furthermore, the lack of knowledge about the
disease made it necessary to find explainable radiological
features to correlate with the biological mechanisms
of COVID-19.
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