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Music is an important source of enjoyment, learning, and well-being in life as well as a rich, powerful, and versatile stimulus for the brain. With the advance of modern neuroimaging techniques during the past decades, we are now beginning to understand better what goes on in the healthy brain when we hear, play, think, and feel music and how the structure and function of the brain can change as a result of musical training and expertise. For more than a century, music has also been studied in the field of neurology where the focus has mostly been on musical deficits and symptoms caused by neurological illness (e.g., amusia, musicogenic epilepsy) or on occupational diseases of professional musicians (e.g., focal dystonia, hearing loss). Recently, however, there has been increasing interest and progress also in adopting music as a therapeutic tool in neurological rehabilitation, and many novel music-based rehabilitation methods have been developed to facilitate motor, cognitive, emotional, and social functioning of infants, children and adults suffering from a debilitating neurological illness or disorder. Traditionally, the fields of music neuroscience and music therapy have progressed rather independently, but they are now beginning to integrate and merge in clinical neurology, providing novel and important information about how music is processed in the damaged or abnormal brain, how structural and functional recovery of the brain can be enhanced by music-based rehabilitation methods, and what neural mechanisms underlie the therapeutic effects of music. Ideally, this information can be used to better understand how and why music works in rehabilitation and to develop more effective music-based applications that can be targeted and tailored towards individual rehabilitation needs.

The aim of this Research Topic is to bring together research across multiple disciplines with a special focus on music, brain, and neurological rehabilitation. We encourage researchers working in the field to submit a paper presenting either original empirical research, novel theoretical or conceptual perspectives, a review, or methodological advances related to following two core topics: 1) how are musical skills and attributes (e.g., perceiving music, experiencing music emotionally, playing or singing) affected by a developmental or acquired neurological illness or disorder (for example, stroke, aphasia, brain injury, Alzheimer’s disease, Parkinson’s disease, autism, ADHD, dyslexia, focal dystonia, or tinnitus) and 2) what is the applicability, effectiveness, and mechanisms of music-based rehabilitation methods for persons with a neurological illness or disorder? Research methodology can include behavioural, physiological and/or neuroimaging techniques, and studies can be either clinical group studies or case studies (studies of healthy subjects are applicable only if their findings have clear clinical implications). 
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The Editorial on the research topic
 Music, Brain, and Rehabilitation: Emerging Therapeutic Applications and Potential Neural Mechanisms



Music is an important source of enjoyment, learning, and well-being in life as well as a rich, powerful, and versatile stimulus for the brain. With the advance of modern neuroimaging techniques during the past decades, we are now beginning to understand better what goes on in the healthy brain when we listen, play, think, and feel music and how the structure and function of the brain can change as a result of musical training and expertise. In the healthy brain, there is already mounting evidence that a large-scale bilateral network of temporal, frontal, parietal, cerebellar, and limbic/paralimbic brain areas associated with auditory perception, language, syntactic and semantic processing, attention and working memory, semantic and episodic memory, rhythmic and motor functions, and emotions and reward underlies the processing of music (Koelsch, 2011, 2014; Zatorre and Salimpoor, 2013; Janata, 2015) and to which extent this neural network could be shaped by musical training (Kraus and Chandrasekaran, 2010; Herholz and Zatorre, 2012; Brown et al., 2015). In the field of neurology, music has traditionally been studied in the context of musical deficits (e.g., amusia; Peretz et al., 2003), music-related symptoms (e.g., musicogenic epilepsy; Maguire, 2015), cases of exceptional or preserved musical functions (e.g., singing in aphasia; Johnson and Graziano, 2015), and neurological disorders of professional musicians (e.g., musician's dystonia; Altenmüller et al., 2015).

During the last decade, there has been increasing interest and progress in adopting music as a therapeutic tool in neurological rehabilitation, and many novel music-based methods have been developed to improve motor, cognitive, language, emotional, and social deficits in persons suffering from a debilitating neurological illness, ranging from childhood and adolescence [e.g., autism (Geretsegger et al., 2014), dyslexia (Flaugnacco et al., 2015)] to adulthood and old age [e.g., stroke (Särkämö et al., 2008; Bradt et al., 2010; Rodríguez-Fornells et al., 2012; Altenmüller and Schlaug, 2015), Parkinson's disease (Nombela et al., 2013; Bloem et al., 2015), and dementia (Vink et al., 2011; Baird and Samson, 2015)]. Traditionally, the fields of music neuroscience and music therapy have progressed independently, providing separate lines of evidence for how music is processed in the healthy brain and how it can be used therapeutically. We are now finally reaching a point where these fields are starting to merge and integrate, providing novel and important information about how music is processed in the damaged or abnormal brain, how structural and functional recovery of the brain can be enhanced by music-based rehabilitation methods, and what neural mechanisms underlie the therapeutic effects of music (for a related discussion, see Magee and Stewart). In the future, this information is pivotal for increasing our understanding of how and why music works in rehabilitation and for developing more effective music-based applications that are better targeted at specific brain processes and better tailored toward the individual rehabilitation needs of patients.

With these goals in mind, we launched the current Research Topic, jointly hosted by Frontiers in Human Neuroscience and Frontiers in Auditory Cognitive Neuroscience, which aimed to bring together research across multiple disciplines with a special focus on music, brain, and neurological rehabilitation. We invited researchers to present research addressing either how musical skills and attributes, such as music perception, experiencing music emotionally, or playing or singing, are affected by a developmental or acquired neurological disorder or what is the applicability, effectiveness, and mechanisms of music-based rehabilitation methods in neurological patients.

We were delighted that our call was met with enthusiasm and was answered by many research groups across the world, resulting in altogether 27 papers published in Frontiers in Human Neuroscience (21 papers) and Frontiers in Auditory Cognitive Neuroscience (six papers). Twenty-three papers were Original Research Articles, three were Reviews, and one was a General Commentary. There were altogether 132 authors from 14 countries (Australia, Canada, China, Cuba, Denmark, Finland, France, Germany, Italy, Netherlands, Poland, Spain, UK, and USA), providing an interesting cross-section to the global state-of-the-art on research currently done in the field of music, neuroscience, and neurorehabilitation. Broadly classified, the papers focused on six core topics: (i) music and hearing impairment; (ii) music, rhythm, and language; (iii) music, rhythm, and movement; (iv) music, learning, and memory; (v) responsiveness to music in severe neurological disorders; and (vi) novel sound-based technological advances. Next, we will provide a brief overview of these studies.

MUSIC AND HEARING IMPAIRMENT

Four papers presented novel research related to deafness and cochlear implants (CIs), auditory prostheses that restore hearing ability via electrical stimulation of the auditory nerve. Due to the spectrotemporally degraded nature of the sound transmission, CI users typically face many challenges in more complex listening tasks, such as when perceiving music. Petersen et al. report an EEG study where they compared adolescent, prelingually deaf CI users and normal-hearing controls for their mismatch negativity (MMN) responses to different auditory changes (pitch, timbre, intensity, and rhythm) in a musical melodic context. Compared to the healthy controls, the MMN responses were smaller in CI users. Especially the MMN to pitch changes was diminished in CI users, whereas they showed significant MMNs to timbre, rhythm, and intensity changes. Using the same musical multi-feature paradigm and EEG, Timm et al. compared adult CI users, who were postlingually deafened and late-implanted, with normal-hearing controls. The adult CI users showed abolished MMNs to complex rhythmic changes as well as smaller and later MMNs to pitch changes, whereas they elicited MMNs comparable to controls for timbre and intensity changes. Together, these findings indicate that although both pre- and postlingually deaf CI users have clear pitch discrimination difficulties, their brains are nevertheless able to extract more musically relevant information from sound than previously thought, making music-based interventions a viable tool for CI users.

The impact of musical training on auditory perceptual and cognitive performance in deaf children (with CIs or hearing aids) was studied by Rochette et al. Utilizing an innovative interactive game, they compared auditory discrimination, identification, scene analysis, and working memory as well as phonetic discrimination between deaf children who had previously received music lessons for 1.5–4 years and control deaf children who had not received music lessons. The musically trained children showed better performance in auditory scene analysis, auditory working memory, and phonetic discrimination tasks than the non-trained children, suggesting that musical training in deaf children contributes to the development of auditory attention and perception, which, in turn, can facilitate auditory-related cognitive and linguistic skills. The link between musical training and perception of degraded pitch was also studied by Fuller et al. They compared normal hearing musicians and non-musicians on tasks involving speech, vocal emotion, and melodic contour identification under normal and CI simulation listening conditions. Better performance in musicians was observed for vocal emotion and melodic contour identification in both conditions and for word identification only in the CI condition. Overall, this musician effect was stronger as the importance of pitch in the task increased, suggesting that musical training can be beneficial especially for challenging pitch perception, as in the case of the CI.

MUSIC, RHYTHM, AND LANGUAGE

The close linkage between music, rhythm, and language, especially in the context of reading and speech production impairments, was explored in four papers. Flaugnacco et al. evaluated a group of dyslexic children with an extensive battery of neuropsychological tests, phonological tasks, and psychoacoustic and musical tasks. Results indicated a strong link between several temporal skills, such as meter perception and rhythm reproduction, and phonological and reading abilities, encouraging the use of music training, especially focused on rhythm, as rehabilitative tool in dyslexic children. Zumbansen et al. performed a cross-over study in three stroke patients with Broca's aphasia aimed at evaluating the relative contribution of rhythm and pitch on the effectiveness of melodic intonation therapy (MIT), a structured singing-based rehabilitation protocol for aphasia. They assessed connected speech, speech accuracy of trained and non-trained sentences, motor-speech agility, and mood before and after receiving melodic therapy (with pitch and rhythm), rhythmic therapy (with rhythm only), and normal spoken therapy. The results showed that whereas all treatments improved speech accuracy in trained sentences, the melodic therapy elicited the strongest generalization effect both to non-trained stimuli and to connected speech, underscoring the importance of both rhythm and pitch components in MIT.

The roles of the different components of MIT and its underlying mechanisms were also discussed by Merrett et al. In their comprehensive review of MIT literature, they identified four mechanisms potentially underlying the efficacy of MIT: neuroplastic reorganization of language function, activation of the mirror neuron system and multimodal integration, utilization of shared or specific features of music and language, and motivation and mood. These mechanisms are not mutually exclusive, but reflect the neurobiological, cognitive, and emotional effects of MIT, and together contribute to the efficacy of the therapy. Fujii and Wan reviewed studies about the role of rhythm in music and in speech perception and production and their rehabilitation. With an aim of explaining how and why musical rhythm can benefit speech and language rehabilitation, they propose a novel SEP hypothesis postulating that “sound envelope processing” and “synchronization and entrainment to pulse” may help stimulate different brain networks, including auditory afferent, subcortical-prefrontal, striato-thalamo-cortical, and cortical motor efferent circuits, which underlie human communication.

MUSIC, RHYTHM, AND MOVEMENT

Five papers discussed the links between music, rhythm, and movement in the healthy brain and in Parkinson's disease (PD) and stroke patients. Using fMRI in healthy subjects, Schaefer et al. studied how imagined or musical cueing changes the way the motor system is activated during simple movements. Moving to real music increased the activation in specific cerebellar areas whereas moving to imagined music activated especially pre-supplementary and basal ganglia motor areas, indicating that these two types of cueing have a different neural basis. Leow et al. explored the impact of different auditory cues, varying in their beat salience and musical nature, on the ability to synchronize one's movements to the auditory rhythm. In a behavioral experiment, they showed that high-groove music was superior to low-groove music in synchronizing gait and in eliciting longer and faster steps and that low-groove music was particularly detrimental to gait in weak beat-perceivers, indicating that both beat salience and beat perception skills are important mediators in movement cueing.

Auditory cueing can improve gait in PD patients (Nombela et al., 2013; Bloem et al., 2015). Benoit et al. extended this finding by determining whether auditory-cued gait training with music can facilitate both motor and perceptual timing in PD patients. Indeed, the training was shown to enhance patients' performance in both motor timing (movement synchronization, tapping) and in perceptual timing (duration discrimination, beat detection in music) tasks, supporting the idea that coupling gait to rhythmic auditory cues in PD relies on a neuronal network engaged in both perceptual and motor timing. In their Commentary, Mattei et al. also discuss the role of motor, cognitive, and speech networks on emotion recognition through music in PD.

Music-supported training (MST) using musical instruments can improve motor recovery of arm movements after stroke (Rodríguez-Fornells et al., 2012; Altenmüller and Schlaug, 2015). Van Vugt et al. extended the application of MST to the social domain by comparing stroke patients who played synchronously (together group) and who played one after the other (in-turn group). Both groups showed improvements in fine motor control and tapping and reductions in depression and fatigue, but the in-turn group showed greater improvement in fine motor skills, suggesting that stroke patients may benefit from learning through observation in MST. In two stroke patients with chronic unilateral spatial neglect, Bodak et al. assessed the impact of a music intervention that involved making sequential goal-directed actions in the neglected space by playing scales and melodies on chime bars from right to left. The patients demonstrated short- and long-term improvement on visual cancelation tasks, indicating that active music-making with a horizontally aligned instrument may help neglect patients attend more to their affected side.

MUSIC, LEARNING, AND MEMORY

The interactions between music and learning and memory were explored in older adults and in patients with medial temporal lobe damage, multiple sclerosis (MS), stroke, and Alzheimer's disease (AD) in six papers. Using fNIRS, Ferreri et al. investigated whether music listening can improve episodic memory and modulate prefrontal cortex (PFC) activity during memory encoding in older adults. Compared to a silent background, upbeat music facilitated source-memory performance, and decreased dorsolateral PFC activity bilaterally, suggesting music can help older adults in memory encoding by modulating prefrontal activity in a non-demanding fashion. The long-term neural impact of music listening on stroke recovery was studied by Särkämö et al. Using voxel-based morphometry, they showed that compared to verbal stimuli (audio books) and standard rehabilitation, listening to music daily after an acute left hemisphere stroke increased gray matter volume in a network of prefrontal (superior frontal gyrus) and limbic (anterior cingulate cortex, ventral striatum) areas linked to better cognitive and emotional recovery. The results suggest that a musically enriched recovery environment can induce fine-grained neuroanatomical changes in the recovering brain.

The use of music as a mnemonic aid in MS and AD patients was investigated by two groups. In a behavioral and EEG study, Thaut et al. compared the learning of spoken and musical (sung) word lists in MS patients. Compared to the spoken condition, patients in the music condition showed overall better verbal recall and better word order memory coupled with stronger bilateral learning-related frontal synchronization, suggesting that a musical mnemonic recruits stronger oscillatory network synchronization in prefrontal areas in MS patients during word learning. Moussard et al. explored the potential of music to facilitate motor learning in healthy older adults and AD patients. The participants learned sequences of meaningless gestures accompanied either by music or metronome and done either in synchrony with the experimenter or after the experimenter. In healthy controls, musical accompaniment had no impact but synchronization helped learning. In contrast, in AD patients, musical accompaniment improved learning but synchronization interfered with retention, indicating that music may act as a mnemonic for motor sequence learning in AD.

Music-related learning in patients with medial temporal lobe damage and memory impairments was also studied by two groups. Using fMRI, Alonso et al. tested the modulatory influence of the hippocampus on neural adaptation to song melodies and lyrics. Compared to healthy controls, patients with left hippocampal sclerosis showed reduced adaptation effects to repeated lyrics and melodies in lateral temporal lobe regions, indicating that the integrated representation of lyrics and melodies is likely tied to the integrity of the left medial temporal lobe. Valtonen et al. present a case study of learning novel musical pieces by patient LSJ who was a skilled amateur violist before becoming profoundly amnesic after extensive bilateral hippocampal and medial temporal lobe damage caused by encephalitis. Three novel pieces of viola music were introduced, two of which LJS practiced playing and one which LJS did not train. Relative to the control piece, LSJ showed significant pre- to post-training improvement in the practiced pieces, which was retained in a longitudinal follow-up. These findings demonstrate that non-hippocampal structures can support complex musical learning.

RESPONSIVENESS TO MUSIC IN NEUROLOGICAL DISORDERS

The emotional and cognitive responsiveness to music in children with severe neurological illness, adults with autism spectrum disorder (ASD), and patients with a disorder of consciousness (DOC) were explored in four papers. Using behavioral measures and EEG, Bringas et al. studied the effects of a music therapy program focusing on attention and communication training through music in children with severe neurological illness (e.g., cerebral palsy). Compared to a control group receiving standard rehabilitation, the music therapy group improved on neuropsychological status, especially on attention and communication, coupled with neuroplasticity indexed by an enhanced MMN response to phonemic changes in frontal and cingulate regions. Using fMRI, Gebauer et al. investigated the neural correlates of emotion recognition in music in high-functioning adults with ASD and healthy controls. Although both groups engaged similar neural networks during processing of emotional music, ASD individuals showed increased activity to happy vs. sad music in dorsolateral PFC and in rolandic operculum/insula, indicating increased cognitive processing and physiological arousal to emotional music in ASD.

O'Kelly et al. compared EEG, heart rate variability, respiration, and behavioral responses of healthy subjects with brain injured DOC individuals in vegetative (VS) or minimally conscious (MCS) states to different types of music (live preferred music, improvised music entrained to respiration, disliked music), white noise, and silence. Part of the VS and MCS patients were clearly responsive to preferred music as shown by both blink responses and increased EEG amplitude in frontal alpha or theta bands, indicating that music-based approaches are potentially useful as prognostic indicators and rehabilitation methods in the DOC patients. Rollnik and Altenmüller provide a comprehensive overview of the use of music therapy in neurological rehabilitation of patients with coma and DOC. They conclude that although DOC patients seem to show emotional processing of auditory information and a musically enriched environment setting may have therapeutic value, more research with clearly defined patient cohorts, standardized intervention protocols, valid clinical outcome measures, and longer and more extensive monitoring is still needed in the DOC population.

NOVEL SOUND-BASED TECHNOLOGICAL ADVANCES

Recent technological developments were introduced in three papers. Niu et al. studied the feasibility of a new speech synthesizer that utilizes the myocontrol of limb muscles recorded with EMG to drive the synthesis of intelligible speech. Using this device, both healthy subjects and dyskinetic CP patients were able to learn to generate English vowels, some of which were correctly identifiable by naive listeners. In the future, this approach may provide a “virtual voice” with both intellectual and social-emotional content to individuals with severe speech-motor disorders. Loui et al. presented a novel method for diagnosing seizures in epilepsy, based on the sonification of EEG data. They found that after a short training period subjects could successfully distinguish seizures from non-seizures using the auditory modality alone. Eventually, EEG sonification may help in managing, predicting, and ultimately controlling seizures using biofeedback. Another method focusing on sonification was introduced by Scholz et al. They presented a novel portable sonification device suitable for real-time 3D sonification of arm movements and explored optimal spatial mapping parameters of tone pitch and brightness. A learning experiment in healthy older persons showed that mapping pitch on the vertical axis and brightness on the horizontal axis seems an optimal constellation for motor sonification. Ultimately, movement sonification may provide an efficient and motivating way to rehabilitate gross-motor arm skills in hemiparetic stroke patients.
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Cochlear implants (CIs) are primarily designed to assist deaf individuals in perception of speech, although possibilities for music fruition have also been documented. Previous studies have indicated the existence of neural correlates of residual music skills in postlingually deaf adults and children. However, little is known about the behavioral and neural correlates of music perception in the new generation of prelingually deaf adolescents who grew up with CIs. With electroencephalography (EEG), we recorded the mismatch negativity (MMN) of the auditory event-related potential to changes in musical features in adolescent CI users and in normal-hearing (NH) age mates. EEG recordings and behavioral testing were carried out before (T1) and after (T2) a 2-week music training program for the CI users and in two sessions equally separated in time for NH controls. We found significant MMNs in adolescent CI users for deviations in timbre, intensity, and rhythm, indicating residual neural prerequisites for musical feature processing. By contrast, only one of the two pitch deviants elicited an MMN in CI users. This pitch discrimination deficit was supported by behavioral measures, in which CI users scored significantly below the NH level. Overall, MMN amplitudes were significantly smaller in CI users than in NH controls, suggesting poorer music discrimination ability. Despite compliance from the CI participants, we found no effect of the music training, likely resulting from the brevity of the program. This is the first study showing significant brain responses to musical feature changes in prelingually deaf adolescent CI users and their associations with behavioral measures, implying neural predispositions for at least some aspects of music processing. Future studies should test any beneficial effects of a longer lasting music intervention in adolescent CI users.
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INTRODUCTION

The cochlear implant (CI) is a neural prosthesis that provides profoundly deaf individuals with the opportunity to gain or regain the sense of hearing. The implant transforms acoustic signals into electric impulses, which are delivered to an electrode array implanted within the cochlea. The electrodes stimulate intact auditory nerve fibers at different places in the cochlea, thus mimicking the tonotopic organization of the healthy cochlea (Loizou, 1999; McDermott, 2004). The clinical impact of the device is extraordinary, allowing postlingually deafened adults to restore speech comprehension and children to acquire language. Adults with prelingual hearing loss may achieve some auditory alerting functions, but rarely speech comprehension (e.g., Petersen et al., 2013a).

The majority of postlingually deafened adult CI users achieve good speech perception in quiet but their perception of music remains poor. Several studies show that due to low spectral resolution and compromised temporal fine-structure information, discrimination of pitch, melody, timbre, and emotional prosody is significantly poorer in CI users than in normal-hearing (NH) listeners (Leal et al., 2003; Kong et al., 2004; Gfeller et al., 2005, 2007; Olszewski et al., 2005; Cooper et al., 2008; Timm et al., 2012; Agrawal, 2013). Nevertheless, there are examples of CI users who seem to enjoy music after repeated listening (Gfeller and Lansing, 1991; Gfeller et al., 2005) and some studies show significantly improved music discrimination after computer-assisted training (Gfeller et al., 2000a, 2002b; Galvin et al., 2007) and after long-term one-to-one musical ear training (Petersen et al., 2012). These findings suggest that CI users typically do not extract all of the (degraded) information available from the CI signal (Moore and Shannon, 2009) and that targeted auditory training maximizes the benefits of the implant (Fu and Galvin, 2008). Beyond the potential beneficial effects on music enjoyment and social functioning, improved music perception may have positive implications for the quality of life in CI users (Gfeller et al., 2000b; Drennan and Rubinstein, 2008; Lassaletta et al., 2008; Wright and Uchanski, 2012; Petersen et al., 2013b). Furthermore, musical training might transfer to non-musical domains and may have beneficial effects on speech perception in noisy surroundings (Qin and Oxenham, 2003; Parbery-Clark et al., 2009; Won et al., 2010) and on the ability to recognize gender and identity of the speaker (Vongphoe and Zeng, 2005).

In this context, the new generation of prelingually deaf children, who have grown up with the assistance of CIs and who have now become teenagers, is of particular interest. While postlingually deafened CI users rely on auditory development formed by previous hearing experience in processing auditory information from the CI, most current adolescent CI users are congenitally deaf and have only heard sound through their implant. In addition, most young CI users were not diagnosed until they were 2–3 years old and subsequently received their CI after the first 3–5 years of life, that is, beyond the sensitive period for cochlear implantation (Sharma et al., 2002b; Kral and Sharma, 2012).

Initially, cochlear implantation was offered primarily to adults, whereas children were included in CI-programs at a later stage (in Denmark since 1993) and only in moderate numbers. Thus, information about this new population of CI users, their educational placement, and linguistic development has so far been sparse. A recent Danish survey indicate that a majority of young CI users communicate by auditory methods (36%) or auditory methods supported by lip-reading (47%), whereas as few as 5% depend on sign language. Background noise, small talk, slang language, joking, irony, and phone conversation with strangers, however, are reported to represent very challenging daily communicative situations (Rosenmeier and Møller Hansen, 2013). While the findings are an encouraging indication of the overall success of pediatric cochlear implantation (Bosco, 2012), these difficulties highlight the need for continuing specialist teaching throughout adolescence (Archbold et al., 2008; Geers et al., 2008; Harris and Terlektsi, 2011). Adolescence is an age when self-identify is forming and social relations, including music listening and preferences, are particularly important in the life of a teenager (North et al., 2000). Considering that well-functioning communicational skills are crucial for adolescent CI users’ well-being, self-esteem, social functioning, and educational prospects (Hansen, 2012), it is pivotal to understand the neural substrates of their speech and music processing to further develop their hearing and speech skills. Nevertheless, while a few behavioral studies have been conducted on adolescent CI users who were prelingually deaf (Geers et al., 2008; Gfeller et al., 2012), no information is currently at hand concerning the neural correlates of musical sound perception and musical training in adolescent CI users.

Auditory processing in CI users can be studied by recording auditory event-related potentials (ERP) using electroencephalography (EEG) (Sharma et al., 2002a; Pantev et al., 2006; Debener, 2008; Sandmann et al., 2009, 2014). One component of the auditory ERP is the mismatch negativity (MMN), which is related to change in different sound features such as pitch, timbre, harmony, intensity, and rhythm (Näätänen et al., 2001, 2007). In contrast to subjective behavioral measures, the MMN represents a reliable and objective marker for CI users’ ability to accurately discriminate auditory stimuli (Sandmann et al., 2010; Torppa et al., 2012) typically elicited pre-attentively, in the absence of participants’ attention toward the stimuli. MMN latency and amplitude reflect the magnitude of perceptual difference between deviant and standard stimulus and are associated with auditory behavioral measures (Näätänen et al., 2007).

A few MMN studies have investigated auditory brain processing of music in children and adult CI users. For instance, Koelsch (2004) reported timbre-evoked MMN responses with reduced amplitudes in postlingually deaf CI users compared to NH control participants. In a study with postlingually deaf adult CI recipients, Sandmann et al. (2010) reported smaller MMN amplitudes for frequency and intensity deviations in CI users compared to NH controls, and found no robust MMNs to duration deviants in neither of the two groups. In a study with early-implanted CI children (mean age 6 years, 10 months), Torppa et al. (2012) reported comparable magnitudes and latencies of MMN responses to three and seven semitone pitch changes in CI and NH children, and significant MMNs to timbre only for a change from piano to cymbal in both groups. Interestingly, Torppa et al. (2014) in a recent longitudinal study found enhanced development of P3a (attention toward salient sounds) to pitch, timbre, and rhythm changes in CI children who sang regularly, not observed in CI children who did not sing.

Using a newly developed musical multi-feature paradigm, Timm et al. (2014) found distinct MMN responses to pitch, timbre, and intensity, but not to rhythm in postlingually deafened adults with CI. In the present study, we wished to study for the first time the neural prerequisites for music perception, and particularly for musical feature change discrimination, in prelingually deaf adolescent CI users by applying the same paradigm as in Timm et al. (2014). We hypothesized that if any MMN would be found to musical feature changes it would testify the existence of neural predispositions for musical feature processing even in prelingually deaf CI users who were not exposed to any musical (or speech) sounds during the critical period of development. Additionally, we wanted to test whether these adolescent CI users would have any beneficial effect even from a short but intensive music training program. For this purpose, the CI users were measured before and after a musical intervention lasting 2 weeks (20 h), consisting of singing, rhythm, and ear training as well as computer-assisted musical quizzes. We predicted that adolescent CI users would show MMNs, which would differ from those of NH peers, particularly with smaller MMN amplitudes and longer latencies to changes in the acoustic properties of musical sounds, reflecting their impaired musical skills as in behavioral tests. Moreover, we expected to observe a relation between the behavioral effects of music training and the MMN amplitude and latency.

MATERIALS AND METHODS

PARTICIPANTS

The participants were all recruited from Frijsenborg Efterskole (post-school) in the city of Hammel, Denmark. Frijsenborg Efterskole has specialized in teaching hearing-aid (HA) and CI users and employs teachers who are specialized in teaching hearing-impaired pupils and provides modern aids that promote teaching and communication, such as multi-frequency FM equipment. The hearing-impaired pupils make up 25% of the students. The remaining part of the pupils is typical NH age mates.

The participants were recruited through a procedure in which they received oral as well as written information about the project. Since all participants, except one, were below the age of 18 years, their parents received written information also and were required to give informed consent on behalf of their children. The participants received no monetary compensation for their time. The study was conducted in accordance with the Helsinki declaration and approved by the Research Ethics Committee of the Central Denmark Region and is part of a broader study.

All of the school’s 12 adolescent CI users signed up for the study, but, due to illness, one had to withdraw from the project. The remaining 11 CI users (6 girls, 5 boys, Mage = 17.0 years, age range: 15.6–18.8 years), committed themselves to 2 weeks of music training and two sessions of EEG recording and behavioral tests – one before and one after the training period. In the following, T1 and T2 refer to EEG recordings and behavioral tests administered before and after the 2-weeks intervention period, respectively.

The CI participants had a severe-profound/profound congenital or prelingual hearing loss and had received their CI at different points of time in childhood or adolescence (Mage at implant = 7.5 years; range: 2.2–14.9 years) between 1997 and 2011, with the majority of participants implanted between 2001 and 2003. The mean implant experience was 9.5 years (range: 1.8–15.2). Nine CI users had bilateral implants, in all cases received sequentially (Mage at implant 2 = 12.0 years; range: 10.5–16.6 years; mean experience w. CI 2 = 5.2; range: 0.1–6.2) and two CI participants had unilateral implants combined with a contra-lateral HA. All of the participants used the Nucleus Freedom device from Cochlear Corporation. All CI participants had NH, monolingual Danish-speaking parents. The clinical and demographic data of the 11 CI participants are shown in Table 1.

Table 1 | Clinical and demographic data of the 11 participants in the CI group.
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The NH reference group consisted of 10 participants (2 girls, 8 boys; Mage = 16.2 years, age range: 15.3–17.0 years), who committed themselves to two sessions of EEG recording and tests with a 14-day-interval. The NH reference group followed their normal school schedule during the project and received no musical training. By testing the NH participants twice, we acquired measurements that could be used for direct comparisons with the CI group before and after training.

Musical background

To account for past and recent musical training and experience, the participants filled out a questionnaire concerning their musical background. All NH participants had attended music classes in primary school, as had all CI participants except one. Four CI participants had sung in a choir, which was only the case for two in the NH group. Two in each group stated that they had played in a band at some point. Four CI users had received musical instrument lessons, which was also the case for five NH participants, typically guitar, bass, or drums and in all cases for a short period of time. Based on this information, we judged the musical background in the two groups to be comparable.

THE MUSIC TRAINING PROGRAM

The music training program aimed at strengthening the participants’ perception of the fundamental resources in music: pitch, rhythm, and timbre in a combination of active music-making sessions and computer-based listening exercises. The active training part totaled 20 h, scheduled over 6 days, and distributed over 2 weeks. The activities were formed by three elements: rhythm training, singing, and ear training and were led by two masters’ students from Royal Academy of Music, Aarhus and the first author, who has previous experience with music training of adult and pediatric CI users (Petersen et al., 2011, 2012). Training took place in the school’s two music classrooms, which were acoustically well suited and well equipped.

Rhythm training

The intention of the rhythm training sessions was to establish a fundamental sense of meter, period, and subdivision in a motivating and physically engaging manner. The sessions involved recurrent exercises including coordination of foot stomping, clapping, and “rapping”. All exercises were in 4/4-time in tempos between 80 and 110 BPM. The exercises were performed in a circle, standing up.

Singing

The purpose of the singing training was to establish a sense of basic musical attributes such as high/low, up/down, far/close, and melodic direction. The singing training involved technical instructions about breath control/belly support and exercises, such as glissando (up/down), and imitation of short phrases with focus on long/short, strong/weak, and open/closed vowel sounds in different vocal registers.

Ear training

The ear training part aimed at improving the participants’ general music perception skills, particularly timbre, pitch, and melody in a standard classroom setting. The group was introduced to different instruments in live demonstrations. For perception of pitch and melody, the participants were required to identify the direction of two notes (up, down) or three notes (up-down, down-up) or recognize familiar melodies presented on piano or other instruments.

Musical quizzes

To support the ear training sessions, several computer applications, presented as musical quizzes, were developed and made available through download from a website. The quizzes were adapted and expanded versions of applications described in Petersen et al. (2012), aiming to train discrimination of melodic contour, timbre, melody, and rhythm. All quizzes were designed with a familiarization part followed by a number of trials, which required the user to match presented sounds with corresponding icons on the screen. The participants were asked to train everyday for 10–20 min during the 2-weeks training period.

EEG RECORDING

Stimuli and procedure

Electroencephalography was recorded with a musical multi-feature MMN paradigm (Vuust et al., 2011), in a version previously adapted for a study with adult CI users (Timm et al., 2014). The musical multi-feature paradigm presents musical standards, pseudorandomly violated by different deviants in the context of musical four-tone patterns. The four-tone patterns consist of major triads arranged in an “Alberti bass” configuration, an accompaniment commonly used in the Western musical culture.

In the adapted configuration, deviant patterns were similar to standards, except that the third tone of the pattern was exchanged with one of six deviants: (1) pitch deviant (Pitch1D1), which was created by raising the standard note by two semitones, (2) pitch deviant (Pitch2D2), which was created by raising the standard by four semitones, (3) timbre deviant (GuiD3), which was created by replacing the standard piano timbre with the sound of an electric guitar, (4) timbre deviant (SaxD4), which was created by replacing the standard piano timbre with the sound of a saxophone, (5) intensity deviant (IntD5), which was created by reducing the original intensity by 12 dB, and (6) rhythm deviant (RhyD6), which was created by anticipating the third note by 60 ms. In contrast to the more subtle deviants encompassed in the original multi-feature paradigm aimed at musicians and non-musicians (Vuust et al., 2011), the deviants in the present study were enhanced, thus taking the crude sound representation of the CI into consideration. Each tone was in stereo, 44,100 in sample frequency, and 200 ms in duration, having an inter-stimulus-interval (ISI) of 5 ms. For the RhyD6 deviant, the note prior to the third note was shortened to 140 ms and the ISI between third and fourth note extended to 65 ms. The position of the fourth note was preserved, thus leaving the metric pulse uninterrupted. To make the stimuli more musically interesting, we changed the key every sixth measure, allowing for the six different types of deviants to appear in four different keys. The order of the four possible keys (F, G, A, and C) was pseudo-randomized, so that each key appeared six times in the duration of the paradigm. The keys were kept in the middle register of the piano with the bass note between F3 and C4. The stimuli were presented in Presentation software (Neurobehavioral Systems). The paradigm presented a total of 4608 stimuli, making the duration of whole experiment approximately 18 min, including two 1-min-pauses (Figure 1). For more details about the paradigm, see Timm et al. (2014).
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FIGURE 1 | “Alberti bass” patterns alternating between standard sequence played with piano sounds and a deviant, here in the key of F. Deviants were introduced randomly and patterns were pseudorandomly transposed to the keys of G, A, or C with an interval of six bars. Each tone was 200 ms in duration, with an ISI of 5 ms, yielding a tempo of approximately 146 beats/min. Comparisons were made between the third note of the standard sequence and the third note of the deviant sequence.



EEG data recording and analysis

Recording of EEG took place in an acoustically dampened room at Frijsenborg Efterskole. Participants were seated in front of two active loudspeakers (Genelec 8020B; Genelec Oy, Iisalmi, Finland) placed to their left and right side with a 45° angle, approximately 0.5 m distance from the participants’ ear. Participants were instructed to ignore the auditory stimuli and watch an animated subtitled movie presented without sound.

The stimuli were presented at 65 dB SPL. CI users used their everyday processor settings during the EEG session. To assure the most comfortable level, participants were exposed to the stimuli briefly before the EEG recording, thus getting an opportunity to adjust their processor settings. To assure comparable conditions for CI participants, bilateral CI users were asked to use only their preferred implant and bimodally aided participants were asked to remove their hearing aid.

Electroencephalography was recorded from 30 Ag/AgCl electrodes placed according to the International 10–20 system and using a BrainAmp amplifier system (Brainproducts, Gilching, Germany). Two additional electrodes were placed below the left and right eye to record the electrooculogram. For CI users, some channels could not be used because of the location of the CI device. Data were recorded with a sampling rate of 500 Hz using the position FCz as reference, and were analog filtered between 0.02 and 250 Hz. Electrode impedances were maintained below 5 kΩ prior to data acquisition.

Electroencephalography data were analyzed with custom scripts and EEGLAB 12.0.2.4b (Delorme, 2004) running in the MATLAB environment (Mathworks, Natick, MA, USA). The preprocessing was done using a two-step procedure, optimized for artifact correction with independent component analysis (ICA) (e.g., Debener et al., 2010). In the first step, the raw data were offline filtered (1–40 Hz) and epoched into continuous 2 s intervals. Intervals containing unique, non-stereotyped artifacts were rejected (threshold: 3 SD). Infomax ICA was computed on the remaining data. In the second step, the resulting ICA weights were applied to the raw data filtered between 0.5 and 30 Hz. Note that the different filter settings for ICA training and ERP analysis was done according to previous recommendations (Debener et al., 2010) and accounted for the otherwise adverse effect of slow amplitude drifts (<1 Hz) on ICA data decomposition. Independent components representing eye-blinks, horizontal eye movement, and electrocardiographic artifacts were identified semi-automatically and were corrected from all datasets using CORRMAP (Viola et al., 2009). Next, the data were segmented from -100 ms to 400 ms relative to stimulus onset, and components representing CI artifacts and other non-cerebral activity were identified by visual inspection of various component properties. Independent components representing CI artifacts were identified by the centroid on the side of the implanted device, and by the time course of component activity (for details on the reduction of CI artifacts by means of ICA, see Gilley, 2006; Debener, 2008; Sandmann et al., 2009). The total number of rejected ICA components was (means and SEM): 8 ± 0.7 for the CI users before training, 9 ± 0.7 for the CI users after training, 10 ± 0.7 for the NH listeners in the first session, and 9 ± 0.9 for the NH listeners in the second session. The data were then pruned of unique, non-stereotyped artifacts (threshold: 3 standard deviations), and unused channels were interpolated (mean: 2 electrodes; SEM: 0.4; range: 1–3 electrodes) using the EEGLAB function eeg_interp.m, before re-referencing the data to a common average reference. Finally, ERPs were obtained by time-domain averaging, and the pre-stimulus interval from −100 to 0 ms was used for baseline correction.

MMN quantification

Difference waveforms were computed for each participant by subtracting the response to the standard stimulus from each of the six deviant stimuli. MMN’s were identified with the following procedure. First, a grand-average difference wave was constructed for each deviant by combining the difference waves from the two recording sessions. This was done separately for the NH and the CI group. Next, a 40 ms time window was defined, centered on the most negative point at 75–205 ms in the grand-average difference waves. Finally, the MMN was measured as the peak amplitude within the 40 ms window at the Fz electrode site for each participant, deviant type, and recording session. To avoid erroneously high or low values, three data points on either side of the peak were included in the peak measurement (14 ms duration in total). MMN latency was measured as the peak amplitude between 75 and 205 ms at Fz electrode for each participant, deviant type, and recording session.

BEHAVIORAL MEASUREMENTS

Musical multi feature discrimination task

All participants completed a music discrimination test before and after the intervention period. The purpose was to obtain a behavioral measurement of auditory discrimination accuracy of the six musical deviants also used in the MMN paradigm. The test was designed as a three-alternative forced-choice task (3-AFC), in which the participants were presented with a similar four-tone piano pattern as used in the EEG experiment, restricted, though, to the key of C major. The pattern was presented thrice in a row, twice in the standard, and once in the deviant condition. The deviant patterns were presented equally often and were repeated 6 times in random order, occurring as either the first, the second, or the third pattern, adding to a total of 36 trials. Participants were instructed to click pictorial representations of the pattern, indicating at which position the deviating pattern had occurred. The scores were converted to percent correct hit rates for the six deviant conditions.

Dantale II test. To measure speech comprehension, we used the Danish speech material Dantale II (Wagener et al., 2003). In the applied configuration, this sentence test adapts to the respondent’s performance by increasing or decreasing the volume of the speech, holding the background noise at a constant level. The result of the test is given as the speech reception threshold (SRT) in this case the signal-to-noise ratio for 50% word intelligibility. The participants completed three lists, one training list and two trial lists, thus testing perception of 100 words in total. All participants listened through headphones, as did the test administrator. Bilateral CI users were allowed to use both CIs, whereas bimodally aided users were required to switch off their HA but keep it plugged. This measure was taken to secure that conditions were as comparable as possible and to exclude any assistance from potential residual hearing. CI users as well as NH participants completed the test at both recording sessions (T1 and T2). The rationale for testing NH participants twice was first to identify any effects of time and, second, to identify learning effects, which have been reported previously (Pedersen and Juhl, 2013).

STATISTICAL METHODS

MMN responses

In a first step, we tested for significant MMN amplitudes by performing two-tailed one-sample t-tests on each of the deviant difference waves using the ttest.m function in Matlab (Mathworks, Natick, MA, USA). Following this, similar to previous MMN studies on CI users (Sandmann et al., 2010; Timm et al., 2014), we tested for main effects of group, time, and deviant type, and possible interactions between these effects by performing mixed-effects ANOVAs separately on MMN amplitudes and latencies with the between-subjects factor Group (NH and CI) and the within-subjects factors Time (T1 and T2) and deviant type (1–6). Post hoc tests were performed using Bonferroni-corrected t-tests.

Behavioral tests

The analysis of the behavioral data from the musical multi-feature discrimination test was performed in a separate mixed-effects ANOVA with the between-subjects factor of Group (NH and CI) and the within-subjects factors of time (T1 and T2) and deviant type (1–6).

To identify significant training effects and group differences as measured by the Dantale II test, we analyzed the SRT values using independent (between groups) and paired (within groups) t-tests.

Correlation analyses between EEG results, behavioral results, and clinical data were done using Spearman’s product–moment test. For all tests, the level for significance was set at 0.05, and the significant results are reported. All tests were performed in SPSS (IBM SPSS Statistics for Windows, Version 21.0. Armonk, NY, USA: IBM Corp.).

RESULTS

MMN AMPLITUDES

For the CI users, the musical multi-feature paradigm elicited significant MMNs for deviants GuiD3, SaxD4, IntD5, and RhyD6 at both T1 and T2. For the two pitch deviants, the CI users exhibited a significant MMN only for Pitch1D1 and only at T1. For the NH listeners, our analyses showed significant MMNs for all six deviants at both times of testing, except for the T1 IntD5 (Figures 2A–C; Tables 2 and 3).
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FIGURE 2 | (A–C) Grand-average ERPs and EEG voltage isopotential maps for six types of deviants (vertical) in the two experimental groups at T1 (left) and T2 (right). For each deviant, left panels show responses to the standard (solid line) and to the deviant (dotted line). Right panels show difference waves. Isopotential maps illustrate the difference between the responses to deviants and standards averaged in an interval of ±3 ms around maximal peak amplitudes. X-axis values are in milliseconds; Y-axis values are in microvolts.



Table 2 | Amplitudes and latencies of the MMN in response to different musical features in CI users at T1 and T2.
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Table 3 | Amplitudes and latencies of the MMN in response to different musical features in normal-hearing controls at T1 and T2.
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Our mixed-effects analysis of the MMN amplitudes showed a significant main effect of Group, F(1, 19) = 8.43; p = 0.009, driven by overall smaller MMN mean amplitudes in the CI users compared to the NH participants (mean value for combined MMNs across all deviants: CI users: T1: −0.54 μV, SD: 0.49, T2 −0.47 μV SD: 0.58; NH controls: T1 −0.66 μV, SD: 0.61, T2 −0.94 μV, SD: 0.58).). Furthermore, we found a significant main effect of deviant type [F(5, 95) = 15.77; p < 0.001], predominantly deriving from significantly larger amplitudes elicited by the SaxD4 compared to the other five deviants. There was also a significant interaction between Group and Time [F(1, 19) = 7.3; p = 0.014] driven by a significantly larger overall MMN negativity in the NH group at T2 compared to the CI group (p = 0.002; NH: −0.94 μV; CI: −0.47 μV). The post hoc comparison of the two groups at T1 was not significant. The Group by Deviant Type interaction was non-significant. Also, the three-way interaction Group × Time × Deviant Type was non-significant. Explorative t-tests showed a significant difference between the MMN amplitudes of the two groups for Pitch1D1 [t(1, 19) = −2.53; p = 0.02], GuiD3 [t(1, 19) = −2.32; p < 0.037], and RhyD6 [t(1.19) = −2,38; p < 0.028], in each case driven by larger mean amplitudes in the NH participants compared to CI users.

MMN LATENCIES

The mixed-effects analysis on MMN latencies showed a significant main effect of Group, F(1, 19) = 83.55; p < 0.001, driven by overall shorter MMN mean latencies in CI users than in the NH participants (mean value for combined MMN latencies: CI users: 127.15, SD: 31.75, NH listeners: 141.97, SD: 31.40). Furthermore, we found a significant main effect of Time [F(1, 19) = 5.05; p = 0.037], driven by overall longer MMN latencies in both groups at T2 compared to T1 (mean latency difference: 2.43 ms). Finally, we found a significant main effect of Deviant Type, F(5, 95) = 258.66, p < 0.001 and an interaction between Deviant Type and Group, F(5, 95) = 122.6, p < 0.001. The three-way interaction Group × Time × Deviant Type was non-significant.

Post hoc t-tests for mean latencies across T1 and T2 with respect to Deviant Type showed that for CI users GuiD3 and RhyD6 deviants were significantly longer compared with MMN latencies in the NH participants [GuiD3, t(1, 19) = −5.9; p < 0.001; RhyD6, t(1, 19) = −8.4, p < 0.001]. In contrast, for deviants Pitch1D1, Pitch2D2, and IntD5, we found significantly shorter latencies in the CI users compared to the NH group at T1and T2 [Pitch1D1, t(1, 19) = 12.58; p < 0.001; Pitch2D2, t(1, 19) = 9.74; p < 0.001; IntD5, t(1, 19) = 20.71, p < 0.001] (Figures 2A–C; Tables 2 and 3).

BEHAVIORAL MUSICAL MULTI FEATURE DISCRIMINATION TEST

Our mixed-effects analysis showed a significant main effect of Group, F(1, 19) = 13.04; p = 0.002, driven by an overall 19.72% point lower score in CI users compared with NH participants. Furthermore, the analysis showed an interaction between Deviant Type and Group, F(5, 19) = 13.79, p = 0.001. According to post hoc t-tests, this interaction was driven by significantly lower overall hit rates by the CI users for discrimination of Pitch1D1 [T(5, 19) = 5.27, p = < 0.001], Pitch2D2 [T(5, 19) = 4.13, p = 0.001], GuiD3 [T(5, 19) = 2.41, p = < 0.037], and IntD5 [T(5, 19) = 2.63, p = 0.023] compared to NH controls. The groups did not differ for the SaxD4 or RhyD6 deviants (Figure 3). We found no effect of Time.
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FIGURE 3 | Box plot showing mean hit rates of the two groups for the six deviants at T1 and T2. Whiskers (error bars) above and below the box indicate the 90th and 10th percentiles. Solid black line represents the median, gray line represents the mean. Dots represent outlying points. Dashed line represents chance level.



DANTALE II TEST

The CI users produced mean speech recognition threshold values of 1.0 at T1 and of 0.04 at T2, indicating a (non-significant) improvement in their ability to recognize speech in background noise. The CI users’ mean SRT values were significantly higher than those of the NH participants at both T1 and T2 (p < 0.001) and displayed also a high variability ranging from −3.9 to 10.9 dB SNR.

The mean SRT for NH participants was −6.9 at T1 and −7.7 at T2, which represented a significant improvement [t(1, 9) = 3.31, p = 0.009] (Figure 4).
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FIGURE 4 | Box plot showing mean speech recognition thresholds for the two experimental groups at T1 and T2. Whiskers (error bars) above and below the box indicate the 90th and 10th percentiles. Solid black line represents the median, gray line represents the mean. Dots represent outlying points. Note that a more negative value corresponds to a better performance.



CORRELATIONS

Correlation analyses were performed for CI users between MMN amplitudes and latencies and behavioral music discrimination scores and Dantale II T2 results and demographic data. Because our ANOVAs showed no main effect of Time, we computed values that were averaged across T1 and T2 for MMN amplitudes and behavioral music discrimination data.

For the MMN data, a significant positive association was found between mean amplitudes for the GuiD3 (r = 0.798) and RhyD6 (r = 0.605) and age, indicating that younger CI users had larger MMN responses than older CI users for these two deviants. Furthermore, we found a significant negative association between hearing age (implant experience) and mean latency for the RhyD6 (r = −0.838), indicating that CI users with higher hearing age had MMN responses with shorter latency for this deviant (Figure 5). A similar non-significant association was found for the SaxD4 deviant (r = −0.592, p = 0.055).
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FIGURE 5 | Scatter plots illustrating the correlation between the mean MMN amplitude to the GuiD3 and age (left panel), mean amplitude to the RhyD6 deviant and age (middle panel), and mean MMN latency for the RhyD6 deviant and hearing age (=implant experience) in the adolescent CI users.



Hit rates for behavioral discrimination of the six different musical deviants showed a general positive association with each other. Significant correlations were found between discrimination of IntD5 and Pitch1D1 (r = 0.699), GuiD3 (r = 0.642), SaxD4 (r = 0.907), and RhyD6 (r = 0.789) and between RhyD6 and Pitch2D2 (r = 0.665) and SaxD4 (r = 0.807). Further associations were found between behavioral discrimination scores and Dantale II SRTs, in all cases, however, driven by an extraordinarily high SRT by a single outlier.

DISCUSSION

The current study measured behavioral and electrophysiological correlates of music perception in prelingually deaf adolescents before and after a 2-week music training program. A group of age-matched NH listeners served as controls. Overall, the results revealed smaller MMN amplitudes and shorter MMN latencies in CI users than in NH listeners. More specifically, the adolescent CI users showed robust MMN responses for deviations in timbre, intensity, and rhythm. For pitch deviants, we found no consistent MMNs in CI users, which was also reflected in the CI users’ poor hit rates for behavioral pitch discrimination. The findings suggest that even though these adolescents received their implants beyond the optimal age for cochlear implantation (Kral and Sharma, 2012) and have formed their perception of sound solely through the implant, their auditory pathways have been sufficiently developed to allow some discrimination of details in music, predominantly within timbre, timing, and intensity. The study complements previous MMN studies with adult and pediatric CI users (Sandmann et al., 2010; Zhang, 2011; Torppa et al., 2012, 2014), showing potential ability also in prelingually deaf, late-implanted adolescent CI users to process features of music, even when embedded in a complex auditory context.

Consistent with our hypothesis, we found significantly diminished overall amplitudes in the CI users compared to NH controls. The difference, however, reflected differential responses depending on deviant type, with smaller MMN amplitudes elicited by the Pitch1D1, GuiD3, and RhyD6 deviants and comparable amplitudes elicited by the SaxD4 and IntD5 deviants. In line with this, we found significantly poorer overall behavioral discrimination scores, which confirm that MMN responses for changes in various kinds of stimuli are reflected in discrimination accuracy (Näätänen et al., 2007). Contrary to our hypothesis, we found significantly shorter overall MMN latencies in the CI users compared to NH peers. Again the difference was linked to deviant type; GuiD3 and RhyD6 deviants showed significantly longer latencies, whereas the IntD5 and the two pitch deviants were elicited significantly earlier than those of the NH reference. Latencies for pitch, however, should be judged with caution, given the fact that the pitch MMNs were non-significant for Pitch1D1 at T2 and for Pitch2D2 at both time points.

MUSIC TRAINING

For most of the young CI users, this project was their first experience with structured and targeted music making and certainly challenging. Indeed, they generally responded with great enthusiasm to the different exercises and tasks and also displayed a marked progress in their musical competences. Nevertheless, in contrast to our hypothesis, we were unable to observe any progress in the young CI users’ discrimination skills at either a neuronal or behavioral level. This lack of progress could be due to the brevity of the program. Moreover, the broad-spectrum and music-making nature of the training may have been insufficiently focused to reliably strengthen the specific auditory skills in demand for the tests in such a short period of time. It is important to emphasize, however, that because of interference with the participants’ school activities, an extended training period was not an option and that the music-making approach was deliberately chosen to ensure maximum appeal to the participants. Evenly important, according to self-report, the CI participants spent much less time training with the musical quizzes than requested. Despite instant feedback and progressive design, the quizzes offered little excitement in comparison with current computer games and may simply have appeared less appealing. Future studies should investigate the possible advantages of applications, preferably for smart phones or tablet computers, which offer auditory training of music discrimination skills in an adaptive, socially interactive, and game-like design (Lee and Hammer, 2011).

Contrary to our predictions, we found an overall progress in MMN amplitude in the NH group, who received no music training. We could speculate that NH subjects show training effects simply by being a second time exposed to the same sound stimulation (Paukkunen, 2011). Instead, CI users, even if they had a musical training, did not show any advantage at T2, probably as a consequence of their deficits in musical sound processing. To be visible, the exposure to sounds in CI users should most likely be very long and intensive, whereas in normal subjects some transient neural effects are observable even already after 20 min of discrimination training (Jäncke et al., 2001; Brattico et al., 2003; Lappe et al., 2011).

RHYTHM

Previous behavioral studies with postlingually deaf CI users have documented that discrimination of complex rhythm is difficult (Leal et al., 2003; Kong et al., 2004; Drennan and Rubinstein, 2008). In that respect, we were encouraged to find that the adolescent CI users were able to produce significant MMN responses to a change in rhythm as fast as 60 ms and produce discrimination scores that were not significantly different from the NH reference. This is an indication of the ability of these young CI users to extract fast temporal information despite prelingual deafness and late implantation, as well as the accuracy with which timing features are transmitted in current CI technology. Ability to discriminate rhythm may assist young CI users in general when listening to music, especially for genres that tend to have strong rhythmic elements paired with lyrics (Gfeller et al., 2012). Moreover, poor perception of rhythm has been associated with poor perception of syllable stress and dyslexia (Overy, 2003; Overy et al., 2003; Huss, 2011), and it is possible that training of rhythm, on a long-term, could form a beneficial part in auditory–oral therapy for young CI users (Looi and She, 2010; Petersen et al., 2012).

Our results are in contrast with Timm et al. (2014) who found no robust MMN response to the rhythm deviant in their adult CI users. The authors speculated that one of the sources to this absence of MMN could possibly be that the relatively small deviation of 60 ms was too difficult to extract, especially when embedded in a complex auditory scene. There may be several sources to the discrepancy between the two studies. First, the CI users in the present study were significantly younger (mean age 17 vs. 43.5 years), which may influence neural processing of auditory stimuli. Second, the adolescent CI users all used the most updated implant device in contrast to the adult CI users’ selection of brands and models, which might result in some differences in timing accuracy. A minor difference in the way the rhythm deviant was presented in the two studies may also have contributed to the different results. In the present study, the position of the fourth note was preserved, thus leaving the metric pulse uninterrupted. In the Timm et al. (2014) study, the position of the fourth note was altered in accordance with the early third note, thereby shifting the metric pulse. Thus, the rhythm deviant in the present study deviates in three ways. First, it cuts the preceding note short, which could be perceived as a deviation of duration. Second, the third note comes early, violating the rhythmic flow and, third, the fourth note comes late, caused by the longer gap between notes 3 and 4. By inspecting the difference wave plots for the rhythm deviant (Figure 2C), it appears that this multifaceted deviation evokes not only a significant MMN in the 143–173 ms window after stimulus onset but also a consistent and even stronger negative peak around 325 ms. This effect is identical and consistent across groups and time points and we speculate that it reflects a second MMN in response to the late fourth note.

TIMBRE

Both the guitar and the saxophone deviants elicited significant brain responses in our two experimental groups. This is in contrast to findings by Torppa et al. (2012) who in a study with CI and NH children found significant MMNs only to a large change from piano to cymbal but not to changes from piano to violin or to cembalo. They did, however, find indications of a general improvement with age in the children’s ability to detect changes between instruments, which could partly explain this discrepancy. Our findings are in line with Timm et al. (2014) who found similar strong MMN responses to timbre changes in postlingually deaf adult CI users. Interestingly, in both studies the saxophone deviant showed the largest effect compared to the remaining deviants and amplitude and latency that were not significantly different from those of NH listeners. It should be emphasized, however, that the latency of the MMN for this particular deviant was quite different in the two studies, elicited around 92 ms in the present and around 165 ms in the Timm et al. (2014) study. Since both the stimuli and the experimental settings were identical, we speculate that differences in age may be the primary source of this difference in timing.

As opposed to the saxophone deviant, CI users’ MMN responses to the guitar deviant showed significantly smaller amplitudes and significantly longer latencies than those of NH controls, indicating reduced discrimination accuracy. The neurophysiological findings were reflected in behavioral performance in which the CI users produced discrimination scores, which were comparable to the NH level for the saxophone but not for the guitar deviant. This suggests that the sound of a saxophone, which is characterized by a slow attack and a soft tone, represents a larger deviation from the piano tone than the sharp distinct sound of the guitar. Moreover, in an MMN study, which is based on the theory of predictive coding (Baldeweg, 2006), an unexpected occurrence of a saxophone sound in a stream of piano notes represents not only a change of timbre but also a change in timing and intensity, which could also partly explain the observed difference.

So are adolescent CI users as good or almost as good as NH peers in discrimination of timbre? No, probably not. Discrimination of timbre involves perception of several acoustic parameters, particularly the temporal envelope (rise time, duration, and decay) and harmonic spectrum of a sound, and is usually poor in CI users (Gfeller et al., 2002a; McDermott and Looi, 2004; Drennan and Rubinstein, 2008; Spitzer et al., 2008; Timm et al., 2012). The fact that the adolescent CI users were able to detect changes in timbre does not necessarily mean that they would be able to recognize a musical instrument. It does, however, indicate that they possess some basic prerequisites for developing this skill and that the implant transmits sufficient spectral information to allow detection of changes in timbre (Koelsch, 2004). Previous studies have showed enhanced abilities to discriminate timbre after computer-assisted training (Fujita and Ito, 1999; Leal et al., 2003; Pressnitzer et al., 2005; Driscoll et al., 2009) and long-term individual training (Petersen et al., 2012). Improved perception of timbre may add positively to the esthetic enjoyment of music listening and may also be beneficial in other aspects of listening such as recognition of gender or speaker in auditory-only acoustic communication, which are notoriously challenging with CIs (Vongphoe and Zeng, 2005).

PITCH

Except for the Pitch1D1 deviant at T1, the CI group did not exhibit significant MMN responses to changes in pitch of neither two nor four semitones and produced pitch discrimination scores, which were significantly below the NH level. This pitch discrimination deficit may indicate that the neuronal connections of the auditory pathways were not established in the appropriate time window of opportunity, leaving the potential for developing pitch processing abilities very limited (Sharma et al., 2005; Sharma, 2006). Despite ability to produce significant MMNs for pitch deviants, the adult CI users in the study by Timm et al. (2014) showed significantly diminished amplitudes, longer latencies, and lower hit rates for the two and four semitones pitch deviants compared to NH controls. This indicates that, at least for small pitch change detection, the advantages of postlingually deafened CI users, who rely on auditory skills developed prior to their hearing loss, over prelingually deaf adolescent CI users, whose auditory development is based exclusively on implant experience, may be rather small.

Interestingly, Torppa et al. (2012) in a recent study found magnitude and timing of MMN responses to three and seven semitone changes of pitch in early-implanted CI children that were comparable to those of NH controls. The authors suggested that harmonic components of the presented piano tones may be sufficiently separated in frequency to allow accessibility of spectral cues to a change in pitch to the CI children. While the children in the Torppa et al.’ study had a mean age at switch-on of 21.5 months (range 14–37 m), the adolescents in the present study were implanted significantly later (mean age at switch-on: 7.4 years). We speculate that the delayed stimulation of the auditory system is the primary cause of the poor pitch processing observed in the adolescent CI users. Furthermore, the previous study used a multi-feature MMN paradigm, which presented repeated piano tones in contrast to the present study, which presented deviants in a complex musical context and randomly changing keys.

We observed a significant MMN for the PitchD1 at T1 but not at T2, implying a reverse effect of the training. However, considering the intensive focus on pitch and melody included in both the singing and ear training activities, we hardly believe that is the case. More likely, the inconsistent pitch MMNs reflect the suboptimal recording conditions and possible variability across sessions in participant behavior, which may have prevented the weak pitch responses from passing the statistical thresholds. Alternatively, pitch MMNs were elicited but could not be identified due to overlap by other potentials. Finally, the rather short SOA used here prevented identifying a latency longer than 200 ms. Considering that the NH children showed MMN latencies to pitch deviants close to 200 ms, it may well be that we simply missed it.

INTENSITY

Electrical hearing produces a much narrower dynamic range than acoustic hearing (Galvin et al., 2007; Veekmans et al., 2009). We were therefore surprised to find MMN responses to the IntD5 deviant, which were not significantly different in amplitude from those of the NH listeners. It should be emphasized, however, that the NH responses were surprisingly weak for these deviant and non-significant at T2, indicating a generally small effect of this deviation. Furthermore, although significantly poorer than the NH reference, the CI users’ hit rates for discrimination of intensity were well above chance. This indicates that despite the limited dynamics of the implant, the 12 dB decrement in intensity is transmitted reliably even in prelingually deaf adolescent CI users. The results are partly consistent with a previous MMN level-study with adult CI users, in which Sandmann et al. (2010) found significant MMN responses to a 12 dB intensity decrement but not to two smaller 4 and 8 dB intensity decrements. Future studies should investigate discrimination of changes of intensity in adolescent CI users in more detail.

While our two experimental groups produced similar but small MMN amplitudes in response to the IntD5 deviant, the latencies differed significantly. The MMNs of the CI users peaked around 84 ms while those of the NH listeners peaked around 150 ms. This difference may reflect different processing of this particular deviant. However, as with the MMN responses for pitch, we cannot exclude the possibility that the latency values for intensity in the CI group may reflect activity that is different from the activity reflected in the later peaks among NH participants.

SPEECH PERCEPTION IN NOISE

The marked improvement in the CI users’ SRT s suggested a transfer effect from the music training. The similar and significant progress in the non-trained NH group, however, indicates that these improvements are the results of a test learning effect, as seen in previous studies (Pedersen and Juhl, 2013). The Dantale II test requires the ability to identify words in spoken sentences in background noise and subsequently match these with a matrix of optional words on a computer screen, a complex task that relies on both reading skills and working memory and may benefit from previous exposure. These requirements may also explain the huge variability observed in the CI group reflecting possible differences in the participants’ linguistic and cognitive development (Burkholder and Pisoni, 2003). Naturally, the variance may also reflect other factors such as history of hearing loss and CI functionality. None such predictive factors, however, were identified in our correlational analyses.

MUSICAL MULTI-FEATURE PARADIGM

Our results indicate that the fast, musical, multi-feature paradigm presenting deviants embedded in a complex musical pattern can elicit distinct MMNs not only in postlingually deaf adults but even in prelingually deaf adolescent CI users. Since MMNs are elicited pre-attentively with no behavioral task, this paradigm may be used for objective evaluation of CI users’ auditory skills in general and ability to discriminate musical sounds in particular. Because it is fast with a recording time of only 20 min and highly flexible with regard to both the nature and the deviation magnitude of the properties which it investigates, this paradigm could be a useful tool for assessing auditory rehabilitation following cochlear implantation. In a clinical context, MMN responses could be of relevance as an objective marker for measuring auditory discrimination abilities in CI patients, especially pediatric CI users, whose assessment of auditory discrimination and implant outcome is challenging. The paradigm does, however, run at a fast pace and a future revision should evaluate the effects of a reduced tempo, allowing analysis of effects in the 200–400 ms, particularly the P3a (Torppa et al., 2012).

THE IMPACT OF HEARING AGE

The adolescent CI users in our study represented a huge range of age at implantation as well as communication background. Nevertheless, apart from the indication of an association between higher hearing age and shorter latencies for rhythm and saxophone, we found none of these factors predictive of either neurophysiological or behavioral performance. Especially with regard to the behavioral tests, this suggests that skills associated with cognition, concentration, attention, and memory may have a stronger impact than implant experience and prior use of sign language. As an interesting single case, CI 5, who is profoundly deaf, raised as a sign language user and who received his implant at the age of 9 years was able to score in the high average level of his group in both speech and music tests.

LIMITATIONS

Recording and analyzing EEG with CI users represent a number of challenges. Due to the position of the implant, some electrodes cannot be used, resulting in a number of interpolated channels. Furthermore, due to the electric signal from the implant, it is necessary to use elaborate preprocessing procedures to reduce the CI artifact (Sandmann et al., 2009; Viola et al., 2011), allowing interpretation of the resulting evoked potentials of interest. Finally, in this particular study, recordings were done in the field, thus potentially degrading the signal-to-noise ratio as compared to recordings made in the shielded settings of the laboratory. In sum, these challenges may have resulted in data, which were less consistent than desired. Furthermore, measuring ERPs in a group of healthy individuals and a special group such as CI users implies an intrinsic difficulty of picking up the same peak for both groups. We cannot preclude that the applied peak-identification method, which identified MMN peaks algorithmically and separately in the two groups, erroneously may have led us to peaks from the two groups that in fact belonged to different ERP components.

The adolescent CI users in this study belong to the first generation of children who were offered CIs. Since, at the time, neo-natal hearing screening was not a standard procedure and some concerns about the safety of the surgery existed, they were in general both diagnosed and implanted later in childhood than is typical today. Therefore, they may not be fully representative of the future generations of early-implanted adolescents. We will, however, argue that the study and its findings are relevant, particularly considering the considerable number of teenagers worldwide making up this generation.

SUMMARY AND CONCLUSION

Our findings provide novel insight on neural processing of musical sounds in a new generation of deaf adolescents, who have grown up with the assistance of CIs. The results showed that despite prelingual deafness and late implantation, adolescent CI users possess prerequisites for some discrimination of musical sounds, as indicated by their significant MMN responses particularly to changes in timbre, rhythm, and intensity. Compared to a NH reference, however, the CI users’ general discrimination abilities were characterized by significantly weaker brain responses and poorer behavioral performance. This was particularly true for their discrimination of small changes in pitch, which showed a severe deficit, reflected in inconsistent brain responses, and poor behavioral performance. Evidently, perception of music – especially melody – is degraded in these adolescent CI users, as also signified by the challenges observed in relation to singing. This, however, does not necessarily reduce music appreciation. Unlike postlingually deaf adult CI users, prelingually deaf CI users make no comparisons with previous music listening experience and may be quite satisfied with the representation provided by the implant, perceiving possibly particularly the rhythmic content of music (Gfeller et al., 2012). The lack of findings with an ear training program lasting only 2 weeks in CI users shows their refractoriness to auditory interventions. Thus, we encourage future research on the effects of longitudinal music training, preferably involving a combination of music making and training applications offering an adaptive and game-like interface. As observed here, the great compliance and enthusiasm of the participants indicate that such measures could be relatively easily implemented.
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Auditory processing in general and music perception in particular are hampered in adult cochlear implant (CI) users. To examine the residual music perception skills and their underlying neural correlates in CI users implanted in adolescence or adulthood, we conducted an electrophysiological and behavioral study comparing adult CI users with normal-hearing age-matched controls (NH controls). We used a newly developed musical multi-feature paradigm, which makes it possible to test automatic auditory discrimination of six different types of sound feature changes inserted within a musical enriched setting lasting only 20 min. The presentation of stimuli did not require the participants’ attention, allowing the study of the early automatic stage of feature processing in the auditory cortex. For the CI users, we obtained mismatch negativity (MMN) brain responses to five feature changes but not to changes of rhythm, whereas we obtained MMNs for all the feature changes in the NH controls. Furthermore, the MMNs to deviants of pitch of CI users were reduced in amplitude and later than those of NH controls for changes of pitch and guitar timber. No other group differences in MMN parameters were found to changes in intensity and saxophone timber. Furthermore, the MMNs in CI users reflected the behavioral scores from a respective discrimination task and were correlated with patients’ age and speech intelligibility. Our results suggest that even though CI users are not performing at the same level as NH controls in neural discrimination of pitch-based features, they do possess potential neural abilities for music processing. However, CI users showed a disrupted ability to automatically discriminate rhythmic changes compared with controls. The current behavioral and MMN findings highlight the residual neural skills for music processing even in CI users who have been implanted in adolescence or adulthood.

Highlights:

-  Automatic brain responses to musical feature changes reflect the limitations of central auditory processing in adult Cochlear Implant users.

-  The brains of adult CI users automatically process sound features changes even when inserted in a musical context.

-  CI users show disrupted automatic discriminatory abilities for rhythm in the brain.

-  Our fast paradigm demonstrate residual musical abilities in the brains of adult CI users giving hope for their future rehabilitation.

Keywords: cochlear implant, auditory evoked potentials, mismatch negativity, music multi-feature paradigm, music perception

INTRODUCTION

A cochlear implant (CI) is a device, which can restore hearing in patients with severe and profound sensori-neural hearing loss. The outer and middle ear is bypassed with a microphone and a speech processor, which converts the acoustical signals into electric pulses. These pulses are brought into the cochlear nerve via the transmitter coil and thus stimulate directly the hearing nerve fibers. Despite the limitations of their implant, most CI users are able to derive information for speech intelligibility, depending on the age when the device has been implanted. Usually younger implantees (implantation age <4 years) reach better levels of speech understanding than older implantees as long as the critical time window for speech acquisition is considered (Kral and O’Donoghue, 2010). However, for post-lingually deafened CI users the levels of speech understanding are depending on factors such as: duration of implant use, amount of training, and rehabilitation as well as psychological factors like: personal acceptance of the implant and environmental reactions (Gfeller et al., 2008; Driscoll et al., 2009). Since the CI was mainly created as a prosthesis to enhance speech perception, music perception remains comparably poor (Koelsch et al., 2004; Gfeller et al., 2006; Cooper et al., 2008; Limb and Rubinstein, 2012). These differences arise mainly because of the missing spectral fine structure information, which is not well processed by the current CIs (McDermott, 2004). Behavioral measures of CI users’ auditory capabilities compared to NH controls, however, imply a number of confounding factors such as fluctuations in attention, differences in familiarity with and motivation in relation to performing auditory tasks, and so on. In the electrophysiology lab, the mismatch negativity (MMN) brain response is instead elicited while the subject is performing a task unrelated to the sounds, allowing the study of automatic auditory skills in the brain (Alho et al., 1998; Brattico et al., 2006; Näätänen et al., 2012). Even though the number of published experiments so far is very small, the MMN has emerged as a reliable marker for CI users’ ability to accurately discriminate stimuli without the trade-off of subjective behavioral responses (Kraus et al., 1993; Lonka et al., 2004; Kelly et al., 2005; Sandmann et al., 2010; Zhang et al., 2011; Torppa et al., 2012).

The MMN is a component of the auditory event-related potential (ERP) recorded with electroencephalography (EEG) in response to sound features (such as pitch, timber, and intensity), or abstract rules (such as musical scale relations) deviating from those of a predictable auditory environment (Näätänen, 1992; Näätänen et al., 2001, 2011a). The MMN is sensitive to discrimination learning (Näätänen et al., 1993) and hereby to auditory and musical competence (Vuust et al., 2005; Vuust and Roepstorff, 2008; Brattico et al., 2009; Tervaniemi, 2009), being it elicited even by small changes in stimulus features at a level near just-noticeable difference thresholds (Näätänen et al., 2007) and provides an objective measure of central auditory processing functions. Traditionally, the MMN is obtained by using the oddball paradigm, which includes a repetitive sound and an infrequent change in one feature of the sound, such as its frequency or duration or timber. With a stimulus trial lasting, for instance, about one second, the oddball paradigm would require about 15 min of sound repetitions to reach an acceptable signal-to-noise ratio necessary to obtain averaged brain responses to a single sound feature change. Hence, to obtain MMN responses to several feature changes, several hours of recordings would be needed. Obviously, that is not affordable with a clinical population (and difficult even with healthy subjects); consequently, most MMN and, more broadly, ERP papers using traditional oddball paradigms provide brain responses to a single feature change (e.g., Näätänen et al., 2012). That, however, is unsatisfactory because the neuroauditory profile of the subjects is not accurate when only one feature is studied. For instance, the evolving of schizophrenia seems to be reflected in the MMN to frequency chances whereas the genetic aspects of the disease may be more closely associated with the deficient MMN to duration changes [for a review, see Näätänen and Kahkonen (2009)]. Indeed, the first version of the multi-feature paradigm, introduced by Näätänen et al. (2004) was later applied by Sandmann et al. (2010) to demonstrate that MMNs to changes in a repeated sound occurring 50% of the times may be elicited even in CI users. In addition, Torppa et al. (2012) have demonstrated how a new multi-feature change detection paradigm can be used in order to demonstrate cortical processing of musical sound in young CI users. They have found significant (although in some cases reduced) neural responses to several feature changes in children using CIs, which did differ from those of the NH control group only in response to changes in musical instrument, sound duration, and gap but not for other sound features, demonstrating the potentials of music intervention in CI children. The possibility to measure MMNs to several sound feature changes in a laboratory session lasting less than 20 min opens thus new opportunities for basic research with young children and for opening new interventional avenues.

Recently, Vuust et al. (2011) have introduced a new fast musical multi-feature paradigm that tests sound feature deviations in a complex auditory setting resembling music. This paradigm can be used as a tool of objective assessment of music-expertise neural skills in normal-hearing listeners (Vuust et al., 2011, 2012a,b). In the musical multi-feature paradigm, deviant sound features (such as pitch, timber, intensity, and rhythm) are embedded in the “Alberti bass,” where three different pitches alternate in a four-note pattern changing over the 12 keys. The stimuli therefore provide a more musical context than the original multi-feature paradigm in which one sound feature alternated with a deviant one (cf. Torppa et al., 2012). Indeed, the musical multi-feature paradigm has evidenced differences between different kinds of musicians, which were closely related to the style-specific aspects of the music practiced (Vuust et al., 2012a).

Based on the correlation between musical expertise and the amplitude of the MMN obtained in a normal-hearing population including musicians (Vuust et al., 2012a), we hypothesized that adult CI users would show distinct MMNs for musical features with different magnitudes of deviations depending on the feature and the characteristics of their corrected hearing. Compared to NH controls, we anticipated longer latencies in the CI users as well as smaller MMN amplitudes, indexing their impaired music processing. However, without previous studies measuring brain processing of several features in a musical context in adult CI users, we could hypothesize a difference between musical feature processing in CI users, without any more specific expectation on which direction this difference would be evidenced.

MATERIALS AND METHODS

PARTICIPANTS

Twelve adult right-handed CI users (age range in years: 21–56, mean: 43.5, SD: 9.97) and 12 age- and sex-matched, right-handed participants with normal-hearing ability (age range in years: 21–57, mean: 43.3, SD: 11.09) were included. Prior to the experiment, all CI users had been using their implant for at least 12 months. All CI users were implanted during adulthood except one participant who received the implant at age 13. Moreover, all CI users were post-lingually deafened with the duration of profound deafness not exceeding 18 years (years of profound deafness: 5.93, SD: 6.24) (please see Table 1 for detailed patient demographics). Additionally, their hearing abilities exceeded 20% as assessed by the Freiburger monosyllabic words test in quiet environment, a standard German speech intelligibility test in which participants repeat monosyllabic words presented at a level of 65 dB. All experimental procedures were approved by the local ethics committee and the study protocol conformed to the Declaration of Helsinki. Participants gave written informed consent before data collection and received monetary compensation for their time.

Table 1 | Patient demographics.
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STIMULI

The auditory stimuli in the present experiment were similar to the musical multi-feature paradigm developed by Vuust et al. (2011), with only small adaptations due to the characteristics of the CI patient group. Unlike the oddball paradigm, the multi-feature paradigm allows us to record auditory evoked potential (AEP) responses to many auditory feature deviations in a relatively short time and with a comparably good signal-to-noise ratio. Instead of a usual stimulus probability (80% standards; 20% deviants), our current musical multi-feature paradigm allows each “standard” to be followed by a “deviant” resulting in an equal probability of standards and deviants.

The musical multi-feature paradigm is an extension of the “optimal paradigm” (Näätänen et al., 2004) but with a richer musical context and higher complexity obtained by presenting standards and deviants within an “Alberti bass” configuration. This configuration is commonly used in the Western musical culture in both classical and improvisational music genres. For the present study, we presented this musical 4-tone pattern, with a key change between F-major, G-major, A-major, or C-major on every sixth measure. The original paradigm by Vuust et al. (2011) was adapted to the CI patient group by limiting the amount of key changes, in order to meet the average frequency range of the CI user devices. The keys were kept in the middle register of a piano with the bass note between F3 and E4, while their order was pseudo-randomized; each key was repeated six times during the experiment. In addition, whenever a key change occurred, the standard pattern was repeated six times in order to facilitate the difference between standard and deviant pattern in the presence of a key change. Those standard patterns occurring after key change were omitted from the average.

Sound stimuli were generated using the sample sounds of an acoustic piano (Wizoo) from the software sampler “Halion” in Cubase (Steinberg Media Technologies GmbH). Deviant patterns were similar to the standards, except that the third tone of the pattern was modified with Pro Tools (Pro Tools 7.4, Avid) as illustrated in Figure 1.
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FIGURE 1 | Stimuli. The main stimulus: “Alberti bass” patterns alternating between standard sequence and a deviant sequence played with a piano sound. Patterns were periodically transposed to four different keys with an interval of six bars. Each tone was 200 ms in duration, with an inter-stimulus-interval of 5 ms, yielding a tempo of approximately 140 beats/min. Comparisons were made between the third note of the standard sequence and the third note of the deviant sequence.



The first pitch deviant (Pitch1D1) was created by exchanging the third tone of the Alberti pattern with a sound, which was two semitones higher. The second pitch deviant (Pitch2D2) was created in the same manner using a substitute four semitones higher. Note that Pitch2D2 produces both a pitch and contour violation, whereas Pitch1D1 only produces a pitch violation. The two timber deviants were created by exchanging the third note for either a guitar (GuiD3) or a saxophone (SaxD4) sound (both timber deviants were normalized in loudness according to the standard pattern). The intensity deviant (IntD5) was generated by reducing the original loudness of the third tone by 12 dB, whereas the rhythm deviant (RhyD6) was created by anticipating the third note by 60 ms. Each single note was presented in stereo (44,100 Hz sample frequency), and with a duration of 200 ms and with a 5 ms inter-stimulus-interval form the previous tone (except the rhythm deviants). The deviants occurred always in the same fixed order as depicted in Figure 1. The stimuli were presented with Presentation software (Neurobehavioral Systems). The total duration of the experiment was 20 min.

PROCEDURE

EEG experiment

Upon arriving to the lab, participants signed the consent form and were subsequently prepared for EEG recordings. The EEG was recorded from 30 scalp channels using active electrodes (Acticap, Brain Products, Munich, Germany) placed according to the 10–20 system (Klem et al., 1999) with a BrainAmp (Brain Products, Munich, Germany). For the CI users, three to six channels mainly from the temporal (T12/T8) to the occipital electrodes (P08) had to be unattached due to interferences with the implant transmission coil (channels range: 3–6, mean: 3, SD: 1). Two electrodes were attached to record the EOG (below and at the outer canthus of the right eye). The reference electrode was attached to the nose-tip and was used as the common reference. Sampling rate was 250 Hz, the data were analog filtered (0.1–80 Hz), and electrode impedances were kept below 10 kΩ. During the EEG recordings, participants were comfortably seated in a shielded chamber and passively listened to the auditory sequences via loudspeakers positioned on their left and right side with an angle of 45°. Loudness was kept at a sound pressure level of 60 dB. All participants watched a silenced documentary throughout the whole experimental procedure.

Behavioral experiment

After the EEG recordings, all participants performed a discrimination task to measure a behavioral index of their auditory discrimination accuracy. In this three alternative choice task, participants were presented with the same four-tone pattern as used in the previous EEG experiment. The pattern was presented three times in a row (3 × 4-pattern), twice in the standard condition and once with in a deviant condition. The deviating pattern could occur either on the first, the second, or the last position in the presentation of the 3 × 4-pattern. All deviant conditions were presented equally often and were repeated 10 times in random order. Participants were instructed to press a corresponding key (1, 2, 3) indicating at which position the deviating pattern had occurred. Hit rates of CI users and NH controls were analyzed and averaged across the six deviant conditions.

DATA ANALYSIS

Electroencephalography data were analyzed in the MATLAB (Mathworks, Nattick, MA, USA) environment using EEGLAB 9.0.5.6b (Delorme and Makeig, 2004). Data were filtered offline using a FIR filter with the lower edge of the frequency pass band at 1 Hz and a higher edge of the frequency pass band at 30 Hz. The recordings were screened for infrequent or un-stereotyped artifacts using an inbuilt probability function (pop_jointprob) with a threshold of three standard deviations (Debener et al., 2008). After performing an Infomax independent component analysis (ICA), ocular and cardiac artifacts were identified using the CORRMAP plug-in (Viola et al., 2009) and removed from the data. Artifacts caused by electrical interference of the CI were identified with respect to their independent components (ICs) (Debener et al., 2008; Viola et al., 2011, 2012). Evaluation of whether an IC was artifact driven was determined by (i) visual inspection of IC scalp projection (e.g., centroid of activity on the implanted side), (ii) whether on and offset of the AEP component were in phase with stimulus on and offset, or (iii) whether the activity power spectrum of the IC showed a periodic-like spectral distribution in the frequency domains up to 20 Hz (Torppa et al., 2012). Consequentially, ICs found to reflect an artifact induced by the implant were removed from the data.

For the CI users, the missing channels were spherically interpolated with respect to the neighboring channels to enable voltage topographic maps. Following ICA-based artifact attenuation, data were segmented in 100 ms pre-stimulus and 400 ms post-stimulus epochs. After baseline correction (−100 to 0 ms), single subject averages of the six types of deviant stimuli as well for the standard stimuli were conducted. Single-subject MMN latencies and amplitudes were measured by subtracting the AEP waveform of the deviant from the standard waveform resulting in six difference-waves. For the MMN quantification, group- and deviant-specific time windows of 40 ms were chosen from the respective grand-average MMN peak amplitude. MMN amplitude voltages for all electrodes were then calculated as the mean amplitude within these 40 ms time windows (see Table 2 for time windows). In line with previous studies (Näätänen et al., 2007; Duncan et al., 2009) reporting that the largest negative MMN peak is typically obtained at Fz, MMN significance analysis against the zero baseline was carried out on electrode Fz. Since the mastoids were not accessible in all CI users, we chose P08 to evaluate possible polarity reversals of the MMN response (Sandmann et al., 2010).

Table 2 | Amplitudes and latencies of the MMN in response to different musical features for both groups.
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STATISTICS

Two-tailed t-tests were carried out for all six deviant categories in both groups to ascertain that MMN amplitudes differed significantly from zero. A repeated measure ANOVA with within-subject factor deviation (five levels: Pitch1D1, Pitch2D2, GuiD3, SaxD4, IntD5) and Group as between-group factor was computed for MMN latencies. For further statistical analysis, the effects of feature deviation on the MMN amplitudes and scalp distributions in terms of frontal and central electrodes as well as group-specific differences were calculated on a subset of electrodes (F3, Fz, F4, C3, Cz, C4). A repeated measures ANOVA was performed on the MMN mean amplitudes and latencies. Within-subject factors were Deviation (five levels: Pitch1D1, Pitch2D2, GuiD3, SaxD4, IntD5), Frontality (two levels: F-line, C-line), and Laterality (left, middle, or right), while Group was a between-subject factor. Effects of electrode factors alone are not reported as meaningless with respect of the hypothesis tested concerning group differences (they only reflect the scalp topography of the MMN). A Greenhouse-Geisser correction was applied when necessary, and will be indicated in the following section with epsilon values; degrees of freedom will be presented uncorrected. Post hoc t-tests were used to reveal group-specific differences.

RESULTS

MMN AMPLITUDES

In NH controls, the fast multi-feature paradigm elicited significant MMNs in all the six feature deviants whereas in CI users significant MMNs were found for all but the RhyD6 (see Table 2). For the MMN amplitudes, we found a significant main effect of Group (F1,22 = 8.57; p = 0.008), deriving from overall diminished MMN in CI users compared to NH controls (mean value for combined MMNs as measured on Fz: CI users: −0.92 μV, SD: 0.88; NH controls: −2.00 μV, SD: 1.11). We also obtained significant within-subject effects of Deviation (F4,88 = 4.57; p < 0.001) (see Table 2). Furthermore, we found a significant interaction Deviation × Group (F4,88 = 3.86; p = 0.008). Post hoc t-tests for amplitude at Fz with respect to deviation showed the largest differences between the two groups for the Pitch1D1 (t = 3.64; p = 0.001) and Pitch2D2 (t = 4.39; p < 0.001) deviations. A significant difference was also found for the GuiD3 with smaller amplitudes in the CI users than in NH controls (t = 3.03; p = 0.006). We found no significant differences for the MMN amplitudes to saxophone and intensity between CI users and NH controls (SaxD4: t = 1.4, p = 0.17; IntD5: t = 0.20, p = 0.83). MMN amplitude for RhythmD6 differed significantly between CI users and NH controls (t = 4.57, p < 0.001) (please see Figure 2 for MMNs to musical multi-feature deviations).
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FIGURE 2 | MMNs to musical multi-feature deviations in CI users and NH controls. Grand-average AEPs for CI users and NH controls for six types of deviations recorded at Fz. Standard (red), deviant (blue), difference wave (black), polarity reversal was obtained at P08 (dotted line).



As illustrated in Figure 3, and indicated with post hoc paired t-tests the topography maps show that the MMNs of CI users were differently lateralized than those of the NH controls. This was testified also by the significant interactions between the between-subject factor and the two electrode factors: Laterality × Group (F2,44 = 5.20; p = 0.02), Frontality × Laterality × Group (F2,44 = 10.74; p = 0.001), and Frontality × Deviation × Group (F4,88 = 5.48; p = 0.004). Further investigating these interactions, planned t-tests showed that significant MMN lateralization was obtained for feature deviations Pitch1D1 (comparing F3 < F4: t = 3.32, p = 0.007) and GuiD3 (F3 < F4: t = 2.33, p = 0.040), whereas no significant differences for F-line vs. C-line were observed for the different feature deviations (all p > 0.6) in CI users. In the NH controls, both pitch deviants showed a more frontal (Pitch1D1 F4 > C4: t = 2.49, p = 0.030; Pitch2D2 F4 > C4: t = 4.94, p < 0.001) and rightwards lateralization (Pitch1D1 F4 > F3: t = 7.83, p < 0.001; Pitch2D2 F4 > F3: t = 3.51, p = 0.005). The MMN to feature deviation GuiD3 showed strongest amplitude on the C-line, with no significant lateralization effect (all p > 0.061).
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FIGURE 3 | Topographies and grand-average difference-waves of CI users and NH controls. (A) EEG voltage isopotential maps of the difference between the responses to deviants and standards averaged in an interval of ±20 ms around maximal peak amplitudes. (B) Grand-average difference-waves of CI users and NH controls.



MMN LATENCIES

The MMN latencies were modulated by the six feature deviations in both groups as tested with repeated measures ANOVA in a general linear Model and showed significant within-subject effect for Deviation (F4,88 = 13.75, p < 0.001) as well as an interaction Deviation × Group (F4, 88 = 22.16, p < 0.001). Furthermore a significant main effect of Group was found for the MMN latencies (F1, 22 = 125.42, p < 0.001). The two MMNs with the longest latency in the CI users were elicited by the two pitch deviants and differed significantly from the two pitch MMN latencies of the NH controls (Pitch1D1: t = 8.74; p < 0.001; Pitch2D2: t = 8.50; p < 0.001). The shortest MMN latency for the NH group was obtained for the GuiD3: this latency differed significantly from the one observed in CI users (t = 5.32; p < 0.001). Comparable to the results of the MMN amplitudes, we found no group-specific differences for the SaxD4 MMN latency (t = 0.645, p = 0.52) or the IntD5 MMN latency (t = 1.78, p = 0.88). The RhyD6 MMN, was found for the NH controls only (see Table 2 for detailed latency and amplitudes measures).

BEHAVIORAL EXPERIMENT

All subjects showed a high accuracy with above-chance hit rates. We found lower hit rates for CI users compared to NHs in most feature deviation categories, including Pitch1D1 (t = −2.69, p = 0.013), Pitch2D2 (t = 2.46, p = 0.022), GuiD3 (t = 2.86, p = 0.009), and the deviation IntD5 (t = 2.45, p = 0.22), whereas the groups did not differ for the SaxD4 (t = 0.684, p = 0.50), or RhyD6 (t = 0.01, p = 1.0) deviations (see Table 3 for Hit rates).

Table 3 | Hit rates of CI users and NH controls.
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CORRELATIONS BETWEEN MMN AND BEHAVIORAL OR DEMOGRAPHIC MEASURES

Additional correlations for the CI users group only, including MMN amplitudes at Fz, patient demographics, and hit rates showed significant positive correlations for the Freiburger speech score and hit rates for Pitch2D2 (r = 0.597, p = 0.04), GuiD3(r = 0.704, p = 0.011), and RhyD6(r = 0.801, p = 0.002) (please see Figure 4). The same hit rates were also significantly negatively correlated (e.g., the higher the hit rate the larger the MMN amplitude) with the MMN amplitude for feature deviation Pitch1D1 (Pitch2D2: r = −0.588, p = 0.044), GuiD3 (r = −0.586, p = 0.045), and RhyD6 (r = −0.747, p = 0.005).
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FIGURE 4 | Hit rates and correlations. (A) Correlations of different hit rates with MMN amplitude for deviation Pitch1 in CI users. (B) Correlations of different hit rates with the Freiburger monosyllabic speech scores in CI users. (C) Correlations of hit rates for intensity with age in CI users.



Age was negatively correlated with the hit rate for IntD5 (r = −0.688, p = 0.013) and the MMN latency for feature deviation Pitch1D1 (r = −0.619, p = 0.032) with older CI users showing prolonged latencies for the pitch MNN (see Figure 2).

DISCUSSION

Electroencephalography studies with CI users yield challenges regarding recording, analysis and comparison with NH controls. Due to the implant itself fewer electrodes may be used, which results in a higher amount of topographical interpolated channels. In addition, the implant interferences with the EEG signal require a careful inspection and understanding of the origins of the CI artifact in order to be able to visualize and interpret the resulting evoked potentials of interest. Nevertheless, our results show evidence for CI users’ processing of prominent sound features embedded in a complex sound context. CI users in our study had five robust MMNs out of six for sound features formerly described as difficult for these subjects to perceive. We observed significant differences between CI users and NH controls for the MMN amplitude and latencies depending on the feature deviation, especially for the two pitch deviations. The timber deviant to saxophone as well as the intensity deviant elicited similar MMNs in both groups. CI users did not elicit a significant MMN for the rhythm feature even in a complex musical context, which might be explained by the relatively small magnitude of the rhythm deviation within a complex auditory context. In sum, we here extend the findings of earlier MMN studies (Ponton and Don, 1995; Sandmann et al., 2010; Zhang et al., 2011; Torppa et al., 2012), showing that CI users may be able to process musical features such as pitch and intensity even in a complex music-like context. Furthermore, the differences in the MMN scalp distributions and latencies between the different deviant types observed in the present suggest that partially separate neural populations process and store distinct auditory sensory memory traces for different sound features, such as pitch, timber, and intensity (Caclin et al., 2006; Näätänen et al., 2011b). Hemispheric asymmetries between CI users and NH controls for AEPs have been shown earlier by studies indicating a topographical (e.g., more ipsilateral) displacement due to the implantation (Sandmann et al., 2009; Gordon et al., 2010).

PITCH

The findings of the Pitch1D1 in CI users indicate the capability of CI users to perceive differences as small as two semitones. However, less neural efficiency for pitch processing was observed with CI users as evidenced by their diminished MMN amplitudes and lower hit rates to both pitch deviants compared to controls. Especially under consideration of the correlation with the Freiburger speech scores, the pitch results indicate a dependency between the perception of small pitch differences and good speech perception. This extends the results of Torppa et al. (2012), who found that small pitch deviations might be sufficiently salient thus eliciting a MMN. While in their study young CI users were implanted early in life in our study adult CI users were implanted significantly later in life. In Torppa et al.’s study, children early implanted with a CI showed adequately and equally good processing of pitch when compared to NH control children for deviations of three to four semitones of repeated piano tones without any musical context or minimal acoustic variation. In our study, we elicited MMN in adult CI users who were mainly implanted late in life in response to a pitch deviation as little as two semitones, inserted in a music-like context. The findings indicate that the automatic neural processing of pitch [as indexed by the MMN (Näätänen et al., 2011a) is not limited to the often-referred five to seven semitones, when tested behaviorally (Gfeller et al., 2002; Donnelly et al., 2009)]. We found a robust MMN in CI users for the second pitch deviation with four semitones. The threshold of 2–4 semitones elicits a MMN in CI users is considerably good. Recently Lonka et al. (2013) presented similar findings on how the MMN in adult CI users to quasi four semitones (3200 Hz deviants to 4000 Hz standards) is robust and enhanced over the measurement time of 2.5 years.

Behavioral studies, which indicated pitch thresholds of at least five to seven semitones in CI users, often involve judgments of the direction of pitch differences (Gfeller et al., 2002; Drennan and Rubinstein, 2008). Our findings, on the contrary, reflect that neural automatic detection of a pitch change within a complex pitch pattern, takes place even with smaller deviations. Similar findings were reported by Peretz et al. (2009), who obtained a significant MMN to small pitch changes inserted in a complex melody context in patients with congenital amusia, despite no conscious awareness of those changes. The musical richness of context in our study and the previous one on congenital amusics might provide additional cues enabling sound-processing impaired subjects to at least neurally process feature changes. Since the MMN is an index of pre-attentive processing, however, this neural detection may not be sufficient for participants to make clear behavioral discriminations. This explanation is also supported by Leal et al. (2003) who described the differences between pitch discrimination and pitch identification abilities in adult CI users and the impaired prerequisite for the latter to detect the direction of the pitch change. These findings are, nevertheless, potentially important because they hint at the possibility of rehabilitation even in adult CI users who were implanted later in life, thanks to the presence of residual auditory discrimination capabilities in the brain.

TIMBER

Both timber feature deviations (e.g., guitar and saxophone) elicited MMNs in CI users and NH controls. This corroborates earlier findings by Koelsch et al. (2004) showing significant MMNs for timbers differing from the standard piano sound in adult CI users. However, these timber deviants were implemented in a less musical setting than the one used in the current study, thus allowing less generalization of the findings to everyday life situations involving perception of complex auditory scenes.

Behavioral timber discrimination accuracy has been shown to be reflected by the MMN response to timber changes (Näätänen et al., 2007). The timber of an instrument is mainly defined by its temporal and spectral envelope. The gross temporal envelope and the sound onset are comparably good perceived by CI users, whereas the spectral envelope and especially the fine structure are partly missing (Drennan and Rubinstein, 2008; Heng et al., 2011). This might explain the comparable morphologies between the CI users and NH controls in the difference-waves for the two timber deviations, as well as the reduced MMN specifically to the guitar deviant. The guitar as a plugged string instrument has a sharper attack time, and therefore a steeper envelope compared to the slower, by air-excited saxophone. Again, one needs to differentiate between the acoustic change mechanism underlying the two MMNs in our experiment and the general timber identification abilities in adult and experienced CI users. These behavioral identification abilities are hampered depending on the target instrument of the identification task, musical training and a high inter-individual variability (Galvin et al., 2009). This hampered neural and behavioral timber abilities in CI users may be also driven by the fact that the required spectro-temporal fine structure, necessary to differentiate between timbers, is not fully provided by the current CI decoding strategies (Timm et al., 2012). The general consequence of such limitations in the CI device is a perceptual difficulty with complex sound environments (Moore, 2003).

INTENSITY

Although hit rates for intensity differed significantly between groups, we found no group differences in MMN amplitudes or latencies. Instead, the intensity deviation showed the most comparable MMN morphologies between groups, along with the timber deviations. This is not surprising since intensity is usually well implemented in CI users. It is, however, plausible that CI users would be more uncertain about what they hear in general, and therefore behaviorally perform worse than NH despite the apparent similarity between the neural responses between the groups on this sound feature. This assumption is further supported by our findings of the negative correlation between the intensity hit rate and the CI users’ age. However, the amplitude range of the MMN in our adult CI users group was remarkably large compared to earlier studies (Sandmann et al., 2010; Torppa et al., 2012) and fosters the reliability of the current musical multi-feature paradigm.

RHYTHM

In music, changes in sound duration are necessary in order to be able to detect changes in rhythm and tempo. Interestingly, the rhythm deviant did not elicit a significant MMN in the CI users. Behavioral studies have shown that the rhythm perception is working well for adult CI users (Limb, 2006; Drennan and Rubinstein, 2008). However, the complexity and lack of attention toward the auditory stimuli in our experiment may have driven the lack of MMN to rhythm feature deviations, as already indicated by the low behavioral hit rate for this feature. This may give rise to the question, whether the behavioral rhythm tests, currently used with CI users within their rehabilitation training, give reliable results about their musical rhythm perception. It may rather be that simple clapping or single note rhythms are more easily perceivable with a CI, whereas rhythm nuances embedded in a complex auditory scene are more difficult to extract. This argument is corroborated by the relative minimal rhythm deviation of 60 ms used in our study, since various studies have indicated that adult CI users with a longer duration of profound deafness have difficulties in more complex rhythm discriminations with small rhythmic changes (Leal et al., 2003; Kong et al., 2004). Future studies should focus on the ability of adult CI users to understand and appreciate musical expression based on rhythmic and temporal variations.

SUMMARY

Our findings extend the insight on the neural abilities for musical feature processing in adult CI users who were implanted after childhood. Particularly, we showed that by using a music-like stimulation paradigm, CI users’ brains are able to extract more information from sound than previously reported, as indexed by the distinct MMNs to several musical features. This indicates the existence of residual feature encoding abilities in adult CI users. The musical multi-feature paradigm with which we tested these perceptual abilities is advantageously short and musically enriched compared to previous music-related MMN studies. Within 20 min, we were able to test for six types of deviations embedded in an ecologic musical setting. Our findings imply that it might be necessary to work with realistic stimulus changes in order to capture residual auditory processing skills. In turn, the neural processing of deviations in rhythm was seemingly more difficult in the present paradigm, thus explaining the previously reported differences in our study between behavioral data and AEPs as shown here in relation to the rhythm deviant.

The multi-feature paradigm implemented here may be adopted for clinical routine as it may give objective data of the capability of current implants in an everyday-like listening condition. However, to meet this goal future research in AEP method needs to reach sensitivity at the single subject level to enhance reliability of individual multi-attribute profiles of sound discrimination abilities. Further experiments should include a more parametric approach toward the single deviant categories leading to a more pronounced MMN and specific information about a magnitude of the deviance effect (Horvath et al., 2008; Näätänen, 2009). Additionally, differences between uni- and bi-lateral CI users could be tested giving more information concerning the lateralization of the MMN. This paradigm might also be suitable for auditory brainstem responses. Therefore, experiments including patients with an auditory brainstem implant are warranted, since there is evidence that the novelty detection reflected by the MMN might be driven by much earlier processes of deviant detection encoding mechanisms (Slabu et al., 2012).
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Music lessons improve auditory perceptual and cognitive performance in deaf children

Françoise Rochette1*, Aline Moussard2 and Emmanuel Bigand1

1 Laboratoire d’Etude de l’Apprentissage et du Développement (LEAD – CNRS 5022), Université de Bourgogne, Dijon, France

2 Rotman Research Institute, Baycrest, University of Toronto, Toronto, ON, Canada

Edited by:

Eckart Altenmüller, University of Music and Drama Hannover, Germany

Reviewed by:

Lutz Jäncke, University of Zurich, Switzerland
Bjørn Petersen, Royal Academy of Music, Denmark

*Correspondence:

Françoise Rochette, Laboratoire d’Etude de l’Apprentissage et du Développement (LEAD – CNRS 5022), Université de Bourgogne, Pôle AAFE, Esplanade Erasme. BP 26513, Dijon Cedex 21065, France
e-mail: francoise.rochette@u-bourgogne.fr

Despite advanced technologies in auditory rehabilitation of profound deafness, deaf children often exhibit delayed cognitive and linguistic development and auditory training remains a crucial element of their education. In the present cross-sectional study, we assess whether music would be a relevant tool for deaf children rehabilitation. In normal-hearing children, music lessons have been shown to improve cognitive and linguistic-related abilities, such as phonetic discrimination and reading. We compared auditory perception, auditory cognition, and phonetic discrimination between 14 profoundly deaf children who completed weekly music lessons for a period of 1.5–4 years and 14 deaf children who did not receive musical instruction. Children were assessed on perceptual and cognitive auditory tasks using environmental sounds: discrimination, identification, auditory scene analysis, auditory working memory. Transfer to the linguistic domain was tested with a phonetic discrimination task. Musically trained children showed better performance in auditory scene analysis, auditory working memory and phonetic discrimination tasks, and multiple regressions showed that success on these tasks was at least partly driven by music lessons. We propose that musical education contributes to development of general processes such as auditory attention and perception, which, in turn, facilitate auditory-related cognitive and linguistic processes.
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INTRODUCTION

One of every 800 children in France is born with congenital deafness (Chen et al., 2007). The technological development of devices for the restoration of the auditory function is progressing. Hearing aids optimize residual auditory capacities, especially at low and medium frequencies, though they remain relatively ineffective for the perception of higher frequencies. Cochlear implants are sensory aids that convert auditory information into electrical impulses transmitted to the auditory nerve through multiple stimulating electrodes (currently between 16 and 22) located throughout the cochlea. Despite low spectral resolution, reduced temporal fine-grained structure, and reduced dynamic range due to the number of electrodes (Zeng et al., 2008 for a review), those receiving pediatric cochlear implants develop higher speech and language outcomes than non-implanted peers. Hereafter in this text, the term “deaf children” will refer to both hearing aid and cochlear implant pediatric users suffering from pre-lingually profound deafness (i.e., without auditory knowledge prior to the use of their devices).

Sensory deprivation has long-lasting repercussions on brain development and behavioral outcomes (Pisoni et al., 2008; Kral, 2013). In deaf children, the duration of deafness (i.e., from birth to auditory rehabilitation) is negatively correlated with neural development (Kral, 2013), as well as perceptual, linguistic, and cognitive abilities (Geers et al., 2007; Pisoni et al., 2008; Peterson et al., 2010; Havy et al., 2013). As the development and organization of cortical auditory pathways critically depends on sensory experience (Kral et al., 2000; Sharma et al., 2002; Kral and Eggermont, 2007), the restoration of auditory function with technical devices is alone insufficient for the children to “hear” properly. Deaf children must learn to interpret auditory signals to build meaningful sound representations and listening strategies. This learning often has to be supported by auditory training therapies (Wu et al., 2007). In a previous study (Rochette and Bigand, 2009), we trained a small sample of severe to profoundly deaf children through interactive auditory games targeting four main auditory-related processes such as discrimination and identification of sounds, auditory scene analysis, and auditory working memory. After 20 half-hour weekly training sessions, these children showed a significant improvement in each of the trained tasks, as well as transfer of benefits to linguistic sound perception (phonetic discrimination), which had not been trained.

Music may constitute a powerful stimulus to train perceptive and auditory-related skills in deaf children. Musical activity involves a broad brain network and engages various perceptual and cognitive processes. Music practice produces neuroanatomical and neurofunctional modifications in expert musicians, but also after short periods of practice in adults and children (see Wan and Schlaug, 2010 for a review). Trainor et al. (2003) tested 4–5 years-old normal-hearing children in an EEG paradigm after 1 year of musical training with the Suzuki method to assess changes in activation patterns in response to auditory stimuli (event related potentials, ERPs). After training, children showed faster development of the auditory brain responses (enhanced early ERP components P1, N1, and P2) compared to non-musically trained matched children (see also Hyde et al., 2009 for a similar study using fMRI). Interestingly, music practice also enhances functions that are seemingly unrelated to the musical activity (e.g., Moreno, 2009). In normal-hearing children, positive effects of musical training have been observed in non-musical abilities including visuo-spatial skills (Bilhartz et al., 1999), IQ (Schellenberg, 2004; Moreno et al., 2011), phonetic discrimination (Anvari et al., 2002; Degé and Schwarzer, 2011; Chobert et al., 2012), reading abilities (Anvari et al., 2002; Moreno et al., 2009), and verbal memory (Nutley et al., 2014). In particular, the link between music and language abilities and their overlapping processes is of great interest. Music and language have common characteristics: both systems are composed of discrete elements (phonemes and notes), organized into temporal and hierarchical structures (words and chords), rely on auditory processing of complex acoustical elements and convey rich meanings (Patel, 2008). Studies have shown large overlap in brain regions involved in the processing of music and language at the cortical (Tillmann et al., 2006; Koelsch et al., 2009) and subcortical (Strait and Kraus, 2014) levels. These commonalities, in both processes and brain networks, may underlie transfer effects from one domain to another in the normal population. Thus, training with one type of material (e.g., music) should improve their efficiency to process other types of stimuli (e.g., language; see Besson et al., 2011; Kühnis et al., 2013).

To date, only a few studies have examined the effects of musical training in hearing impaired populations. After training adults for 6 months, Petersen et al. (2012) showed improvement in perception of musical acoustic features, such as timbre, melodic contour, and rhythm, as well as in perception of emotional prosody. In children, Chen et al. (2010) compared pitch interval recognition in 27 children with cochlear implants (mean age = 6.7 years). Thirteen of these children were musically trained. The perception of musical sounds was significantly better in musically trained children and correlated with the duration of musical training. This suggests that training induced experience-dependent changes in the auditory pathway. Moreover, if musical training improves general auditory perception, then it is likely that the perception of non-music sounds, such as linguistic stimuli, would also improve. Only two published studies have investigated the effect of music training on transfer to the linguistic domain in children (Yucel et al., 2009; Torppa et al., 2014). In the first (Yucel et al., 2009), 18 cochlear-implanted children were enrolled in a training program based on auditory–verbal learning. In addition to this program, nine children received musical stimulation at home from their parents. Children were tested at 1, 3, 6, 9, 12, and 24 months on phonetic discrimination, word identification, comprehension of simple auditory instructions, and sentence repetition. The music group showed greater improvement at 3 months for a task requiring the comprehension of auditory instructions, suggesting a limited effect of music training on children’s auditory perception and cognition. However, several methodological issues may have attenuated possible gains from musical training, including potential differences in the group demographics, ceiling effects in the tasks, and limitations due to parent-administered training. Moreover, the musical training was limited to pitch or rhythm discrimination in one- or two-note items. In the second such study (Torppa et al., 2014), musically trained deaf children showed improved perception of prosodic cues in words, as well as improved working memory (digit span). However, the type of music training (instrumental practice, singing, or dance) and its duration/frequency was heterogeneous and the sample of musically trained children was small (N = 8). Taken together, these data suggest that there is a clear need for additional studies to examine the effects of musical training on deaf children, particularly studies that address transfer to non-music abilities.

The goal of the present study was to assess whether music lessons, given in a small group setting and led by a professional music teacher, affect deaf children’s abilities in auditory perception, auditory cognition, and linguistic domains. In a cross-sectional design, we compared 14 profoundly deaf children who completed weekly music lessons for a period of 1.5–4 years and 14 deaf children who did not receive music lessons. Auditory perception (discrimination and identification tasks) was tested with environmental sounds, as well as linguistic sounds (phonetic discrimination task). Higher level of auditory processing (auditory scene analysis) and auditory working memory were also assessed using environmental sounds. As music is a rich acoustic stimulus and because of shared general mechanisms for auditory perception across domains, we hypothesized that music training would improve auditory-related performance in non-music domains, specifically an improvement in perceptual tasks using environmental and linguistic sounds, as well as in auditory scene analysis. As a result of better perception and because music training involves many cognitive processes including auditory attention and working memory, we also expected enhanced performance in higher level of auditory-related cognitive abilities such as auditory working memory.

MATERIALS AND METHODS

PARTICIPANTS

Twenty-eight profoundly deaf children were recruited through the CEOP institute (Centre Experimental Orthophonique et Pédagogique de Paris, a specialized institute, which offers adapted schooling and therapies for children with severe and profound hearing impairment). Fourteen children (mean age = 8.6 years, SD = 1), enrolled full-time at the institute, followed weekly 1-h music lessons for 2.6 years on average (i.e., since their admission to the institute; SD = 0.80). The other 14 participants (mean age = 7.9 years, SD = 1.4) did not receive musical instruction. They were enrolled in the institute at 50% and followed a classic schooling program (mainstream) during the other 50%. All 28 children generally received significant auditory stimulation from their parents and from the school as they were orally educated (i.e., teaching based on auditory strategies). Children were classified as profoundly deaf (highest degree of deafness), with an unaided bilateral hearing loss of >91 dB. They were either using hearing aids alone or hearing aids in conjunction with cochlear implants1. Given the difficulty of recruiting a large and homogeneous sample of deaf children, we chose to mix children with these different types of auditory device, making sure that the type of device was equally represented in both groups.

T-test for independent samples did not revealed significant differences between groups for age [t(26) = 1.46, p = 0.16], age at correction [t(26) = 0.73, p = 0.47], duration of utilization of the device [t(26) = 0.75, p = 0.46], and type of correction [hearing aids versus cochlear implants, t(26) = −0.36, p = 0.71]. Perfect matching between experimental and control groups is extremely difficult when working with profoundly deaf children. Although the experimental group was slightly (but not significantly) older than the control group, we prioritized matching children in terms of age of hearing correction and duration of utilization of the device (i.e., length of auditory experience), and we limited our population to orally educated children only, these factors being strongly associated with the outcome of auditory abilities and language development in deaf children.

As perception of vowels relies on the perceptive analysis of formants frequencies from 2000 Hz, pure-tone detection at 50 dB (with hearing devices) was assessed for 2000, 4000, and 8000 Hz. Table 1 presents the participant details (sex, chronological age, age at correction, duration of hearing device usage, perceptual thresholds, and the type of hearing device).

Table 1 | Demographic data of participants (HA, hearing aid; CI, cochlear implant).
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The music lessons consisted of the standard music courses delivered by the CEOP institute. They were performed by a music teacher and completed in small groups of five or six children. The training consisted of five progressive levels of difficulty, which increased after about 4 months of training at a given level. The first level focused on the binding between motor activities and auditory perception. Children used their voice and interacted with real instruments (drums, flutes, maracas, whistles, bells, keyboard, cymbales, and ocarinas) to discover what and how different sounds could be produced. The goal of this level was to explore the many sounds that could emanate from the voice or the various musical instruments by interacting with them in any way the children could imagine. This served to train invariant recognition of the instrument sounds. The second level consisted of the children engaging in sensorimotor activities. The children were encouraged to move their bodies along with the sounds they heard. They could, for example, sway to the rhythm of the music, shift from one foot to the other, rock on their chair. They were instructed to synchronize their movements to the rhythm of the music. Alternatively, a child performed a rhythmical movement with an instrument and their classmate had to adapt their musical activity to this movement. The third level consisted of exercises involving memory processes. For example, a child, hidden behind a folding screen, played a sequence of three or four notes with different instruments. The other children had to reproduce the same sequence by choosing the right instruments amongst several options. The fourth level consisted of analyzing the emotional value of musical pieces and the children’s feelings toward those pieces of music. The fifth level consisted of the children playing simple self-written pieces of music together. For example, a child chose a drum and decided to play it on the third and fourth beat of the measure while another child chose a bell and decided to play it on the second and fourth beat. The teacher sets the basic rhythm by playing each of the four beats of the measure on a drum for a period of time. The children played the music for two or three measures and repeated this play in a loop. When a child made a mistake, the others were invited to identify the problem.

PROCEDURE

The auditory performance of children was assessed with the “Sound in Hands” apparatus (see Figure 1; Rochette and Bigand, 2009), which is comprised of two speakers (70 cm apart and each 70 cm from the participant), a response platform, and a computer for sound generation. Sound level was adjusted to be comfortable for the children.
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FIGURE 1 | Illustration of the “Sound in Hands” platform dressed for the identification task.



The Sound in Hands apparatus uses interactive games with a variety of environmental sounds to test four main operations involved in auditory perception and cognition (McAdams and Bigand, 1993): discrimination, identification, auditory scene analysis, and auditory working memory. All the tasks were carried out in a single session for a total duration of 30 min on average. Before each of the four tasks, children were invited to interact with the response platform used for the task, to familiarize themselves with its functioning (e.g., which sounds could be produced and how). The five tasks are further described below.

Identification and discrimination tasks evaluated the quality of the analysis of micro- and macro-temporal properties of relevant features of the signal. The discrimination task was done with the “magic hexagon” pierced by 12 holes (Figure 1). The children heard a continuous sound stream (i.e., the sound of a bulldozer). Five out of the 12 holes were magnetized. The introduction of a magnetic pawn (the “magic pawn”) in the magnetized holes modified the continuous auditory stream (to the sound of a maneuvering truck) whereas the introduction of the magic pawn in the not magnetized holes did not modify the auditory stream. A pile of blue and white pawns was at the child’s disposal. If a modification was perceived, the child had to fill the hole with a blue pawn. Conversely, if no modification was perceived, the child had to fill the hole with a white one. One point was given for each correct answer (maximum score = 12 points).

The identification task was executed with the keyboard. Each key produced an environmental sound, which was represented by a picture on the key (Figure 1). The child was presented with sounds in a randomized order and had to reproduce each sound (e.g., plane, frog, thrush, moped, nightingale, cicada) by pushing the corresponding key on the keyboard. Two points were given for a correct answer on the first attempt, and one point for a correct answer on the second attempt (maximum score = 12 points).

The auditory scene analysis task examined the blending and segregation of an auditory signal (Bregman, 1990). The auditory scene analysis task was conducted with a pegboard in which the 24 holes are filled with white magnetic pawns. Two auditory streams were simultaneously produced (cat and horse). Removing a pawn could shut down one of the two streams. When a change was detected, the child had to fill the hole with a yellow pawn. If the signal was not modified, the child filled the hole with a red pawn. One point was given for each correct answer (maximum score = 24 points).

In the auditory working memory task, the experimenter generated a sequence of two sounds that the child had to reproduce by ear in the same order, using the keyboard. Pictures on the keys indicated the sound that each key produced (steps in the water, crow, tit, rain, sheep, and goat). To avoid a contamination of the memory task by a process of identification of the sounds, children were authorized to proceed by trial and error to find which keys corresponded to the sounds before they provided the correct sequence to the experimenter. When the child succeeded for two trials in a row, an element was added to the sequence, up to a maximum of five elements. Two points were given for a correct reproduction of the sequence. Only one point was given if the child needed a second presentation of the sequence (maximum score = 16 points).

In the phonological discrimination task, children were presented with pairs of mono- or bi-syllabic nonsense words and they were asked to judge whether the two items of each pair were identical or different. The task was composed of three subtests. The first subtest was composed of pairs of mono-syllabic non-words, where the two non-words could vary in vowel composition (oral versus nasal, as in /o/ versus /Õ/; or “weak” vowels, as /i/ versus /y/) in the discordant pairs. The second subtest held vowels constant within pairs and assessed the discrimination of word-initial voiced (e.g., /b/) versus voiceless (e.g., /p/) consonants, again in mono-syllabic non-words. In the third subtest, discordant pairs were formed by placing voiced or voiceless consonants in the middle or at the end of bi-syllabic words. One point was given for each correct answer (maximum score = 36 points).

During the tasks, children were not given any feedback about their accuracy. The scores obtained in each task were converted into percentage of correct answers. To evaluate the effects of music lessons on our different measures, scores were analyzed with a Group (2) by Tasks (5) Repeated Measures ANOVA. For the tasks in which a training effect was found, multiple regressions were used to evaluate the effect of covariates such as the duration of music lessons, chronological age, the duration of deafness, the length of device use (length of auditory experience), perceptual threshold, and the type of device they use (cochlear implant versus hearing aids).

RESULTS

The results are presented in Figure 2. A main effect of Group [F(1, 26) = 14.55, p < 0.001, partial eta-squared η2 = 0.36] and an interaction between Group and Tasks [F(4, 104) = 43.12, p < 0.001] were found. Musically trained children obtained significantly higher scores in the auditory scene analysis task [F(1, 26) = 6.92, p < 0.05, η2 = 0.21], in the phonetic discrimination task [F(1, 26) = 6.74, p < 0.05, η2 = 0.21], and in the auditory working memory task [F(1, 26) = 19.79, p < 0.001, η2 = 0.43]. Groups did not significantly differ in discrimination and identification tasks, despite a tendency for higher scores in the music group.
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FIGURE 2 | Scores of auditory performance for the music and the control groups. Stars represent significant differences between groups: *p < 0.05, **p < 0.01. Errors bars represent one standard error.



In order to evaluate the respective contribution of various factors, which may impact the children’s task performance, multiple regressions were run for the tasks in which an effect of music training was found (i.e., auditory scene analysis, auditory working memory, and phonetic discrimination). The following factors, supposed to potentially influence task performance, were included in our regression model: music lessons (presence/absence), duration of music lessons (in months), chronological age (in months), duration of deafness (in months), length of device use (i.e., length of auditory experience; in months), perceptual threshold (yes/no), and type of device they use (cochlear implant/hearing aids). Table 2 presents the significant factors contributing to task performance. For auditory scene analysis, the results of the regression indicated that these factors explained 67% of the variance of the children’s scores. It was found that the presence of music lessons, the duration of music lessons, the age at correction (in favor of early corrected children), and the duration of use of the device (in favor of greater length of auditory experience) significantly predicted performance for auditory scene analysis. For the auditory working memory task, results of the regression showed that 60% of the variance was explained by our model. Performance for auditory working memory was significantly predicted by the presence of music lessons and the perceptual threshold at 4000 Hz (in favor of children that were able to hear 4000 Hz sounds at 50 dB). The percentage of variance explained for phonetic discrimination was only 27%, with the presence of music lessons as the only variable predicting scores.

Table 2 | Results from the multiple regressions including R2, F, β, and t statistics.
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Further correlations were performed to investigate the link between tasks using linguistic and non-linguistic sounds. Scores for phonetic discrimination were correlated with three of the tasks using environmental sounds: identification [r(26) = 0.42, p < 0.05], auditory scene analysis [r(26) = 0.47, p < 0.05], and auditory working memory [r(26) = 0.51, p < 0.01].

DISCUSSION

Despite advanced technology for the rehabilitation of hearing impairments, auditory training therapies remain crucial for children to learn to interpret auditory signals, create meaningful sound representation, and develop listening strategies. The goal of the present cross-sectional study was to assess the efficacy of music lessons to improve auditory perception and auditory cognition in deaf children. Four main processes of auditory cognition (discrimination, identification, auditory scene analysis, and auditory working memory) were evaluated using environmental sounds. Transfer to linguistic sounds was assessed using a phonetic discrimination task. Results showed that musically trained children performed significantly better than their non-musician counterparts for auditory scene analysis, auditory working memory, and phonetic discrimination. Moreover, multiple regressions revealed that music lessons was one of the main factors explaining children’s performance for the auditory scene analysis and the auditory working memory tasks (though other variables contributed to the performance in these tasks, such as age at correction, duration of use of device, and perceptual thresholds). Interestingly, for the phonetic discrimination task, only music lessons accounted for group differences, strongly suggesting the impact of musical training on transfer to the linguistic domain.

Although we observed a trend for better performance in musically trained children, identification and discrimination tasks using environmental sounds did not differ between groups. This could be due, in part, to the fact that low-level of auditory perception is already intensively trained in deaf children through their regular therapies. For example, early stages of typical speech therapy require children to examine sounds parameters such as changes in frequency, tempo, duration, or timbre in stimuli that often include environmental sounds. This might explain the ceiling effect we observed in the identification task and might have hidden potential differences between groups in our two perceptive tasks using environmental sounds. However, when examining auditory perceptual abilities using linguistic sounds (phonological discrimination), we observed better performance for musically trained children compared to controls. This suggests that music training contributes to develop abilities at a perceptual level and allows children to create more efficient auditory representations of sounds. Moreover, even when including other factors that may contribute to performance on the linguistic task, only musical training significantly influenced performance. Rhythm exercises from the music curriculum may have contributed to this effect. Rhythm has been shown to be a crucial gateway for phonological representations (Leong et al., 2011; Rauscher and Hinton, 2011) and strong associations between poor perception of musical meter, reading, and phonological representations were found in dyslexic children (Huss et al., 2011). In a recent study using the child version of the Montreal Battery of Evaluation of Amusia (MBEA; Peretz et al., 2003), Hopyan et al. (2012) found that pediatric cochlear implant users performed significantly below the matched normal-hearing children in the rhythm subtest. The rhythm component of the music lessons may have contributed to the development of the deaf children’s sensitivity to the rhythmic structure in speech which, in turn, may have allowed for the development of higher quality of phonological representations (Kotz and Schwartze, 2010).

Better performance in the musically trained children in the auditory scene analysis task suggests that higher levels of auditory perception such as stream segregation and the representation of auditory scenes are enhanced by music training. These results may be due to the acoustic richness of musical training sessions and the graded nature of the training (i.e., increased task difficulty at each stage). For example, in the exercises in which children created musical pieces, children developed their ability to analyze auditory streams composed of at least two sources. This may have contributed to enhanced listening strategies. The current finding is consistent with previous studies showing that abilities related to auditory scene analysis, such as speech in noise perception, which is impaired in deaf children (Kral and Sharma, 2012), can be enhanced with auditory training therapies (Strait and Kraus, 2014). Interestingly, in the normal-hearing adults, Skoe and Kraus (2012) showed that a limited period of music practice in childhood (3 years on average) influences how the brain further encodes and processes sounds later in life. Thus, in deaf children, it is possible that listening strategies taught at a young age would have a life-long impact, if the children keep using these strategies beyond the context of musical lessons.

There are two potential interpretations for the results from the auditory working memory performance, in which musically trained children show better performance than controls. First, enhanced auditory representation and listening strategies, as evident by better performance in phonological discrimination and auditory scene analysis by the musically trained children, may have facilitated encoding and storage in working memory. Some studies highlighted a causal link between poor encoding of sounds and difficulties in working memory in deaf children (Pisoni and Cleary, 2003; Pisoni et al., 2011; Nittrouer et al., 2013). This is consistent with the observation of enhanced auditory (but not necessarily visual) working memory in normal-hearing children and adults after musical practice, compared to matched non-musician, (in children: Moreno et al., 2011; Strait et al., 2012; in adults: Berti et al., 2006; Hansen et al., 2013; Parbery-Clark et al., 2009). Alternatively, the music exercises relied on working memory for an important part and this might have enhanced general working memory ability, beyond auditory-specific working memory (see George and Coch, 2011 for enhanced visuo-spatial memory in normal hearing adult musicians). This would be consistent with studies showing that music training improves various high level cognitive processes in normal-hearing children (e.g., Schellenberg, 2004). Future studies could test whether or not musical training could generally improve working memory processes of deaf children in a non-auditory context.

Surprisingly, we did not found any effect of type of device or amodal versus bimodal aid (as CI users also wore HA in the contralateral ear). Due to limited spectral resolution and reduced temporal fine-grained structure in cochlear implants (Kong et al., 2005; Zeng et al., 2008), encoding pitch information remains a challenge (McDermott, 2004; Looi et al., 2008) and a hearing aid in the non-implanted ear could have positively influenced music processing and thus the gain from music training (Kong et al., 2005). Further studies will explore interactions between music training and type of device to determine which profiles of children would benefit most from the training.

The main limitation of the study is the cross-sectional nature of the study design, which does not allow to draw causal conclusions regarding musical training as the present results could be due, at least in part, to pre-existing differences between groups or confounding factors (e.g., perceptive threshold levels, chronological age). Although our multiple regression analysis suggested music factor as an influential factor even after accounting for other possible confounds, it is possible that other factors not examined presently could underlie the group differences reported here. In addition, schooling programs would differ between the two groups for 50% of their time, which could also have influenced the children’s performance. Longitudinal studies using a randomized controlled trial design and blind testers are necessary to further replicate these findings. Further study would also need to investigate effects of training at the neural level. Using a deviant detection task (tone, duration, intensity, and timbre) in pediatric cochlear implant users that were not musically trained, Torppa et al. (2012) observed smaller amplitudes for the P1, MMN, and P3a components as well as longer latency of the MMN than in matched normal hearing children. Further studies will investigate if music training could improve these neural indices in deaf children.

As a final note, it is important to mention that a great advantage of music is to be an enjoyable stimulus. Contrary to the post-lingually cochlear-implanted adults who report little appreciation in listening to music due to the spectral limitation of the device and the comparison with their prior musical knowledge (McDermott, 2004; Looi et al., 2008), deaf children show interest and pleasure in listening to music (Nakata et al., 2005). They appreciate activities involving music such as listening to music, dancing, singing, or instrumental practice (Gfeller et al., 1999). As in normal-hearing children, music has the power to modify their mood (Hopyan-Misakyan et al., 2009). Moreover, motivation and enjoyment have been shown to improve learning effects and to boost brain plasticity (Sutoo and Akiyama, 2004). Thus, while clinical rehabilitation with children remains a challenge due to lack of engaging training program and difficulty to keep children’s attention and motivation, music could represent a highly effective rehabilitation tool (Bruner, 1960; Kim, 2013).

To conclude, this study provides evidence that music may constitute a relevant tool for deaf children rehabilitation. Music lessons promote improved auditory perception and the development of finer sound representations and listening strategies. Moreover, improvements in these processes appear to have down-stream effects on higher-order auditory cognition (i.e., auditory working memory). Interestingly, these results provide support for cross-domain transfer into the linguistic domain. Therefore, musical training may be an interesting and useful vehicle for enhancing the basic linguistic processes that are necessary for improving higher-order linguistic processes (i.e., vocabulary and reading abilities).
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1French criteria for pediatric cochlear implantation in pre-lingually deaf children are: profound or total deafness (loss of >91 dB), perceptive thresholds at 2000 and 4000 Hz >60 dB after 3–6 months of regular bearing of devices, no pathologies of middle and external ears, no morphological disease of the cochlea (as measured by a complete radiological assessment), and no neurological disease (as measured by magnetic resonance imaging).
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The musician effect: does it persist under degraded pitch conditions of cochlear implant simulations?
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Cochlear implants (CIs) are auditory prostheses that restore hearing via electrical stimulation of the auditory nerve. Compared to normal acoustic hearing, sounds transmitted through the CI are spectro-temporally degraded, causing difficulties in challenging listening tasks such as speech intelligibility in noise and perception of music. In normal hearing (NH), musicians have been shown to better perform than non-musicians in auditory processing and perception, especially for challenging listening tasks. This “musician effect” was attributed to better processing of pitch cues, as well as better overall auditory cognitive functioning in musicians. Does the musician effect persist when pitch cues are degraded, as it would be in signals transmitted through a CI? To answer this question, NH musicians and non-musicians were tested while listening to unprocessed signals or to signals processed by an acoustic CI simulation. The task increasingly depended on pitch perception: (1) speech intelligibility (words and sentences) in quiet or in noise, (2) vocal emotion identification, and (3) melodic contour identification (MCI). For speech perception, there was no musician effect with the unprocessed stimuli, and a small musician effect only for word identification in one noise condition, in the CI simulation. For emotion identification, there was a small musician effect for both. For MCI, there was a large musician effect for both. Overall, the effect was stronger as the importance of pitch in the listening task increased. This suggests that the musician effect may be more rooted in pitch perception, rather than in a global advantage in cognitive processing (in which musicians would have performed better in all tasks). The results further suggest that musical training before (and possibly after) implantation might offer some advantage in pitch processing that could partially benefit speech perception, and more strongly emotion and music perception.

Keywords: musician effect, music training, cochlear implant, speech perception, emotion identification, music perception, pitch processing

INTRODUCTION

In normal hearing (NH), musicians show advantages in auditory processing and perception, especially for challenging listening tasks. Musicians exhibit enhanced decoding of affective human vocal sound (Wong et al., 2007; Musacchia et al., 2008; Strait et al., 2009; Besson et al., 2011), better perception of voice cues, and better perception of pitch cues in both speech (prosody) and music (Schon et al., 2004; Thompson et al., 2004; Chartrand and Belin, 2006). But perhaps more importantly, some transfer of musical training to better speech understanding in noise has also been observed, although evidence for such transfer has been mixed (Parbery-Clark et al., 2009; Kraus and Chandrasekaran, 2010; Ruggles et al., 2014). This “musician effect” might be due to better processing of voice pitch cues that can help to segregate speech from noise (Micheyl et al., 2006; Besson et al., 2007; Oxenham, 2008; Deguchi et al., 2012), suggesting that there may be differences between musicians and non-musicians in terms of sound processing at lower levels of the auditory system. Alternatively, the musician effect may be due to better functioning of higher-level processes, such as better use of auditory working memory and attention (Bialystok and DePape, 2009; Besson et al., 2011; Moreno et al., 2011; Barrett et al., 2013).

Previously, the musician effect has been studied in NH listeners under conditions in which the spectro-temporal fine structure cues important for complex pitch perception are fully available. It is not yet known if this effect would persist when the acoustic signal is degraded and when the pitch cues are less available, whether due to signal processing and transmission in hearing devices or by hearing impairment. Such is the case with the cochlear implant (CI), the auditory prosthesis for deaf individuals who cannot benefit from traditional hearing aids. Instead of amplifying acoustic sounds, CIs directly stimulate auditory neurons via electrodes placed inside the cochlea. While the CI users can understand speech transmitted through the device to some degree, this speech signal is greatly reduced in spectral resolution and spectro-temporal fine structure. Further, other factors related to electrode-neuron interface may additionally limit CI performance, such as nerve survival patterns (e.g., Başkent and Shannon, 2006; Bierer, 2010) or potential mismatch in the frequency-place mapping of electric stimulation, especially due to differing electrode array positions inside the cochlea (e.g., Başkent and Shannon, 2007; Holden et al., 2013). As a result, there is large variation in speech perception abilities of CI users post-implantation (Blamey et al., 2013). Furthermore, difficulty understanding speech in noise or in the presence of competing talkers is common among CI users (Friesen et al., 2001; Stickney et al., 2004). The spectro-temporal degradations also severely limit CI users' pitch perception, which is important for recognizing vocal emotion and voice gender, but also for segregating speech from background noise (Fu et al., 2004; Luo et al., 2007; Oxenham, 2008; Fuller et al., under revision). Problems in pitch processing directly and negatively affect musical pitch and timbre perception, and in turn music perception and appreciation (Gfeller et al., 2002a; McDermott, 2004; Galvin et al., 2007; Heng et al., 2011; Limb and Roy, 2014).

Due to aforementioned benefits of the musician effect on speech and music perception, one can argue that music training before or after implantation can also provide some advantages to CI users. In support of this idea, music experience before and after implantation has been shown to benefit CI users' music perception (Gfeller et al., 2000). Further, explicit music training has been observed to significantly improve melodic contour identification (MCI) (Galvin et al., 2007, 2012), and timbre identification and appraisal (Gfeller et al., 2002a; for a review on music appreciation and training in CI users, see Looi et al., 2012). On a potential connection of music training to speech, however, while some CI studies have shown that better music perception was associated with better speech perception (Gfeller et al., 2007; Won et al., 2010), this connection was not always confirmed by other studies. Fuller et al. (2012) showed that previous musical experience with acoustic hearing did not significantly affect CI users' speech performance after implantation. In that study, as is typical for this patient population, few CI participants were trained musicians before implantation, and many reduced their involvement with music after implantation. It is possible that explicit training after implantation may help postlingually deafened CI users to better associate the degraded pitch patterns via electric hearing to pitch patterns developed during previous acoustic hearing. Alternatively, the spectral degradation with CIs may be so severe that previous music experience provides only limited benefit. Thus, it remains unclear whether the musician effect can persist under conditions of spectro-temporal degradation as experienced by CI users.

Acoustic CI simulations have been widely used to systematically explore signal processing parameters and conditions that may affect real CI users' performance. In a typical CI simulation (e.g., Shannon et al., 1995), the input signal is first divided into a number of frequency analysis bands, then the temporal envelope is extracted from each band and used to modulate a carrier signal (typically band-limited noise or sine-wave), and finally the modulated carrier bands are summed. Parameter manipulations can include the number of spectral channels (to simulate different amounts of spectral resolution), the frequency shift between the analysis and the carrier bands (to simulate different electrode insertions), the envelope filter cut-off frequency (to simulate limits on temporal processing), and the analysis/carrier band filter slopes (to simulate different degrees of channel interaction). CI simulations have also been used to elucidate differences and similarities between acoustic and electric hearing under similar signal processing conditions. Friesen et al. (2001) showed that while NH sentence recognition in noise steadily improved as the number of spectral channels in the acoustic CI simulation increased, real CI performance failed to significantly improve beyond 6–8 channels. Luo et al. (2007) found that temporal envelope cues contributed more strongly to NH listeners' vocal emotion recognition with an acoustic CI simulation than in the real CI case. Kong et al. (2004) showed that NH listeners' familiar melody recognition (without rhythm cues) steadily improved as the number of channels were increased in the CI simulation, while real CI performance remained at chance levels despite having 8–22 channels available in the clinical speech processors.

In the present study, CI simulations were used to differentiate the performance between NH musicians and non-musicians, to identify the effect of long-term musical training, when pitch cues must be extracted from a signal that is spectro-temporally degraded given the limited number of channels. The purpose was two-fold; one, to explore to what degree the musician effect would persist under pitch conditions weakened due to spectro-temporal degradations, and two, to explore if the musician effect could potentially be relevant to CI users, for example, by training them with music pre- or post-implantation to increase hearing performance. To achieve this purpose, we systematically investigated the musician effect in a relatively large group of NH participants in three experiments comprised of various speech and music perception tasks, each of which relied on pitch cues to differing degrees. Varying the importance of the pitch cues across the listening tasks might provide insight into mechanisms associated with the musician effect. Speech intelligibility in quiet and in noise was tested using words and sentences. Voice pitch cues would be expected to contribute little to speech understanding in quiet, and possibly more to speech understanding in noise. Vocal emotion identification was tested with and without normalization of amplitude and duration cues that co-vary with fundamental frequency (F0) contours (Luo et al., 2007; Hubbard and Assmann, 2013). Voice pitch cues would be expected to contribute strongly to vocal emotion identification, especially when amplitude and duration cues are less available. MCI was tested with and without a competing masker, in which the pitch and the timbre of the masker and target contours were varied. Pitch cues would be expected to contribute most strongly to MCI, compared to the other listening tasks. All participants were tested in all tasks while listening to unprocessed stimuli or stimuli processed by an 8-channel acoustic CI simulation, using a typical simulation method based on literature. We had three hypotheses: (1) As a direct result of their musical training, musicians would exhibit better music perception. (2) Based on previous studies that showed a transfer from music training to speech perception, we hypothesized that musicians would better understand speech in noise. (3) Based on previous studies that showed a stronger pitch perception in musicians, we hypothesized that musicians would better identify vocal emotion in speech. We further hypothesized that due to better use of pitch cues and better listening skills, musicians would outperform non-musicians also with the CI simulations. However, if musicians outperformed non-musicians in all tasks, this would indicate overall better functioning of high-level auditory perceptual mechanisms. Alternatively, if the musician effect were stronger for listening tasks that relied more strongly on pitch cues, this would indicate that music training mainly improved lower-level auditory perception.

EXPERIMENT 1: SPEECH INTELLIGIBILITY

RATIONALE

In Experiment 1, we conducted two tests to explore the musician effect on speech intelligibility: (1) word identification in quiet and in noise at various signal-to-noise ratios (SNRs), and (2) sentence identification in various types of noise. In the test of word identification, there was no semantic context, but the words were meaningful; in the test of sentence identification, there was strong semantic context. Musician effect had been previously observed for speech recognition in noise, but with speech materials with intact spectro-temporal fine-structure cues (Parbery-Clark et al., 2009; Kraus and Chandrasekaran, 2010). To explore the effect of spectral degradation on speech intelligibility along with the musician effect, NH musicians and non-musicians were tested while listening to unprocessed speech or to an acoustic CI simulation.

MATERIALS AND METHODS

Participants

Twenty-five musicians and non-musicians, matched in age and gender, participated in the study (Table 1). Based on previous studies (Micheyl et al., 2006; Parbery-Clark et al., 2009), the inclusion criteria for “musician” were defined as: (1) having begun musical training before or at the age of 7 years, (2) having 10 years or more musical training (i.e., playing an instrument), and (3) having received musical training within the last 3 years on a regular basis. The inclusion criteria for “non-musician” were defined as: (1) not meeting the musician criteria, and (2) not having received musical training within the 7 years before the study. Table 1 shows significant differences between the two participant groups in the number of years of musical training and the starting age of training, confirming a good partition of participants in terms of their music training. There were two small irregularities in participant selection. One non-musician participant started music training at the age of 6 due to mandatory musical training at preliminary school. Another non-musician participant did have 10 years of irregular musical training, but did not have any musical training in the 7 years before the study. Participants were recruited from University of Groningen and from music schools in the area. Further inclusion criteria for all subjects were having NH (pure tone thresholds better than 20 dB HL at the audiometric test frequencies between 250 and 4000 Hz, and 25 dB HL or better at 8 kHz) and being a native Dutch speaker. Exclusion criteria were neurological disorders, especially dyslexia, psychiatric disorders, or untreated past hearing-related problems.

Table 1. Demographics of the participants.
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The Medical Ethical Committee of the University Medical Center Groningen (UMCG) approved the study. Detailed information about the study was given and written informed consent was obtained before participation in the study. A financial reimbursement was provided in line with the guidelines of subject reimbursement of Otorhinolaryngology Department of UMCG.

Stimuli

Word identification. Stimuli included meaningful, monosyllabic Dutch words in CVC format [e.g., bus (“bus,” in English), vaak (“often”), nieuw (“new”), etc.], taken from the NVA test (Bosman and Smoorenburg, 1995). The corpus contains digital recordings of 12 lists, each of which contains 12 words spoken by a female talker. Steady speech-shaped noise (provided with the database) that matched the long-term spectrum of the recordings was used for tests conducted with background noise.

Sentence identification. Stimuli included meaningful and syntactically correct Dutch sentences with rich semantic context (Plomp and Mimpen, 1979). The corpus contains digital recordings of 10 lists, each of which contains 13 sentences spoken by a female talker. Each sentence contains 4–8 words. Sentence identification was measured in three types of noise: (1) Steady speech-shaped noise (provided with the database) that matched the long-term spectrum of the recordings, (2) fluctuating noise, the steady speech-shaped noise additionally modulated by the mean temporal envelope of the sentence recordings, and (3) 6-talker speech babble (taken from ICRA noise signals CD, ver.0.3; Dreschler et al., 2001).

Participants were trained with the CI simulation using a different corpus of sentence materials (Versfeld et al., 2000). The training sentences were also meaningful and syntactically correct Dutch sentences with rich semantic context. However, the training sentences were somewhat more difficult compared to the test sentences. The training corpus contains digital recordings of 39 lists, each of which contains 13 sentences spoken by a female talker. Each sentence contains 4–9 words.

CI simulation

An acoustic CI simulation was used to replicate some of the spectral and temporal degradations inherent to CI sound transmission (e.g., Shannon et al., 1995). An 8-channel sinewave vocoder based on the Continuous Interleaved Sampling (CIS) strategy was implemented using Angelsound™ and iStar software (Emily Shannon Fu Foundation, http://www.angelsound.tigerspeech.com/; http://www.tigerspeech.com/istar). In the simulation, the acoustic input was first band-limited to 200–7000 Hz, which approximates the input frequency range used by many commercial CI devices, and then bandpass-filtered into eight frequency analysis bands (4th order Butterworth filters with band cutoff frequencies according to Greenwood, 1990, frequency-place formula). Eight channels were used in the CI simulation because previous studies have shown that CI users can only access 6–8 spectral channels (e.g., Friesen et al., 2001). For each channel, the temporal envelope was extracted using half-wave rectification and lowpass filtering (4th order Butterworth filter with cutoff frequency = 160 Hz and envelope filter slope = 24 dB/octave). These envelopes were used to modulate a sinusoidal carrier with a frequency that was equal to the center frequency of the analysis filter. The modulated carriers were summed to produce the final stimulus and the overall intensity was adjusted to be the same as the original signal. Figure 1 shows spectrograms for four example Dutch words presented in quiet, for unprocessed speech (left panel) and with the CI simulation (right panel). Similarly, Figure 2 shows spectrograms for an example Dutch sentence presented in quiet, for unprocessed speech (left panel) and with the CI simulation (right panel).
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FIGURE 1. Spectrograms for Dutch monosyllabic words “Bus,” “Vaak,” “Pen,” and “Leeg” (“Bus,” “Often,” “Pen,” and “Empty” in English), shown for unprocessed speech (left panel) or with the CI simulation (right panel).
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FIGURE 2. Spectrograms for Dutch sentence “De bal vloog over de schutting” (“The ball flew over the fence” in English), shown for unprocessed speech (left panel) or with the CI simulation (right panel).



Experimental setup

All tests were conducted in an anechoic chamber. Participants were seated in front of a touchscreen (A1 AOD 1908, GPEG International, Woolwich, UK), facing a loudspeaker (Tannoy precision 8D; Tannoy Ltd., North Lanarkshire, UK) at a distance of 1 meter. Stimuli were presented using iStar custom software via a Windows computer with an Asus Virtuoso Audio Device soundcard (ASUSTeK Computer Inc, Fremont, USA). After conversion to an analog signal via a DA10 digital-to-analog converter (Lavry Engineering Inc., Washington, USA) the speech stimulus was played at 65 dBA in free field. The root mean square (RMS) intensity of all stimuli was normalized to the same value. The levels were calibrated with a manikin (KEMAR, GRAS) and a sound-pressure level meter (Type 2610, Brüel Kjær and Sound & Vibration Analyser, Svan 979 from Svantek). Participants' verbal responses on the speech tests were recorded using a DR-100 digital voice recorder (Tascam, California, USA), and were used to double-check responses as needed.

PROCEDURE

The order of the training and testing sessions was the same for all participants. In each experiment, participants received a short training specific to that experiment. The testing was conducted sequentially in this order: word identification, emotion identification, sentence identification, and MCI. The speech intelligibility data (word and sentence identification) are presented in this section (Experiment 1), the emotion identification data in Experiment 2, and the MCI data in Experiment 3.

Training

Participants were trained with the CI simulation and in quiet condition only. Two sentence lists were randomly chosen from the 39 training lists for each participant. The first list was used for passive training, and the second list was used for active training. During passive training, each sentence was played through the loudspeaker and the text was shown simultaneously on the screen. Participants were asked only to listen and to read. After each sentence was presented, the participant pressed “continue” on the touchscreen to proceed to the next sentence. After completing the passive training, the touchscreen was turned off. During active training, a training sentence from the second list was played, this time without visual text being displayed. Participants were asked to repeat what they heard as accurately as possible, and to guess if they were unsure of the words. A native Dutch speaker observer, situated in an adjacent room and listening to subjects' responses over headphones, scored the responses using the testing software. Participants were required to score better than 85% correct during active training before beginning formal testing; all participants met this criterion with only one round of active training.

Word identification

Word identification was measured with unprocessed speech and the CI simulation in quiet and in steady, speech-shaped noise at 3 SNRs (+10, +5, and 0 dB). One list of 12 words was used to test each condition (eight lists in total). Word lists were randomly chosen from the 12 lists in the test corpus, and no list was repeated for a participant. The order of the conditions was set to progress from relatively easy to relatively difficult: (1) Unprocessed in quiet, (2) CI simulation in quiet, (3) Unprocessed +10 dB SNR, (4) CI simulation +10 dB SNR, (5) Unprocessed +5 dB SNR, (6) CI simulation +5 dB SNR, (7) Unprocessed 0 dB SNR, and (8) CI simulation 0 dB SNR. During testing, a word was randomly selected from within the list and presented via the loudspeaker. The participant was asked to repeat the word as accurately as possible. The observer listened to the responses and scored each correctly repeated phoneme using testing software that calculated the percentage of phonemes correctly recognized. No trial by trial feedback was provided. The total testing time for all conditions was 12–18 min.

Sentence identification

Sentence identification was measured with unprocessed speech and the CI simulation in three types of noise: (1) speech-shaped steady noise, (2) speech-shaped fluctuating noise, and (3) 6-talker babble. One list of 13 sentences was used to test each condition (6 lists in total). Sentence lists were randomly chosen from the 10 lists in the test corpus, and no list was repeated for a participant. Similar to word identification testing, the test order for sentence identification was fixed: (1) Unprocessed in steady noise, (2) CI simulation in steady noise, (3) Unprocessed in fluctuating noise, (4) CI simulation in fluctuating noise, (5) Unprocessed in babble noise, and (6) CI simulation in babble noise. For sentence identification in noise, the speech reception threshold (SRT), defined as the SNR needed to produce 50% correct sentence identification, was measured using an adaptive, one-up/one-down procedure (Plomp and Mimpen, 1979), in which the SNR was adjusted from trial to trial according to the accuracy of the response. During testing, speech and noise were presented at the target SNR over the loudspeaker and the participant was asked to repeat the sentence as accurately as possible. If the participant repeated all words in the sentence correctly, the SNR was reduced by 2 dB; if the participant did not repeat all words in the sentence correctly, the SNR was increased by 2 dB. The reversals in SNR between trials 4–13 was averaged and reported as the SRT for the test condition. To better target the SRT within the limited number of sentences in the test list, the initial SNR was different for each noise type and listening condition, based on preliminary testing. For steady noise, the initial SNRs were −4 and +2 dB for unprocessed speech and the CI simulation, respectively. For fluctuating noise, the initial SNRs were −8 and +6 dB for unprocessed speech and the CI simulation, respectively. For babble, the initial SNRs were −4 and +6 dB for unprocessed speech and the CI simulation, respectively. Note that the first sentence was repeated and the SNR increased until the participant repeated the entire sentence correctly. The total testing time for all conditions was 15–20 min.

RESULTS

Word identification

Figure 3 shows boxplots for word identification performance by musicians (white boxes) and non-musicians (red boxes) listening to unprocessed stimuli (left panel) or the CI simulation (right panel), as a function of noise condition. Performance generally worsened as the noise level increased, for both listening conditions, and performance with the CI simulation was generally poorer than that with unprocessed stimuli. In the CI simulation, musicians generally performed better than non-musicians. A split-plot repeated measures analysis of variance (RM ANOVA) was performed on the data, with group (musician, non-musician) as the between-subject factor, and listening condition (unprocessed, CI simulation) and SNR (quiet, +10, +5, and 0 dB) as within-subject factors. The complete analysis (with Greenhouser-Geisser corrections due to sphericity violations) is presented in Table 2. There were significant main effects for subject group [F(1, 48) = 7.76; p = 0.008], listening condition [F(1, 48) = 1098.55; p < 0.001] and SNR [F(2.63, 126.36) = 409.85; p < 0.001]. There was a significant interaction between listening condition and SNR [F(2.81, 134.67) = 148.54; p < 0.001]. Despite the overall main group effect, post-hoc t-tests showed a significant difference between musicians and non-musicians only at the +5 dB SNR with CI simulation [t = −2.94; df = 48; p = 0.005], namely, at one condition out of eight tested.
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FIGURE 3. Boxplots of word identification scores for musicians and non-musicians shown as a function of SNR. The left and right panels show data with unprocessed stimuli or with the CI simulation, respectively. The error bars show the 10 and 90th percentiles and the circles show outliers.



Table 2. Experiment 1: Results of a split-plot RM ANOVA (with Greenhouse-Geisser correction) for word identification.

[image: image]

Sentence identification

Figure 4 shows boxplots for SRTs by musicians (white boxes) and non-musicians (red boxes) listening to unprocessed stimuli (left panel) or the CI simulation (right panel), as a function of noise type. With unprocessed speech, performance was generally best with the fluctuating noise and poorest with the steady noise. With the CI simulation, performance was generally best with steady noise and poorest with babble. Performance with unprocessed speech was much better than with the CI simulation. Differences between musicians and non-musicians were generally small. A split-plot RM ANOVA was performed on the data, with group as the between-subject factor, and listening condition and noise type (steady, fluctuating, babble) as within-subject factors. The complete analysis is presented in Table 3. There were significant main effects for listening condition [F(1, 48) = 3771.1; p < 0.001] and noise type [F(1.56, 74.97) = 95.01; p < 0.001], but not for group [F(1, 48) = 2.85; p = 0.098]; note that the observed power was relatively weak for the group comparison (0.38). There was a significant interaction between listening condition and noise type [F(1.80, 86.54) = 273.90; p < 0.001]. Post-hoc tests did not show any significant differences between groups with the different noise types.
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FIGURE 4. Boxplots of SRTs for musicians and non-musicians shown as function of different noise types for different noise conditions. The left and right panels show data with unprocessed stimuli or with the CI simulation, respectively. The error bars show the 10 and 90th percentiles and the circles show outliers.



Table 3. Experiment 1: Results of a split-plot ANOVA (with Greenhouse-Geisser correction) for sentence identification.
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EXPERIMENT 2: IDENTIFICATION OF EMOTION IN SPEECH

RATIONALE

In Experiment 2, a vocal emotion identification task was used to test whether there was a musician effect for a speech-related test that heavily relied on perception of pitch cues in speech. To avoid any influence of semantic content on performance, a nonsense word was used to produce the target emotions. Although pitch cues strongly contribute to emotion identification, other cues such as duration and amplitude co-vary with pitch and can also be used for this purpose (Luo et al., 2007; Hubbard and Assmann, 2013). Accordingly, vocal emotion identification was tested for speech stimuli in two versions; once with pitch, duration and amplitude cues preserved across stimuli, and once with duration and amplitude cues normalized across stimuli, leaving in mainly the pitch cues. When duration and amplitude cues are minimal, vocal emotion identification is more difficult, especially under conditions of CI signal processing in which pitch cues are also weakened (Luo et al., 2007). Testing with normalized stimuli would thus allow performance to be compared between musicians and non-musicians when mainly pitch cues are available, with other acoustic cues minimized.

As in Experiment 1, musicians and non-musicians were tested while listening to unprocessed stimuli or to a CI simulation. Participants, CI simulation, and general experimental setup were identical to Experiment 1. The differences in design are explained below.

STIMULI

Stimuli included digital recordings made by Goudbeek and Broersma (2010). The original corpus contains a nonsense word [nutohɔmsεpikɑη] produced by eight professional Dutch actors according to eight target emotions. The actors, who were all trained or were in training at a drama school, were instructed to imagine emotions in a scenario or by reliving personal episodes in which the target emotion occurred. Based on a pilot study with three participants, the four actors (two female, two male), and the four emotions representing all corners of the emotion matrix were chosen for formal testing (Goudbeek and Broersma, 2010). Target emotions included: (1) Anger (high arousal, negative valence), (2) Sadness (low arousal, negative valence), (3) Joy (high arousal, positive valence), and (4) Relief (low arousal, positive valence). This resulted in a total of 32 tokens (4 speakers × 4 emotions × 2 utterances).

For the intact stimuli, duration ranged 1.06–2.76 s and amplitude ranged 45–80 dBA. For the normalized stimuli, duration was normalized to 1.77 s using a script in PRAAT (version 5.3.16; Boersma and Weenink, 2012) without changing the fundamental frequency, and amplitude normalized to 65 dBA using Matlab (i.e., the mean duration and amplitude of the intact stimuli). Figure 5 shows spectrograms for the four target emotions with all cues intact (top panels) or with normalized duration and amplitude cues (bottom panels); the left panels show unprocessed speech and the right panels show speech processed with the CI simulation.
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FIGURE 5. Spectrograms for Dutch nonsense words produced according to four target emotions. The left panels show unprocessed speech and the right panels show speech processed with the CI simulation. The top panels show speech with duration, amplitude, and pitch cues intact. The bottom panels show speech with normalized duration and amplitude cues, but with preserved pitch cues.



PROCEDURE

For all participants, conditions were tested in a fixed order: (1) Original (with all cues intact), unprocessed stimuli, (2) Original, CI simulation, (3) Normalized (in duration and amplitude), unprocessed, and (4) Normalized, CI simulation. Stimuli were presented using Angelsound software™. Before formal testing, participants were familiarized with the test procedure while listening to unprocessed stimuli, namely, the target emotions (intact stimuli only) produced by four actors not used for formal testing. During training, a target emotion was randomly selected from the stimulus set and presented over the loudspeaker. Subjects were asked to indicate the emotion of the stimulus by touching one of four response boxes on the touchscreen labeled “anger,” “sadness,” “joy,” and “relief.” Visual feedback was provided on the screen, and in case of an incorrect answer, the correct response and incorrect response were replayed. The actual data collection was identical to training, except that no audio-visual feedback was provided and only the selected test stimuli were used. The software calculated the percent correct and generated confusion matrices. The total testing time for all conditions was 8–16 min.

RESULTS

Figure 6 shows boxplots for emotion identification by musicians (white boxes) and non-musicians (red boxes) listening to unprocessed stimuli (left panels) or the CI simulation (right panels); the top panels show performance with pitch, duration, and amplitude cues preserved and the bottom panels show performance with normalized duration and amplitude cues. Note that in some cases, median and 25th/75th percentiles could not be displayed because performance was similarly good amongst participants; as such, only error bars and outliers are displayed. In general, “relief” was the least reliably recognized emotion. Performance generally worsened when duration and amplitude cues were normalized. There was a small advantage for musicians in all test conditions. A split-plot RM ANOVA was performed on the data, with group as the between-subject factor, and listening condition and cue availability (all cues, normalized duration and amplitude) as within-subject factors. The complete analysis is presented in Table 4. There were significant main effects for group [F(1, 48) = 4.66; p = 0.036], listening condition [F(1, 48) = 323.85; p < 0.001] and cue availability [F(1, 48) = 18.59; p < 0.001].
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FIGURE 6. Boxplots for identification of each emotion and overall emotion identification for musicians and non-musicians. The left and right panels show data with unprocessed stimuli or with the CI simulation, respectively. The top panels show performance with pitch, duration, and amplitude cues preserved and the bottom panels show performance with normalized duration and amplitude cues. The error bars show the 10 and 90th percentiles and the circles show outliers.



Table 4. Experiment 2: Results of split-plot RM ANOVA for emotion identification.
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EXPERIMENT 3: MELODIC CONTOUR IDENTIFICATION

RATIONALE

In Experiment 3, a MCI (Galvin et al., 2007) task was used to test musicians' and non-musicians' perception of musical pitch and ability to use timbre and pitch cues to segregate competing melodies. Participants were asked to identify a target melodic contour from among a closed-set of responses that represented various changes in pitch direction. MCI was measured for the target alone, and in the presence of a competing contour. The timbre of the target contour and the pitch of the competing contour were varied to allow for different degrees of difficulty in segregating the competing contours. As in Experiments 1 and 2, participants were tested while listening to unprocessed stimuli or the CI simulation. The degradations imposed by CI simulation were expected to have a profound effect on MCI performance, given that melodic pitch was the only cue of interest and would not be well represented in the CI simulation. As this experiment was a more direct measure of music perception, musicians were expected to perform better than non-musicians.

Participants, CI simulation, and general experimental setup were identical to Experiments 1 and 2. Details of the experimental stimuli and procedures are described below.

STIMULI

Stimuli for the MCI test consisted of nine 5-note melodic contours (see Figure 7) that represented different changes in pitch direction: “Rising,” “Flat,” “Falling,” “Flat-Rising,” “Falling-Rising,” “Rising-Flat,” “Falling-Flat,” “Rising-Falling,” “Flat-Falling.” The lowest note in a given contour was A3 (220 Hz). The spacing between successive notes in the contour was 1, 2, or 3 semitones. Presumably, the 1 semitone spacing would be more difficult than the 3 semitone spacing, as the contours would be represented by a smaller cochlear extent. The duration of each note was 250 ms, and the silent interval between notes was 50 ms. The target contour was played by either a piano or an organ sample, as in Galvin et al. (2008). MCI was measured for the target alone or in the presence of a competing contour, as in Galvin et al. (2009). The competing contour (“masker”) was always the “Flat” contour, played by piano sample. The pitch of the masker was varied to overlap the pitch of the target, or not. The overlapping pitch was A3 (220 Hz); the non-overlapping pitch was A5 (880 Hz). Thus, there were six conditions: (1) piano target alone (no masker), (2) piano target with the A3 piano masker, (3) piano target with the A5 piano masker, (4) organ target alone (no masker) (5) organ target with the A3 piano masker, and (6) organ target with the A5 piano masker. It was expected that MCI performance would be best with no masker, better with the organ than the piano, and better with the A5 than the A3 masker. As such, performance with the organ target with the A5 piano masker (i.e., maximum pitch and timbre difference) would be expected to be better than that with the piano target with the A3 piano masker (minimum pitch and timbre difference). The masker onset and offset was identical to the target contour; thus the notes of the masker and the target occurred simultaneously. Figure 8 shows spectrograms for the Rising target contour played either by the piano (top panels) or the organ (bottom panels). In each panel, the target contour is shown, from left to right, with no masker, with the overlapping A3 piano masker, and with the non-overlapping A5 piano masker.
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FIGURE 7. The nine melodic contours used for MCI testing. The white note shows the lowest note of the contour (A3; 220 Hz).
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FIGURE 8. Spectrograms for a Rising target melodic contour with 1-semitone spacing. The top panels show the piano target with the piano A3 and A5 maskers and the bottom panels show the organ target with the piano A3 and A5 maskers. The left panels show unprocessed signals and the right panels show signals processed by the CI simulation.



PROCEDURE

MCI testing procedures were similar to previous studies (Galvin et al., 2007, 2008, 2009). Before formal testing, participants were trained in the MCI procedure. The piano and organ samples were used for training; only the target contours were presented. During training for both piano and organ (both normal and CI simulated stimuli), a contour was randomly selected and presented via the loudspeaker. The participant was instructed to pick the contour that best matched the stimulus from among nine response choices shown on the screen; the response boxes were labeled with both a text descriptor (e.g., “Rising,” Falling,” Flat,” etc.) and an illustration of the contour. After responding, visual feedback was provided and in the case of an incorrect response, audio feedback was provided in which the correct response and the participant's (incorrect) response were played in sequence.

Testing methods were the same as for the training, except that no feedback was provided. For all participants, the test order was fixed: (1) piano target (no masker), unprocessed, (2) piano target (no masker), CI simulation, (3) piano target with piano A3 masker, unprocessed, (4) piano target with piano A3 masker, CI simulation, (5) piano target with piano A5 masker, unprocessed, (6) piano target with piano A5 masker, CI simulation, (7) organ target (no masker), unprocessed, (8) organ target (no masker), CI simulation, (9) organ target with piano A3 masker, unprocessed, (10) organ target with piano A3 masker, CI simulation, (11) organ target with piano A5 masker, unprocessed, and (12) organ target with piano A5 masker, CI simulation. For conditions with a masker, participants were instructed that the masker would always be the “Flat” contour (i.e., the same note played five times in a row), and to ignore the masker and listen for the target, which would change in pitch. Responses were recorded using the test software, and the percent correct was calculated for each condition. The total testing time for all conditions was approximately 30 min.

RESULTS

Figure 9 shows box plots of MCI performance with unprocessed stimuli (left panel) or with the CI simulation (right panel), for musicians (white boxes) and non-musicians (red boxes), as a function of test condition. Note that in some cases, median and 25th/75th percentiles could not be displayed because performance was similarly good amongst participants; as such, only error bars and outliers are displayed. In general, musicians outperformed non-musicians; with unprocessed signals, musician performance was nearly perfect, even with the competing masker. Performance for both groups was much poorer with the CI simulation. The effects of the masker were unclear and somewhat counter-intuitive. In the CI simulation, performance was generally better with the A3 than with the A5 maskers, suggesting that listeners could not make use of the pitch difference between the target and the masker. Similarly, the effects of timbre were small in the CI simulation, as performance was generally similar between the piano and the organ. A split-plot RM ANOVA was performed on the data, with group as the between-subject factor, and target timbre (piano and organ) and masker pitch (no masker A3, A5) as within-subject factors. The complete analysis is presented in Table 5. There were significant main effects for group [F(1, 48) = 59.52; p < 0.001], target timbre [F(1, 48) = 69.60; p < 0.001], listening condition [F(1, 48) = 993.84; p < 0.001], and masker pitch [F(1.85, 88.71) = 14.66; p < 0.001]. Post-hoc t-tests showed a significant effect of group for all conditions for the unprocessed stimuli (p < 0.001). For the CI simulation, a significant musician effect was shown for the piano target with the piano A3 masker [t(48) = −5.10, p < 0.001], the organ target with no masker [t(48) = −2.89, p = 0.006], the organ target with the piano A3 masker [t(48) = −5.52, p < 0.001] and the organ target with the piano A5 masker [t(48) = −4.22, p < 0.001].


[image: image]

FIGURE 9. Boxplots for MCI performance for each masker condition for musicians and non-musicians. The top and bottom panels show data for the piano and organ targets, respectively. The left and right panels show data with unprocessed stimuli or with the CI simulation, respectively. Within each panel, data is shown with no masker, with the A3 piano masker, and with the A5 piano masker. The error bars show the 10th and 90th percentiles and the circles show outliers.



Table 5. Experiment 3: Results from a split-plot RM ANOVA for melodic contour identification.
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GENERAL DISCUSSION

The study showed an overall musician effect, however, the degree of the musician effect varied greatly across the three experiments. The musician effect was largest for the music test, even with melody contours degraded through a CI simulation, most likely as a direct consequence of music training. The musician effect was smaller for emotion identification, which relied strongly on perception of voice pitch contours, especially for the normalized stimuli where other potential cues, such as intensity and duration, were minimized; however, musicians still outperformed non-musicians even after the pitch cues were also degraded through the CI simulation. For speech perception, there was limited musician effect observed with only one of the speech tests used, word identification, and then only for one out of eight conditions tested, with the CI simulation and presented with background noise at +5 dB SNR.

THE MUSICIAN EFFECT

As outlined in the Introduction, there are two plausible explanations for why musicians may perceive speech better. First, musicians may be better able to detect pitch cues in stimuli, allowing for better segregation of acoustic cues that may improve speech intelligibility in challenging situations (Micheyl et al., 2006; Besson et al., 2007; Oxenham, 2008; Deguchi et al., 2012). Second, musicians may be better overall listeners due to better high-level auditory cognitive functioning, such as in working memory and auditory attention (Bialystok and DePape, 2009; Besson et al., 2011; Moreno et al., 2011; Barrett et al., 2013), which can also improve speech intelligibility, not only in noise (Parbery-Clark et al., 2009), but also in general. The present data suggest that better pitch processing more strongly contributed to the musician effect, at least for the specific sets of experiments employed. This observation is in line with literature that has shown musicians to rely more heavily on pitch cues than non-musicians when stimuli are degraded (e.g., Fuller et al., 2014). Further, musicians seem to have a better pitch percept in pitch-related tasks in both speech and music, shown not only behaviorally, but also in imaging studies with an enhanced processing at different brain levels (Besson et al., 2011). Because it was not explicitly tested in this study, how higher-level cognitive processing may have contributed to the present pattern of results is difficult to judge. However, the observation that the musician effect increased as pitch cues became more meaningful across listening tasks suggests that pitch perception was a strong factor that differentiated musicians from non-musicians.

Prior evidence for transfer of music training to speech perception has been mixed. While Parbery-Clark et al. (2009) showed a small musician effect for identification of sentences presented in noise, but not processed otherwise, Ruggles et al. (2014) showed no musician effect for identification of sentences in noise, presented with or without voice pitch cues. In the present study, there was a significant musician effect for word identification (Experiment 1), yet, this was limited to one condition out of eight tested, only observed in noise and with CI simulation, and there was no musician effect for sentence recognition in noise, with or without CI simulation. The reason for not observing an effect in the latter may be that sentence recognition depends on also other factors besides pitch perception (e.g., segregating speech from noise, extracting meaning with help from semantics, context, prosody, and also using higher-level cognitive and linguistic processes). If the musician effect is largely based on pitch processing, it may be more difficult to observe with sentences; this effect may be stronger when perceiving subtle speech cues in phonetics-based tasks such as identification of syllables (Zuk et al., 2013) or words (in the present study), but this effect may diminish for linguistically rich materials, such as sentences, where listeners can compensate degradations using linguistic skills as well (Benard et al., 2014). Hence, overall, the present data combined with past studies imply that there could be some transfer of music training to better perception of speech, especially in degraded listening conditions, but this effect seems to be rather small. Further, this is perhaps a consequence of the musician advantage being mainly due to better processing of low-level acoustic cues, instead of a better overall cognitive processing.

The musician effect may be stronger in speech-related tasks in which pitch cues are more important. After all, perception of speech prosody is vital to real-life speech communication and depends strongly on perception of pitch cues (Wennerstrom, 2001; Besson et al., 2011). One novel aspect of the present study was to include the emotion identification task to explore this idea (Experiment 2). In this test, musicians were expected to have an advantage due to better utilization of pitch cues, as in comparison to neutral speech, angry and happy speech exhibit a wider pitch range as well as a higher mean pitch, while sad speech has a narrower range and lower mean pitch (Banse and Scherer, 1996; Luo et al., 2007). In line with this idea, Globerson et al. (2013) had observed that listeners with better F0 identification also exhibited better emotion identification in speech. However, other acoustic cues also contribute to vocal emotion identification, such as the level and the range of the duration and amplitude (controlled for in the present study), but also vocal energy, tempo, and pausing (not controlled; Hubbard and Assmann, 2013); hence, it was not known before the present study if musician advantage indeed would also present an advantage in perception of vocal emotion in speech. In the present study, we measured emotion identification in a nonsense word (thereby removing any semantic cues) in two versions; once with all cues intact, and once with normalized duration and amplitude cues, leaving mainly the pitch cues intact. There was a small but significant overall group effect, with no interactions with presence or absence of CI simulations or of normalization of other cues than pitch, confirming that generally musicians perceived vocal emotion in speech better than non-musicians. Consistent with previous literature (Thompson et al., 2004; Besson et al., 2007), the present data suggest that musicians may better utilize the pitch cues for vocal emotion identification, but interestingly, this is a persistent effect as they do so even when pitch cues are degraded through a CI simulation.

Note that, although twenty-five musicians and non-musicians were recruited based on a power-analysis prior to the study, the observed power for some analyses was low. This could either mean that there were not enough participants and/or that the musician effect was too small. For example, the observed power for the sentence test in stationary noise was 0.38 (Table 3). A power analysis based on the present results indicated that there would need to be a very large number of participants to achieve adequate power. Therefore, a musician effect for this specific test would not likely be found by increasing the number of participants in a realistic manner, and such a small effect might not be relevant in daily life. On the other hand, the observed power for the emotion test was 0.56 (Table 4), and while low, this was sufficient to produce statistically significant effects. For this test, to achieve power = 0.80, the number of participants would need to be increased to 46. As such, for this test, further research with more participants has the potential to produce more significant differences between musicians and non-musicians.

EFFECT OF THE CI SIMULATION

For all test conditions, mean performance was poorer with the CI simulation than with unprocessed speech, for both musicians and non-musicians. The effect of the CI simulation was more pronounced for more difficult listening tasks (e.g., speech recognition in noise, MCI). The musician effect persisted (or appeared, in the case of speech perception) with the application of the CI simulation, hinting that musicians were better able to extract acoustic cues in degraded conditions than non-musicians.

Interestingly, the effect of different types of noise also varied between unprocessed and CI-simulated conditions. In NH, a release of masking is observed when same listeners are tested with a steady noise vs. a fluctuating noise, usually resulting in better speech perception performance with the latter (Miller and Licklider, 1950; Başkent et al., 2014). This improvement is usually attributed to the glimpses of speech available through the valleys, i.e., low-level portions of the fluctuating noise, which provide samples of the speech that the listener can make use of to restore speech for enhanced intelligibility. In the present study, while there was such release from masking for unprocessed speech with fluctuating maskers, performance worsened with fluctuating maskers for the CI simulation. Such effects of dynamic maskers have been previously observed with real CI users and in CI simulations (Nelson et al., 2003; Fu and Nogaki, 2005). The limited spectral resolution, due to both the limited number of channels and the interactions between channels, is thought to increase susceptibility to fluctuating maskers in both CI users and CI simulations. Further, recent work by Bhargava et al. (2014) showed that perhaps the reduced quality of the speech glimpses due to signal degradations in CIs make them also more difficult to utilize the top-down reconstruction of speech in fluctuating noise. These factors can also limit melodic pitch perception in CI simulations. For example, Crew et al. (2012) showed that, even when the number of channels was increased, MCI performance was quite poor when there was substantial channel interaction in the CI simulations. Most likely, the current spread across electrodes in real CIs similarly causes spectral smearing, reducing the functional spectral resolution to be less than the number of nominal channels, thereby limiting the release from masking, as well as pitch perception.

Note that sinewave vocoding was used for the present CI simulation, rather than noise-band vocoding. The sinewave vocoder was used because of the greater specificity in terms of place of cochlear stimulation, as well as better representation of the temporal envelope, which may be “noisier” with noise-band carriers (e.g., Fu et al., 2004). One potential problem with sinewave vocoding, however, is the introduction of side-bands around the carrier frequency. Such side-band information would not be available in the case of real CIs. Although these side-bands may have provided additional (albeit weak) spectral cues beyond the eight sinewave carriers, these cues would have been available to both musicians and non-musicians in this study. It may be that musicians were better able to use this side-band information, or were better able to use pitch cues encoded in the temporal envelope. Either way, musicians in general performed better than non-musicians in the CI simulation. This observation gives support to previous literature (Gfeller et al., 2000; Galvin et al., 2007, 2012; Looi et al., 2012), and implies that musically trained CI users might be better able to perceive much-weakened pitch cues delivered by their devices (e.g., Fuller et al., 2014, under revision).

IMPLICATIONS FOR COCHLEAR IMPLANT USERS

The patterns of musician effect observed with unprocessed stimuli did not change largely with the CI simulations, except for generally poorer performance, and in case of speech intelligibility, the musician effect only appeared after the CI simulation was applied. This implies that the musician effect seems to persist despite the signal degradations associated with CI signal processing, or may become even more important in the presence of such degradations where listeners can benefit even more greatly if they can perceive any acoustic cues, albeit weak. While this sounds promising, one has to be cautious before drawing strong conclusions regarding actual CI users, whose demographics vary from that of young NH populations, and who also have to deal with additional factors related to the device front-end processing and nerve-electrode interface. One important consideration is that most post-lingually deafened CI users are typically older than the present study participants (Blamey et al., 2013), and have experienced a period of auditory deprivation (Lazard et al., 2012). Age alone can alter the cognitive and linguistic processes needed for speech perception in noise (e.g., Başkent et al., 2014), and auditory deprivation may lead to structural changes in the brain, affecting overall sound perception (e.g., Lazard et al., 2014). Thus, the sometimes small musician effects in this study, measured under ideal and well-controlled conditions, may be even smaller in actual CI users. Alternatively, to their benefit, real CI users will have had much greater experience with the CI signal processing than the NH participants of the present study had experience with the simulated CI. As the actual users of CIs have to rely on these degraded signals exclusively, and will have (had) more time to practice with them, the small effects observed in this study may have greater consequences for actual CI users' real-life performance.

Previous studies have shown significant benefits of musical training after implantation for post-lingually deafened CI users' music perception (Gfeller et al., 2000, 2002b; Galvin et al., 2007, 2012; Driscoll et al., 2009). In the present study, musical training, the main factor that differentiated the musician group from the non-musician group, was associated with better performance as pitch cues became more important in the listening task. Training melodic pitch perception in CI users may also benefit music perception and speech perception where pitch cues are relevant (emotion recognition, prosody perception, segregation of speech from background noise or distractor signals, etc.). However, such training will likely differ from the long-term music training experienced by the present group of NH musicians. Learning to play an instrument, with spectro-temporal fine-structure cues available and over a period of many years, may give rise to robust central pitch representations. Training melodic pitch perception after implantation may not provide such robust patterns. On the other hand, an earlier training provided to hearing-impaired children before they reach the level of profound hearing loss may provide positive results, due to yet strong plasticity experienced in childhood (Hyde et al., 2009; Moreno et al., 2009; Yucel et al., 2009; Torppa et al., 2014). Further research with pre- and post-lingually deafened CI musicians and non-musicians, with or without music training provided, may reveal whether patterns developed during previous acoustic hearing or during post-implantation electric hearing may benefit pitch, music, and speech perception after implantation.

CONCLUSIONS

In this study, performance of musicians and non-musicians was compared for a variety of speech and music listening tasks, with and without the spectro-temporal degradations associated with CI signal processing. Major findings include:

1. Cross-domain (music training to speech perception) effects were weak for speech intelligibility. The musician effect was minimal for word identification in noise, and non-existent for sentence identification in noise.

2. As pitch cues became more important for the listening task (i.e., vocal emotion identification, or MCI), the musician effect was more pronounced, suggesting that the musician effect may be rooted in better pitch perception.

3. Musicians tended to outperform non-musicians when listening to the CI simulation, especially for the MCI task. This suggests that musicians were better able to extract the relatively weak pitch and timbre information encoded in the CI simulations.
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Rhythm organizes events in time and plays a major role in music, but also in the phonology and prosody of a language. Interestingly, children with developmental dyslexia—a learning disability that affects reading acquisition despite normal intelligence and adequate education—have a poor rhythmic perception. It has been suggested that an accurate perception of rhythmical/metrical structure, that requires accurate perception of rise time, may be critical for phonological development and subsequent literacy. This hypothesis is mostly based on results showing a high degree of correlation between phonological awareness and metrical skills, using a very specific metrical task. We present new findings from the analysis of a sample of 48 children with a diagnosis of dyslexia, without comorbidities. These children were assessed with neuropsychological tests, as well as specifically-devised psychoacoustic and musical tasks mostly testing temporal abilities. Associations were tested by multivariate analyses including data mining strategies, correlations and most importantly logistic regressions to understand to what extent the different auditory and musical skills can be a robust predictor of reading and phonological skills. Results show a strong link between several temporal skills and phonological and reading abilities. These findings are discussed in the framework of the neuroscience literature comparing music and language processing, with a particular interest in the links between rhythm processing in music and language.
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INTRODUCTION

Music is a complex activity that taps onto several sensory-motor, cognitive and emotional mechanisms. Over the last two decades many studies have tested the hypothesis that music training (implying formal training and/or regular practice) can impact non-musical abilities. Most of these studies have addressed this issue by comparing a population of musicians, either professional or amateur, and a population of non-musicians, namely participants with little or no music training. Overall, these studies have shown a clear effect of music-dependent brain plasticity affecting brain activity both at the functional and structural level in adults (Herholz and Zatorre, 2012) and children with as little as one year of musical practice (Hyde et al., 2009).

Music shares many basic processes with other human activities, and this is particularly evident when comparing music and speech (Besson and Schön, 2011). Both rely on sound processing and require a precise—though often categorical—representation of several sound features, such as timbre, pitch, duration, and their interactions. As an example, these representations allow discrimination between legato and staccato violin sounds as well as [ba] and [pa] phonemes.

While a common belief is that music is mostly challenging with respect to pitch, music making puts a high challenge on all these sound features, and most importantly on complex spectral features, because sound quality (and not just being in tune) is what a musician has to work on from the very start. This may explain why music training enhances processing of sound features that play a major role in speech processing as well (Kraus and Chandrasekaran, 2010). Adult musicians have a more faithful representation of speech sound features in the brainstem, both in terms of pitch and formants (Wong et al., 2007). These representations are also more robust to noisy conditions (Parbery-Clark et al., 2012). This subcortical music-induced plasticity may depend upon the numerous corticofugal (descending) projections from the cortex to the brainstem auditory relays.

One of the most important properties of music being its structuring sounds in time and in a tonal space, it is not surprising that music-dependent brain plasticity goes well beyond subcortical and primary auditory and sensorimotor cortex, thus affecting more integrated functions. For instance, there is evidence that music training facilitates language learning. Children taking music classes are better at segmenting a new artificial language on the sole basis of its statistical properties (François et al., 2012), an ability that seems to rely heavily on the dorsal pathway (Rodriguez-Fornells et al., 2009). Other studies show an overall enhancement of verbal intelligence in children taking music classes (Moreno et al., 2011), possibly tapping onto several integrated brain functions.

A number of studies have also reported an association between music and reading skills. For example, pitch perception was positively correlated with phonemic awareness and reading abilities in children (Anvari et al., 2002) and the variability in tapping to a beat correlated with performance on reading and attention tests (Tiernay and Kraus, 2013a). A meta-analysis of 25 cross-sectional studies found a significant association between music training and reading skills (Butzlaff, 2000). Importantly, music seems to be able, to a certain extent, to drive an improvement in reading skills in normal readers (Moreno et al., 2009).

The fact of showing, on one side that music and language share several sensory and cognitive processes, and on the other side that music training enhances several language abilities, has brought several researchers to hypothesize that music training may be effective in rehabilitation of several motor and cognitive disorders in different clinical populations (Tallal and Gaab, 2006; Besson et al., 2007; Särkämö et al., 2008; Schön et al., 2008; Altenmüller et al., 2009; Kraus and Chandrasekaran, 2010; Goswami, 2011; Patel, 2011; Amengual et al., 2013).

Our study focuses on the relation between musical abilities and reading skills in children with developmental dyslexia. Developmental dyslexia is a disorder characterized by a specific and long lasting difficulty in reading acquisition, limited to written text decoding with no sensory or neurological deficits (Snowling and Hulme, 2012).

Reading results are slow and inaccurate, despite adequate intelligence, socio-cultural background and instruction. Difficulties arise typically from a phonological core deficit with an indirect impact on reading comprehension, requiring lexical, morpho-syntactic, memory and prediction abilities that are not directly affected by this disorder (Lyon et al., 2003).

In Italy, prevalence of developmental dyslexia ranges from 1.5 to 5% (Cornoldi and Tressoldi, 2007). A recent epidemiological study involved a sample of more than 1500 children attending the fourth grade of primary school in Friuli Venezia Giulia, a region in the north of Italy, and found prevalence slightly higher than 3%, thus lower than that reported in opaque language speaking countries such as United Kingdom or France (Barbiero et al., 2012).

While the neurobiological and genetic basis of developmental dyslexia is now widely accepted in the scientific community, it is not clear whether there is a specific neuropsychological function that, once impaired, determines such heterogeneous landscape of difficulties in reading acquisition. Indeed, if the reading disorder is best described in terms of phonological deficits and to a certain extent visual deficits, there are other deficits of working memory, sequencing, mental calculation, motor coordination or music processing that are often associated with the main reading disorder (Ramus, 2004; Snowling and Hulme, 2012).

These observations have brought to the emergence of multiple hypotheses relative to the functional deficit of developmental dyslexia that may be accounted for by a multifocal brain abnormality approach (Pernet et al., 2009). Nonetheless, several authors agree in defining the phonological deficit as the core deficit of developmental dyslexia, primarily due to a dysfunction of the auditory system yielding a poor temporal processing. Interestingly, several studies have shown that children with developmental dyslexia also show an impairment of music temporal processing; compared to normally developing children they are impaired in tapping along a song (Overy et al., 2003), show greater variability when asked to tap along a metronome (Thomson and Goswami, 2008) and are quite poor in segmentation and grouping tasks, both in speech and music (Petkov et al., 2005). Furthermore, Wolff (2002) found that children with dyslexia tended to overanticipate the cued stimulus by as much as 100 ms, unlike their control matched peers, and showed difficulties reproducing patterned rhythms of tones.

What still remains to be understood is the precise temporal scale(s) that may be impaired, thus causing a phonological deficit. For instance, Tallal (1980, 2004) has suggested a rapid temporal processing deficit which would prevent the discrimination of different phonemes, in particular contrastive consonants such as [t]-[d] that acoustically differ in terms of rapid transient formants. While several studies supported a notion of causal link between impaired perception of rapid spectrotemporal cues and impaired literacy (Reed, 1989; De Martino et al., 2001; Tallal, 2004), recent research has suggested a rather limited role for rapid auditory processing in developmental dyslexia (Heath and Hogben, 2004a,b).

An alternative hypothesis seems to rely on a longer time scale, that of amplitude envelope, and more precisely that of “rise time” which in the case of speech can be very important to distinguish different voice onset times (VOT) allowing to categorize /ch/ of chip vs. /sh/ of ship or /b/ of bull vs. /p/ of pool (Rosen, 1992). There is, indeed, growing literature attesting the presence of impaired amplitude envelope perception in developmental dyslexia, across languages with different phonological structures and languages with different writing systems (for a review see Goswami et al., 2011b, 2013). More precisely, a specific deficit in accurately processing sound rise time (the time taken for sounds to reach their maximum amplitude) has been postulated (Goswami et al., 2010). Rise times are critical in speech signal, as they reflect the patterns of amplitude modulation that facilitate syllabic segmentation. Thus, a poor perception of amplitude envelope structure may lead to poor phonological development (Goswami, 2011). By contrast to rapid spectrotemporal modulations, more linked to acoustic processing, slower spectrotemporal modulations and the amplitude envelope are linked to syllabic and prosodic structure, in particular to speech rhythm and intonational patterning (Greenberg, 2006).

Impaired auditory perception of slow (<10 Hz) temporal modulations in speech is thus likely to cause poor perception of speech rhythm and syllable stress (Goswami, 2011; Leong et al., 2011). Indeed, children with developmental dyslexia have a deficit in both rhythm and meter perception, also when using musical stimuli (Huss et al., 2011).

Following the idea of a neural oscillatory phase-locking to speech modulation patterns (e.g., Ghitza, 2011; Giraud and Poeppel, 2012), the perceptual difficulties commonly observed in developmental dyslexia could be underpinned by impaired phase alignment between speech and neural activity as well as poor firing coupling between different neuronal oscillatory rates (Abrams et al., 2009; Lehongre et al., 2011; Leong and Goswami, 2014).

In this work we present data collected on an Italian highly selected sample of children with developmental dyslexia. In the light of what has been documented in the literature, we investigate the relation between musical temporal, phonological, and decoding (reading) skills. The starting point is the hypothesis of a temporal sampling deficit as possible cause of the poor phonological representation and reading ability. We present a multivariate approach first describing correlations between reading and temporal processing outcomes. Then, we analyse, within the limits of a cross sectional approach, the (predictive) links between several “temporal processing” measures and reading abilities. Finally, we interpret our findings within the theoretical framework described above and give our contribution to the development of a targeted and rehabilitative hypothesis of developmental dyslexia via music training.

METHODS

PARTICIPANTS

Out of 225 children aged 8–11 years with a diagnosis of developmental dyslexia, referred to the health units and rehabilitation centers (IRCCS Burlo Garofolo and ASS1 local health units in Trieste and Villaggio Eugenio Litta in Grottaferrata, Rome), we included 48 children based on the following criteria.

Inclusion criteria

Italian native language; reading performance (accuracy and/or speed) failed on at least two of three school grade standardized Italian tests, as stated in the Original National Guidelines (PARCC DSA, 2011): text, words, pseudowords (speed scores: z-score <-1.8 standard deviations from the mean, accuracy: <5th percentile); hearing, vision and neurological examination within normal range; normal or corrected-to-normal visual acuity; General IQ >85 at the Wechsler Intelligence Scale for Children III.

Exclusion criteria

Comorbidity with Attentional Deficit Disorders with Hyperactivity (ADHD), Specific Language Impairment (SLI), Oppositional Defiant Disorder (ODD), severe emotional-relational impairments, previous formal musical or painting education for more than one year, on-going treatment.

The assessment was carried out by neuropsychologists and neurologists. Children participated only upon formal signed informed consent from their parents.

After the enrolment, the 48 children underwent the following neuropsychological assessment, which includes standardized test and phonological and musical tasks (22 children in Trieste and 26 in Grottaferrata), with mean age of 9 years and 8 months. Two children did not complete the testing.

NEUROPSYCHOLOGICAL ASSESSMENT

Parents completed a detailed anamnestic questionnaire providing information about their child's health, relevant family history, and socioeconomic background.

STANDARDIZED ABILITY TESTS

General cognitive abilities

General cognitive abilities and working memory were assessed using the Wechsler Intelligence Scale for Children III (Orsini and Picone, 2006).

Auditory attention

Auditory Attention was measured using a subtest from the BIA Battery (Marzocchi, 2010) wherein children have to count the number of occurrences of a given sound.

Phonological awareness

Phonological awareness was assessed using the pseudowords repetition test from the Promea Battery (Vicari, 2007).

Reading abilities

The ability to read a text aloud was measured using an Italian standardized test for reading abilities (MT Reading test, Cornoldi and Colpo, 2011). Because different texts were used depending upon the school grade, statistics were based on the standardized clinical cut-off.

The ability to read single words and pseudowords aloud was measured on a standardized list of 102 Italian words and 48 Italian pseudowords (DDE-2, Sartori et al., 2007). Again, statistics were based on the standardized clinical cut-off (percentiles).

PHONOLOGICAL AWARENESS TASKS

Phonemic blending

The phonemic blending test included 38 words (nouns) of increasing difficulty, selected from VARLESS Italian data base (Burani et al., 2011). Difficulty was estimated on the basis of the number of syllables, frequency in oral speech and written language, accent regularity, and orthographic complexity. Children had to blend sounds into words (e.g., hear [d]-[o]-[g] and produce [dog]). Every child performance was recorded with the Open Source sound editor and recorder Audacity 1.3 (beta). Dependent variables: number of correct items and time to perform the test.

Phonemic segmentation

The phonemic segmentation task also included 38 words, with the same selection criteria described above for the phonemic blending task. Children had to segment every word into its basic sounds (e.g., hear [frog] and produce [f]-[r]-[o]-[g]). Every child performance was recorded with Audacity 1.3 (beta). Dependent variables: number of correct items and time to perform the test.

PSYCHOACOUSTIC TASKS

MLP amplitude envelop onset (rise time)

In this experiment children listened to a sequence of three identical pure tones (800 ms each) with headphones. The onset of one of the tones was varied adaptively (longer ramping) to find the subject's threshold using a Maximum Likelihood Procedure (MLP, Grassi and Soranzo, 2009). Children had to detect the longest ring tone (first, second or third?) by choosing one of three telephone pictures.

MLP temporal anisochrony

In this experiment children listened to a sequence of five identical complex tones (100ms each) with headphones and had to report whether or not a cartoon rabbit was able to perform regular jumps. The gap between tones 3–4 and 4–5 was varied adaptively to find the subject's threshold using a Maximum Likelihood Procedure (MLP, Grassi and Soranzo, 2009).

MUSICAL TASKS

Tapping

Children had to tap along a 90 pulse/minute metronome for 40 s. Each sound lasted 50 ms, was built using a sinusoidal sound (f = 1200), and ramped with a 1 ms ramp at the onset and offset. Children listened to the metronome using an open headphone at approximately 75 dB and performed the task holding a pencil in their dominant hand and tapping it on a wooden box containing a microphone. They were instructed to tap as regularly as possible and did a short training before the recording to verify that they understood the task. Stimulation and acquisition were run using Audacity 1.3. Tap onsets were calculated using a custom Matlab program and a semi-automatic (supervised) procedure. Analyses were run on the coefficient of variation (i.e., the mean of the inter-tapping intervals divided by the standard deviation).

Rhythm reproduction

Children had to listen and reproduce 10 different rhythms (3–8 tones each; durations spanned from triplets of eight notes to half notes). Each sound of the sequence lasted 65 ms and was built using a MIDI woodblock sound. The sequences were taken and adapted from Fries and Swihart study (1990). Children listened to the sequence using an open headphone at approximately 75 dB and immediately reproduced it holding a pencil in their dominant hand and tapping it on a wooden box containing a microphone. They were instructed to tap as accurately as possible and did a short training before the recording to verify that they understood the task. Stimulation and acquisition were run using Audacity 1.3.

Every item performance was scored by two independent judges from 1 to 9 depending on its similarity to the template stimulus (9 = identical). The final mark for each child was the average of the twenty scores (inter judge correlation was 0.89).

Perception of musical meter

The musical meter task tested and published by Huss et al. (2011) was adapted for this study. Only trials that had metrical structure critical for children with developmental dyslexia were selected. Therefore the task included 18 trials of different metrical arrangements of a series of notes with an underlying pulse rate of 500 ms (120 bpm), each series being delivered twice within one trial. Half of the trials delivered an identical series of notes twice (“same” trials), and half delivered two slightly different series of notes (“different” trials). In the “different” trials, the change in metrical structure was caused by adding 100 ms to the accented notes. The task was to make a same-different judgment. Same and different trials were delivered in pseudo-random order.

Each sequence comprised a simple rhythm (2–5 notes) repeated 3 times, to keep short-term memory demands low. Trial length was approximately equated across variations in the number of notes by varying the length of individual notes. Ten trials (5 same, 5 different) were in 4/4 time and 8 trials (4 same, 4 different) were in 3/4 time, with accent conveyed by increasing the intensity of the relevant note in the sequence by 5 dB.

STATISTICAL ANALYSIS

Statistical analysis was performed with SPSS 13.0 and Intercooled Stata 9.0.

Spearman correlation analysis (based on ranks) was performed to test the strength of a relationship between variables. The 95% confidence interval for Rho was calculated with Fisher method.

The interdependence among the measured variables, namely the joint measured variations in response to possible latent (unobserved) variables, was calculated by using a factor analysis with Varimax rotation (maximizing the variances of the squared correlations between variables and factors).

Logistic regression analyses were carried out in order to evaluate which measures were associated with the six dependent variables of the reading tests. All associations were adjusted for sex, school level, city of recruitment and IQ were always controlled (see Tables 7, 8). Reading outcomes were dichotomized into highly pathological and pathological to increase robustness of the test.

RESULTS

Figures 1–3 illustrate the outcomes of reading, phonological awareness and temporal processing tests.
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FIGURE 1. Box plots of the reading outcomes. The bottom and top of the box show the first and third quartiles, the band inside the box the median. The edges of the whiskers represent the values closest to the median between the minimum absolute value and Q1-1.5IQR for the lower whisker, and the maximum absolute value and Q3+1.5IQR for the upper whisker, where Q1 and Q3 are the first and third quartiles respectively, and IQR is the interquartile range.
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FIGURE 2. Box plots of the phonological awareness measures.
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FIGURE 3. Box plots of the temporal processing measures.



CORRELATIONS

Correlations between all the temporal processing tasks and measures of phonology and literacy are provided in Tables 1, 2. An overview of significant values in Table 1 (**p < 0.001 and *p < 0.05) shows that each reading outcome measure, with the exception of the MT text reading test, correlated significantly with rhythm reproduction and tapping tasks. The difference observed for the MT test may be due to the fact that it includes different school-level adapted texts, which in turn increases variability. Nevertheless, the outcome of this test correlates with amplitude envelope onset (rise time). Perception of the musical meter task shows a weak correlation with word reading time measure but a strong correlation with auditory attention test (r = 0.434, p < 0.01). The auditory attention test also correlates with WISC III digit span test (r = 0.378, p < 0.01) and rhythm reproduction (r = 0.292, p < 0.05), but not with phonological awareness or other reading outcomes.

Table 1. Spearman correlations between reading measures and phonology and temporal processing tasks.
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Table 2. Spearman correlations between temporal processing tasks and phonology tasks.
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As observed in Table 2, rhythm reproduction and tapping measures correlate with phonological tests, in particular with phonemic blending task and pseudoword repetition tests.

Overall, Tables 1, 2 suggest that there is a strong relationship between reading outcomes, phonological awareness, and rhythm reproduction and tapping measures (Figure 4). The interdependence among these variables was tested with a factor analyses.
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FIGURE 4. Scatter plots of ranked variables to illustrate high r values between temporal tasks and reading and phonological tasks. Red lines indicate the linear regression. Gray lines indicate 98.5 confidence interval.



Table 3 shows the correlation between the different temporal tasks. Overall and as expected there is a rather strong correlation between tasks, exception made for the task measuring the rise time threshold which only shows a weak to moderate correlation with the meter perception task.

Table 3. Spearman correlations between temporal processing tasks.
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FACTOR ANALYSIS

The factor analysis included accuracy and speed measures in the tests measuring reading abilities, phonological awareness, temporal processing, auditory attention, and digit span. Preliminary testing showed that our model was satisfactorily adequate. Indeed the Kaiser-Meyer-Olkin (KMO) index measuring the sampling adequacy gave a value of 0.764 (recommended is >0.6). Also the Bartlett's test of sphericity rejecting the null hypothesis of an identity matrix was significant (p < 0.001, recommended is <0.05). Finally, following two different methods to estimate the number of factors (software package F A C T O R, Unrestricted Factor Analysis 9.2 by Urbano Lorenzo-Seva and Pere J. Ferrando) and the eigenvalue criterion ≥1, three factors were extracted explaining a variance of 61.389% (Table 4).

Table 4. Varimax with Kaiser Normalization rotated factor loadings for all tests of reading, phonological awareness, temporal processing, attention and verbal short term memory, using the option “Blank” (<I0.40I).
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The first factor shows high factor loadings (i.e., correlation coefficients between variables and factors) for speed and accuracy scores in all reading tests and surprisingly in rise time threshold. Thus, this first factor can be interpreted as describing reading abilities.

The second factor shows high factor loadings for the temporal anisochrony threshold and auditory attention test while slightly lower factor loadings for tapping coefficient of variation, accuracy in rhythm reproduction task, musical meter perception task, pseudoword repetition test and the verbal short term memory test of WISC III. It can thus be interpreted as a factor describing broad auditory temporal processing.

The third factor shows high factor loadings for accuracy in the phonemic blending and phonemic segmentation tests and slightly lower loading for the pseudoword repetition and rhythm reproduction tasks. It can thus be interpreted as a factor describing broad phonological processing.

LOGISTIC REGRESSION

In the logistic regression analyses (Tables 5–8), the reading outcome measures were considered as the dependent variables.

Table 5. Logistic regressions.
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Table 6. Logistic regressions.
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Table 7. Logistic regressions.
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Table 8. Logistic regressions.
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Analyses of the MT text reading test point to the meter perception task as a good predictor of reading accuracy (or = 0.641, p = 0.02). Reading speed was only associated with the controlled variables IQ and school-level.

Analyses of the word reading test point to the mother school level as a good predictor of reading accuracy (or = 6.371, p = 0.006) and to the meter perception task as a good predictor of reading speed (or = 0.270, p = 0.032).

Analyses of the pseudoword reading test point to the rhythm reproduction test as a good predictor of reading accuracy (or = 0.429, p = 0.026). Reading speed was not significantly associated to any variables entered in the model.

DISCUSSION

This study explored whether and to what extent different levels of temporal processing are associated to reading and phonological abilities.

We found that rhythm reproduction were strongly associated with most reading outcome measures and phonological awareness. Furthermore, tapping tasks correlated with some aspects of language and rise time correlated with text reading, in accordance with previously published studies (Goswami et al., 2002; Thomson and Goswami, 2008).

Intriguingly, the factor analysis identified three significant factors: the first grouping reading tests and rise time thresholds; the second spanning broad auditory temporal processing, including pseudoword repetition and verbal short term memory; the third describing phonological processing but also including rhythm reproduction.

Last but not least, the logistic regression analyses indicated the meter perception task as a good predictor of text reading accuracy and word reading speed, while rhythm reproduction was the best predictor of pseudoword reading accuracy. Finally, maternal formal education level was also a good predictor of word reading accuracy.

We will first discuss the results of these complementary analyses, bridging temporal processing skills on one side and phonological awareness and literacy on the other. We will then present some considerations on the different temporal scales that are addressed by our tasks and by other tasks and models described in the literature. Finally, we will consider the use of music training as a possible rehabilitation of developmental dyslexia and give some tentative recommendations.

BRIDGING TEMPORAL PROCESSING AND READING SKILLS

Correlations between the temporal processing tasks, phonology measures, and literacy confirm previously published data in the literature (Anvari et al., 2002; Overy et al., 2003; Huss et al., 2011). The temporal task showing the highest correlation is the rhythm reproduction task, followed by the tapping task. These tasks are the two most complex temporal tasks because they both require listening and motor coordination. The rhythm reproduction task also requires working memory and grouping events in meaningful chunks, even though the sequences were not long. By contrast the tapping task is a sensorimotor synchronization task which does not require working memory or chunking because the stimulus was a simple metronome.

The perceptual metrical tasks also require grouping events in chunks on the basis of a metrical hierarchy (e.g., strong-weak-weak). The independent variable was the duration of the strong beat which was sometimes lengthened by 100 ms. This is somewhat related to the two psychoacoustic tests measuring rise time and temporal anisochrony thresholds because lengthening the strong beat produces both a change in the temporal envelope of the note—like in the rise time task—and a change in the temporal relation with the preceding and following notes—like in the temporal anisochrony task. Interestingly, the temporal anisochrony task did not correlate with any phonological or literacy measures. By contrast, both the metrical and rise time tasks correlated with some literacy measures (word and text reading) pointing to a greater role of temporal envelope compared to temporal isochrony.

Results of the factor analysis confirm and extend results of the correlation matrix. Interestingly, all temporal tasks except the rise time task appear in the same factor, which also includes the auditory attention and verbal working memory (digit span) tasks. This raises the issue of the relation between attention and working memory on one side, and temporal skills on the other side. More precisely, in the case of the metrical and rhythmic reproduction tasks (but it is also the case in the text reading task), children need a global representation of the stimuli, while a serial and local representation of stimulus parts necessarily produces a poor performance. This global representation possibly needs an attentional window spanning approximately 2 s. This is also the case of the psychoacoustic task because the change to be detected was embedded in a five-note sequence for the temporal anisochrony. In the case of tapping, the temporal window is shorter when considering the interval between successive taps, but this shorter window possibly engenders a larger temporal windows, due to the emergence of a metrical structure, yielding a more global percept of several taps. In other words, when tapping along a metronome, the child will group taps together in series of two, three of four (the latter being the most likely here), with the first tap of each group being perceived as the most relevant. The third factor of the analysis shows the rhythmic task together with the phonological awareness tasks. Thus, while an attentional and memory component may indeed play a role, there seems to be a cognitive process in the rhythm reproduction task that is independent of selective attention and verbal working memory processes and that is strongly related to phonological processing. While the tapping does not appear in the third factor, this is due to the thresholding criterion we used (eigenvalue ≤ 0.4), but the tight relationship between the rhythmic task and tapping is visible in the high correlation values between these two variables.

Another interesting result of the factor analysis is the presence of the rise time task together with all reading measures. In speech, amplitude modulations in the temporal envelope (rise time) are one of the critical acoustic features underlying syllable rate and speech rhythm, and allow to distinguish between stressed and unstressed syllables (Leong et al., 2011). Indeed, amplitude modulations in the signal give a cue to the moment of occurrence of a sound that is used to build the rhythmic structure of speech (Leong and Goswami, 2014). Temporal envelope may also provide distinctive phonetic cues such as voice onset time and manner of articulation, that are necessary to discriminate otherwise similar phonemes (e.g., tie/die, bad/pad, Goswami et al., 2011a). Thus, temporal envelope is a key determinant in both perception of speech prosody and development of phonological awareness that are fundamental skills to achieve a “normal” developmental trajectory of reading (Goswami et al., 2011a). A growing body of literature attests to the presence of impaired perception of temporal envelope in developmental dyslexia, in adults and children and across languages with different phonological structures and writing systems (Goswami et al., 2011b). Interestingly, this result confirms the correlation analyses showing that this measure of rise time threshold is the only one that does not clearly correlate with the other temporal measures, exception made for a weak correlation with the meter perception task. In other words this task seems to measure a temporal scale which is not present in the other temporal tasks and which could be relevant for phonetic and prosodic processing, indispensable to all reading measures.

Correlation and factor analyses do not take into account certain sources of covariance such as age, sex, IQ and so on. However, the sources of correlation due to these variables can be controlled in regression analyses such as the logistic regression use here. In the logistic regression the dependent variables (e.g., text reading accuracy) are categorized into two categories corresponding to a severe or moderate level of dyslexia. Thus, after controlling for the effects of variables city, school-level, QI and sex, the model tests whether there is still one or more (continuous) independent variables that constitute a significant predictor of the reading outcome category. Interestingly the two measures that best predict reading outcomes are not the phonological awareness, attention or working memory tasks but the two tasks that present a greater temporal complexity, the rhythm reproduction and the metrical perceptual task. Both tasks measure a rather global level of temporal processing, including amplitude modulation, grouping events into chunks and applying a metrical hierarchy.

Although it was not the main aim of the present work, an interesting result is that mother school level was a good predictor of word reading abilities. This is probably linked to the fact that word recognition is influenced by the lexical/vocabulary development of the child (Sénéchal et al., 2006) and that maternal education is a stronger predictor of intellectual attainment than paternal education (Bradley and Corwyn, 2002). Recent research has shown the positive effect of reading during the first year of life (early literacy) on verbal competence and future academic skills (Sénéchal and LeFevre, 2002), pointing to other powerful compensatory strategies.

DIFFERENT TEMPORAL SCALES

One aim of the present work was to compare how different temporal skills relate to phonological and reading abilities. In doing this we had to choose a limited number of tasks, each testing a different aspect of temporal processing. We will try here to discuss how there different levels relate to each other, and how they may possibly be linked to reading disabilities in developmental dyslexia.

The smallest temporal scale is at the millisecond level. Hornickel and Kraus (2013) found that poor readers have more variable neural responses to speech; there seems to be a higher level of inconsistency in the poor reader brain's response to sound from one trial to another. Interestingly, weaker response consistency is absent with simple sounds (e.g., clicks) and present in both the formant transition (consonant) and in the more stationary part of the signal (vowel). Nonetheless, decreased consistency is maximal in the formant transition which is the most complex part of the signal. Even though the actual jitter is difficult to estimate, the lower brainstem response consistency can be accounted for by variability of the order of the millisecond or even less. While this temporal scale can be best studied by using neuroimaging techniques such as brainstem responses or cortical EEG, one should also consider that the fine-structure of speech sound (above 600 Hz) contains the formant patterns that are for instance the only acoustic cues to place of articulation (“dait” vs. “bait,” Rosen, 1992).

In her rapid auditory processing theory, Tallal (1980) proposed that the phonological deficit in developmental dyslexia could be due to impaired processing of brief, rapidly presented sounds. She proposed that children with language learning impairment (LLI) are specifically impaired in their ability to discriminate between speech sounds that are characterized by brief and rapidly successive acoustic changes. This is the case of some formant transitions characterizing the phonetic distinctive features of some consonant contrasts such as /ba/ and /da/, that can only be differentiated by the acoustic cues present within the initial 40 ms (Tallal, 2004). Tallal suggests a window of 40 ms as the critical time window of the rapid spectrotemporal acoustic changes in formant transitions that would be necessary to track temporal order across ongoing speech. Thus, the key temporal scale would be of the order of tens of milliseconds. Because recent studies have suggested a limited role for rapid auditory processing in developmental dyslexia (Heath and Hogben, 2004a,b; Thomson et al., 2013) and due to time constraints in the testing session, this time scale level was not tested in the present study, although the tapping task may draw upon temporal processing on a rapid time scale (Tiernay and Kraus, 2013b). Nonetheless, in line with the other temporal tasks that do not require speech processing and have some link with music, one possible test would be to ask children to discriminate between different musical instruments carefully manipulating the distinctive spectrotemporal features.

We have already discussed of the temporal sampling deficit framework suggested by Goswami (2011) claiming that amplitude modulations in the envelope are one of the critical acoustic properties underlying syllable rate and speech rhythm. These fluctuations range between 2 and 50 Hz, are characterized by loudness, length, attack and decay and can convey different types of linguistic information: segmental cues to manner of articulation, voicing and vowel identity. The dynamic envelope cues (changes in amplitude) can also be important suprasegmental prosodic cues to mark stresses, facilitate syllabification and normalize speech rate variations in segmental and prosodic contrasts (Rosen, 1992). In other words, whereas rapid spectro-temporal cues are thought to be linked particularly to formant transitions (Tallal, 2004), slower spectro-temporal modulations are rather linked to syllabic and prosodic structure, thus to stress patterns and speech rhythm. Already during infancy, stress patterns are important to segment, namely extract words and syllables from the speech stream, and have thus a phonological relevance (Mattys and Jusczyk, 2001), which may explain why a deficit in temporal sampling of slow amplitude modulations may deviate a normal language developmental trajectory. In the present study the measure that is more closely related to this time scale is the onset rise time threshold because it manipulates the dynamic features of amplitude envelope. However, the durational (length) and intensity (loudness) features of amplitude envelope play an important role in the metrical tasks wherein meter was marked by greater loudness of the strong beat and different trials were marked by an increased length of a strong beat note (100 ms).

Both the meter perception and rhythm reproduction tasks also require building a longer temporal structure wherein the different inter-stimuli intervals are categorized in terms of relative durations (typically simple fractions: 1/2, 1/3, 1/4 or their reciprocal) and grouped together in larger units. The temporal scale here is longer, below 2 Hz, because these larger units may contain several notes. This would correspond in speech to word segmentation (several syllables) and prosodic phrasal boundaries (several words). Moreover, these grouping phenomena give rise to the emergence of the metrical structure, the alternation of strong and weak beats which typically corresponds to the a musical bar and falls again in a rather slow temporal window (below 2 Hz). An interesting theoretical account of the perception of musical meter is given in terms of continuous attentional modulations that would be coupled via entrainment to the metrical structure of the musical stimulus (Large and Jones, 1999). In this sense, meter should not be seen as a static and quantized hierarchy of slowly alternating strong and weak beats, but as a more dynamic process that evolves in time.

The last temporal scale that we would like to address is of a somewhat different quality and not specific to the auditory domain. It concerns the ability to predict events in time. This is a more general cognitive mechanism, sometimes referred to as Bayesian inference. For instance, making a good guess by prior probabilities (i.e., our experience of the world as we know it) about which words are most likely to be heard or seen. This is especially true when the environment is “noisy” and the choice of the signal representation is ambiguous, which is the case in natural speech but also in reading (due to time pressure and competition between similar words) and even more so in children with developmental dyslexia (Norris, 2006). The use of our prior experience of the world allows predicting what event may happen and possibly when it will happen. This prior knowledge allows for a better perception of degraded speech (Sohoglu et al., 2012) as well as reading a degraded text or a text full of errors (e.g., “Aoccdrnig to a rscheearch at CmabrigdeUinervtisy”). Thus, there is intrinsic to this prediction mechanism a temporal dimension which is in this case less precisely defined, because it depends upon the context and the object to be predicted (e.g., a letter, a syllable, a word). Nonetheless, both music and speech heavily repose on this type of inference, and working on this avenue may be interesting for future research.

To conclude this section, one should keep in mind that all the different time scales that we presented above are strongly inter-related, and that the serial presentation from short to long time scale does not mean that the levels are serial or independent from each other or that embedding of one level into another only takes place in one direction.

MUSIC REHABILITATION OF DEVELOPMENTAL DYSLEXIA

The issue raised here between the lines is whether and how music can help children with developmental dyslexia to restore a normal developmental trajectory of reading abilities. While there is not yet a clear cut answer to these questions, our data, together with other previously published results strongly suggest that music should have a positive effect on reading abilities. The reasons of this benefit are probably multiple and are still debated and will thus require further research in the years to come.

From a perspective on music and rehabilitation, it is interesting to consider the OPERA hypothesis proposed by Patel (2011), stating that music brings to adaptive brain plasticity of the same neural network involved in language processing. More precisely, this hypothesis claims that music training can drive adaptive plasticity in speech processing networks if certain conditions are respected. Firstly, a sensory or cognitive process used by both speech and music is mediated by overlapping brain networks. Secondly, music places higher demands on that process than speech. Thirdly, music engages that process with emotion, repetition, and attention (Patel, 2013).

From a more precise perspective on music and rehabilitation of developmental dyslexia, several authors have hypothesized a rehabilitation centered on rhythm, capable of developing several temporal skills that may in turn transfer to reading skills (Overy et al., 2003; Tallal and Gaab, 2006; Goswami, 2011). Nonetheless, it is not an easy issue to understand what specific aspects of temporal processing should be targeted by a possible music intervention.

Some authors suggest to work at a global level on rhythm and meter, both in perception and production (Goswami, 2011). Other researchers point to spectrotemporal processing as the best candidate to improve phonetic discrimination/categorization (Tallal and Gaab, 2006) or on both local and global dimensions, suggesting perceptual and creative games center on the musical pedagogy of Zoltan Kodaly (Overy et al., 2003).

Putting together our results with the general framework of music and language rehabilitation suggested by Patel and the more specific frameworks suggested for developmental dyslexia we will give some tentative but scientifically grounded recommendations when considering a music intervention with this population.

Our first recommendation (R1) is to use a group setting rather than an individual setting. This will possibly boost the playful and positive emotional aspects of the training and will possibly maximize rhythmic entrainment. Indeed, Kirschner and Tomasello (2009) showed that if the musical activity is realized in a social/imitative context, the synchronization ability of young children (2–3 years old) improves more compared to a context without a human partner (i.e., a computer game).

Our second recommendation (R2) is to use a fully active setting with music making and active musical games wherein music, body movements, emotions, and intentionality influence each other in a complex dynamical process (Maes et al., 2014). This will also maximize the demands on the audio-motor loop as well as on anticipatory and predictive processing, that is prediction, preparation, anticipation of events to come. In other words, music making in a social context (R1…R2) will set a high demand on Bayesian inferential efficiency, allowing for a faster prediction of future events (Bubic et al., 2010).

Our third recommendation (R3) is to focus on rhythm rather than on pitch accuracy as it is often the case in classical music pedagogy. This can be easily associated to movement and dance and, despite the idea that music has to be perfectly in tune, there are a plethora of musical games or even styles that are not too demanding on pitch accuracy, such as beat boxing, body tapping, rap and so on. This type of rhythmic activity seems to us to be the most appropriate in the rehabilitation of developmental dyslexia. On one side it will improve global temporal skills (meters and rhythm processing, sequencing, temporal prediction). On the other side, the lack or limitation of pitch and tonality will force the music teacher to make a larger use of the spectral dimension, by using different timbres produced with the mouth, body or different percussive instruments which may in turn facilitate fast temporal processing of speech sounds.

Our last recommendation (R4) is to keep variety high. While repetition is intrinsic to musical structure, the music teacher, by contrast to the computer game, can propose an almost infinite number of befittingly variations of a given game/exercise/song, that will possibly emerge in the musical interaction between the teacher and the children or the children themselves. This high variety is important in our view, to capture children attention but also to maximize the chances of a generalization process and thus a transfer to language and reading.

CONCLUSIONS

In this study we investigated the link between different levels of temporal processing and reading skills in developmental dyslexia. We confirmed and extended previous findings describing a strong relation between timing and reading abilities. However, due to time constraints of the testing session we could not assess all temporal processing levels (for instance the fine structure level, important for phonetic discrimination). Moreover while the three statistical analyses point into a similar direction, results are only partially concordant, possibly due to the intrinsic heterogeneity of a population of dyslexic children.

Despite these limitations, our results show a strong association between reading skills and meter perception and rhythm processing. These two measures of temporal processing do not only involve timing mechanisms, but also other competences that are notoriously poor in children with developmental dyslexia, such as auditory attention (Facoetti et al., 2010) and working memory (Swanson et al., 1996). Future work should try to better tease apart the role of attention and memory in temporal processes and their link to reading skills.

The next step should be to develop interventions based on musical training for children with developmental dyslexia, and to test their efficacy through randomized controlled trials, although sufficient numerosity to allow adequate statistical power to detect treatment effects may be difficult to achieve due to the high cost and risk of drop out. A multicenter study may overcome these obstacles. To conclude, the literature review literature and our findings suggest that music training, focused on rhythm, could be beneficial for children with dyslexia, or maybe even for children identified earlier as at risk based on low phonological abilities.
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The combination of rhythm and pitch can account for the beneficial effect of melodic intonation therapy on connected speech improvements in Broca’s aphasia
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Melodic intonation therapy (MIT) is a structured protocol for language rehabilitation in people with Broca’s aphasia. The main particularity of MIT is the use of intoned speech, a technique in which the clinician stylizes the prosody of short sentences using simple pitch and rhythm patterns. In the original MIT protocol, patients must repeat diverse sentences in order to espouse this way of speaking, with the goal of improving their natural, connected speech. MIT has long been regarded as a promising treatment but its mechanisms are still debated. Recent work showed that rhythm plays a key role in variations of MIT, leading to consider the use of pitch as relatively unnecessary in MIT. Our study primarily aimed to assess the relative contribution of rhythm and pitch in MIT’s generalization effect to non-trained stimuli and to connected speech. We compared a melodic therapy (with pitch and rhythm) to a rhythmic therapy (with rhythm only) and to a normally spoken therapy (without melodic elements). Three participants with chronic post-stroke Broca’s aphasia underwent the treatments in hourly sessions, 3 days per week for 6 weeks, in a cross-over design. The informativeness of connected speech, speech accuracy of trained and non-trained sentences, motor-speech agility, and mood was assessed before and after the treatments. The results show that the three treatments improved speech accuracy in trained sentences, but that the combination of rhythm and pitch elicited the strongest generalization effect both to non-trained stimuli and connected speech. No significant change was measured in motor-speech agility or mood measures with either treatment. The results emphasize the beneficial effect of both rhythm and pitch in the efficacy of original MIT on connected speech, an outcome of primary clinical importance in aphasia therapy.
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INTRODUCTION

Aphasia is an acquired loss or impairment of the ability to communicate by language following brain damage (usually in the left hemisphere) and is present in more than one-third of stroke survivors (Wade et al., 1986; Dickey et al., 2010). Aphasia takes multiple forms. People with Broca’s aphasia, one of the aphasic syndromes, have preserved simple verbal comprehension ability but have difficulty understanding complex syntactic sentences and, on the expressive side of language, they experience word-retrieval difficulty (i.e., anomia), grammar and syntax deficit (i.e., agrammatism), and apraxia of speech, a motor-speech disorder affecting the planning or programing of speech movements (AAN, 1994; Basso, 2003).

In its original form, Melodic Intonation Therapy (MIT, Albert et al., 1973; Sparks et al., 1974) is a formalized impairment-based approach of language rehabilitation in people with Broca’s aphasia (AAN, 1994) (see Zumbansen et al., 2014 for a synthesis of MIT variations). The particularity of MIT in comparison to other therapies for aphasia is that it trains patients to produce speech using a form of singing to facilitate their speech output. The so-called intoned-speech technique is a musical stylization of the normal speech prosody using a few pitches (usually only two, separated by a third or a fourth) and a simple rhythm (quarter and eighth notes) on a slow tempo (Sparks, 2008). The stressed syllables of words are produced with higher voice intensity on the high pitch and a quarter note, whereas the unstressed syllables are produced with lower voice intensity on the low pitch and the eighth note. Patients first learn to intone speech through a structured, intensive therapeutic protocol where they are asked to produce numerous and varied short sentences, with the help of additional facilitation techniques, such as unison production, lip-reading, hand-tapping of the rhythm, and use of formulaic phrases that are often better produced in Broca’s aphasia. Each sentence is repeated several times, first in unison with the clinician and gradually more autonomously but always with the intoned-speech technique. After a series of sessions, the last level of the program guides patients to return to a normal speech output and patients are supposed to intone speech only internally. The goal of MIT is to improve propositional speech, that is, the generative and controlled language on which people rely most to express their ideas in everyday life (Jackson, 1878; Van Lancker-Sidtis and Rallon, 2004). MIT has been rated as promising for the treatment of Broca’s aphasia (AAN, 1994). It has been studied in several efficacy studies that have reported improvements in participants’ natural connected speech (Sparks et al., 1974; Bonakdarpour et al., 2003; Schlaug et al., 2008, 2009; van der Meulen et al., 2014).

The role of the melodic elements in MIT has intrigued scientists since the very early publications of MIT and a variety of mechanisms have been proposed to explain MIT’s efficacy (reviewed in Merrett et al., 2014; Zumbansen et al., 2014). To date, however, few have been tested. The early idea in the 1970s was that musical components could engage music processing regions of the right cerebral hemisphere and that these regions could potentially take over the role of the damaged left hemisphere language regions (Berlin, 1976; Helm-Estabrooks, 1983). The right-hemisphere contribution has been the most studied aspect of MIT but has not been unanimously supported (e.g., Belin et al., 1996). In fact, language hemisphere lateralization after stroke primarily depends on individual factors, and it is still unclear if any speech and language therapy can force the lateralization of language in one hemisphere or the other during brain reorganization after stroke (Anglade et al., 2014).

The role of melodic components in MIT has otherwise been studied at the behavioral level mainly with attempts to understand how rhythm or pitch could account for the beneficial effect of MIT. In transversal studies, the rhythmic component of intoned-speech production appears to be responsible for on-line facilitation of patients’ speech accuracy (Laughlin et al., 1979; Boucher et al., 2001; Stahl et al., 2011). Longitudinal studies have used variations of MIT where only a limited set of sentences (10 to 15) is repeatedly trained (i.e., palliative variations of MIT, see Zumbansen et al., 2014) and examined if participants improved their speech accuracy in normally spoken sentences trained either with intoned speech (i.e., with rhythm and pitch), with rhythmic speech (i.e., without musical pitch) or non-trained (Wilson et al., 2006; Stahl et al., 2013). Significant improvement was obtained for trained sentences compared to non-trained items and pitch did not add any beneficial effect over rhythm on speech accuracy immediately post-treatment. Therefore, the utility of pitch in MIT is currently questioned. In both studies, no transfer of improvements to the non-trained phrases was observed. One possible explanation is that these versions of MIT did not include a basic characteristic of the original MIT, namely the numerous sentences that have to be presented to avoid the use of rote memory (Sparks, 2008), a strategy that was pointed as a generalization factor by several authors (Thompson, 1989; Nadeau et al., 2008). Changes in natural connected speech, the ultimate goal of MIT, were not assessed in these studies.

For a long time, many studies have measured treatment efficacy on trained material only (e.g., number of correct syllables produced in sentences repeatedly trained). Others have used verbal tasks with non-trained items such as sentence repetition and picture naming to capture improvement in specific speech and language abilities (Brady et al., 2012). However, these tasks may not reveal how patients use language in natural speech. In reviewing efficacy studies in the aphasia literature, Beeson and Robey (2006) have distinguished direct effects on trained stimuli, generalization to non-trained stimuli, and generalization to connected speech. Here too we will refer to these effects as direct effect, indirect effect, and generalization, respectively. A common way to measure connected speech improvements in functional communication is to count the presence of Correct Information Units (CIU) in a speech sample. Nicholas and Brookshire (1993) define CIUs as words that are intelligible in context and accurately convey information relevant to the eliciting stimulus. Informativeness, the efficiency in conveying and transmitting correct information to the listener, can be calculated by dividing the number of CIUs in a speech sample by the number of words in the sample. This measure has been validated to assess language in the connected speech of people with aphasia and healthy individuals (Nicholas and Brookshire, 1993).

Little is known about the mechanisms that promote generalization to connected speech in aphasia therapy. A number of treatment components are thought to play a role in this effect (see Frey, 2013 for a recent literature and expert panel review), but to our knowledge, none has been explicitly tested as a generalization mechanism to natural discourse in impairment-based aphasia treatments. Studies on therapeutic protocols such as MIT that were designed to elicit improvements in connected speech can give insights in treatment factors promoting this type of generalization. Interestingly, the melodic characteristics of MIT, which set this treatment apart from other speech and language therapies, seem to play a role in MIT’s generalization effect. In a study with two participants with Broca’s aphasia, Schlaug et al. (2008) compared the original MIT with a control treatment differing from MIT only by the absence of the pitch and rhythmic components. MIT led to greater improvement than the non-musical treatment on measures including informativeness of connected speech. The melodic components were deemed key efficacy factors for MIT. A firmer conclusion is anticipated with the results of an ongoing randomized control trial comparing the two treatments on language outcome in connected speech (Schlaug and Norton, 2011).

Our study aims to assess the relative contribution of the rhythmic and pitch features of MIT’s generalization effect to connected speech. Thus, we designed a variation of MIT (hereafter referred to as melodic therapy) that includes basic characteristics thought to promote generalization (large number of various sentences and intensive treatment delivery). We compared this melodic therapy (MT) with two control treatments: rhythmic therapy (RT), that is, MT without musical pitch, and spoken therapy (ST), without pitch or rhythmic aspects. Furthermore, in order to capture the degrees of direct and indirect effects elicited by the melodic components, we measured speech accuracy in a subset of 10 sentences that were repeatedly trained at each treatment session and in 10 non-trained sentences.

Other proposed mechanisms related to the melodic aspect of MIT have never been assessed. One of them is that singing could keep patients motivated to continue with an intensive therapy regimen because it is a pleasurable activity (Racette et al., 2006). Data demonstrating that music and singing can positively influence mood in healthy individuals and in various clinical populations has also led to the suggestion that the singing aspect of MIT could benefit patients’ mood (Merrett et al., 2014). Finally, we have suggested that MIT could mostly benefit apraxia of speech, the motor-speech symptom of Broca’s aphasia’s syndrome (Zumbansen et al., 2014). Indeed, the best responders to MIT have this symptom in common. In a first attempt to evaluate these suggested mechanisms, we tested the mood and the motor-speech agility of the participants as additional, secondary outcomes.

MATERIALS AND METHODS

PARTICIPANTS

Three native French-speaking, right-handed men with aphasia (FL, FS, and JPL) participated in the study. They were recruited through an association of persons with aphasia located in the greater Montreal area. Each had experienced a single ischemic unilateral left hemisphere cerebrovascular accident more than 1 year prior to their involvement in the study and had been through the standard public rehabilitation services, which commonly discharge aphasic patients when their language improvements reach a plateau. They had not received any speech-language therapy since. None of the participants had experienced neurological or psychiatric problems before the stroke. An examination by a certified audiologist attested that they had no hearing deficit. Table 1 summarizes patients’ characteristics, and Table 2 presents the scores of francophone language tests and non-verbal cognitive tests. Each subject had a clinical profile consistent with Broca’s aphasia, that is, naming deficits, agramatism, apraxia of speech, and relatively preserved simple verbal comprehension compared to expressive difficulties. FL and JPL had a moderate degree of aphasia whereas FS had a more severe clinical profile, especially because he experienced more severe apraxia of speech than the other participants in connected speech. FL and FS had a right upper-limb hemiplegia while JPL had almost completely recovered from it. The three participants had been treated for focal epilepsy and JPL has also been treated for depression since his stroke. All three participants were good candidates for MIT according to the American Academy of Neurology (1994): they had Broca’s aphasia and were willing to undergo intensive individual speech and language treatment. They gave their informed consent and the study was approved by the Ethical Committee of the Montreal University Geriatric Institute.

Table 1 | Participants’ characteristics.
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Table 2 | Participants’s language and non-verbal cognitive diagnostic assessments.
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VERBAL MATERIAL

A total of 240 2- to 8-syllable-long phrases were created by two graduate students in speech and language pathology and the first author (an experienced speech and language therapist). Phrases were selected so as to fit participants’ daily living, as would do a typical clinician in aphasia therapy. They were split into 180 New-phrases (2- to 8-syllable long) and 60 Test-phrases (4- to 5-syllable long). The 180 New-phrases were used for the purpose of the interventions. The same 180 sentences were used in the same order for the three consecutive treatments, so that one phrase was presented once for each treatment, leaving a minimal interval of 6 weeks between two presentations. Test-phrases served to assess the direct and indirect effects of the treatments. These items were four- to five-syllable long, that is, of medium difficulty compared to the New-phrases.

All sentences were recorded in three modes: intoned, rhythmically spoken, and normally spoken, for a total of 720 recordings (see an example in Figure 1). The stimuli were produced by a natural voice in the way a speech and language therapist would do in a real clinical setting following the instructions of the different production modes and with the help of pitch and tempo cues given prior to the recordings. In the intoned mode, the stimuli had pitch variation on two notes separated by a fourth interval. We chose G# and C# according to an estimate of participants’ vocal speech range to allow them to reproduce the pitches without vocal strain. Stimuli were presented by a female voice and were reproduced one octave lower by participants. Each syllable had to be produced on a single pitch. The high pitch was associated with syllables that are stressed in natural prosody of French (e.g., the last syllable of a clause) and with the syllables of function words (e.g., prepositions, pronouns, and articles), according to a French adaptation of MIT (Therapie Mélodique et Rythmée, Van Eeckhout and Bhatt, 1984), because they are often omitted in Broca’s aphasic speech. In addition to musical pitch variation, the intoned sentences were produced with rhythm: syllables had to be temporally organized on a regular beat of 100 bpm with high pitch twice as long as low pitches. In the rhythmically spoken mode, phrases had to be produced only with the rhythmic element following the same tempo cue as in the intoned mode and otherwise with continuous voice frequency variation typical of speech. In the normally spoken mode, both above mentioned pitch and rhythm elements were absent. The sentences were produced with clear and slow articulation and with prosody consistent with the French morpho-syntactic rules, as would do clinicians in standard aphasia therapy. Mean syllable duration was computed by dividing each stimulus duration in milliseconds by its number of syllables. Significant differences were found across stimuli modes. In average, compared to melodic syllables (M = 1130, SD = 146), rhythmic syllables (M = 1040, SD = 146) were 90 ms shorter while spoken syllables (M = 556, SD = 94) were twice shorter.
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FIGURE 1 | Sentence example (“I listen to the radio”) in normal, rhythmic, and intoned speech. Graphs represent the fundamental frequency of the voice in recordings as extracted by the software for speech analysis, Praat (Boersma and Weenick, 2013).



TREATMENTS

Each treatment (MT, RT, and ST) was administered by a trained graduate student in speech and language therapy, at a frequency of 3 one-hour sessions/week for 6 weeks (i.e., 18 sessions/treatment). They differed only with regard to the presence or absence of hand-tapping and musical elements in the stimuli. In the MT, patients had to repeat intoned sentences and were guided to tap the rhythm along with their left hand (hereafter simply referred to as hand-tapping). The RT consisted of rhythmically spoken stimuli and hand-tapping. In the ST, patients were presented with normally spoken stimuli and no hand-tapping was elicited.

During sessions, participant and therapist sat facing each other at a table in a quiet room. Participants had to listen and produce 20 phrases (see examples in Table 3), each following a progressive procedure in four steps: two times in unison, two times in unison with therapist fading-out at half-way, one time in repetition alone, and finally alone in response to a question. Half of the sentences were New-phrases ranging from two to eight syllables (one phrase of two, three, seven, and eight syllables and two of four, five, and six syllables), beginning with the shortest and progressing on to the longest sentences. The other half were Test-phrases repeatedly trained at each session to ultimately assess the direct effect of the treatment. The stimuli were first heard from an iPod connected to speakers and immediately reproduced by the therapist to allow lip-reading. Up to four attempts were allowed in the steps where unison was used. If the participant still failed to produce the phrase successfully, the item was discontinued and the next phrase was presented. When errors occurred at the two last steps, the preceding step was reintroduced before trying again and if this second attempt failed, the item was discontinued.

Table 3 | Characteristics and examples of sentences worked out during a treatment session.
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GENERAL PROCEDURE

The study took place at the aphasic association where participants were recruited. We followed a Latin cross-over design and used the random number generation function of Microsoft Excel to allocate participants to treatment sequences: FL underwent the treatment sequence MT–RT–ST, FS underwent RT–ST–MT and JPL followed the order ST–MT–RT. Evaluations were conducted before and after each treatment phase, for a total of four evaluation periods, hereafter referred to as T1, T2, T3, and T4. Moreover, performance was measured three times within each evaluation period (T1a, T1b, T1c; T2a, T2b, T2c; T3a, T3b, T3c; T4a, T4b, T4c), with a minimum of 2-day intervals between assessments, to ensure that results would not be biased by day-to-day variations in participants’ general state. One list of 20 Test-phrases was used for each intervention phase. They were split into 10 stimuli to be repeatedly trained at each treatment session and 10 non-treated stimuli and were counterbalanced between participants.

ASSESSMENT OF TREATMENT OUTCOMES

Language outcomes were assessed through the repetition of trained and non-trained stimuli (direct and indirect treatment effects) and in connected speech (generalization effect) elicited in a picture description task. Motor-speech ability and mood were assessed with adapted standardized test (see below). All the assessments were videotaped and verbal performance was transcribed in order to be analyzed by a different person than the therapist.

The primary outcome was the change from pre- to post-treatment in discourse informativeness (in percent CIU in connected speech). Speech samples were elicited in a description task of 15 complex line drawing pictures of several characters acting in daily situations. This number is well above the recommended minimum number of stimuli (5) (Brookshire and Nicholas, 1994) to ensure adequate test–retest stability of informativeness in people with aphasia. Moreover, in order to control for day-to-day variations within each evaluation period, the pictures were split into three groups of five to collect speech samples on three different days. Informativeness was scored with the help of the software, Cordial Analyseur (Synapse-Développement, 2010), for words’ counts.

Secondary outcomes were the changes from pre- to post-treatment in number of correct syllables in the trained and non-trained sentences. The productions were obtained in a repetition task of the audio-recorded Test-phrases in the normally spoken mode. No lip-reading was possible. Correct syllables were rated with 1 point and syllables with an error on a single phoneme were given 0.5 point, following the procedure of Racette et al. (2006).

In a first attempt to monitor changes in apraxia of speech with MIT and in absence of a validated test in French, we chose the Diadochokinetic rate subtest of the Apraxia battery for adults (ABA2, Dabul, 2000), the best validated diagnostic battery currently available. The task consists of rapid repetitions of syllables to assess motor-speech agility. We used the total score of this ABA2 subtest.

Finally, we assessed participants’ mood with the visual analog mood scales (VAMS, Stern, 1997). On each scale, drawings of two faces are connected with a vertical 10-cm line. One face has a neutral expression while the other represents a mood state (afraid, confused, sad, angry, energetic, tired, happy, or tense). Participants have to mark on the line how they feel. This test is particularly well adapted to patients with aphasia since it requires minimal verbal abilities. T-scores on the eight mood subscales of the VAMS served for this secondary outcome.

RESULTS

PRIMARY OUTCOMES – GENERALIZATION EFFECTS TO LANGUAGE IN CONNECTED SPEECH

Participants were considered as single cases (Figure 2). We compared participants’ mean informativeness score computed from the 15 picture descriptions before and after each treatment. In FL, the Wilcoxon signed-rank tests revealed a significant progression only from T1 to T2, that is, with MT (Z = −2.101, p = 0.036). In FS, there was a significant improvement only from T3 to T4, with MT (Z = −2.017, p = 0.044). In JPL, significant change was only found from T2 to T3, with MT again (Z = −2.329, p = 0.024). In sum, in all three participants, MT had a significant generalization effect in terms of informativeness in connected speech while RT and ST had not.
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FIGURE 2 | Informativeness in connected speech at each assessment time (T1–T4), before and after treatments (i.e., generalization effects). Error bars represent 95% confidence intervals. The star indicate pre–post-treatment differences in non-parametric statistical tests when p < 0.05. CIU: Correct information units.



SECONDARY OUTCOMES

Direct and indirect treatment effects

Test-phrases were repeatedly assessed at three different days (a, b, and c) within each evaluation period before and after treatments (Table 4 and Figure 3). A preliminary analysis with Friedman tests revealed no significant difference between the repeated assessments of each list of Test-phrases within the evaluation periods of each participant. Thus, the measures appeared to be stable before or after treatments and we compared pre- to post-treatment data with Wilcoxon tests based on the mean scores of the three repeated assessments of each treated (tr) and non-treated (ntr) Test-phrase.

Table 4 | Mean number of correct syllables per test-phrases (n = 10) before and after each treatment.
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FIGURE 3 | Speech accuracy in trained and non-trained Test-phrases before and after each treatment (i.e., direct and indirect effects). Columns represent the total number of correct syllables in 10 phrases produced in a normally spoken repetition task. The star indicate pre–post-treatment differences in non-parametric statistical tests when p < 0.05.



In FL, the number of correct syllables in trained Test-phrases improved significantly with all treatments (MT[T1–T2]tr: Z = −2.040, p = 0.041; RT[T2−T3]tr: Z = −2.431, p = 0.015; ST[T3−T4]tr: Z = −2.134, p = 0.033). The production of non-trained Test-phrases also improved significantly with MT (MT[T1−T2]ntr: Z = −2.383, p = 0.017) but not with RT or ST (RT[T2−T3]ntr: Z = −1.023, p = 0.306; ST[T3−T4]: Z = −0.178, p = 0.859). Because there were improvements both in trained and non-trained phrases with MT, we seek to determine if speech accuracy better improved on trained versus non-trained items with this therapy. We computed for each phrase the gain in number of syllables from pre to post MT, and we compared the mean syllable gain on trained stimuli with the mean syllable gain on non-trained stimuli. We found no significant difference between the two progressions (MT[T1–T2]tr–ntr: Z = −0.153, p = 0.878).

In FS, the number of correct syllables improved significantly with all treatments in trained and non-trained Test-phrases (MT[T3–T4]tr: Z = −2.666, p = 0.008; RT[T1–T2]tr: Z = −2.810, p = 0.005; ST[T2–T3]tr: Z = −2.668, p = 0.008; MT[T3–T4]ntr: Z = −2.245, p = 0.025; RT[T1–T2]ntr: Z = −2.809, p = 0.005; ST[T2–T3]: Z = −2.040, p = 0.041). The progression was significantly greater on trained phrases than non-trained phrases following RT or ST (RT[T1–T2]tr–ntr: Z = −2.398, p = 0.016; ST[T2–T3]tr–ntr: Z = −2.191, p = 0.028) but not with MT (MT[T3–T4]tr–ntr: Z = −0.833, p = 0.405).

In JPL, there was also a significant improvement on trained Test-phrases with all treatments (MT[T2–T3]tr: Z = −2.703, p = 0.007; RT[T3–T4]tr: Z = −2.807, p = 0.005; ST[T1–T2]tr: Z = −2.553, p = 0.011). Furthermore, the production of non-trained Test-phrases also improved significantly with MT and RT (MT[T2–T3]ntr: Z = −2.807, p = 0.005; RT[T3–T4]ntr: Z = −2.383, p = 0.017) but not with ST (ST[T1–T2]ntr: Z = −0.866, p = 0.386). The progression was significantly greater on trained phrases than non-trained phrases following RT (RT[T3–T4]tr–ntr: Z = −2.091, p = 0.037) but not with MT (MT[T2–T3]tr–ntr: Z = −1.614, p = 0.107).

In sum, all treatments had a significant direct effect in each participant. The indirect effect of MT was also significant and no weaker than its direct effect, while RT had a significant indirect effect in two of three participants and was weaker than its direct effect. In only one participant, ST had a significant indirect effect and it was weaker than the direct effect.

Measure of motor-speech agility

We used the published norms to determine if changes on the Diadochokinetic score were significant within and between evaluation periods (Dabul, 2000). No significant variation appeared in any participant, for any treatment according to the norms.

Mood

The participants scored within the norms at the eight-mood subscales of the VAMS (Stern, 1997), and there was no significant variation (i.e., more than 20 T-score points) during the study.

DISCUSSION

Our primary goal was to assess the relative contribution of rhythm and pitch in MIT’s generalization effect by comparing three treatments (MT, RT, and ST) differing only by the presence or absence of these two melodic features. Only the MT, which had both pitch and rhythm, had a significant effect on the informativeness of connected speech in the participants regardless of the treatment order. Furthermore, all three forms of therapies led to improvements on trained sentences (direct effect) but their capacity to generalize these gains to non-trained sentences (indirect effect) varied. The MT showed an effect on non-trained material that was as large as the direct effect. In the other treatments, the indirect effect, when significant, was weaker than the direct effect. Finally, the presence of rhythm (in RT) had an indirect effect in two of the three participants, whereas the treatment with no melodic elements (ST) was associated with indirect effect in only one participant.

The findings show that MT was the most effective in terms of generalization effects. It replicates the results of Schlaug et al. (2008, 2009) who found better language improvements in the connected speech of one participant with MIT compared to a control therapy that did not use the musical components. With three additional participants with Broca’s aphasia, our study further supports that the combination of rhythm and pitch is valuable to language recovery in MIT. Furthermore, we found that the addition of musical pitch to the rhythmic element was associated with generalization effect to connected speech, whereas the use of rhythm only did not.

The finding of indirect effects in all participants with MT and in two participants with RT is in apparent contradiction with the results of the two previous longitudinal studies investigating the differential role of rhythm and pitch in MIT. Stahl et al. (2013) showed improvements in trained phrases but not on non-trained stimuli in two groups of subjects who underwent a melodic or a rhythmic treatment. In a controlled single case study, Wilson et al. (2006) also found significant changes in phrases trained with intoned speech or with rhythmic speech, but not in non-trained verbal material. However, none of these participants was presented with diverse New-phrases during treatment sessions that are supposed to promote generalization in original MIT (Sparks, 2008; Zumbansen et al., 2014). In fact, in the study of Stahl et al., the control group of participants who were allocated to standard therapy improved on non-trained phrases. The standard therapy consisted of a wide range of language tasks and verbal stimuli. As stressed by several authors and expert panels, the variety of verbal tasks, stimuli, and contexts may well be a key factor in the generalization effect of a speech and language therapy approach (Thompson, 1989; Nadeau et al., 2008; Frey, 2013).

One important question is to understand how pitch and rhythm, when combined, lead to some generalized language improvements. Pitch processing engages right-lateralized cerebral activity (Peretz and Zatorre, 2005), while rhythm and temporality in simple singing has been associated with left hemispheric areas that are close to language centers (Jungblut et al., 2012). So far, better language recovery has been reported with the recruitment of left perilesional cortex rather than interhemispheric compensation in post-stroke aphasia (Heiss et al., 1999; Rosen et al., 2000; Heiss and Thiel, 2006; Anglade et al., 2014). Because intoned speech engages left perilesional areas to a greater extent than normal speech in participants with aphasia after stroke (Laine et al., 1994; Belin et al., 1996), one could hypothesize that rhythm in intoned speech could be responsible for this left-hemispheric activation, leaving the pitch component as relatively unnecessary. However, in light of our behavioral results, we suggest that pitch could act as a facilitator to effectively get access to reactivation of perilesional areas for language production. Pitch information adds a redundant cue to rhythmicity in the intoned-speech technique; the high pitch is produced on the stressed syllables, which are also pronounced on the longer note, while the low pitch is on the unstressed syllables and shorter notes. We propose that pitch changes could help processing the rhythmic patterns and bootstrapping the reactivation of rhythm- and language-related left-hemispheric areas, possibly through transcallosal pathways following the classical Hebbian axiom “neurons that fire together wire together”. More brain imaging studies are clearly needed to better understand the brain correlates associated with the beneficial effect of pitch and rhythm combination on generalized language recovery after stroke. It is most plausible that the brain mechanisms of MIT vary depending on individual factors, such as the lesion size and location. In this regard, longitudinal brain imaging data from two studies with original MIT have shown increased right-hemisphere activation and white matter plasticity in nine patients with large left hemisphere lesions (Schlaug et al., 2008, 2009) and Schlaug et al. (2009) have argued that using the right hemisphere for language processing might be the only option for language improvements in such patients. When reactivation of left language areas is not possible, the pitch element of MIT could be even more crucial.

Although the three participants of our study had quite similar clinical and demographic profiles, individual differences can not easily be ruled out in clinical studies. Among the participants, FS had the lowest level of education, the most severe aphasia, and he scored lower in reasoning, planning, and musical abilities, particularly pitch processing (see the subtest of the WAIS, the Tower of London, and the Abbreviated MBEMA in Table 2). FS had theoretically more room for improvement, whereas FL and JPL were probably closer to a plateau. This could explain why FS showed indirect effects with all treatments and benefited most from the MT. Interestingly, FS did improve with MT despite his low musical abilities, suggesting that severely affected patients without good musical abilities can still benefit from pitch and rhythm combination in MIT. Melodic aspects probably affect such patients differently than patients with preserved musical skills. Turning our attention on therapists, we speculate that the use of both melodic components in MIT (compared to rhythm only) could also better entrain the clinician in a favorable attitude toward the patient to facilitate speech production during sessions, by synchronizing all facilitation techniques (unison production, lip-reading, and hand-tapping) and by enhancing the common focus of both patient and therapist. Future studies could explore the impact of melody on the therapist engagement during therapy sessions, a point of view rarely addressed in speech and language therapy.

We did not find support here for the suggestion that the musical elements of MIT would improve patient’s mood and motivation. We did not capture any mood changes that were significant according to the norms of the VAMS (Stern, 1997), whether participants were pharmacologically treated for depression (JPL) or not (FL and FS). The potential mood mechanism of MIT is based on the fact that music has been shown to have a strong effect on emotions and mood (reviewed in Juslin and Vastfjall, 2008; Koelsch, 2010). Post-stroke depression is associated with greater degree of cognitive impairment and with lower cognitive recovery when controlling for the size of the lesion (Robinson et al., 1986) and music listening leads to better cognitive recovery along with a decrease of depressed and confused mood when compared to stories listening in post-stroke rehabilitation (Särkämö et al., 2008). It was suggested that the power of music on mood could explain a part of the beneficial effects of singing therapies on language recovery. Yet, the effect of music on mood has been shown in rich musical contexts, where subjects listen to, play, or sing real music pieces. In contrast, the musical content of MIT is made of few (usually only two) pitches, its rhythmical structure is poor and there is neither musical syntax nor harmony. A controlled experiment with healthy participants showed that the use of monophonic tones and isochronous beat alone had no significant impact on mood when compared to real musical pieces (Koelsch et al., 2010). Thus, the musical context of MIT might not be sufficient to elicit significant mood changes.

According to the motor-speech hypothesis of MIT’s effect (Zumbansen et al., 2014), the improvements in language production after MIT may be due to the reduction of apraxia of speech, one of the symptoms distinguishing Broca’s aphasia from other aphasic syndromes. It would explain why this specific form of aphasia responds well and consistently to MIT while other forms rarely do (AAN, 1994). In the present study, we did not capture any significant changes in motor-speech agility as measured by one of the sub-tests of the ABA2 (Dabul, 2000). Testing the motor-speech hypothesis of MIT is a challenge due to the lack of quantitative and unanimously accepted assessment tools for apraxia of speech (Ballard et al., 2000). The ABA2 is the best-validated clinical tool currently available. We chose the motor-speech agility subtest because it could be administered to French-speaking participants and we planned to use the norms to decide if changes would be significant. However, ABA2 is a diagnostic tool and it was not validated to detect changes over time in apraxia of speech. Moreover, it is surprising that no significant change was detected on this score when speech accuracy improved on non-trained phrases. For these reasons, we believe that the Diadochokinetic rate subtest of the ABA2 with its current norms is probably not sensitive enough to detect the changes in apraxia of speech with therapy. There is a need to develop sensitive, quantitative assessment methods of apraxia of speech that could be used at the individual level to document intervention-related progress.

Ours is the first study assessing the differential contribution of rhythm and pitch in a version of MIT that preserves all the basic generalization characteristics of the original protocol. As already mentioned, the mood and motor-speech hypotheses had never been assessed. Few speech and language therapies have been tested in such depth with regard to the mechanisms at work in language recovery effects. Given the high inter-individual variability in patients with aphasia, we chose a Latin square cross-over design to be able to compare participants with themselves. Interventions with carry-over effects, as is the case in our study, are theoretically not suited to this design type since periods of wash-out are necessary for the dependent variable to return to baseline before starting the next intervention phase. However, despite the carry-over effects, we were able to capture treatment-related differential improvements. We readily acknowledge that the best experimental design would have been a randomized controlled group study. However, due to the difficulty in recruiting large number of patients with aphasia, especially with the strict selection criteria we applied, it is somewhat unrealistic to investigate the finer aspects of treatment mechanisms in this way.

Finally, the version of MIT that we designed for experimental purposes gave good results at three levels of therapeutic effects with significant improvements on trained, non-trained, and connected speech in the three participants. Combining various verbal materials with a set of repetitive stimuli may constitute an interesting therapeutic mixed principle because it would allow the clinician to evaluate the best language gains achievable by a patient. If only direct effects are obtained in patients with the most severe language impairments, the clinician could focus on real palliative versions of MIT (i.e., that are designed to train a few ready-made useful sentences for the patients’ daily living), and this strategy could be used as a complement to communication-based approaches in speech and language therapy. However, before turning to a fully palliative approach, the mixed principle could allow some patients to show connected speech gains.
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Singing has been used in language rehabilitation for decades, yet controversy remains over its effectiveness and mechanisms of action. Melodic Intonation Therapy (MIT) is the most well-known singing-based therapy; however, speculation surrounds when and how it might improve outcomes in aphasia and other language disorders. While positive treatment effects have been variously attributed to different MIT components, including melody, rhythm, hand-tapping, and the choral nature of the singing, there is uncertainty about the components that are truly necessary and beneficial. Moreover, the mechanisms by which the components operate are not well understood. Within the literature to date, proposed mechanisms can be broadly grouped into four categories: (1) neuroplastic reorganization of language function, (2) activation of the mirror neuron system and multimodal integration, (3) utilization of shared or specific features of music and language, and (4) motivation and mood. In this paper, we review available evidence for each mechanism and propose that these mechanisms are not mutually exclusive, but rather represent different levels of explanation, reflecting the neurobiological, cognitive, and emotional effects of MIT. Thus, instead of competing, each of these mechanisms may contribute to language rehabilitation, with a better understanding of their relative roles and interactions allowing the design of protocols that maximize the effectiveness of singing therapy for aphasia.
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The relationship between singing and language impairment has been discussed in case studies and in the research literature for hundreds of years. One such case from 1745 CE presented an individual who had a putative stroke in the left hemisphere and was unable to speak, but was able to sing hymns and say certain rhythmic prayers (Dalin, cited in Benton and Joynt, 1960). Reports of many other individuals who were able to sing accurately and fluently with lyrics despite expressive language impairments prompted a study by Yamadori et al. (1977) to investigate singing ability in those with non-fluent (Broca’s) aphasia following stroke or head trauma in frontal regions of the left hemisphere. They found that most of their participants could sing the melody correctly, while about 50% of participants, including some with severe Broca’s aphasia, could sing the lyrics fluently and without errors. This remarkable dissociation between singing and language ability was accompanied in the literature by reports of an observed association between singing and language recovery. Over the years, clinicians reported the successful use of singing to assist aphasia rehabilitation (for example, Mills, 1904; Backus, 1945; Gerstman, 1964), and this eventually led to the first formalized singing treatment for aphasia – Melodic Intonation Therapy (MIT).

Melodic Intonation Therapy was introduced for English speakers in 1973 by Albert, Sparks, and Helm. Key features of the method include the intoning (singing) of common phrases at a slow pace with left hand-tapping, following a hierarchy of steps that eventually moves from singing to speech (Sparks and Holland, 1976; Helm-Estabrooks and Albert, 2004; Sparks, 2008). MIT has become well-known throughout the world and has been modified extensively by clinicians and researchers, including adaption to many other languages, cultures, and even other disorders of speech and language (for example, Marshall and Holtzapple, 1976; Goldfarb and Bader, 1979; Miller and Toca, 1979; Van Eeckhout et al., 1982; Neumeister et al., 1983; Seki and Sugishita, 1983; van der Lugt-van Wiechen and Visch-Brink, 1989; Popovici and Mihilescu, 1992; Helfrich-Miller, 1994; Carroll, 1996; Carlomagno et al., 1997; Baker, 2000; Bonakdarpour et al., 2003; Hough, 2010; Vines et al., 2011; Conklyn et al., 2012). Yet despite its ubiquity, a number of key questions regarding MIT remain unanswered: How effective is the method? In what contexts does it work? Which components of the method are critical? What mechanisms are involved?

Previous MIT and singing therapy studies have attempted to answer these questions, but have been limited by a number of factors. Both the difficulty in obtaining homogeneous participant samples and the time and resultant cost to implement the MIT protocol have led to a proliferation of case studies or very small patient samples. The heterogeneity of approaches, all of which have been labeled MIT, often prevents direct comparison across these case studies and small samples. Although a significant number of publications now suggest that MIT and some modifications of MIT promote improved language function, the overall quality of this evidence remains poor (Hurkmans et al., 2012; van der Meulen et al., 2012). While the existing research appears to be sufficient to answer the basic question of whether MIT works, the questions of (i) how well it works, in terms of its effect size and in comparison to other treatment options, (ii) when it works, including for which patient groups and treatment protocols, and (iii) why it works, are all still open to debate. Carefully designed studies and randomized controlled trials will provide some of the answers being sought, and several research groups are currently working toward this end (Schlaug et al., 2008; van der Meulen et al., 2012).

In the midst of these unanswered questions, the existing literature provides a significant amount of speculation about which components of the MIT protocol might be essential and what mechanisms of action might be linked to those components. Unfortunately, few studies have attempted to systematically address these issues. Opinions about the utility of the various features of MIT and possible mechanisms of action have been articulated primarily in the discussion sections of relevant research articles. However, as new MIT studies including both behavioral and neuroimaging components have emerged along with relevant findings in both music neuroscience and neurorehabilitation, it would be useful to reassess the existing theories against the available evidence. Several recent reviews have focused primarily on the MIT method (Norton et al., 2009), protocol variations (Zumbansen et al., 2014), and efficacy (Hurkmans et al., 2012; van der Meulen et al., 2012), with somewhat limited discussion of the putative mechanisms of MIT. The aim of the current review is to examine these putative mechanisms in detail, synthesize the existing evidence, and suggest directions for future basic and clinical research.

CONTEXT FOR THIS REVIEW

As mentioned previously, the principal components of MIT are melodic intoning (on a minor third or a simple melody), the use of common, formulaic phrases and sentences, left hand-tapping, and slow rhythmic verbalization (usually one syllable per second, although slower durations or more varied rhythms have also been used; see Sparks et al., 1974; Laughlin et al., 1979). Early explanations for the effects of MIT centered around the notion that the musical components of MIT, particularly the intoning, might promote the use of the right hemisphere for language production (Albert et al., 1973) or allow the right hemisphere to better support residual left-hemisphere function (Sparks et al., 1974; Berlin, 1976). However, other possible explanations were put forward, such as the motivational impacts of MIT (Sparks et al., 1974). The originators of MIT were careful to point out that a psychological mechanism could play a role, but was “probably too simplistic an explanation” (Sparks et al., 1974). Their method papers also suggest that notwithstanding some degree of clinical flexibility, adherence to the general methodology, including each of the principal MIT components, is necessary for successful treatment (Sparks and Holland, 1976). Presumably, they felt that each of these components had an important role in the therapy’s effects.

Despite these early views, many discussions of MIT over the past decades have taken a reductionist approach to the therapy, sometimes suggesting that careful research should determine which component is responsible for its therapeutic effects. For example, one of the significant debates in the MIT literature is whether rhythm or melody is the effective component (or more effective component). The most common finding in both cross-sectional speech facilitation studies and longitudinal treatment studies that attempt to parse melodic and/or rhythmic components is that rhythm, rather than melody, may account for most of MIT’s effects (Boucher et al., 2001; Stahl et al., 2011, 2013). However, although rhythm clearly plays a fundamental role in MIT and the role of melody is still somewhat ambiguous, it may be an oversimplification, or at least premature given the available evidence, to assume that rhythm alone can account for observed treatment effects in their entirety. While the importance of fundamental research to better understand the contribution of individual MIT components should not be underestimated, we believe that a reductionist interpretation of fundamental research should be avoided. For example, given the inherent rhythmicity of singing and the pitch contours intrinsic to rhythmic speech, fully separating the rhythmic and melodic components of MIT may not be possible, thereby limiting the interpretation of studies that compare the effects of melody and rhythm. In addition, potential interaction effects between components, or indirect contributions of components to therapeutic efficacy, may not be accounted for when considering the role of each component separately, especially with a limited number of outcome measures.

In a similar manner, the search for specific mechanisms of action has often been simplified into a contest between two opposing views: right-hemisphere versus left-hemisphere facilitation. For instance, does MIT promote up-regulation of neural activity in the right-hemisphere language homologs or up-regulation of neural activity in perilesional left hemisphere? Since there is some evidence for each of these views, along with several other potential mechanisms, it seems that searching for a single explanatory mechanism that underpins the effects of this therapy is unlikely to be fruitful. It may be that different mechanisms are in operation across different individuals, based on pre-morbid factors (such as genetics and musicianship), lesion factors (such as location, size, time since onset), and syndrome factors (aphasia vs. aphasia with apraxia of speech, dysarthria, etc.). It may also be that various mechanisms are operating synergistically. Within the literature to date, proposed mechanisms can be broadly grouped into four categories: (1) neuroplastic reorganization of language function, (2) activation of the mirror neuron system and multimodal integration, (3) utilization of shared or specific features of music and language, and (4) motivation and mood. We propose that these mechanisms are not mutually exclusive, but rather represent different levels of explanation, reflecting the neurobiological, cognitive, and emotional effects of MIT. The evidence for our proposal and for the various individual mechanisms is reviewed below.

NEUROPLASTIC REORGANIZATION OF LANGUAGE FUNCTION

The use of MIT to facilitate language reorganization in the brain is by far the most discussed putative mechanism. The first attempt to provide a neurobiological explanation for MIT’s effects was the early hypothesis, mentioned above, that the musical components promote right-hemisphere involvement in language processing. This hypothesis was based on behavioral data available at the time that indicated right-hemisphere lateralization for music processing (for example, Kimura, 1964; Bogen and Gordon, 1971). It was supported by the finding that individuals with intact right hemispheres had better outcomes after receiving MIT than those with bilateral lesions (Naeser and Helm-Estabrooks, 1985). Recent functional and structural neuroimaging cases from Schlaug and colleagues also provide some support for this hypothesis. They found an increase in right-hemisphere language activation and improved language production following MIT in two patients (Schlaug et al., 2008). They also reported increased volume of the right arcuate fasciculus, a white-matter tract connecting temporal and frontal language regions, after intensive MIT (Schlaug et al., 2009; Zipse et al., 2012). In addition, MIT combined with anodal transcranial direct current stimulation over the right inferior frontal region (to increase brain excitability) led to greater language improvements than MIT with sham stimulation (Vines et al., 2011). These studies, spanning a number of different modalities, suggest right-hemisphere involvement in MIT-mediated language recovery.

However, a number of other studies have reported contradictory results. A PET study in a group treated with Thérapie Mélodique et Rythmique (TMR), the French version of MIT, suggested that TMR phrases actually led to left-hemisphere language activation, while normal speech led to homologous right-hemisphere activation (Belin et al., 1996). In a magnetoencephalography study of two cases, MIT led to increased left-hemisphere activation in both cases and divergent changes in right-hemisphere activation (Breier et al., 2010). In the individual who showed improvement with MIT, right-hemisphere activation decreased, while in the individual who showed no improvement, right-hemisphere activation increased. This same pattern of divergent functional activation patterns (using pre- and post-fMRI) and language outcomes after MIT was seen in two recent cases reported by Al-Janabi et al. (2014). They found decreased right-hemisphere activation in the individual who showed language improvements, despite the use of excitatory repetitive transcranial magnetic stimulation (rTMS) in the right hemisphere. Furthermore, Laine et al. (1994) described a patient who showed increased left-hemisphere activation after MIT without a right-hemisphere decrease, and this patient did not respond to the treatment. This is consistent with Belin et al.’s (1996) interpretation in their imaging study that right activation reflects maladaptive language processing associated with persistent aphasia.

This debate mirrors a broader ongoing debate in the aphasia literature about the role of the right hemisphere in language recovery. A substantial body of research has shown that areas of the brain that are normally less involved in some language tasks, particularly in the right hemisphere, may be activated to a much greater extent following left-hemisphere insult (for example, Saur et al., 2006; Richter et al., 2008). However, the timing of this right-hemisphere involvement and the extent to which it reflects beneficial functional reorganization are still controversial. Currently, it is thought that right-hemisphere activation occurs commonly in the post-acute phase, with a return to perilesional left-hemisphere activation over the following months reflecting optimal language recovery or successful rehabilitation (Saur et al., 2006). Yet, some imaging studies have shown activation in right-hemisphere language homologs in chronic aphasia. This may be reflective of ongoing disfluency (Naeser et al., 2004), but in some cases, it appears to be predictive of future neuroplastic reorganization and rehabilitation gains (Richter et al., 2008) or even the result of successful rehabilitation (Crinion and Price, 2005).

Such reorganization and its relationship to functional language outcomes appear to be dependent on a number of factors, including the size and location of the lesion and the related severity of aphasia (Marchina et al., 2011; Wang et al., 2013). In the case of a small lesion in the language-dominant (typically left) hemisphere, areas surrounding the lesion may be more likely to take over the function of the affected language region. Alternatively, in the case of a large lesion, homologous regions in the opposite hemisphere may take on language functions (Crosson et al., 2007b). As Schlaug et al. (2009) have argued, using the right hemisphere for language processing might be the only option for individuals who have large left-hemisphere lesions. It seems that both hemispheres can contribute to functional language under some circumstances, whereas activation in either hemisphere can inhibit good recovery in others (Crosson et al., 2007b; Winhuisen et al., 2007; Turkeltaub et al., 2012). Within the right hemisphere of a single individual, some activation could be helpful and other activation detrimental. Evidence suggests that within the inferior frontal gyrus, inhibition of the right pars triangularis using rTMS contributes to language improvement, while inhibition of the right pars opercularis contributes to language disturbance (Naeser et al., 2005; Turkeltaub et al., 2012).

Given the large degree of variability in language reorganization both during spontaneous recovery and following various treatments, the existing contradictory findings in the MIT literature are not so surprising. The cases reported in the literature are far from homogeneous with regard to the time since the lesion, the size of the lesion, or the location of the lesion. In addition, both genetic and environmental factors, such as music training, can influence neuroplastic capacity (discussed in Merrett et al., 2013). If MIT is able to promote neuroplastic reorganization of the language network, it must do so within the context of these individual differences. The same therapy could lead to different patterns of structural and functional neuroplasticity across individuals who had different brain structure and function to start with. A highly relevant example is the way that the relationship between the singing and language networks in the brain is modulated by singing expertise (Wilson et al., 2011). Since MIT is a singing-based therapy, this variable relationship between the singing and language networks could potentially influence both the efficacy of MIT and the resulting language reorganization. Unfortunately, singing expertise has not typically been thoroughly evaluated in MIT studies to date.

It should also be noted that the results of neuroimaging studies of aphasic language function, both within and outside the MIT literature, should be interpreted in light of the type of language task used for functional imaging and the therapy protocol. A significant body of evidence (reviewed in Van Lancker Sidtis, 2012) indicates that formulaic language production depends on right-hemisphere and subcortical regions, in contrast to the generation of more spontaneous language, which typically depends on the left hemisphere. Formulaic language includes common, highly stereotyped expressions, which are generally used contextually and stored as a unit in memory (Van Lancker Sidtis, 2012). Differences in the degree of formulaicity in functional imaging tasks both between and within studies may significantly impact the lateralization of activation. The use of non-propositional language tasks during functional imaging, such as counting or repeating everyday phrases, may lead to greater right-hemisphere activation than tasks that are more generative in nature. Stahl et al. (2013) suggested that these task-based differences in language lateralization may account for the existing imaging findings. More generally, they also proposed that the use of right-hemisphere language regions could be a function of intensive training of formulaic phrases in MIT, providing an alternative hypothesis to that of music-based promotion of right-hemisphere activation. Formulaic phrases, such as “good morning,” “cup of coffee,” and “How are you?” are often used in the early stages of MIT, and these may be the only phrases that are trained in individuals with severe aphasia who are unable to progress to more complex material. Even if the MIT phrases in a given protocol include less formulaic material, such phrases may become like speech formulas over time with intense repetition. Although the MIT protocols discussed by Sparks (2008) and Helm-Estabrooks and Albert (2004) suggest using a broad range of material to ensure that there is little repetition, the phrases used in MIT are typically highly repetitive in practice. In conjunction with the individual differences mentioned above, the role of formulaicity may explain many of the disparities in previous neuroimaging studies.

It has often been assumed that MIT must have a common mechanism (across all treated individuals with aphasia) by which it promotes language reorganization, such as the exploitation of right-hemisphere music processing regions for language or the use of right corticostriatal formulaic language circuits. While it is likely correct that MIT is effective in activating any intact brain regions that are involved in music processing (both right and left) as well as those involved in formulaic language, the assumption that there is a common neuroplastic mechanism and/or that this mechanism is musical or linguistic in nature may be flawed. Rather than depending on the musical or linguistic components to promote a specific type of language reorganization, it may be that MIT can help to promote neuroplasticity of the language network more generically, simply because it allows individuals with aphasia to practice language production intensely. Evidence suggests that treatments that promote intense, complex practice can effectively induce neuroplasticity (Green and Bavelier, 2008; Kleim and Jones, 2008). Other aphasia rehabilitation strategies that have demonstrated some positive effects, such as intensive language–action therapy, are based on such principles (Difrancesco et al., 2012). Furthermore, a significant relationship between intensity and speech and language outcomes was found when existing treatment studies were reviewed (Bhogal et al., 2003). MIT may make language production easier (discussed further below) and thereby encourage intense practice, which could in turn lead to training-induced reorganization.

In sum, evidence from a variety of neuroimaging studies demonstrates that MIT can promote both functional and structural neuroplasticity. It remains unclear how induced neuroplastic change interacts with individual patient characteristics and whether this neuroplasticity is directly related to specific components of the therapy. It is worth noting that the recommended “ideal candidate” for MIT has a language profile that includes poor repetition, paucity of output, and stereotypic utterances (Sparks et al., 1974). Given this profile, the ideal candidate for MIT is likely to be an individual with severe aphasia and a large anterior left-hemisphere lesion. However, many MIT studies are carried out with participants who do not meet the criteria for ideal candidates and who have large variations in lesion size and location, including those with small lesions and only mild to moderate non-fluent aphasia. Different mechanisms may be involved across individuals who have excellent responses to MIT and/or meet the ideal candidate profile versus those who only show a partial response or have different language impairment profiles. The relationship between neuroplastic mechanisms, individual factors, and clinical outcomes needs further exploration. In addition to advancing our understanding of brain plasticity and individual differences, future work addressing these questions will be of great value clinically.

OBSERVATION, IMITATION, INTEGRATION, AND THE MIRROR NEURON SYSTEM

Melodic Intonation Therapy is a multimodal therapy, as the therapist provides both an auditory and visual model for the patient, and the protocol contains elements of observation, imitation, and synchronization. A number of different hypotheses have been raised as to how these aspects of the therapy might explain its effects, although these have not been subjected to direct empirical investigation. These hypotheses include: (1) a proposal by Schlaug et al. (2008) that the left hand-tapping used in MIT engages a right sensorimotor integration network in which hand and articulatory movements are closely linked and (2) a proposal by Racette et al. (2006) that the synchronized singing in MIT could promote activation of an “auditory–vocal interface” to improve articulatory motor function. What links these hypotheses together as a category of putative mechanisms is their connection to integration/association functions of the brain and possibly the human mirror neuron system.

Left hand-tapping has been considered a crucial component of the MIT protocol since its inception, although a number of cases have successfully used a modification of MIT without the tapping (for example, Hough, 2010). In their case study, Goldfarb and Bader (1979) demonstrated improvements in phrase repetition using intonation alone compared to normal speech, but hand-tapping appeared to further improve performance. A number of potential mechanisms have been proposed for this MIT component, including enhancement or reinforcement of the rhythmic aspects of MIT and pacing of speech (both discussed below), as well as the up-regulation of right-hemisphere activity related to articulation through sensorimotor coupling. From theoretical, neurophysiological, and behavioral perspectives, speech and language are strongly linked to hand motor control (Meister et al., 2003, 2006; Binkofski and Buccino, 2004; Gentilucci and Dalla Volta, 2008). Based on such findings, Schlaug et al. (2008) have hypothesized that left hand-tapping could activate a right-hemisphere sensorimotor network that is used for articulatory movement. Articulation is often impaired in individuals with non-fluent aphasia because of comorbid motor speech disorders such as apraxia of speech and dysarthria. Given the close proximity of oral and hand movement representations in the motor control system, Schlaug et al. proposed that hand-tapping could lead to a priming effect for orofacial and articulatory movements. Lending indirect support to the idea, an unrelated study has demonstrated that completing a complex, non-symbolic left hand movement in conjunction with naming led to improved performance and increased right-hemisphere activity in aphasic individuals (Crosson et al., 2007a, 2009). The reasoning behind this treatment was that it might activate intention mechanisms in the right frontal lobe and thereby prime right-hemisphere language activity. Another proposal regarding hand-tapping is that the sound of the tapping may promote sensorimotor integration, i.e., a neurobiological coupling between the sound and the co-occurring hand and articulatory actions (Lahav et al., 2007; Schlaug et al., 2008). Such sensorimotor integration has often been linked theoretically and neuroanatomically to the putative mirror neuron system (Lahav et al., 2007).

Mirror neurons are neurons that exhibit multimodal response properties – they are stimulated by certain actions whether those actions are being performed or being perceived (visually or aurally). Recent work, such as Mukamel et al. (2010), demonstrates that neurons with mirror properties occur widely throughout the brain; however, it is widely held that humans have a “mirror neuron system” which consists of specific neural regions including the premotor cortex, inferior frontal gyrus, and inferior parietal areas (Iacoboni and Mazziotta, 2007). While the functions (and even the existence) of a mirror neuron system in humans have been hotly debated, the evidence appears strong that inferior frontal and inferior parietal regions, among others, are activated both in the observation (seeing and/or hearing) and the execution of known actions (Buccino et al., 2001; Gazzola and Keysers, 2009). Such findings have been enthusiastically applied in clinical neuroscience rehabilitation paradigms (Ertelt et al., 2007; Celnik et al., 2008; Bang et al., 2013). For example, Ertelt et al. (2007) combined physical practice with action observation of purposeful hand and arm movements (using video) for upper arm rehabilitation after stroke. They found a significant improvement over controls who completed physical practice only. The results have been attributed to activation of the mirror neuron system, particularly after neuroimaging of object manipulation before and after action observation treatment showed increased activity in parieto-frontal areas considered core regions of the system.

Whether there is an actual mirror neuron system or a more general perception–action integration network in the brain, this mechanism has been proposed to explain the positive effects of MIT (Racette et al., 2006; Overy and Molnar-Szakacs, 2009). The MIT protocol provides the patient with a visual and auditory model to observe, to imitate, and to synchronize with. If observation, imitation, and synchronization of singing or intoned speech are interacting with a neural perception–action integration system, they might be expected to impact motor aspects of speech most strongly (Fadiga et al., 2002; Wilson et al., 2004). Indeed, some of the benefits of MIT are perhaps attributable to improvements in speech articulation (Sparks and Holland, 1976; Wilson et al., 2006) that subsequently lead to improvements in language output. Racette et al. (2006) compared word production and intelligibility in individuals with aphasia when singing and speaking both alone and with an auditory model. They found that choral singing (with a model) led to better word intelligibility than singing alone or choral speaking. Although the advantage of choral singing over choral speaking may be explained at least in part by the slower rate of production in singing than in natural speech, there is still a distinct advantage for singing along compared to singing alone that is unrelated to tempo. The authors suggest that this may be due to activation of a right-hemisphere “auditory–vocal interface” or mirror neuron system, as the improvements appear to depend on the opportunity to sing together and synchronize with an auditory model.

Such a mechanism would not be specific to MIT or singing, but rather, would apply more generally to any speech/language therapy that provides similar multimodal modeling or synchronization opportunities. Fridriksson et al. (2012) recently found that mimicking an auditory–visual speech model induced significantly greater speech output and fluency than an auditory-only model or spontaneous speech in a group of individuals with non-fluent aphasia and concomitant apraxia of speech. If this mechanism alone could account for MIT’s effects, MIT may not offer benefit beyond other multimodal therapies. However, Racette et al. (2006) suggested that the left-hemisphere lesions that typically lead to aphasia may impair the left-hemisphere auditory–vocal interface involved in generative speech, while the intact right-hemisphere auditory–vocal interface may be more responsive to singing or formulaic speech. If so, this could explain why MIT, which includes singing common phrases, would be better placed than other therapies to take advantage of such a system. It is worthwhile noting that singing or intoning activates a bilateral fronto-temporal network that overlaps with the putative mirror neuron system to a certain degree (Ozdemir et al., 2006; Kleber et al., 2007; Wilson et al., 2011). Nonetheless, there is no direct evidence that MIT leverages this system through intonation or hand-tapping. Further investigation into the role of the mirror neuron system in singing, in articulatory motor function, and in language rehabilitation more generally is clearly warranted and may provide insight into the neurobiological mechanisms underlying MIT.

SHARED OR SPECIFIC FEATURES OF MUSIC AND LANGUAGE

One of the current debates in the literature is the extent to which music and language overlap in terms of their neural representation and processing. While differences between the two cannot be denied, there are features that are shared at least superficially by music and language, such as pitch, rhythm, timbre, and syntax (reviewed in Patel, 2008). These shared features have prompted proposals that there could be common processing pathways for music and language, such as Patel’s shared syntactic integration resource hypothesis (Patel, 2003). The idea of common processing pathways for language and music provides a potential cognitive mechanism for MIT that is clearly linked to some of the neuroplasticity hypotheses discussed above. MIT could take advantage of the shared features of music and language, such as pitch and/or rhythm, to access language indirectly through music processing pathways. This is a somewhat controversial proposal. For example, there is significant neuropsychological evidence for modularity of the two systems, with evidence of clear dissociations between language impairment and music impairment (Peretz and Coltheart, 2003; Peretz, 2009). Logically, the more cognitive overlap between music and language, the more likely that dysfunction in the language system would be accompanied by dysfunction in music processing as well. To date, a fully coherent explanation is lacking for how intoning or singing could overlap cognitively with the language network in such a way that it would be independent enough to remain intact despite damage to the language network but interdependent enough to take on language function.

Two possible arguments for this mechanism come from the research literature comparing speaking and singing. First, both speaking and singing are known to be processed bilaterally in the brain, using proximal regions that appear to overlap to a large degree, but with speaking more left lateralized and singing more right lateralized (Jeffries et al., 2003; Brown et al., 2006; Callan et al., 2006; Ozdemir et al., 2006). It appears that sung word production may be less reliant on the left-hemisphere language network than spoken words, even when lyric type and tempo are taken into account. This difference in lateralization may provide the means whereby language functions could co-opt relevant right-hemisphere regions of the singing network in the presence of a left-hemisphere lesion. However, this is difficult to reconcile with the bulk of the neuroimaging findings after MIT treatment presented above. Another study that has investigated the neurocognitive relationship between singing and speaking provides an alternative argument by considering the role of expertise (Wilson et al., 2011). These researchers found that singing expertise is associated with a decoupling of the singing network from the language network, with more focal, left lateralized functional activation for singing that is proximal but posterior to language activation. When considered in conjunction with putative neuroplasticity mechanisms, this raises a number of hypotheses, including (1) that MIT would be more effective in individuals with previous singing experience who have already developed a specialized singing network or (2) that through regular singing practice, MIT could promote the development of a more “expert” singing network that would occupy left-hemisphere perilesional regions. The first hypothesis is indirectly supported in the existing literature, given that Wilson et al. (2006) found that MIT was more effective than rhythmic speech in their case study of a trained musician, while Stahl et al. (2013) did not find an advantage of singing over rhythmic speech in a group of non-musicians. Additional studies are needed to disentangle the relationship between music and language in aphasia and in MIT relative to expertise. Despite being poorly understood, it is possible that an intact singing network would best facilitate language production.

Another set of hypothesized mechanisms steers clear of this debate about shared cognitive processing and simply suggests that specific features of music and/or language can facilitate speech production. A range of possible beneficial effects of the melodic and rhythmic components of MIT has been suggested. For example, Racette et al. (2006) suggested that singing or intoning phrases may provide more time for motor planning and execution than normal spoken language. This could make production more fluent and allow less demanding rehearsal. Lending support to this idea, Laughlin et al. (1979) showed that longer syllable lengths in MIT increased the number of correct phrases produced by patients with non-fluent aphasia. Other studies in dysarthric speakers have indicated that pacing and intervention techniques that reduce speech rate can improve intelligibility, although the exact relationship between speech rate and intelligibility is uncertain (for example, Yorkston et al., 1990; Pilon et al., 1998; Hustad et al., 2003). It may be that the slower articulation of singing benefits some patients, while being less helpful for others (Racette et al., 2006). In another example of a possible effect of melody, Wilson et al. (2006) found a long-term benefit for the production of rehearsed phrases that had a melodic and rhythmic component over those with only a rhythmic component in a musically-trained individual with aphasia. They proposed that the melodic component may have promoted separate representation in memory, leading to superior phrase encoding and retrieval.

Other rhythmic aspects of MIT have also been implicated as facilitators. In the TMR protocol (French version of MIT), word accentuation is greatly emphasized, despite the fact that French does not have the language element of lexical stress, creating a strong sense of rhythm (Van Eeckhout et al., 1982). Singing may be more rhythmic than speech, at least in French. The hand-tapping and steady rhythm used in MIT could also act as a metronome, as pacing is known to be beneficial with articulatory impairments (Brendel and Ziegler, 2008). In their study of the facilitatory effects of singing on aphasic speech, Racette et al. (2006) suggest that increased temporal regularity may be an alternative or additional explanation as to why singing along with a model is more beneficial than speaking along in a syllable-timed language such as French. As a final point regarding rhythmic facilitation, Stahl et al. (2011) suggested that rhythm may be particularly useful in facilitating speech for aphasic individuals who have large basal ganglia lesions. The benefits of rhythm for speech production were evident in this group, whereas a group with no or small lesions in the basal ganglia did not show a rhythmic facilitation effect, suggesting once again a possible interaction between mechanisms and patient variables such as lesion size and location.

In addition to musical features such as melody and rhythm that might act as facilitators, the use of a specific type of language within the therapy may also play a significant role. In the early stages of MIT, most therapists use common, high-probability phrases (Helm-Estabrooks and Albert, 2004). Although the stated goal of the therapy is to improve generative language, the incorporation of formulaic phrases into a functional vocabulary for the patient may become a treatment objective in and of itself, particularly for individuals with severe aphasia. This has been described as palliative use of MIT by Zumbansen et al. (2014). Whether or not the restoration of generative language function is the goal, the use of formulaic phrases may facilitate language by tapping into corticostriatal regions implicated in formulaic, non-generative language (Van Lancker Sidtis, 2012). This language feature may also interact with a number of putative mechanisms of action, including promoting the use of right-hemisphere language regions (as discussed above, Stahl et al., 2013) and motivating patients (discussed below).

MOTIVATION, MOOD, AND AROUSAL

Although regarded as “probably too simplistic an explanation” (Sparks et al., 1974), a potential role for psychological or emotional mechanisms in the efficacy of MIT should not be discounted. These putative mechanisms have received far less attention in the MIT literature, but indirect evidence suggests that they may be highly significant. Singing is a pleasurable and non-threatening way for individuals with aphasia to express themselves vocally, which may help to enhance motivation to continue with an intensive therapy regimen (Racette et al., 2006). A substantial literature exists regarding the use of music as a motivator in sport and exercise, where it can lead to increased output and endurance (Karageorghis and Priest, 2011). This may also occur in the rehabilitation domain, as internal motivation has been shown to be a strong predictor of rehabilitation adherence (Chan et al., 2009). Music therapy has even been used successfully with mental health clients with low motivation for other therapies (Gold et al., 2013). Such studies imply that music might be intrinsically motivating. Neurobiological evidence for a relationship between music and motivation comes from studies showing that pleasurable experiences during music listening activate the brain’s reward/motivation circuitry (Blood and Zatorre, 2001; Menon and Levitin, 2005) and are associated with striatal dopamine release, a neurotransmitter associated with pleasure, motivation, and reward (Salimpoor et al., 2011). Outside of the music domain, the use of formulaic phrases in the early stages of MIT might also enhance motivation, given that these are usually highly familiar and desirable phrases to rehearse, and may even be chosen in conjunction with the patient. Although motivation has not been studied directly in MIT, our own experience is that patients with aphasia report being highly motivated by MIT and have been able to successfully complete intense daily therapy sessions.

As a musical form of language rehabilitation, MIT could potentially harness not only music’s capacity to engage and motivate, but also its ability to influence mood in a positive direction (Pelletier, 2004; Västfjäll et al., 2012). Simply listening to music has been shown to improve negative mood in both healthy adults (Boothby and Robbins, 2011) and in stroke patients (Särkämö et al., 2008; Kim et al., 2011). Active music making, such as singing, also increases positive mood, decreases negative mood, and positively influences biochemistry (Kuhn, 2002; Unwin et al., 2002; Grape et al., 2003; Kreutz et al., 2004). Although it has not been empirically assessed to date, the influence of MIT on mood and motivation may explain some of its efficacy. The use of rehabilitation therapies, such as singing, that can jointly influence both language function and mood might be of great import in the treatment of post-stroke aphasia, since low mood and clinical depression are common comorbidities of stroke (Robinson, 2003; Berthier, 2005).

CONCLUSION

The various mechanisms discussed above provide possible explanations of MIT’s effects, spanning neurobiological, cognitive, and emotional domains. Previous discussions regarding MIT have often presented these mechanisms as competing hypotheses, requiring a definitive answer as to which (one) mechanism is causal. However, given the direct evidence for many of these hypotheses and the indirect evidence for others, we take the opinion that, broadly speaking, these are different levels of explanation rather than competing explanations, and they reflect the diverse ways that MIT and its various components can influence speech and language rehabilitation. In almost every case, these are not mutually exclusive hypotheses, and each could contribute to the overall effect of MIT.

This may explain why MIT has been considered an effective treatment option by many clinicians, despite the lack of carefully controlled evidence and the uncertainty as to the mechanisms involved. As mentioned previously, other speech and language therapies have been developed that are based on or explained by many of the mechanisms discussed here, including constraint-induced aphasia therapy, a form of intensive language–action therapy (Pulvermüller et al., 2001; Difrancesco et al., 2012), speech entrainment (Fridriksson et al., 2012), and intention treatment (Crosson et al., 2009). The reported success of these treatments lends credibility to the proposal that similar mechanisms underlie successful treatment with MIT. However, unlike therapies with a single target mechanism, MIT may be uniquely placed to take advantage of many of these mechanisms of action simultaneously. There are three potential implications of this that will be discussed here and that we believe should be the focus of future research.

First, the use of multiple mechanisms could have an additive effect, making MIT a more efficient and/or effective treatment than therapies that target one mechanism. Ideally, the overall effectiveness of MIT compared to other treatment options would be evaluated with large-scale randomized controlled trials, some of which are reportedly underway. Yet, given the difficulty in obtaining this kind of evidence in heterogeneous aphasia populations, other methodologically rigorous methods of comparing MIT efficacy to that of other therapies should be sought. Using research participants with aphasia as their own controls is one possible option. The major caveat to this approach is the potential for carry-over or delayed treatment effects, but careful designs should minimize the problem. Despite concerns regarding generalizability to the larger clinical population, even single cases can help to address this issue if the study designs and statistics used are appropriate (Howard, 1986; Beeson and Robey, 2006). Few studies to date have directly compared MIT with other treatments, and statistical analysis and effect sizes have typically not been included in MIT case studies or case series. These shortcomings in the existing literature should be rectified in future studies so that questions about whether MIT is a more effective treatment can be appropriately addressed.

Second, the use of a variety of mechanisms could make MIT a more flexible treatment for a larger variety of patients, with the use of different mechanisms dependent on individual patient variables. As noted above, MIT was initially designed to treat non-fluent aphasia patients with a specific language profile; however, MIT has now been used to treat a large number of different speech and language disorders, particularly apraxia of speech and disorders of articulation. Furthermore, MIT has shown benefits to patients with vastly differing lesion locations, lesion sizes, severities of aphasia, and language profiles (but see Zumbansen et al., 2014, for a dissenting view). It may be that the wide variety of mechanisms of action confers flexibility on the therapy, making it functional for a number of different disorders or language profiles that would benefit from different mechanisms. A “one-size fits all” approach to speech and language therapy is unlikely to be fruitful and thus is not particularly desirable, whereas clinical constraints and practical considerations would suggest that broadly applicable therapeutic techniques are of value.

Third, the various proposed mechanisms of action in MIT could have a synergistic effect. Evidence from the basic neuroscience literature suggests likely interactions between the various mechanisms implicated in MIT. For example, neuroplasticity is negatively influenced by stress and depression (reviewed in Pittenger and Duman, 2007). As mentioned previously, mood disorders are often comorbid with post-stroke aphasia. If MIT is able to positively influence mood, then treatment-induced neuroplasticity may also be enhanced. Koelsch (2009) has also suggested that emotional processes modulate mirror neuron system activity, potentially linking these two putative MIT mechanisms. Other examples, already discussed elsewhere in this review, include the relationship between cognitive and neurobiological mechanisms and the role of motivation in facilitating intense training that could mediate neuroplasticity. Both the specific musical features of MIT and the communicative content, such as formulaic phrases, may interact with motivation and mood mechanisms. In short, these neurobiological, cognitive, and emotional mechanisms could certainly influence each other, and may lead to different, and perhaps greater, treatment effects than if they were to act in isolation.

Consideration of the mechanisms involved in MIT leads to many questions that can and should be further investigated, including the nature of MIT-induced neuroplasticity, the role of the mirror neuron system, the interaction between underlying cognitive processes for music and language, the role of phrase formulaicity, the relative contribution of mood and motivation, and the facilitatory effects of various musical and non-musical MIT components. However, we suggest that regarding these as competing mechanisms may not be the most fruitful approach to understanding this multi-faceted therapy. Although prior research has aimed to clarify which MIT component and/or mechanism is responsible for its effects, this review advocates for multiple and perhaps synergistically acting mechanisms. Multivariate research methods that can take multiple mechanisms of action into account may be the catalyst for resolving both the ambiguity and some of the existing discrepancies that surround this therapy. A better understanding of not only the individual actions of each component but also the interaction of their related mechanisms would allow further refinements to the MIT protocol to maximize the effectiveness of singing therapy for aphasia.
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For thousands of years, human beings have engaged in rhythmic activities such as drumming, dancing, and singing. Rhythm can be a powerful medium to stimulate communication and social interactions, due to the strong sensorimotor coupling. For example, the mere presence of an underlying beat or pulse can result in spontaneous motor responses such as hand clapping, foot stepping, and rhythmic vocalizations. Examining the relationship between rhythm and speech is fundamental not only to our understanding of the origins of human communication but also in the treatment of neurological disorders. In this paper, we explore whether rhythm has therapeutic potential for promoting recovery from speech and language dysfunctions. Although clinical studies are limited to date, existing experimental evidence demonstrates rich rhythmic organization in both music and language, as well as overlapping brain networks that are crucial in the design of rehabilitation approaches. Here, we propose the “SEP” hypothesis, which postulates that (1) “sound envelope processing” and (2) “synchronization and entrainment to pulse” may help stimulate brain networks that underlie human communication. Ultimately, we hope that the SEP hypothesis will provide a useful framework for facilitating rhythm-based research in various patient populations.
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INTRODUCTION

Human beings have universally engaged in rhythmic musical activities such as drumming, dancing, singing, and playing musical instruments since ancient times (e.g., Mithen, 2005; Fitch, 2006; Conard et al., 2009). The presence of rhythmic sounds in the environment can result in spontaneous motor responses such as tapping, clapping, stepping, dancing, and singing (e.g., Kirschner and Tomasello, 2009; Sevdalis and Keller, 2010; Fujii et al., 2014). Rhythm serves as a potent catalyst to elicit positive affect (e.g., Zentner and Eerola, 2010), co-operation (e.g., Reddish et al., 2013), and social bonding (e.g., Freeman, 2000). In recent years, researchers have begun to explore the therapeutic potential of rhythm in speech and language rehabilitation. In this paper, we discuss the importance of rhythm as a medium of human communication and social interaction. Specifically, we discuss the important role of rhythm in speech perception and production, and summarize the relevant neuroscience literature. In addition, we present the “SEP” hypothesis, which postulates that (1) sound envelope processing and (2) synchronization and entrainment to a pulse, may help stimulate brain networks that underlie human communication. Finally, we provide examples of speech and language disorders [Parkinson’s disease, stuttering, aphasia, and autism] that can potentially benefit from rhythm-based therapy.

RHYTHM AS A MEDIUM OF COMMUNICATION

Rhythm, or the temporal organization of perceived or produced events, mediates communication and social interaction. For example, normal rhythm or rate of syllable production during speech is typically three to eight syllables per second (3–8 Hz) across many languages (Malecot et al., 1972; Crystal and House, 1982; Greenberg et al., 2003; Chandrasekaran et al., 2009). This rate range corresponds to natural movement frequencies of articulators including tongue, palate, cheek, jaw, and lips coupled with voicing (Peelle and Davis, 2012). If the rate is faster than 8 Hz, however, speech intelligibility is significantly reduced (e.g., Ahissar et al., 2001), suggesting that our brain may be “tuned” to the natural rhythm of vocal production.

Primate studies have shown a similar rhythmic tuning to communicative gestures such as lip-smacking (Fitch, 2013; Ghazanfar et al., 2013; Ghazanfar and Takahashi, 2014). Lip-smacking is often directed at another animal during face-to-face interactions, and is characterized by regular cycles of vertical jaw movement, often involving a parting of the lips (e.g., Ghazanfar et al., 2012). For example, Ghazanfar et al. (2013) used three types of video clips as visual stimuli in which monkey avatars were lip-smacking at frequencies of 3, 6, and 10 Hz. Interestingly, the preferential viewing times were significantly longer for the smacking rate of 6 Hz, which corresponds to the natural syllable production rate, compared with those of 3 and 10 Hz. Moreover, the monkeys in the study responded to the avatars in the video with their own rhythmic lip-smacking expressions, as if they were communicating with real monkeys. Based on these observations, Ghazanfar et al. (2013) suggested that monkey lip-smacking and human speech rhythms share a similar sensorimotor mechanism, and that human speech might have evolved from the rhythmic gestures or motor actions normally produced by our primate ancestors.

The idea that rhythmic motor actions mediate communication is supported by another primate study, which showed that rhythmic non-vocal sounds created by drumming actions served as communicative signals (Remedios et al., 2009). The mean rate of drumming actions by the macaque monkeys were around five beats per second (Remedios et al., 2009), which also corresponded to the natural syllable production rate during speech. Further investigation with functional magnetic resonance imaging (fMRI) showed that neural responses when animals listened to rhythmic drumming sounds overlapped with those when they listened to vocalizations (Remedios et al., 2009).

Human studies have also shown the importance of gestures and rhythmic motor actions for communication and social interaction. For example, lip movements affect the way in which people perceive speech syllables (McGurk and MacDonald, 1976). In congenitally blind individuals, verbal communication is often accompanied by hand gestures, although they have never seen hand gestures, and the listener cannot see the speaker’s movements (Iverson and Goldin-Meadow, 1998). Developmental studies have shown that newborn infants imitate adult facial and manual gestures (e.g., Meltzoff and Moore, 1977) and synchronize body movements with the articulated structure of adult speech (e.g., Condon and Sander, 1974). Furthermore, 3- to 4-month-old infants show altered vocalizations and synchronized limb movements in response to rhythmic dance music (Fujii et al., 2014), while 5- to 24-month-old infants engage in more rhythmic limb movements and smile more during music listening (Zentner and Eerola, 2010). Older preschool children spontaneously play the drum in synchrony when a human adult partner plays the drum (Kirschner and Tomasello, 2009). Thus, rhythmic sounds and motor actions are fundamental for communication and social interaction throughout development.

THE ROLE OF RHYTHM IN SPEECH

Rhythm is essential to the understanding of speech. In order to comprehend spoken language, listeners are required to perceive temporal organization of phonemes, syllables, words, and phrases from an ongoing speech stream (Kotz and Schwartze, 2010; Patel, 2011; Peelle and Davis, 2012). An important source of acoustic information that conveys rhythm in speech is the sound envelope, which is defined as the acoustic power summed across all frequencies for a given frequency range (Kotz and Schwartze, 2010; Patel, 2011; Peelle and Davis, 2012). As illustrated in Figure 1, the phrase “Happy birthday to you” can be broken down into six syllables (i.e., “Ha/ppy/birth/day/to/you”), and these boundaries correspond to the pattern of the sound envelope (denoted by vertical dashed lines). Thus, burst patterns of the sound envelope represent rhythm or temporal organization in vocalization.
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FIGURE 1 | An example of sound wave (upper panels), amplitude envelope (middle panels), and power spectrum (bottom panels) when a person speaks (left) and sings (right) “Happy birthday to you” that can be divided into six syllables (i.e., Ha/ppy/birth/day/to/you, see vertical dashed lines). Sound envelope is an important acoustic information that conveys temporal organization of phonemes and syllables or rhythm in vocalization. Note that rhythm in singing (right) has a more salient pulse- or beat-based timing compared with rhythm in speech (left).



A number of studies have demonstrated the importance of rhythm or sound envelope in speech comprehension (e.g., Drullman et al., 1994a,b; Nazzi et al., 1998; Ahissar et al., 2001; Smith et al., 2002; Elliott and Theunissen, 2009; Bertoncini et al., 2011). For example, Shannon et al. (1995) tested the importance of rhythm in speech by minimizing the fine spectral information while preserving the sound envelope. Near perfect speech recognition performance was observed when individuals were presented with these speech stimuli. Consistent with this finding, smearing of the rhythm or sound envelope in speech sounds significantly reduced sentence intelligibility (e.g., Drullman et al., 1994a,b; Elliott and Theunissen, 2009). The reliance on rhythm or sound envelope to discriminate speech sounds has also been reported in infants (Nazzi et al., 1998; Bertoncini et al., 2011). Smith et al. (2002) further investigated the different roles of envelope and fine spectral structure in human auditory perception. They created sound stimuli called “auditory chimeras,” which consisted of the envelope of one sound and the fine spectral structure of another (Smith et al., 2002). Interestingly, when the two features (i.e., envelope and fine spectral structure) were in conflict, the pitch and location of sounds were determined by the fine spectral structure, while the words identified were based on the envelope (Smith et al., 2002). Thus, along with fine spectral information, sound envelope or rhythm is essential for speech intelligibility.

NEURAL CORRELATES OF RHYTHMIC SPEECH PERCEPTION

A question arises then, regarding how rhythm or sound envelope is processed in the brain. fMRI studies have shown that the processing of sound envelope or low-frequency temporal feature in the acoustic signal is associated with activities in the inferior colliculus of the brainstem, the medial geniculate body of the thalamus, the Heschl’s gyrus (HG), the superior temporal gyrus (STG), and the superior temporal sulcus (STS) (Giraud et al., 2000; Boemio et al., 2005). The “asymmetric sampling in time (AST)” hypothesis postulates that low-frequency temporal features in the acoustic signals are lateralized to the right hemisphere, whereas high-frequency fine spectral features of the acoustic signals are lateralized to the left hemisphere (Poeppel, 2003; McGettigan and Scott, 2012). Consistent with this hypothesis, electroencephalography (EEG) studies have also shown that sound envelope processing is right lateralized (Abrams et al., 2008, 2009). Similarly, phase pattern of theta band (4–8 Hz) responses recorded from the temporal cortex using magnetoencephalography (MEG), especially in the right hemisphere, is correlated with the degree of speech intelligibility (Luo and Poeppel, 2007). Thus, the neural mechanisms underlying rhythm or sound envelope processing are likely to involve the brainstem, the thalamus, and the auditory regions in the temporal cortex, which may be lateralized to right hemisphere (see pink arrows and “R” in Figure 2B).
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FIGURE 2 | Schematic models of shared brain network for rhythm perception and production in speech and music. (A) Possible shared brain regions for rhythm processing in music and speech. (B) A model for rhythm perception in speech. The temporal cortex receives auditory inputs from the brainstem via the thalamus, which further transmits information to the prefrontal cortex (pink arrows). Processing of sound envelope or low-frequency temporal feature in the acoustic signals may be lateralized to the right hemisphere in the temporal cortex (see pink R). The cerebellum also receives the auditory inputs from the brainstem and relays information to the SMA via the thalamus, and further transmits information to the prefrontal cortex to process temporal events. The SMA and the prefrontal cortex transmit information to the basal ganglia (BG), which transmits information back to the cortex via the thalamus forming the BG-thalamo-cortical loop (light blue arrows). (C) A model for rhythm production in speech. The M1 receives inputs from the SMA, which forms the SMA-BG-thalamo loop, for rhythmic speech production (green arrows). The M1 also receives inputs from the left PMC and IFG, which transform speech sounds into motor commands (see red arrow and L). The left PMC and IFG also transmit information to the temporal cortex, which is associated with sensory predictions. The temporal cortex monitors the sensory predictions and the auditory feedback received from the brainstem via the thalamus. The feedback errors from the temporal cortex are sent to right PMC and IFG, which is interconnected with the thalamus and the cerebellum (see blue arrows and R). (D) A model for Sound Envelope Processing (SEP) and Synchronization and Entrainment to a Pulse (SEP) in music. Rhythm-based therapy may help stimulate brain networks involving (i) the auditory-afferent circuit consisting of brainstem, thalamus, cerebellum, and temporal cortex (pink arrows) for precise encoding of sound envelope and temporal events; (ii) the subcortical-prefrontal circuit for emotional and reward-related processing (yellow arrows); (iii) the BG-thalamo-cortical circuit for processing beat-based timing (light blue arrows); and (iv) the cortical-motor efferent circuit for motor output (red arrows).



In parallel with the brainstem-thalamo-cortical (temporal auditory regions) pathway, there is another possible pathway for rhythm perception in speech, which involves the brainstem, the cerebellum, the thalamus, the supplementary motor area (SMA), the basal ganglia (BG), and the prefrontal cortex (light blue arrows in Figure 2B) [see Kotz and Schwartze (2010)]. Here, early auditory input is transmitted to the cerebellum via the cochlear nuclei of the brainstem (Huang et al., 1982; Wang et al., 1991; Xi et al., 1994; Kotz and Schwartze, 2010). The cerebellum is responsible for the encoding of event-based temporal structure, and relays information to the SMA via the thalamus, which further transmits information to the prefrontal cortex (Kotz and Schwartze, 2010). The SMA and the prefrontal cortex transmit temporal information to the BG, which transmits information back to the cortex via the thalamus forming the BG-thalamo-cortical loop (Kotz et al., 2009; Kotz and Schwartze, 2010, 2011). This closed-loop circuit is assumed to have functions to continuously evaluate temporal relations, extract temporal regularity, and engage in sequencing of temporal events and analysis of hierarchical structure (Kotz et al., 2009; Kotz and Schwartze, 2010, 2011; Schwartze et al., 2011). For example, when we listen to the six syllables of “ha/ppy/birth/day/to/you,” they are grouped into four words “happy/birthday/to/you” and perceived as one phrase (Figure 1). Thus, rhythm perception in speech can be regarded as finding the hierarchical structure of temporal events (Kotz et al., 2009; Kotz and Schwartze, 2010; Przybylski et al., 2013). The prefrontal cortex integrates information from the temporal cortex with that being processed in the BG-thalamo-SMA loop circuit to optimize speech comprehension (Kotz and Schwartze, 2010). Taken together, the sound envelope or rhythm is processed in the cortical and subcortical auditory-motor systems.

NEURAL CORRELATES OF RHYTHMIC SPEECH PRODUCTION

In the previous section, we described the neural correlates of sound envelope or rhythm processing in speech perception. We now consider the neural correlates of rhythmic speech production. The directions into velocities of articulators (DIVA) model provide a useful framework to consider the neural mechanisms (see Guenther et al., 2006; Bohland et al., 2010; Tourville and Guenther, 2011). According to the DIVA model, rhythmic speech production is achieved by sequential control of the velocities of articulators including the upper and lower lips, the jaw, the tongue, and the larynx. In this model, the bilateral ventral primary motor cortex (vM1), which corresponds to the cortical homunculus of speech articulators (Penfield and Rasmussen, 1950; Penfield and Roberts, 1959), is responsible for outputting motor commands to the muscles of articulators [see also Kalaska et al. (1989), Ludlow (2005), Brown et al. (2008), and Olthoff et al. (2008)]. The vM1 receives inputs from the SMA connected with the BG and the thalamus (green arrows in Figure 2C) [see also Jurgens (1984) and Luppino et al. (1993)]. This is supported by fMRI studies that showed bilateral activities in the BG, thalamus, and SMA during speech production (e.g., Bohland and Guenther, 2006; Tourville et al., 2008). The BG-thalamo-SMA circuit is hypothesized to play a role in sequencing and self-initiation of speech, or rhythmic speech production in the DIVA model. This is based on clinical studies that showed speech production problems including involuntary vocalizations, echolalia, lack of prosody, stuttering-like output, variable rate, and difficulties with complex speech sequences following the impairment of the BG-thalamo-SMA circuit (e.g., Jonas, 1981; Ziegler et al., 1997; Ho et al., 1998; Pickett et al., 1998; Vargha-Khadem et al., 1998; Pai, 1999; Watkins et al., 2002).

In the DIVA model, the bilateral vM1 also receives inputs from left ventral premotor cortex (vPMC) and adjacent posterior inferior frontal gyrus (pIFG) (see red arrow and “L” in Figure 2C). These areas (i.e., left vPMC and pIFG) are hypothesized to form the “speech sound map,” which transform speech sounds (e.g., phonemes and syllables) into motor commands (Guenther et al., 2006; Bohland et al., 2010; Tourville and Guenther, 2011). In other words, the speech sound map is “mental syllabary” or repository of learned speech motor program [see also Levelt and Wheeldon (1994) and Levelt et al. (1999)]. The speech sound map has anatomical correspondence with Broca’s area (e.g., Dronkers et al., 2007) and has functional correspondence with the “mirror-neuron system” (Rizzolatti et al., 1996; Kohler et al., 2002). Language function is generally regarded as left lateralized because impairments of these brain regions (i.e., left vPMC and pIFG) lead to significant deficit of speech production (e.g., Dronkers, 1996; Kent and Tjaden, 1997; Hillis et al., 2004; Duffy, 2005).

The speech sound map (i.e., left vPMC and pIFG) is hypothesized to project not only to the vM1 to form the motor commands but also to the bilateral auditory areas in the temporal cortex (Guenther et al., 2006; Tourville and Guenther, 2011) (see red arrow in Figure 2C). The auditory areas include two locations along the posterior superior temporal gyrus (pSTG): the lateral one near the STS, and the medial one at the junction of the temporal and parietal lobes deep in the sylvian fissure (Guenther et al., 2006; Tourville and Guenther, 2011). These auditory areas are activated not only during speech perception but also during speech production (e.g., Buchsbaum et al., 2001; Hickok and Poeppel, 2004). The projections from the speech sound map to these auditory areas are responsible for predicting the sound being produced, which is compared with the actual auditory feedback being processed in the HG and the adjacent anterior planum temporale (PT) (Guenther et al., 2006; Tourville and Guenther, 2011). If the auditory feedback does not fall within the predicted range, the error signals are sent back to the right vPMC and pIFG according to the DIVA model (Guenther et al., 2006; Tourville and Guenther, 2011) (see blue arrows and “R” in Figure 2C). The right vPMC and pIFG are interconnected with the cerebellum via the thalamus, forming the “feedback control map,” which transforms the sensory error signals into corrective motor commands (Tourville and Guenther, 2011). This is based on fMRI studies that showed increased hemodynamic responses in the right PMC, pIFG, and the cerebellum during speech production under perturbed auditory feedback conditions (Tourville et al., 2008). Taken together, it is assumed that the BG-thalamo-cortical (vM1 and SMA) circuit is essential for rhythmic speech production, and the other areas (vPMC, pIFG, temporal cortex, and cerebellum) also play important roles for sensorimotor transformation and integration processes.

THEORETICAL RATIONALE UNDERLYING THE ROLE OF RHYTHM FOR SPEECH AND LANGUAGE REHABILITATION: THE “OPERA” AND “SEP” HYPOTHESES

The aim of this section is to provide a rationale underlying the role of rhythm for speech and language rehabilitation considering the above mentioned neural correlates of rhythm perception and production in speech. Here, we present the “SEP” hypothesis, which is a rhythm-specific extension of the “OPERA” hypothesis (Patel, 2011, 2012, 2014), to explain how and why musical rhythm can benefit speech and language rehabilitation.

The OPERA hypothesis is a conceptual framework that postulates how general musical activities can facilitate speech and language processing (Patel, 2011, 2012, 2014). The OPERA hypothesis assumes that five conditions are needed to drive the benefit of musical activities for speech and language processing: (1) overlap: there is anatomical overlap in the brain networks during the processing music and speech, (2) precision: music places higher demands on these shared networks than does speech, in terms of the precision of processing, (3) emotion: musical activities that engage this network elicit strong positive emotion, (4) repetition: musical activities that engage this network are frequently repeated, and (5) attention: musical activities that engage this network are associated with focused attention. In other words, condition (1) describes shared neural underpinnings for both music and speech activities while (2)–(5) are distinctions of musical activities that may drive the neural plasticity enhancing the abilities of speech and language processing.

While the OPERA hypothesis provides a useful conceptual framework for general musical processing, it has a number of limitations that preclude its application to rhythm-based therapy. First, the OPERA hypothesis describes the possible overlap in brain networks during music and speech processing, but the explanation is restricted to perception (i.e., afferent process from cochlea to auditory cortex level). Within the context of rhythm, however, it is important to clarify the overlapping brain networks during sensorimotor coupling and production (i.e., cortical auditory-motor interaction and efferent process from the motor cortex to the spinal cord). Second, the OPERA hypothesis covers many aspects of general musical processing that include pitch and timbre. Here, we specifically discuss how rhythm itself meets with the five conditions of the OPERA hypothesis (i.e., overlap, precision, emotion, repetition, and attention). Third, under the OPERA hypothesis, it is not clear whether rhythm per se would have therapeutic potential in patient populations.

In order to address the above limitations, we propose the “SEP” hypothesis, which postulates two additional components to describe how and why rhythm in particular can be beneficial for speech and language rehabilitation: (1) sound envelope processing and (2) synchronization and entrainment to a pulse. The first key component of the SEP hypothesis, sound envelope processing, is adapted from the OPERA hypothesis (Patel, 2011, 2012, 2014), which postulates the major sources of overlap in the brain networks during rhythm perception in music and speech [see also Peretz and Coltheart (2003), Corriveau and Goswami (2009), Kotz and Schwartze (2010), and Goswami (2011)]. The second key component in the SEP hypothesis, synchronization and entrainment to a pulse, postulates the major sources of overlap in the brain networks not only for rhythm perception but also for rhythm production and sensorimotor coupling in music and speech (Guenther et al., 2006; Kotz et al., 2009; Bohland et al., 2010; Kotz and Schwartze, 2010, 2011; Tourville and Guenther, 2011).

In the SEP hypothesis, we assume that the overlap in brain networks for rhythm processing between speech and music involve the brainstem, cerebellum, thalamus, BG, M1, SMA, PMC, prefrontal cortex (DLPFC and IFG), and temporal cortex (STG and STS). As illustrated in Figure 2D, we propose four key circuits in the shared brain network to explain the potential benefit of rhythm-based therapy: (a) the auditory afferent circuit consisted of brainstem, thalamus, cerebellum, and temporal cortex (pink arrows) for precise encoding of sound envelope and temporal events; (b) the subcortical–prefrontal circuit for emotional and reward-related processing (yellow arrows); (c) the BG-thalamo-cortical circuit for processing beat-based timing (light blue arrows); and (d) the cortical motor efferent circuit for motor output (red arrows).

AUDITORY AFFERENT CIRCUIT

According to the OPERA hypothesis, musical activities place high demands on precise encoding of acoustic features including the sound envelope (Patel, 2011, 2012, 2014). This notion is supported by neuroimaging studies that showed more precise encoding of sounds in the brainstem of musicians compared with non-musicians (e.g., Musacchia et al., 2007, 2008; Parbery-Clark et al., 2011, 2012; Strait and Kraus, 2014; Strait et al., 2014). Interestingly, individuals with more musical training exhibit better encoding of speech sounds in the brainstem, larger cortical responses, and better speech sound perception (Strait and Kraus, 2014; Strait et al., 2014). Although the role of the cerebellum for speech and music perception is not mentioned in the OPERA hypothesis, we also include the cerebellum as a part of the auditory afferent circuit because it receives input from the cochlear nuclei (Huang et al., 1982; Wang et al., 1991; Xi et al., 1994; Kotz and Schwartze, 2010) and plays an important role in encoding the absolute duration of time intervals in successive acoustic events (Kotz and Schwartze, 2010; Teki et al., 2011a,b). For example, a recent neuroimaging study showed that perception of changes in musical rhythm (so-called “groove”) with drum sounds is associated with activity in the cerebellum and the STG (Danielsen et al., 2014). In addition, musicians showed enhanced activity in the cerebellum compared to non-musicians during temporal perception (Lu et al., 2014) and have larger volumes of cerebellum than non-musicians (Hutchinson et al., 2003). Taken together, we postulate that musical rhythm perception or sound envelope processing in music places high demand on the auditory afferent circuit consisted of the brainstem, thalamus, cerebellum, and temporal cortex (pink arrows in Figure 2D). This corresponds to the second condition of the OPERA hypothesis (“precision”).

SUBCORTICAL–PREFRONTAL CIRCUIT

Rhythm perception or sound envelope processing in music may engage neural activities in the subcortical–prefrontal circuit relevant for emotional processing. A primate study has shown that rhythmic drumming sounds serve as communicative signals and engage the emotional network in the subcortical areas including the amygdala and the putamen (Remedios et al., 2009). Human neuroimaging studies have shown that listening to music elicit pleasant emotion by engaging the reward system in the subcortical and cortical areas including the midbrain (e.g., ventral tegmental area, periaqueductal gray, and pedunculopontine nucleus), the nucleus accumbens, the striatum, the amygdala, the orbitofrontal cortex, and the ventral medial prefrontal cortex (Blood and Zatorre, 2001; Menon and Levitin, 2005; Salimpoor et al., 2011, 2013; Koelsch, 2014). Recent behavioral studies have also shown that listening to musical rhythm elicits positive affect and a desire to move (Zentner and Eerola, 2010; Witek et al., 2014). Similarly, perception of poetry in the presence of rhyme and regular meter lead to enhanced positive emotions, suggesting that perceiving rhythmic vocalizations may result in positive emotions (Obermeier et al., 2013). Thus, we assume that musical rhythm engages the subcortical–prefrontal circuit for emotional and reward-related processing to elicit positive affect, leading to repetition of actions to reinforce the pleasure actions (yellow arrows in Figure 2D). This meets the conditions of (3) emotion and (4) repetition in the OPERA hypothesis.

BG-THALAMO-CORTICAL CIRCUIT

Synchronization and entrainment to a pulse in music may place high demands on information process in the BG-thalamo-cortical circuit. This notion is based on the fact that musical rhythm is more periodic while speech rhythm is quasi-periodic (Peelle and Davis, 2012). Compared with speech rhythm, musical rhythm has a more salient pulse- or beat-based timing. For example, for the phrase “happy birthday to you,” the onsets of syllable in the sound envelope are more equally time spaced in singing compared to speaking (Figure 1). Neuroimaging studies suggest that perception of beat-based timing (i.e., perception of time intervals with respect to a regular pulse) involve brain networks in the BG, the SMA, the PMC, and the DLPFC (Teki et al., 2011a,b). In fact, beat perception and synchronization increase activities in the BG, SMA, PMC, DLPFC, and STG, and enhance connectivity between the BG with the SMA, PMC, and STG (Chen et al., 2006, 2008a,b; Grahn and Brett, 2007; Grahn and Rowe, 2009; Hove et al., 2013; Kung et al., 2013). Animal studies also suggest the importance of brain networks involving the BG and cortical auditory-motor areas for beat perception and synchronization capabilities (Patel et al., 2009; Schachner et al., 2009; Hasegawa et al., 2011). In addition, tapping to a beat is associated with increased cortical responses in the DLPFC and the inferior parietal lobule (Chen et al., 2008b), which are assumed to be responsible for auditory and temporal attention (Zatorre et al., 1999; Lewis and Miall, 2003; Singh-Curry and Husain, 2009). This attention-related brain network has been shown to be more engaged in precise synchronization performance with the musical beat (Chen et al., 2008b). Taken together, synchronization and entrainment to a pulse in music engages enhanced BG-thalamo-cortical activity (light blue arrows in Figure 2D), and this fulfills the fourth and fifth conditions of the OPERA hypothesis (“repetition” and “attention”).

CORTICAL MOTOR EFFERENT CIRCUIT

Synchronization and entrainment to a pulse in music can modulate the neural pathway for cortical motor output (red arrows in Figure 2D). Not only vocalizations but also other body movements can be synchronized and entrained to the pulse of music, such as tapping, clapping, stepping, dancing, and singing. In terms of the motor-output process in the brain, involvements of both the dorsal and ventral portions of the M1, PMC, and PFC are likely. Neuroimaging studies have shown that cortical hand motor areas are involved not only in hand motor control but also in language processing (e.g., Meister et al., 2003, 2009a,b), suggesting the importance of cortical hand motor areas for human communication. In addition, a recent transcranial magnetic stimulation (TMS) study has shown that listening to groove music modulates cortico-spinal excitability (Stupacher et al., 2013), suggesting that musical rhythm perception itself may also stimulate the motor-output pathway from the M1 to spinal cord. In sum, there are four circuits of interest in the SEP hypothesis, which may help to stimulate the brain networks underlying human communication.

EXAMPLES OF SPEECH AND LANGUAGE DISORDERS THAT CAN BENEFIT FROM RHYTHM-BASED THERAPY: APPLICATION OF THE “SEP” HYPOTHESIS FOR REHABILITATION

The SEP hypothesis postulates that rhythm-based therapy elicits functional and structural reorganization in the neural networks for human communication in various patient populations via sound envelope processing and synchronization and entrainment to a pulse. In this section, we present examples of speech and language disorders and consider the role of rhythm in speech and language rehabilitation under the framework of the SEP hypothesis. We note, however, that the number of rhythm-based techniques currently available is very limited.

PARKINSON’S DISEASE

Parkinson’s disease is a neurodegenerative disorder characterized by progressive deterioration of motor function due to a loss of dopaminergic neurons in the substantia nigra (DeLong, 1990; Wichmann and DeLong, 1998; Blandini et al., 2000). In addition to the more commonly known symptoms such as muscular rigidity, tremor, and postural instability, abnormalities of voice and speech (beyond those associated with aging) are highly prevalent. Indeed, it has been estimated that over 80% of patients with PD develop voice and speech problems at some point (Ramig et al., 2008). Examples of deficits reported by clinicians include monopitch, monoloudness, hypokinetic articulation, and altered speech rate and rhythm (Darley et al., 1969). Analysis of the speech rate of patients with PD showed impaired rhythm and timing organization, such as an accelerated rate of articulation during speaking, as well as a reduction in the total number of pauses (Skodda and Schlegel, 2008; Skodda et al., 2010). When combined with the debilitating motor limb deficits, the loss of speech intelligibility and communication skills can significantly impair the quality of life of patients with PD (Streifler and Hofman, 1984).

To date, only a handful of studies have examined the speech deficits in Parkinson’s disease using neuroimaging technique (e.g., Liotti et al., 2003; Pinto et al., 2004; Rektorova et al., 2007, 2012). These studies must be interpreted with caution because the results vary depending on treatment status of patients with PD. For example, patients with PD with no medication and no deep brain stimulation showed significant dysarthria accompanying with a lack of activity in the orfacial motor cortex (M1) and cerebellum while increased activities in the PMC, SMA, and DLPFC compared with the healthy controls (Pinto et al., 2004). These abnormal cortical activities disappeared and the dysarthria symptoms improved after the deep brain stimulation of subthalamic nucleus (STN) in these patients (Pinto et al., 2004). The other fMRI studies investigated mild to moderate patients with PD with levodopa medication (Rektorova et al., 2007, 2012). Compared to healthy controls, patients with PD with the levodopa medication had increased activity in the orofacial sensorimotor cortex (Rektorova et al., 2007) and enhanced functional connectivity in the networks seeded from the periaqueductal gray matter of the midbrain (a core subcortical structure involved in human vocalization) (Rektorova et al., 2012). However, speech productions in these patients with PD with levodopa medication was comparable with that in the controls except for speech loudness, suggesting that the increased brain activity and connectivity might reflect the effects of pharmacological treatment or successful compensatory mechanisms (Rektorova et al., 2007, 2012).

Besides the deep brain stimulation and pharmacological treatments, Lee Silverman Voice Treatment (LSVT) technique has received research attention as a rehabilitation method (Ramig et al., 2001, 2004, 2007; Liotti et al., 2003; Sapir et al., 2011; Sackley et al., 2014). LSVT is designed to improve vocal function in patients with PD by enhancing loudness, intonation range, and articulatory functions. LSVT emphasizes use of loud phonation and high intensity vocal exercises to improve respiratory, laryngeal, and articulatory during speech. Compared with placebo therapy, LSVT has resulted in improvements in speech production parameters such as increases in sound pressure level (i.e., loudness) and semitone standard deviation of fundamental frequency (i.e., prosody), and these improvements were sustained even 12 months after cessation of treatment (e.g., Ramig et al., 2001). The neural correlates of LSVT have been studied by administrating levodopa medication for 4 weeks to mild and moderate patients with PD (Liotti et al., 2003). The results showed that the improvement of speech loudness following the LVST accompanied by neural activities in the striatum, insula, and DLPFC (Liotti et al., 2003).

Under the SEP hypothesis, patients with PD can benefit from synchronization and entrainment to a pulse in music to stimulate the subcortical–prefrontal network and the BG-thalamo-cortical network. As illustrated in Figure 3, the BG-thalamo-cortical network functions normally in healthy individuals (top left panel), whereas the network becomes abnormal in PD because of the degeneration of the dopamine-producing neurons in the substantia nigra pars compacta (SNc) (top right panel). The projections from the SNc to the striatum regulates the cortico-strital projections, and if the dopamigeneric neurons in the SNc are depleted, it leads to reduced inhibition in the “direct” pathway to the BG output nuclei (i.e., GPi: internal segment of globus pallidus and SNr: substantia nigra pars reticulata), which carries dopamine “D1” receptors. The degeneration of dopamigeneric neurons in the SNc also leads to increased inhibition in the “indirect” pathway to the BG output nuclei (GPi/SNr) via external segment of globus pallidus (GPe) and STN carrying dopamine “D2” receptors. Net action of the degeneration of dopanigeneric neurons in the SNc leads to the hyper-activation of the BG output nuclei (GPi/SNr) inhibiting activities of thalamocortical projection neurons, which in turn negatively affects motor output [for more detail, see DeLong (1990), Wichmann and DeLong (1996), Blandini et al. (2000), Galvan and Wichmann (2008), and Smith et al. (2012)].


[image: image1]

FIGURE 3 | A schematic model of changes in the basal ganglia-thalamo-cortical motor network with Parkinson’s disease and/or musical rhythm [modified from Galvan and Wichmann (2008)]. The left and right panels show the network without and with Parkinson’s disease, while the upper and lower panels show the network without and with musical rhythm, respectively. Blue arrows indicate inhibitory projections, while red arrows indicate excitatory projections. Changes in the thickness of the arrows indicate increase (thicker arrow) or decrease (thinner arrow) of the projections relative to the normal situation. The dashed lines around the SNc (substantia nigra pars compacta) indicate degeneration of dopaminergic neurons caused by Parkinson’s disease. GPe, external segment of globus pallidus; GPi, internal segment of globus pallidus; SNr, substantia nigra pars reticulata; STN, subthalamic nucleus; M1, primary motor cortex; PMC, premotor cortex; and SMA, supplementary motor area. Striatum has “direct” and “indirect” pathways to the basal ganglia (BG) output nuclei (GPi/SNr). Light blue, green, and yellow colors denote BG, thalamus, and cortex, respectively. D1 and D2 indicate subtypes of dopamine receptor. Parkinson’s disease induces hyper-activation of BG output nuclei (GPi/SNr) inhibiting activities of the thalamocortical projection neurons, which in turn decreases motor output, while musical rhythm induces hypo-activation BG output nuclei and thereby facilitates thalamo-cortical motor output.



In this model, we assume that pleasurable musical rhythm induces increased endogenous dopamine release in the striatum (bottom left panel in Figure 3). This is based on a previous study, which showed an increase in dopamine release and hemodynamic response in the striatum during listening pleasurable music (Salimpoor et al., 2011). In our model, the increased dopamine release leads to increased inhibition in the BG output neuclei (GPi/SNr) and thereby facilitates thalamo-cortical motor output and a desire to move. This idea is also supported by the other studies that showed modulation in the cortico-spinal excitability (Stupacher et al., 2013) and increased activity and connectivity in the brain network including the striatum, PMC, and SMA during perceiving and synchronizing with the musical beats (Chen et al., 2006, 2008a,b; Grahn and Brett, 2007; Grahn and Rowe, 2009; Kung et al., 2013). We also postulate that pleasurable musical rhythm may increase dopamine release even in patients with PD considering that some of the GNc neurons (approximately 30–50%) remain intact even at the time of death (e.g., Davie, 2008). Indeed, a number of studies have shown improvements of motor function in patients with PD during rhythmic auditory stimulation (RAS) (e.g., Thaut et al., 1996; McIntosh et al., 1997; de Bruin et al., 2010; Nombela et al., 2013), suggesting that musical rhythm may facilitate thalamo-cortical motor output in patients with PD (bottom right panel in Figure 3).

If our model is correct, then musical rhythm may reduce reliance on levodopa medication and/or deep brain stimulation. However, there remain a few untested assumptions. For example, patients with PD show impaired emotional recognition in music (e.g., van Tricht et al., 2010), suggesting that the ventral portion of the striatum is also affected in patients with PD. Therefore, dopamine release in the striatum may not be increased by music in patients with PD as seen in healthy individuals. Positron emission tomography (PET) can be used to test this hypothesis (Laruelle, 2000; Salimpoor et al., 2011), and whether this may be affected by intervention. A recent study has shown improved perceptual and motor timing in patients with PD after a 4-week music training program with rhythmic auditory cueing (Benoit et al., 2014), suggesting a possible benefit of RAS on the treatment of PD. However, the participants of that study consisted only of mild to moderate patients with PD (Benoit et al., 2014). Future studies will need to clarify whether the RAS is also beneficial for severe patients with PD, and how the therapeutic effect is different. It may also be important to test whether RAS (simple metronome stimulation as well as rhythmic musical stimulation) improves speech function in patients with PD, given gait functions have been a topic of research interest (e.g., Thaut et al., 1996; McIntosh et al., 1997; de Bruin et al., 2010; Nombela et al., 2013). Additional neuroimaging studies are required to examine the brain networks underlying speech and hand/foot motor processes in patients with PD.

STUTTERING

Stuttering is a developmental condition that affects fluency of speech. It begins during the first few years of life, and affects approximately 5% of preschool-aged children (Bloodstein, 1995). Symptoms include repetition of words or parts of words, as well as prolongations of speech sounds, resulting in disruptions in the normal flow of speech.

As illustrated in Figure 2C, during normal speech production, the left IFG and PMC projects to the M1 for vocal-motor output and the right IFG and PMC are monitoring sensory feedback together with the temporal cortex and the cerebellum (blue arrows). However, individuals who stutter show abnormalities in the left IFG and PMC and compensatory hyperactivity in the right IFG and the cerebellum (Fox et al., 1996; Brown et al., 2005; Kell et al., 2009), suggesting that stuttering is associated with poor feed-forward motor command and excessive reliance on auditory feedback control (Max et al., 2004; Civier et al., 2010, 2013). In addition, stuttering is associated with reduced activity and connectivity in the brain network including the BG and the SMA (e.g., Toyomura et al., 2011; Chang and Zhu, 2013), suggesting that stuttering may be due to dysfunction in the BG-thalamo-cortical circuit to produce timing cues for the initiation of the next motor segment in speech (Alm, 2004).

To date, examples of fluency shaping methods for stuttering include altered auditory feedback (e.g., Hargrave et al., 1994; Ryan and Van Kirk Ryan, 1995; Stuart et al., 1996; Armson and Kiefte, 2008), prolonged speech that uses slow and exaggerated speech production (e.g., O’Brian et al., 2010), training of oral-motor co-ordination (e.g., Riley and Ingham, 2000), and the Lidcombe technique, a response-contingent program that involves parents to shape the child’s utterances (e.g., Lattermann et al., 2008). The altered auditory feedback methods are considered to be effective to change the excessive reliance on auditory feedback control, while the other speech production trainings would help to reform feed-forward speech commands. Yet, a therapy that focuses specifically on stimulating the BG-thalamo-cortical circuit to enhance rhythmic speech production would also be warranted (Alm, 2004).

The SEP hypothesis assumes that individuals who stutter may benefit from rhythm-based therapy using synchronization and entrainment to a pulse for stimulating the BG-thalamo-cortical circuit. Behavioral studies support this notion by showing that the presence of rhythmic auditory signals such as metronome beats, when synchronized with speech production, induces strong fluency-enhancing effects in individuals who stutter (e.g., Brady, 1969, 1971). A recent fMRI study also supports this notion by showing that BG activities of stuttering speakers increased to the level of normal speech controls when speaking with the metronome beats (Toyomura et al., 2011).

Nevertheless, given that stuttering is a relapse-prone disorder (Craig, 2002), long-term management strategies are likely to be useful when dealing with this disorder over a lifetime. Accordingly, future studies need to test how long the metronome-induced fluency sustains after removing the rhythmic sounds. It has been suggested that the BG-thalamo-SMA circuit is dominant for self-initiation of speech, while the PMC-thalamo-cerebellar circuit is dominant for externally cued speech (Alm, 2004). Therefore, one of the challenges for future studies is to transition from the externally cued (PMC-centered) speech to self-initiated (SMA-centered) speech in the treatments using metronome-guided cues. To engage the BG-thalamo-SMA circuit, it may be useful to use non-isochronous metronome stimuli to promote the patients to find a pulse and initiate rhythmic speech by themselves. In addition, future studies need to test whether structural and functional reorganization occur in the BG-thalamo-cortical circuit after the intervention using the rhythmic auditory cues. Concurrently, more basic studies are needed to clarify whether the neural underpinnings of stuttering overlap with those of rhythm processing in music. Investigations of the abilities of musical rhythm processing in individuals who stutter using an amusia battery (e.g., Peretz et al., 2003; Fujii and Schlaug, 2013) may help further our understanding of possible overlapping brain networks. In addition, there is a need to test whether synchronization to a pulse in music have the similar fluency-enhancing effect for stuttering speakers compared with the synchronization to a metronome.

APHASIA

Aphasia is a common and devastating consequence of stroke or other brain injuries that results in language-related dysfunction. When speech production is impaired, the patients are broadly classified into the category of “non-fluent aphasia.” In such cases, a lesion in the left posterior frontal region (Broca’s area) is often observed. Many patients with large left hemisphere lesions have poor prognosis, despite having received years of intensive speech therapy (Lazar et al., 2010). However, emerging evidence suggests that some techniques have the potential to improve the verbal communication skills of these patients, as well as to reorganize the underlying neural processes related to language. For example, inspired by the clinical observation that patients with non-fluent aphasia can sing words even though they are unable to speak (Gerstmann, 1964; Yamadori et al., 1977), melodic intonation therapy (MIT) has received much research attention over the past few years. The main components of this speech therapy technique are (1) melodic intonation, (2) the use of formulaic phrases and sentences, and (3) slow and periodic verbalization with left-hand tapping (Schlaug et al., 2008, 2010). Within a therapy session, the therapist instructs the patient to intone (or “sing”) simple phrases while slowly tapping their left hand with each syllable.

Emerging evidence involving open-label studies has revealed some positive treatment effects (Wilson et al., 2006; Schlaug et al., 2008; Wan et al., 2014). However, the question of “why” MIT works remains the subject of intense debate. The contribution of singing is supported by the neuroimaging findings of right hemisphere lateralization of singing processing when compared to speaking (e.g., Ozdemir et al., 2006), as well as by studies showing reorganization of right hemisphere structure and function following therapy (e.g., Schlaug et al., 2008). However, it is important to note that the latter studies often included patients with very large lesions that sometimes cover most of the left hemisphere, thus precluding analysis of language-related areas within that hemisphere. In addition, although melodic intonation is usually emphasized as a major difference of singing compared with speaking, the difference between singing rhythm and speaking rhythm has been overlooked (see Figure 1 as an example).

Recent studies have highlighted the potential role of rhythm in aphasia treatment. For example, aphasia recovery, as denoted by correct syllable production, was examined by comparing singing therapy, rhythmic therapy, and standard speech therapy (Stahl et al., 2011, 2013). The results showed that, when compared to singing therapy, the rhythmic therapy was similarly effective (Stahl et al., 2011, 2013). Moreover, patients with lesions that cover the BG were found to be highly dependent on the external rhythmic cues (Stahl et al., 2011). Taken together, this study highlights the role of rhythm in aphasia recovery.

The SEP hypothesis postulates that the rhythmic components (e.g., singing rhythm, left-hand tapping) of MIT can help to facilitate sound envelope processing and synchronization and entrainment to a pulse. That is, the predictability of formulaic phrases and sentences requires precise encoding of pulse or periodic timing of vocalizations, while left-hand tapping can facilitate synchronization and entrainment to the pulse. Thus, under the SEP framework, MIT may be interpreted as an effective way to engage (a) the auditory afferent circuit to encourage precise encoding of sounds, (b) the subcortical–prefrontal circuit to motivate patients, (c) the BG-thalamo-cortical circuit to facilitate beat-based timing process, and (d) the efferent cortical motor circuit to promote the motor output (Figure 2D).

A rationale for MIT is the potential to engage and unmask language-capable regions in the unaffected right hemisphere such as the structural reorganization of arcuate fasciculus, a fiber bundle connecting the posterior superior temporal region and the posterior inferior frontal region (Schlaug et al., 2008, 2010; Wan et al., 2014). The SEP hypothesis assumes that sound envelope processing may be lateralized to the temporal cortex in the right hemisphere (Figure 2B). If MIT engages high demands on the right temporal cortex to encode sound envelope precisely, it may also increase the connectivity from the right temporal cortex to the right inferior frontal gyrus (IFG). Importantly, rhythmic therapy in aphasia patients with left basal ganglia lesion resulted in improved production of common formulaic phrases that are known to be supported by right BG-thalamo-cortical network (Stahl et al., 2013), suggesting that rhythm therapy for aphasia might also induce alterations in the right BG-thalamo-cortical network. The left-hand tapping in MIT might be also interpreted as a way to recruit enlarged involvement of contralateral right motor areas (i.e., dorsal and ventral portions of the right M1, PMC, and PFC) and thereby facilitate motor output of the unaffected hemisphere.

AUTISM

One of the core features of autism spectrum disorder (ASD) is impairment in language and communication. For children with ASD, the ability to speak early is associated with improved quality of life. Research has reported the presence of motor and oral-motor impairments in ASD children who have expressive language deficits (Belmonte et al., 2013; McCleery et al., 2013).

To date, very few interventions have specifically targeted the oral-motor aspects in ASD. One is the prompts for restructuring oral muscular phonetic targets (PROMPT) model, which is a play-based technique that involves vocal modeling and physical manipulations of the children’s oral-motor system to facilitate the production of a speech target (Chumpelik, 1984). A pilot study reported speech improvements in five non-verbal children with ASD after receiving PROMPT intervention (Rogers et al., 2006). Another therapy technique that incorporates a motor component is auditory-motor mapping training (AMMT), which is an active multisensory therapy designed to facilitate speech output in completely non-verbal children with autism (Wan et al., 2010). This technique aims to promote speech production directly by training the association between speech sounds and articulatory actions using slow and melodic intonating vocalizations with bimanual motor activities (Wan et al., 2010). While some of the components of AMMT overlap with those of MIT in phasia, a unique aspect of AMMT is the use of a set of tuned drums and bimanual motor actions to facilitate sound-motor mapping. An initial proof-of-concept study indicated the therapeutic potential of AMMT in facilitating speech development in autism (Wan et al., 2011).

Similar to MIT in aphasia, we assume that AMMT can be categorized into non-rhythmic and rhythmic components. The former relates to intoned vocalizations, and the latter relates to spoken syllables being linked with the bimanual motor actions on the tuned drums. Under the SEP framework, the rhythmic component in AMMT can be useful in a number of ways. First, perception of rhythmic drumming and vocal sounds may stimulate the auditory afferent circuit for the precise encoding of sound envelope or temporal events. Indeed, it has been shown that ASD is associated with developmental abnormalities in the brainstem and cerebellum in utero, which can lead to abnormal timing and sensory perception in ASD (Trevarthen and Delafield-Butt, 2013). Second, synchronization and entrainment of rhythmic vocalizations and bimanual motor actions may be effective to stimulate the speech motor and language networks in ASD. In the DIVA model, the left vPMC and pIFG are involved in both speech production and sensorimotor mapping and have functional correspondence to the mirror-neuron system (Rizzolatti et al., 1996; Kohler et al., 2002; Guenther et al., 2006; Tourville and Guenther, 2011). A number of neuroimaging studies have suggested that ASD is associated with abnormalities in the IFG and posterior superior temporal sulcus (pSTG) (Herbert et al., 2002; De Fosse et al., 2004; Kleinhans et al., 2008; Mengotti et al., 2011; McCleery et al., 2013). Moreover, another neuroimaging study suggests that motor dysfunction in ASD is associated with abnormality in BG-thalamo-SMA circuit (Enticott et al., 2009). Thus, synchronization and entrainment of rhythmic vocalizations and bimanual motor actions in AMMT may help ameliorate speech production and sensorimotor mapping deficits in ASD by engaging the BG-thalamo-cortical (SMA, PMC, IFG, and STG) circuit.

CONCLUSION

In this paper, we consider the role of rhythm in speech and language rehabilitation. The emerging research field of music and neuroscience led us to propose the SEP hypothesis, which postulates that (1) sound envelope processing and (2) synchronization and entrainment to a pulse, may help to stimulate brain networks for human communication. Within the SEP framework, we present four possible circuits that may help to stimulate the brain networks underlying human communication: (i) the auditory afferent circuit consisted of brainstem, thalamus, cerebellum, and temporal cortex for precise encoding of sound envelope and temporal events; (ii) the subcortical–prefrontal circuit for emotional and reward-related processing; (iii) the BG-thalamo-cortical circuit for processing beat-based timing; and (iv) the cortical motor efferent circuit for motor output. We hope that future studies combining neuroimaging techniques and randomized control designs with the SEP framework will help to evaluate the efficacy of the rhythm-based therapies.
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Music is commonly used to facilitate or support movement, and increasingly used in movement rehabilitation. Additionally, there is some evidence to suggest that music imagery, which is reported to lead to brain signatures similar to music perception, may also assist movement. However, it is not yet known whether either imagined or musical cueing changes the way in which the motor system of the human brain is activated during simple movements. Here, functional magnetic resonance imaging was used to compare neural activity during wrist flexions performed to either heard or imagined music with self-pacing of the same movement without any cueing. Focusing specifically on the motor network of the brain, analyses were performed within a mask of BA4, BA6, the basal ganglia (putamen, caudate, and pallidum), the motor nuclei of the thalamus, and the whole cerebellum. Results revealed that moving to music compared with self-paced movement resulted in significantly increased activation in left cerebellum VI. Moving to imagined music led to significantly more activation in pre-supplementary motor area (pre-SMA) and right globus pallidus, relative to self-paced movement. When the music and imagery cueing conditions were contrasted directly, movements in the music condition showed significantly more activity in left hemisphere cerebellum VII and right hemisphere and vermis of cerebellum IX, while the imagery condition revealed more significant activity in pre-SMA. These results suggest that cueing movement with actual or imagined music impacts upon engagement of motor network regions during the movement, and suggest that heard and imagined cues can modulate movement in subtly different ways. These results may have implications for the applicability of auditory cueing in movement rehabilitation for different patient populations.

Keywords: fMRI, music, music imagery, cued movement, neurorehabilitation

INTRODUCTION

The connection between musical rhythm and movement is an intuitive one, of which the most obvious manifestation is the widespread inclination to move to music. Coordinated movement necessarily depends on precise timing mechanisms and the inherent temporal structure of music can be used to make movements more regular (cf. Thaut et al., 2002; Bood et al., 2013). The connection between rhythm perception and movement has been demonstrated in cognitive neuroimaging studies: motor areas such as premotor cortex (PMC), basal ganglia, and cerebellum have been found to be activated when people listen to musical rhythms (Grahn and Brett, 2007; Chen et al., 2008). Motor network activation has also been found when people imagine music; additional to superior temporal and inferior frontal activation, the pre-supplementary motor area (pre-SMA), and PMC (both in BA6) have consistently been implicated in music imagery, and some studies have reported striatal and cerebellar activation (cf. Halpern and Zatorre, 1999; Leaver et al., 2009; Herholz et al., 2012). The neural activations of music imagination and music perception have also been found to show commonalities, both in terms of regional specificity measured using positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) (cf. Halpern and Zatorre, 1999; Kraemer et al., 2005; Herholz et al., 2012) and in terms of temporal activation patterns measured using magneto-encephalography (MEG) or electro-encephalography (EEG) (Herholz et al., 2008; Schaefer et al., 2009, 2011a,b). Notably, the degree of such shared activation appears to vary with the complexity of the imagined musical stimulus, with more shared activation for simple stimuli than for complex stimuli such as ecologically valid music (Schaefer et al., 2013). The overlap between imagery and perception is not unique to the auditory modality; both visual and movement imagination have been found to activate modality-specific brain regions (Kosslyn et al., 2001; Pfurtscheller et al., 2006), and imagery content can even be decoded from the brain responses in visual and motor areas (Cichy et al., 2012; Oosterhof et al., 2012). The implication is that aspects of the imagined stimulus or action are being processed much in the way the actually perceived stimulus or performed action might be, usually with a weaker signature in modality-specific regions (Kosslyn et al., 2001) and together with additional, modality non-specific frontal and parietal activations that are related to imagery quality or vividness, likely involving memory and attentional processes related to the cognitive effort of imagining (Daselaar et al., 2010). Differences in activation patterns related to auditory imagery have also been reported between people with high- and low-imagery ability, showing differences in auditory and frontal regions (Herholz et al., 2012) although this vividness effect was not found in a previous study on non-musical auditory imagery (Olivetti Belardinelli et al., 2009).

Movement cueing refers to the use of an auditory stimulus to guide the temporal structure of a movement. The use of music as a cue for movement is common in recreational activities such as dancing or coordinated actions such as marching, and has been described as increasing athletic endurance (Karageorghis et al., 2010) and decreasing perceived exertion (Bood et al., 2013). However, aligning movement to a complex auditory stimulus such as music also involves cognitive operations such as periodicity detection and prediction (or beat induction, Honing, 2012) and tempo tracking. Auditory cueing is also used in rehabilitation of a range of movement disorders (Schaefer, in press), and several studies have indicated positive effects of music in movement rehabilitation. A meta-analysis of music-based gait interventions for Parkinson’s disease (PD) showed small but significant effects on specific gait-related outcome measures (de Dreu et al., 2012), and significant effects have also been reported for rehabilitation of gait after stroke (Bradt et al., 2010). However, a worsening of gait has been reported in patients with Alzheimer’s disease (AD) when walking to auditory cues (Wittwer et al., 2013), interpreted as related to impaired executive functioning, implying that attentional resources are necessary when aligning movements to music.

A small number of reports examine the use of imagined music as a cue for movement in rehabilitation settings. Schauer and Mauritz (2003) reported anecdotally that their music-based intervention was causing people to imagine the learned music while they walked, and more recently, imagined singing was successfully used to regularize gait in a small group of PD patients (Satoh and Kuzuhara, 2008). These reports suggest that a musical cue can potentially be endogenously generated through music imagery; however, there is currently no direct neural evidence to suggest that imagery might support movement in a similar way to perceived music.

When considering the possible mechanisms of movement cueing within the motor network of the brain, one possibility is that the motor network activations previously reported for musical rhythm perception (Grahn and Brett, 2007; Chen et al., 2008) may additively combine with the brain activation related to actual movements, leading to increased activation in basal ganglia, PMC, and (pre-)SMA. However, previous studies have found different rather than greater motor network activity when movement is cued by music compared to when it is carried out with no external cue, i.e., self-paced. Brown et al. (2006) used PET to directly compare music-cued dance-step foot movements in the supine position with the same movements in silence. This is to our knowledge the only brain imaging study, to date, to investigate movement cueing using naturalistic music stimuli, rather than a metronome, and compare it directly to self-paced movement. Results showed additional activation in lobule III of the cerebellar vermis during entrained relative to self-paced movement. This supports the longstanding notion that the cerebellum is involved in the timing of movement as well as in rhythm perception (Ivry and Keele, 1989; Schubotz et al., 2000). In a more recent fMRI study that directly compared cued and uncued conditions, using stepping movements and metronome stimuli, Toyomura et al. (2012) found greater left putamen activity for uncued movement relative to cued movement, which was attributed to self-pacing of the movement. The difference from Brown et al. (2006) findings may be due to the more recent study using either simpler movements (alternating foot raises as opposed to spatially organized dance steps), or may be due to simpler cueing stimuli (a metronome as opposed to tango music), or some interaction of these factors. Schaal et al. (2004), in a study focusing on rhythmic and discrete movements, reported that wrist flexions performed periodically to a metronome cue elicited similar, but weaker activation patterns in PMC to those elicited by self-paced movements. This suggests that the cue somehow facilitated the movement, leading to a reduced demand on the same neural resources. However, Schaal et al.’s study did neither focus on nor directly statistically compare, the cued and uncued movements, limiting possible interpretations. Collectively, brain imaging work has thus not yet provided clear indications of a neural basis for the potential clinical benefits of moving to music or imagined music.

In the current study, we used fMRI to evaluate the effects of musical cueing of a very simple movement on motor network activations, using an adaptation of the movement used by Schaal et al. (2004). We used two different cueing conditions: moving to music and moving to imagined music, with a control condition involving the same movement carried out without a cue, referred to as self-paced. We aimed to explore the activation of motor regions related to entraining movement to music, and the possible equivalence of using imagined and perceived music as cues. Possible differences between these conditions in terms of movement output were evaluated separately outside of the scanner in a behavioral study in a different group of participants. Based on the previous research findings reviewed above, a number of neural motor regions of interest are identified, namely, PMC (pre-)SMA, basal ganglia, and cerebellum. Considering the simple wrist flexion movement used here, reduced PMC activations were predicted to be found for cued (musical or imagined musical) compared to uncued movement (cf. Schaal et al., 2004). Based on previous results of musical cueing, cued movement was predicted to lead to activations in anterior cerebellum III (cf. Brown et al., 2006), and following the results of Toyomura et al. (2012), we expected that basal ganglia may be implicated in self-pacing movement. For music imagery without movement, the motor areas pre-SMA, PMC, and the cerebellum have been reported to be active (cf. Halpern and Zatorre, 1999; Leaver et al., 2009; Herholz et al., 2012). As the above-mentioned findings of reduced activation for imagery relative to perception only concerned modality-specific areas rather than activations found in the motor network, we hypothesized that, based on the reported shared activations between music perception and imagery, the activations in the pre-SMA, PMC, and the cerebellum when moving to music would be similar to those when moving to imagined music, contrasted with self-paced movement. Notably, Daselaar et al. (2010) reported bilateral striatum to be more active for (non-musical) auditory imagery than for perception, indicating that activation in this region may be increased for imagery-based cueing. The assessment of the movements with motion capture was predicted to show that for a simple movement such as wrist flexions, there would be no differences between conditions in terms of global movement parameters such as speed or range of movement.

MATERIALS AND METHODS

The fMRI and behavioral experiments were carried out in accordance with the code of ethical principles for medical research involving human subjects of the World Medical Association (Declaration of Helsinki), and was approved by the ethical committee of the University of Edinburgh and the West of Scotland Research Ethics Committee, UK, REC reference number 12/WS/0229.

PARTICIPANTS

Seventeen volunteers (8 female, mean age 27.3 years, range 20–46), recruited through University of Edinburgh networks, took part in the fMRI experiment after giving informed consent. All participants were self-reported right-handed [mean shortened Edinburgh handedness inventory (EHI; for details see Stimuli and Materials)] score 74.6, SD = 19.8, all classifying as right-handed (>40) except for one who scored ambidextrous at 25 points, but identified as right-handed. All had <5 years of formal music training (mean 2.2, SD = 2.2) but listened to music at least three times a week and reported being able to imagine music, and had no known neurological impairments. For the behavioral experiment, 10 additional right-handed volunteers were recruited with the same recruitment criteria, of which 1 had to be excluded due to data loss and 1 due to having more musical training than reported at the time of recruitment, resulting in 8 behavioral participants (5 female, mean age 23.6, range = 20–45), mean shortened EHI 89.6 (SD = 12.0, all classifying as right-handed), and a mean of 1.1 years (SD = 1.5) of formal music training.

STIMULI AND MATERIALS

Two experimental conditions and one control condition were presented in blocks: flexing the wrists either to music (music condition), or while imagining music (imagined music condition), or without a cue (self-paced condition), respectively. The tempo was indicated through a visual count-in cue, which was identical for all conditions. The wrist flexions were bilateral and identical for both hands, with one dorsiflexion and one plantar flexion per second, starting the movement block with a dorsiflexion each time after the count-in. The music fragment that was used consisted of bar 9–16 (15.8–31.6 s) of Stevie Wonder’s “Another Star” (from “Songs in the Key of Life,” 1976, Motown Records), available as Supplementary Material. This fragment was chosen for its tempo [120 bpm, which is in the range of preferred tempi for repeated movements, see Moelants (2003)], the fact that it is a natural performance with some rhythmic complexity that it has a vocal melody but no words, thus not including semantic content, and is sung by both men and women, which we hypothesized to facilitate the imagery for the music fragment.

To assess the recruitment criteria in terms of general auditory imagery ability and hand preference, the auditory part of the shortened Betts’ questionnaire upon mental imagery (BQMI, Sheehan, 1967) and the EHI (Oldfield, 1971) were used. An exit questionnaire asked participants to rate the clarity and ease of the task on a five-point scale, give details of any prior musical training experience, and indicate when and how often they generally imagine music.

fMRI EXPERIMENT

Procedure

The procedure for the experiment is illustrated in Figure 1. Each block comprised a single sequence of wrist flexion movements, instructed to be performed with a maximal range within the limits of comfort, preceded by a cue indicating the movement condition. For each condition, the instructions were first presented for 1.5–2.5 s, randomly jittered so that the timing of the instruction was uncorrelated with the block onset. Then, the word “Ready?” appeared for 1 s, then a black screen for 1 s, followed by a visual count-in of four pairs of dots closing in to the center, presented at intervals of 500 ms, after which a “+” appeared on the screen for 16 s while the movements were performed. The change from a “+” to a “−” indicated that the block was finished, and the participant should rest until the next block started. The inter-block rest period lasted 13–14 s, and each participant performed 10 blocks of each condition in a randomized order. Prior to task performance, participants practiced the movement, then listened to the music fragment until they indicated that they were able to imagine it easily (with no one taking more than 10 min of listening), and finally practiced five trials with the experiment instruction screens presented on a laptop. In case of involuntary imagery of the music during the self-paced condition, participants were suggested the back-up strategy of imagining the sound of a metronome, however, none required this strategy during scanning – all reported having no involuntary music imagery during the self-paced condition. Once the participant had confirmed that they understood the experiment by performing each condition appropriately, they were positioned comfortably in the scanner. The stimuli were presented using Presentation® software1 (Version 0.70). Visual stimuli were presented using Nordic NeuroLabs goggles, and standard Siemens headphones were used to present the music. The full session included a structural scan lasting 6 min followed by two 20-min functional scanning runs, of which this study was the second. The first is reported elsewhere, and involved the same movement, but cued with a metronome. In terms of possible sequential effects, this means the participants had some practice in performing the wrist flexions in the scanner, which, given the simplicity of the movement, would not be expected to result in differences in motor network activations, and in any case would be expected to affect each condition of the currently discussed experiment equally. After the scanning runs, participants filled in the BMQI, EHI, and exit questionnaire.
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FIGURE 1 | Graphical representation of the stimulus structure.



Imaging data acquisition and analysis

Anatomical and functional images were acquired at the Clinical Research Imaging Centre (CRIC) at the Queen’s Medical Research Institute (QMRI) of the University of Edinburgh, UK, using a 3-T Siemens Magnetom Verio scanner with 12-channel matrix headcoil. For the anatomical images, an MPRAGE sequence was used (160 slices, TR = 2300 ms, TE = 2.98 ms, FOV = 240 mm × 256 mm × 160 mm, voxel size = 1 mm3, TI = 900 ms, flip angle = 9°). Functional activations were assessed by acquiring T2*-weighted gradient-echo echo planar (EPI) images with blood oxygen level-dependent contrast (26 slices, TR = 1560 ms, TE = 26 ms, FOV = 192 mm × 192 mm × 130 mm, voxel size = 3 mm × 3 mm × 5 mm, flip angle = 90°, no gaps between the slices). The first six volumes were discarded to allow for T1 saturation effects.

Preprocessing

Data analyses were performed using Statistical Parametric Mapping software2 (SPM8, version 4191) with MATLAB 7.10 (The MathWorks, Natick, MA, USA). The preprocessing steps were as follows: first, an outlier detection procedure was applied to ensure data quality; outlier slices with values >7 SD above the mean were identified and scans were replaced with the mean of the 2 neighboring scans to remove any faulty scans (replacing an average of 0.8 volumes, maximum 3 per participant, out of a total of 604 volumes). After realigning the functional data to one of the middle scans of the run with B-spline interpolation, and saving a mean image and the motion parameters, the structural image was coregistered to the mean functional image. Spatial normalization to MNI space then followed the optimized VBM5 procedure (Ashburner and Friston, 2005) with the “New Segment” option in SPM8: the structural image was segmented into six tissue types, and the resulting forward deformation field then applied to the functional images, reslicing to 3 mm × 3 mm × 3mm voxels. Finally, the functional data were spatially smoothed using a 6 mm × 6 mm × 6mm full-width at half maximum (FWHM) Gaussian kernel.

Statistical analysis

Statistical inference employed a two-stage summary-statistic approach (Holmes and Friston, 1998; Penny and Holmes, 2006). First level general linear models (GLMs) for each subject were constructed with separate covariates for each of the three conditions (music, imagined music, and self-paced), modeled as sequences of 16 s blocks beginning at the onset times of each sequence of movement. Three additional covariates were included to account for the initial preparation and counting-in phase of each condition, modeled as sequences of 2 s blocks corresponding to the duration of the preparation time. This ensured that condition-specific movement effects of interest were not confounded with condition-specific movement preparation effects. Covariates were formed by convolution of block sequences with a canonical hemodynamic response function (HRF; Friston et al., 1998). Parameter estimates were then computed using the weighted least squares fit of the model to the data following pre-whitening with an AR(1) plus white noise model (Friston et al., 2002). Data for each session were high-pass filtered to 1/128 Hz and scaled to a grand mean of 100 across all voxels and scans within a session. Each GLM also included a session constant, and six movement regressors as covariates of no interest.

Second level analyses were conducted on first level contrast images, treating participants as a random effect. For each participant, three simple pairwise contrasts entered group-level one-sample t-tests, which compared parameter estimates between each movement condition (music and self-paced, imagined music and self-paced, music and imagined music). To focus on motor network effects, group analyses were conducted within a region of interest (ROI) mask created using the WFU Pickatlas toolbox (Maldjian et al., 2003). This mask comprised bilateral areas BA4, BA6, caudate, putamen, globus pallidus, motor thalamus (ventral anterior nucleus and ventrolateral nucleus; Mai and Forutan, 2012), and the entire cerebellum. Cluster significance was tested within the ROI mask using the AlphaSim tool included in the AFNI toolbox3 (Cox, 1996). This simulation indicated that with a cluster-forming threshold of 0.005, a family wise error (FWE) cluster correction at P < 0.05, required a minimum cluster size of 19 voxels. The locations of the clusters were determined using the probabilistic maps integrated in the SPM Anatomy Toolbox v1.8 (Eickhoff et al., 2005). The results of the ambidextrous participant were inspected in relation to the significant clusters, and were found not to show different results than the formally right-handed participants (as determined by the EHI).

BEHAVIORAL EXPERIMENT

Additional procedure and analysis

Except where noted, procedures for the behavioral experiment followed those described for the fMRI experiment, but the rest period between trials was now shortened to 5 s since a longer period of rest was not needed for behavioral data acquisition (see Figure 1). Participants assumed a supine position to mimic the fMRI set-up, with support pillows so that they could see a computer screen set-up in front of them and rest their arms while making the wrist flexion movements. An Ascension miniBIRD magnetic motion tracking system was used to capture the timing and extent of the wrist flexion, with a single 8 mm sensor attached to the middle finger of their right hand with medical tape (as a proxy for the movement of both hands) measuring with a sampling frequency of 100 samples per second. After 5 practice trials (during which the measurement was tested), 11 trials per condition were presented in a randomized order. This experiment included an additional condition in which movements were performed to a metronome, the results of which are discussed elsewhere. The experiment took approximately 20 min. Visual stimuli were presented using a 20″ computer screen, which was set-up in front of the participants who were in half supine position, and the sound was presented through stereo speakers (Genelec 1029A, 40 W, free field frequency response of 70 Hz – 18 kHz ± 2.5 dB) positioned to the sides of the screen and set at a comfortable listening level.

The data were analyzed in MATLAB 7.10 (The MathWorks, Natick, MA, USA). Using only the z-axis of the recording, movement blocks with obvious measurement artifacts (such as large spikes) were first removed by hand, leading to rejection of 5 blocks, leaving an average of 10.8 16-s movement blocks per condition (minimum = 8). The movement features analyzed were based on Schaal et al. (2004), and included the number of movements, range of the movements, mean period of a full flexion, and the mean and maximum velocity. Signals were first normalized to z-scores over all conditions, after which the number of movements, the (normalized) range, full back, and forth flexion period duration and velocity (displacement over time, mean, and maximum) were computed by extracting the dorsiflexions and plantar flexions for all individual trials and then averaging these over each condition and participant before averaging over the group. As there was unequal variance in all measures between conditions, the output measures are tested using the Friedman test (Friedman, 1937) as implemented in MATLAB, with post hoc comparisons tested separately.

RESULTS

QUESTIONNAIRE RESULTS

The results of the EHI and musical background questions are reported above in Section “Participants.” All participants (fMRI and behavioral) indicated that they were not highly familiar with the music fragment and found the task easy, while most participants indicated that they found the experiment enjoyable (14/17 for the fMRI group and 7/8 for the behavioral group). On the BQMI measure of imagery ability, which uses a 5-point scale (where 1 is high-imagery ability), the fMRI group had an average score of 2.05 (SD = 0.8), and the behavioral group had an average score of 2.48 (SD = 1.17). These are not statistically different between groups using the Mann–Whitney test, and both are slightly below the normative average of 3.01 (SD = 1.53), reported originally by Sheehan (1967), indicating somewhat better imagery vividness in these participants than average, in accordance with the recruitment criteria.

BEHAVIORAL RESULTS

The mean number of movements, the mean amplitude of the wrist flexions, the mean period, and the mean and maximum velocity of the movements are shown for each condition in Table 1. Given that the tempo of the music (which was the same as the instructed tempo for the silent and imagery-cued conditions) was 120 bpm, the 16 s blocks should lead to 16 flexions and a mean period of 1 s. As the amplitudes (or extent of the movement) were normalized between participants they are reported in terms of the z-score, and both velocity measurements are thus in arbitrary units. The movements were found to be highly similar; the Friedman test revealed no statistically significant differences between the conditions for any of the outcome measures. These results indicate that large-scale differences in velocity or range were not found between the different movement conditions.

Table 1 | Behavioral results: wrist flexions for each cueing condition.
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fMRI RESULTS

Significant clusters of activity within the regions of interest are summarized in Table 2 and illustrated in Figures 2–4. There was significantly increased activity for the music condition relative to the self-paced condition in a cluster in the left cerebellum, lobule VI (Figure 2), but no region showed significantly increased activity for the self-paced condition relative to the music condition.


[image: image1]

FIGURE 2 | Musically cued versus self-paced movement. The section shows the left cerebellum VI region activation cluster for music relative to self-paced conditions, displayed on the MRIcron reference T1 image in MNI space, FWE cluster corrected at P < 0.05. The parameter estimate plot shows mean percent signal change of the self-paced (white, SP), music (mid-gray, M), and imagined music (dark gray, IM) conditions relative to rest in cluster peak voxel x = −27, y = −58, z = −23.



Table 2 | Regions showing significant between-condition differences in BOLD activation.
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The comparisons between the imagined music condition and the self-paced condition revealed significant activity increases for imagined music relative to self-paced in the right pre-SMA and in the right globus pallidus (see Figure 3). Again, no region showed significantly increased activity for self-paced relative to imagined music.
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FIGURE 3 | Imagery-cued versus self-paced movement. The sections show activation clusters in the right globus pallidus and pre-SMA for imagined music relative to self-paced conditions, displayed on the MRIcron reference T1 image in MNI space, FWE cluster corrected at P < 0.05. The parameter estimate plots show percent signal change of self-paced (white, SP), music (mid-gray, M), and imagined music (dark gray, IM) conditions relative to rest in cluster peak voxels x = 18, y = −4, z = 1 (globus pallidus) and x = 9, y = 11, z = 64 (pre-SMA).



Finally, comparisons between the two cued conditions (music and imagined music), showed music-specific activations in left cerebellum lobule VIIa and the vermis of lobule IX, whereas for imagery, activation was seen in bilateral pre-SMA (see Figure 4). The cerebellar cluster did not overlap with the cerebellar activation identified in the contrast between music and self-paced, but the pre-SMA cluster did show five voxels overlap with that found in the contrast between imagined music and self-paced.
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FIGURE 4 | Musically cued versus imagery-cued movement. The sections show the cerebellar activations for music relative to imagined music conditions in orange and the pre-SMA activations of imagined music relative to music conditions in blue, displayed on the MRIcron reference T1 image in MNI space, FWE cluster corrected at P < 0.05. The parameter estimate plots show percentage signal change of self-paced (white, SP), music (mid-gray, M), and imagined music (dark gray, IM) conditions relative to rest in cluster peak voxels x = −24, y = −76, z = −32 (cerebellum VIIa) and x = −6, y = 1, z = 69 (pre-SMA).



DISCUSSION

In the current study, brain activity within motor regions during a simple wrist flexion movement task was found to vary according to how this movement was cued. We observed differential responses in cerebellum, globus pallidus, and pre-SMA according to whether wrist flexion movements were performed to music, to imagined music or were self-paced. Self-paced movement did not elicit significant additional activity relative to either of the cued conditions. A closely matched behavioral study showed that these neural differences were not related to gross differences in performance: the number, amplitude, and velocity of the movements showed no significant differences between conditions. Thus, in the cued conditions, increased activations in specific motor areas were associated with a similar behavioral output, suggesting differing neural processes to lead to the same movement.

Our data provide a direct comparison of musically cued and uncued movements while keeping movement complexity minimal, and both converge and diverge from previous findings. As predicted, we observed pre-SMA activation during movement cued by musical imagery relative to heard music as well as relative to self-paced movements. However, the hypothesized activity increase in anterior cerebellum III and activity reduction in PMC for musically cued compared with self-paced movement were not seen. The areas that were active in the cued conditions over the self-paced condition (left cerebellum VI for music, and right pallidum and right pre-SMA for music imagery) are all regions that have previously been implicated in finger tapping tasks cued by auditory pacing signals (Witt et al., 2008), but have not previously been found in direct comparisons of cued to uncued movement. We now consider these findings in turn.

MUSICAL CUEING

Performing wrist flexions to music, as compared to self-cued movement, yield activation in lobule VI of the left cerebellum. This area has previously emerged as involved in musical processing (cf. Peretz and Zatorre, 2005; Alluri et al., 2012), but is also involved in a variety of other cognitive and motor tasks (Stoodley and Schmahmann, 2009). Our finding differs from those of Brown et al. (2006) PET study, which examined activity for patterned dance steps performed to natural music contrasted to the same steps but self-paced, and reported cerebellar activation in lobule III of the vermis, which was interpreted as specific to entrainment to musical rhythm. Although this study is to our knowledge the only other study directly comparing musically cued movement to uncued movement, there are several basic differences in the study design that could cause divergence from these previous findings. It is possible that the very simple movement used in the current experiment, based on a previous research report (Schaal et al., 2004), may lead to different cueing effects from more complex movements. Recurring wrist flexions are easy to perform without too extensive effort or attention, fitting with the rationale for the current experiment, which had the aim of assessing the effect of auditory cues for simple movements, whereas it may be the case that for more complex movements, such as the tango dance steps used in Brown et al. (2006), the effects of auditory cues are different, involving the cerebellar vermis, or alternately that the musical style is relevant for the effect of a cue on motor network activation. The increased sample size used in the current study (N = 17) as compared to previous work on cued movement [studies by Brown et al. (2006), Schaal et al. (2004), and Toyomura et al. (2012) had Ns of 10, 11, and 12, respectively] lends some support to the current findings as a robust reflection of mechanisms of simple movements cued by a musical stimulus.

In previous studies, multiple motor areas including cerebellum VI have been reported as being activated during rhythm perception [such as cerebellum VIII (pre-)SMA, PMC, putamen, see Chen et al. (2008), Grahn and Brett (2007)]. Thus, one possibility is that the cerebellum VI activation found in the current study is purely due to music listening. In that case, it is of interest that this cerebellar area was the only motor region found to be significantly activated by music perception in the current context of continuous movement, suggesting that, whereas the perception-related activation in other motor regions does not persist while performing a movement, this is not the case for the cerebellum VI region. Alternatively, this region may respond specifically to musically cued movement, and be crucial for aligning movement to sound. Based on the data presented here, it is not possible to distinguish between these potential explanations. However, it appears likely that cerebellum VI, with its connections to PMd and M1, as well as frontal and parietal areas (Bernard et al., 2012), acts as a hub of connectivity linking perceptual and motor processes [much like the anterior cerebellar activation was interpreted in Brown et al. (2006)], and has a distinct role compared to other movement-related regions involved in music processing. Future studies may reveal further motor region effects for cued movements of varying complexity, as here we only examined the simplest case, a regularly recurring, easy movement.

IMAGERY-BASED CUEING

When comparing movement cued by imagery to self-paced movement, we found significant clusters of activity in two regions: one in the right pre-SMA and one in the right globus pallidus. The former was expected from previous literature on music imagination (cf. Halpern and Zatorre, 1999; Leaver et al., 2009; Herholz et al., 2012) and is found here to persist in the context of movement. In previous literature, this activation has been proposed to relate to sequential control through chunking and memory processes (Leaver et al., 2009), and has also been implicated in free musical improvisation of melodies and rhythms (de Manzano and Ullén, 2012), which in a different way also includes imagery, memory, and sequencing processes. More generally, pre-SMA is associated with self-initiation of actions and cognitive involvement in action (Nachev et al., 2008). Although not reported consistently, activation in the pallidum has also been noted previously in the context of music imagery, specifically vividness in anticipatory imagery (Leaver et al., 2009), while striatal activation has been reported for vividness of (non-musical) auditory imagery as compared to perception (Daselaar et al., 2010). The current finding of pallidum activation is specifically interesting in the context of movement cueing in clinical situations, as the globus pallidus is one of the main sites for which deep brain stimulation (DBS) has been found to be effective in reducing motor impairments [another site being the subthalamic nucleus, cf. Follett et al., 2010]. In PD, this stimulation has for example been reported not only to reduce tremor and improve gait (Follett et al., 2010) but also to reduce symptoms in various types of dystonia (Kupsch et al., 2006; Walsh et al., 2013), Huntington’s disease (Edwards et al., 2012), and Tourette’s syndrome (Priori et al., 2013). The finding that this area is especially active during imagery-cued movement needs further investigation and replication before a robust connection with these patient populations can be established; however, this first brain imaging result of moving to imagined music shows promise for further development of paradigms using music imagery in clinical situations. The beta and gamma frequency bands of electrical activity in the internal globus pallidus (as measured in cervical dystonia patients with implanted electrodes) are modulated by the preparation of self-initiated movements and the execution of both self-initiated and externally triggered movements (Tsang et al., 2012). For PD, bilateral thalamus and pallidum size are positively correlated with disease duration (Geevarghese et al., 2014), and altered pallidal–frontal processing is associated with executive dysfunction (Dirnberger et al., 2005). Moreover, patients with focal basal ganglia lesions are reported to be affected in the ability to execute a steady sequence of periodic actions (Schwartze et al., 2011). The finding that this area is more active for imagined music than during self-paced sustained movement, but not significantly different from musically cued movement may be related to the relative endogenous effort involved in pacing movement through imagery.

COMPARISON OF MUSICAL CUEING AND IMAGERY-BASED CUEING

Directly contrasting the two cued movement conditions showed significantly greater activity for musical cueing in two main clusters in the cerebellum (i.e., lobule VIIa of the left hemisphere and lobule IX of the vermis), and significantly greater activity for imagery-based cueing in bilateral pre-SMA. The latter result was predicted on the basis of previous literature on music imagination, and the robust difference with musical cueing indicates that the pre-SMA was uniquely significantly activated by imagined music. Regarding our hypothesis of equivalence between music and imagined music, when considered alongside the results discussed above (see Musical Cueing and Imagery-Based Cueing), the cerebellum VI and pallidum regions, which responded to musical and imagery-based cueing compared with self-paced movement, respectively, did not show reliably different activity when these two conditions were contrasted directly with one another. This is supported by inspection of the parameter estimates in both regions, suggesting intermediate responses for the contrasts with self-paced movement for imagined music for cerebellum VI and music for the pallidum. Thus, our data are consistent with the hypothesis that moving to music and to imagined music engages some of the same parts of the movement network, and also suggests that these regions are engaged to differing degrees.

In terms of the unpredicted activation differences that were found for music-based cueing as compared to imagery-based cueing; the cerebellar left lobule VII and vermis IX activations could be interpreted as relating to temporal prediction. A recent study by Pecenka et al. (2012) reported left cerebellum VIIa activation to correlate negatively with temporal prediction accuracy while timing movement to a metronome with a slightly varying tempo (although their other reported activations of SMA and precentral gyrus, which are also included in our search volume, were not found for our music condition). Additionally, cerebellum VIIa has been implicated in perceptual prediction without moving (O’Reilly et al., 2008). The activation in lobule IX of the vermis, reportedly connecting to superior temporal gyrus (Bernard et al., 2012), may also be related to perceptual processes during music listening. This finding offers some exploratory detail on the different role that cerebellar lobule VI may have as opposed to lobule VIIa and IX in aligning movement to auditory cues, in that cerebellum VI appears to be more involved in both external and internal rhythm processing, whereas lobule VIIa and IX may be specifically implicated in perceiving versus self-generating a rhythmic stimulus. Future studies will be necessary to verify and refine this interpretation.

LIMITATIONS

A number of study limitations need to be kept in mind when considering these interpretations. Firstly, the current design did not include trial-to-trial vividness measures, and we thus relied on self-report from the participants after scanning that they were successfully imagining the music. This is a potential limitation as previous results indicate that imagery ability and vividness may affect the brain signatures of imagery (cf. Olivetti Belardinelli et al., 2009; Herholz et al., 2012). However, the regions previously reported to be implicated in imagery vividness were not motor areas and thus outside our regions of interest for the current study. Moreover, all participants in our study were pre-selected for imagery skills, all participants reported imagining the music easily, and we found significant differences in brain activity between imagery and self-paced conditions, suggesting that the manipulation was successful. A second potential limitation of the study is that, although the movements were evaluated behaviorally outside the scanner that sample size was relatively small and the measures of amplitude, period, velocity, and number of completed flexions were somewhat crude, possibly missing more subtle aspects of movement, such as movement fluidity or jerk. Such differences have been previously reported for more complex cued movements that have longer trajectories (e.g., Thaut et al., 2002). Nevertheless, there is no reason to assume that differences in these subtle aspects of the currently used movement, if present, would explain the differences in the brain activity we observed. Finally, since our results were obtained from simple movements carried out by healthy volunteers, further research will be needed to assess how the differences in neural processing are affected by either more complex movements or by the specific neural deficits of particular patient groups. Future neuroscientific and behavioral investigations aimed at detecting subtle differences in movement due to heard and imagined musical cueing will be of substantial converging interest for interpreting the present findings and those of the clinical studies.

CONCLUSION AND FUTURE DIRECTIONS

The current work presents, a first step in researching the neural mechanisms of moving to heard and imagined music, using ecologically valid music and simple movements. A cognitive task – music imagination – is shown to impact upon the activation of the motor network of the brain, in line with anecdotal clinical reports of imagined music facilitating movement, implicating brain areas in the cerebellum and basal ganglia long known to be important for the timing of movement. Thus, cognitive aspects of music processing, likely involving some representation of the musical rhythm, are demonstrated to affect movement processing at the level of the motor network of the brain.

Future work may benefit from investigating different styles of music, taking into account personal music preference as well as specific rhythmic characteristics of the musical stimulus. Additionally, other movements may be examined, using different limbs, different degrees of complexity, or the extent to which the movements are rhythmic or discrete in nature. This study only employed one musical extract, while recent behavioral work has shown that style of music can modulate the effects of cueing in terms of movement vigor (Leman et al., 2013), suggesting that this difference in vigor may also lead to more extensive motor network activation. Furthermore, the ability to move to an auditory cue appears to differ across individuals (Tierney and Kraus, 2013), for which test batteries of synchronization skills have recently been developed (Farrugia et al., 2012; Fujii and Schlaug, 2013). Thus, also taking individual differences into account for paradigms using both heard and imagined cueing may inform the usefulness of auditory cues in movement rehabilitation for specific patient groups, ideally permitting selection of cues or cueing strategies that are optimally useful given a specific neurological problem. The usability of music imagination as a cue will depend fully on the imagery ability of a specific patient group or individual, which can currently be assessed through imagery ability measures such as the BQMI questionnaire used here, similar to those used for movement imagery in movement rehabilitation [for an example with stroke patients, see Malouin et al. (2007)]. Systematic clinical evaluation of the applicability of moving to heard and imagined music is necessary to evaluate whether the current fMRI findings have consequences for the specific patient groups that could benefit from musical or imagined musical cueing.
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Slowed gait in patients with Parkinson’s disease (PD) can be improved when patients synchronize footsteps to isochronous metronome cues, but limited retention of such improvements suggest that permanent cueing regimes are needed for long-term improvements. If so, music might make permanent cueing regimes more pleasant, improving adherence; however, music cueing requires patients to synchronize movements to the “beat,” which might be difficult for patients with PD who tend to show weak beat perception. One solution may be to use high-groove music, which has high beat salience that may facilitate synchronization, and affective properties, which may improve motivation to move. As a first step to understanding how beat perception affects gait in complex neurological disorders, we examined how beat perception ability affected gait in neurotypical adults. Synchronization performance and gait parameters were assessed as healthy young adults with strong or weak beat perception synchronized to low-groove music, high-groove music, and metronome cues. High-groove music was predicted to elicit better synchronization than low-groove music, due to its higher beat salience. Two musical tempi, or rates, were used: (1) preferred tempo: beat rate matched to preferred step rate and (2) faster tempo: beat rate adjusted to 22.5% faster than preferred step rate. For both strong and weak beat-perceivers, synchronization performance was best with metronome cues, followed by high-groove music, and worst with low-groove music. In addition, high-groove music elicited longer and faster steps than low-groove music, both at preferred tempo and at faster tempo. Low-groove music was particularly detrimental to gait in weak beat-perceivers, who showed slower and shorter steps compared to uncued walking. The findings show that individual differences in beat perception affect gait when synchronizing footsteps to music, and have implications for using music in gait rehabilitation.

Keywords: gait rehabilitation, rhythmic auditory cueing, beat perception, basal ganglia, music rehabilitation, Parkinson’s disease, rhythmic auditory stimulation

INTRODUCTION

Music and rhythm engage the motor system (Grahn and Brett, 2007; Chen et al., 2008a; Stupacher et al., 2013), ostensibly through extensive connections between the auditory and motor areas of the brain (Petrides and Pandya, 2006). The propensity of music to facilitate movement (Rossignol and Jones, 1976) has been exploited in gait rehabilitation, in which rhythmic auditory cues such as metronome tones are used to regulate movement (Rubinstein et al., 2002; Lim et al., 2005). In Parkinson’s disease (PD), a disease characterized by death of basal ganglia dopaminergic neurons (Kish, 1988), rhythmic auditory cues show promise in improving gait impairments, which are not easily treated by pharmacological interventions (Rubinstein et al., 2002; Lim et al., 2005). Patients typically show slower gait than healthy controls, mainly because they have shorter stride lengths (Morris et al., 1994a), which result from deficient internal regulation of movement amplitude and movement timing (Morris et al., 1994a). Cueing-based interventions typically require patients to synchronize footsteps to metronome cues set at either their preferred step rate or slightly faster than preferred step rate (Spaulding et al., 2012). Cueing appears to ameliorate deficient internal regulation of movement timing, not movement amplitude, by regulating step rate (Morris et al., 1994b). However, as the primary reason for slowed gait in PD is from shortened step length (smaller movement amplitude), not from slower step rate (Morris et al., 1994b), step length does not consistently increase after auditory cueing (Lim et al., 2005). Furthermore, the effect sizes of auditory cueing are not large and benefits tend not to persist over time (Nieuwboer et al., 2007). Consequently, long-term functional improvements may require that cueing become a permanent part of patients’ lives (Lim et al., 2005; Nieuwboer et al., 2007). If permanent auditory cues are required, then music, compared to metronome cues, might better motivate patients to adhere to rehabilitation regimes (de Bruin et al., 2010). Little, however, is known about exactly what auditory features of music, or even what task instructions, are most important to achieve the best functional outcomes in music-based therapies, limiting clinicians’ ability to optimize music for gait interventions.

Most forms of music-based movement therapy instruct patients to synchronize movements in time with the “beat,” or perceived pulse, in music. The beat is a regularly recurring perceived salience that arises in response to rhythm and music (Meyer and Cooper, 1960; London, 2012). The beat is not necessarily a strict property of a rhythmic stimulus, but rather is a psychological percept induced by the stimulus. This is why beats can be perceived through silent gaps in the music (Meyer and Cooper, 1960; London, 2012). The ability to perceive the beat differs widely across individuals (Grahn and McAuley, 2009; Grahn and Schuit, 2013; Sowinski and Dalla Bella, 2013; Launay et al., 2014). At the extreme end of the spectrum, case studies find some individuals so impaired at perceiving a beat that they are called “beat-deaf” (Phillips-Silver et al., 2011). However, less extreme impairments also exist (Grahn and McAuley, 2009). Poor beat perception is present in patients with PD as well as patients with focal basal ganglia lesions (Grahn and Brett, 2009; Schwartze et al., 2011). Not surprisingly, difficulty in perceiving the beat appears to result in difficulties in synchronizing movements to the beat in music (Phillips-Silver et al., 2011; Benoit et al., 2014). Hence, patients with PD and others with poor beat perception might benefit more from rehabilitation studies using auditory cues that have clear and unambiguous beats.

The clarity of the beat in music (i.e., beat salience) is associated with a musical characteristic called “groove” (Madison, 2006). Although groove is operationally defined as how much music evokes the desire to move (Madison, 2006), groove has also been consistently associated with greater beat salience, both when beat salience is assessed subjectively through participant ratings (Janata et al., 2012), as well as objectively through music analysis algorithms (Madison, 2006). Tapping to the beat of high-groove music is perceived to be easier than low-groove music (Madison, 2006; Janata et al., 2012). Therefore, synchronizing footsteps to the beat in high-groove music might help those with poor beat perception improve gait.

Apart from greater beat salience, high levels of groove might also improve gait by modulating an individual’s affective state. In particular, high-groove music elicits higher arousal as well as a positive affective state (Janata et al., 2012). Even at rest, high-groove music modulates excitability of the motor system more than low-groove music (Stupacher et al., 2013). Gait is sensitive to changes in the state of affect and arousal (Naugle et al., 2011). Affective properties of music can evoke faster gait (Leman et al., 2013a). This might be because altering the affective state increases movement vigor, which is a greater willingness to expend more energy for movement, such as by moving more quickly or by increasing movement amplitude (Mazzoni et al., 2007). Therefore, in addition to increasing ease of synchronization to the beat, high-groove music might also increase arousal and positive affect, such that movements during synchronization are more vigorous (i.e., faster or larger).

Overall, then, beat perception ability, beat salience, and the affective properties of music may all affect gait parameters when synchronizing movements to music. These factors might, therefore, determine the extent to which patients benefit from music-cued rehabilitation. To gain a better understanding of how beat perception ability might affect gait in complex clinical populations who often show multiple cognitive and perceptual deficits, it is important to first understand how beat perception ability affects gait in neurologically intact healthy adults. Here, we examined how beat perception ability affected gait spatiotemporal parameters when healthy adults synchronized footsteps to the beat of low-groove music, high-groove music, and metronome cues. We predicted slower and more cautious gait (i.e., slower and wider strides) with low-groove music than with high-groove music, due to the low beat salience and low arousal properties of low-groove music. To evaluate whether gait changes in the high-groove condition were primarily due to high beat salience or physiological/arousal factors, we compared the high groove and metronome conditions. Metronomes have the highest beat salience, as only the beat is present. However, metronomes have not been shown to modulate physiological arousal or affective state. Thus, if high-groove music elicits similar gait changes as metronome cues, the changes are likely due to high beat salience. If high-groove music alters gait more than metronome cues, then the affective properties of high-groove music likely also contribute to gait changes.

Beat perception ability was assessed with a perceptual beat alignment test (BAT), which measures beat perception in music with no motor requirement, and is sensitive to individual differences in beat perception ability in the general population (Iversen, 2008; Müllensiefen et al., 2012). We hypothesized that beat perception ability would affect gait spatiotemporal parameters when synchronizing footsteps to the beat in music. We divided our group into “strong” and “weak” beat-perceivers based on their BAT performance. Strong beat-perceivers were predicted to successfully maintain gait velocity while synchronizing, as beat perception would not be difficult for them. Conversely, weak beat-perceivers were predicted to show slower and more cautious gait (i.e., slower strides) while synchronizing, as beat perception would be more difficult, and could create an attention-demanding “dual task.” Finally, we predicted that the low-groove music condition would elicit slower and more cautious gait than the high-groove music condition, in both strong and weak beat-perceivers, due to its lower beat salience. We measured only the immediate effects of cueing on gait spatiotemporal parameters, not carryover effects [e.g., McIntosh et al. (1997)].

MATERIALS AND METHODS

PARTICIPANTS

Forty-three healthy undergraduate psychology students from the University of Western Ontario with self-reported normal hearing (age range 18–20, 24 females) participated in this study for course credit. One participant was excluded due to incomplete data. The study was approved by the Human Research Ethics Committee at the University of Western Ontario. All participants provided written informed consent.

PROCEDURE

Beat alignment test (BAT)

We used the BAT from the Goldsmiths Music Sophistication Index v1.0 (Müllensiefen et al., 2012), which is modeled after the original BAT (Iversen, 2008). We selected the BAT because it is brief and easy to implement, and is easily used in a clinical setting. In addition, the BAT assesses beat perception in the context of music, and is therefore more directly relevant to the current step synchronization task than other assessments of beat perception, which do not use music. In the test, participants decided whether metronome beeps superimposed over instrumental music clips were correctly aligned with the perceptual beat of that clip. Beeps were aligned to the beat in four trials. The remaining trials contained either (1) a tempo error (eight trials): beeps were 2% faster or slower than the true beat tempo, or (2) a phase error (five trials): beeps were ahead of the actual beat by 10 or 17.5% of the length of the beat interval. Participants completed 3 practice trials and 17 test trials. Stimulus order was randomized for each participant. After listening to the whole clip, participants were asked to judge whether the beeps were in time with the beat by pressing the “y” key to indicate yes and the “n” key to indicate no. Participants were also asked to rate their confidence in their answer (1 = not sure, 2 = somewhat sure, 3 = very sure). Participants completed three practice trials (1 aligned, 1 tempo error, 1 phase error) to familiarize themselves with the task.

Step synchronization task stimulus selection

The pool of step synchronization task stimuli were originally selected based on input from lab members. Ten lab members rated a range of unfamiliar musical clips on perceived groove, and a balanced set of high and low-groove clips was selected on the basis of these ratings. Relatively obscure music was selected because strong beat-perceivers may listen to music more often, and thus be more familiar with any well-known music clips than weak beat-perceivers. Obscure music would be equally unfamiliar to all participants. As the tempo of the beat in music can be subjective (McKinney and Moelants, 2006), three lab members with musical training tapped to the beat of each music clip to determine the tempo of each song. Music clips on which raters did not all tap the same tempo were removed from the set. This resulted in a set of 20 instrumental music clips, with 10 low-groove music clips and 10 high-groove music clips. From this set, six clips were selected for each participant in the experiment, using their individual ratings (see below). For a list of stimuli and details of the selection method, see the Supplementary Material. Clip loudness was normalized to the same relative volume using Audacity (Free Software Inc., Boston, USA). Metronome sequences were created using 50 ms 1 kHz sine tones. All auditory stimuli were trimmed to start on a beat.

Prior to starting the step synchronization task, each participant rated the 20 pre-selected music clips on groove, familiarity, and enjoyment on a 10-point Likert scale, so that the final selection of clips used in the step synchronization task was tailored to each participant’s ratings. The rating scale items were as follows: (1) Groove: how much did the music make you want to move? 1 = did not want to move, 10 = very much wanted to move. (2) Familiarity: how familiar are you with the music clip? 1 = not at all familiar to me, 10 = very familiar to me. (3) How enjoyable is this piece of music? 1 = not at all enjoyable, 10 = very enjoyable. Based on individual ratings, the three music clips rated as lowest on groove and the three music clips rated as highest on groove were selected for each participant. To reduce the likelihood that familiarity with the music clip would confound the results, only low familiarity clips (ratings < 4 on familiarity) were used for the step synchronization task. Ratings data for the stimuli are listed in the Supplementary Material.

Step synchronization task procedure

First, each participant’s preferred gait step rate (number of steps per minute) during uncued walking was determined by having the participant walk eight lengths of a 16 foot Zeno pressure sensor walkway (one “walk” was one length of the walkway) in silence. Previous studies using similar walkways have shown that six walks results in a sufficient number of steps for reliable estimation of gait parameters (Hollman et al., 2010).The sampling rate of the walkway was 120 Hz. The tempo of each auditory stimulus (low-groove music, high-groove music, and metronome cues) was adjusted in Audacity (Free Software Inc., Boston, USA) to two tempi: (1) the participant’s preferred step rate and (2) 22.5% faster than the participant’s preferred step rate. This faster rate was selected in accordance with previous step synchronization studies in older adults (Roerdink et al., 2011). Previous work with similarly large tempo manipulations (Fujii and Schlaug, 2013) has shown that Audacity successfully preserves pitch properties of the stimuli. Auditory inspection of the stimulus waveforms did not reveal any hisses or clicks as a result of the tempo change. Participants completed 18 walking trials under the following cue conditions: low-groove music (three trials), high-groove music (three trials), and metronome sequences (three trials). Due to a technical error, for 18 participants, only 1 metronome trial was collected. One stimulus was played during each trial, and trials were completed in random order. Participants were allowed as much time as needed to find the beat before starting to walk. To reduce the effects of acceleration and deceleration on steady-state gait, walks started and finished at a line marked 1 m beyond the end of the mat, and participants were instructed to continue stepping to the beat when turning at the marked line. To prevent fatigue, participants were allowed as much time as necessary to rest between trials. Each test session lasted approximately 1 h.

DATA ANALYSIS

Synchronization performance

Synchronization is typically measured by assessing both phase-matching performance (the extent to which the phase of the steps matches the phase of the beats) and period-matching performance (the extent to which the tempo of the steps matches the tempo of the beats). However, we were only able to evaluate period matching performance, not phase-matching performance for the following reasons. First, it is unknown whether subjects aim to synchronize the first contact time of their step (e.g., heel-strike), the last contact time of their step (e.g., toe-offset), or some time point between the heel-strike and the toe-offset, to the beat. Synchronizing the heel-strike or the toe-offset can result in significant differences in synchronization accuracy (Chen et al., 2006). Furthermore, we do not know whether the synchronization time point within each footfall is consistent between individuals, or even between walking trials from the same individual. An estimation method that assumes that all subjects consistently synchronize at the same time point could systematically bias the data if strong beat-perceivers and weak beat-perceivers differed in their point of synchronization. Second, we could not confidently estimate beat onsets for all the music clips. Beat onsets can be irregular due to common tempo changes in music. One option is to ask musically trained individuals to tap to the music, and use those times as beat times; however, this method assumes that musically trained individuals will tap on the beat with complete accuracy and consistency throughout the full set of music clips. We attempted to objectively estimate beat onsets with beat-tracking software (BeatRoot) (Dixon, 2007), but found that BeatRoot was inaccurate in estimating the beat locations of two low-groove songs and one high-groove song. These songs were used in at least 15% of all trials across participants. Similar occasional beat-tracking inaccuracies have been noted by BeatRoot’s authors (Dixon, 2007). Finally, due to a technical problem, stimulus onset was accurately time-locked with step recordings of the pressure sensor mat for only a subset of participants: 18 weak beat-perceivers and 8 strong beat-perceivers. The small numbers of strong beat-perceivers made it unfeasible to statistically compare phase-matching performance between strong and weak beat-perceivers. We did explore phase synchronization performance using circular asynchronies across the remaining 26 datasets, assuming heel-strike as the first synchronization point, similar to previous work (McIntosh et al., 1997). These analyses yielded variable results (see Table S1 in Supplementary Material), perhaps unsurprisingly given the caveats above. We, therefore, limited our reported analyses to period-matching performance.

Period-matching performance

Ability to match step tempo to the stimulus tempo (i.e., period-matching accuracy) was assessed using the interbeat interval deviation (IBI deviation), which quantified how well step tempo was matched to the beat tempo on each trial (Chen et al., 2008b; Giovannelli et al., 2014). First, an automatic algorithm matched the first contact time of each step to the closest beat. Then, interstep intervals were calculated by subtracting the first contact times of consecutive steps. Interbeat intervals were calculated by subtracting beat onset times of consecutive beats. The IBI deviation was calculated by taking the absolute difference between each interstep interval and the corresponding interbeat interval. Then, to control for differences in interbeat intervals for different cue tempi, the IBI deviation was normalized to the mean interbeat interval for that trial – the absolute difference was divided by the mean interbeat interval (1).
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Variability of period matching was assessed using the standard deviation of the IBI deviation.

Spatiotemporal gait parameters

Based on previous gait studies (Hollman et al., 2011), six gait parameters of interest were selected for analysis: stride velocity, step length, step time, double support time, stride width, and step length coefficient of variability. Gait speed was determined from stride velocity [the distance covered per unit time (cm/s) for every two consecutive steps]. Step length was the anterior–posterior distance from the first contact location of one step to the first contact location of the next step. Step time was the interval between the first contact time of one footprint to the first contact time of the next footprint. Thus, changes in velocity could result from changes in step length and/or changes in step time. In addition, to assess the attentional demands of gait synchronization, we also assessed double support time (% of time that both feet were simultaneously in contact with the ground), stride width distance between a line connecting two ipsilateral foot heel contacts (the stride) and the contralateral foot heel contact between those events, measured perpendicular to the stride, and step length coefficient of variation (standard deviation of step length normalized to the mean step length) (Hollman et al., 2011). Longer double support time, wider strides, and greater step length variability are associated with more cautious gait as a result of greater attentional demand during gait (Al-Yahya et al., 2011).

Statistical analyses

We were interested in how gait changed during the different music and metronome conditions compared to uncued walking. Hence, we obtained change scores of each gait parameter by subtracting the average gait parameters in each stimulus condition from the average gait parameters in uncued walking (Rochester et al., 2005). Then, to enable comparisons across individuals to be made on the same scale (e.g., a long-legged participant who takes long steps may have a greater absolute difference in step length than a short-legged participant who takes short steps), we normalized these change scores to gait parameters obtained from uncued walking.

[image: image1]

To evaluate how beat perception ability affected gait synchronization to low-groove music, high-groove music, and metronome, Beat Perception (weak, strong beat-perceivers) by Cue (low groove, high groove, metronome) by Tempo (preferred step rate, faster step rate) mixed-measures ANOVAs were conducted for each gait parameter of interest. The Greenhouse-Geisser correction was applied when Mauchly’s test of sphericity was significant. Pairwise comparisons using Dunn-Sidak corrections for multiple comparisons identified significant differences between conditions.

RESULTS

BEAT ALIGNMENT TEST SCORES

Beat alignment test scores were calculated as the proportion correct from all 17 trials. Scores ranged from 0.47 to 1, M = 0.69, SD = 0.15, consistent with previous findings (Iversen, 2008; Grahn and Schuit, 2013). A split of 0.65 was used to classify participants as strong beat-perceivers (scores above 0.65, n = 19) and weak beat-perceivers (scores equal to or below 0.65, n = 23). The use of the 0.65 split was justified by similar BAT median scores in other versions of the BAT (Iversen, 2008; Grahn and Schuit, 2013). Strong beat-perceivers had more years of musical training (M = 5.11, SD = 4.45, SEM = 1.05) than weak beat-perceivers (M = 2.91, SD = 3.51, SEM = 0.74), although this difference was not statistically significant [t(39) = 1.77, p = 0.08].

PERIOD-MATCHING PERFORMANCE

Figure 1, top panel, shows period-matching accuracy, or how well participants matched step tempo to cue tempo, as indicated by interbeat interval deviation. Smaller values indicate more accurate period matching. Only the faster tempo condition was analyzed, as the cues at preferred tempo were specifically matched to each participant’s preferred step tempo; therefore, the periods were expected to match regardless of synchronization ability. Weak beat-perceivers were worse at matching step tempo to the cue tempo than strong beat-perceivers (see Figure 1), as shown by a significant main effect of Beat Perception [F(1,40) = 5.92, p = 0.02, η2p = 0.13]. A significant main effect of Cue [F(2,80) = 17.46, p < 0.001, η2p = 0.30] indicates that period-matching accuracy differed between cue types. Period matching was best for metronome cues (86.53 ± 12.06), followed by high-groove music (121.44 ± 12.43), and was worst for low-groove music (151.79 ± 14.04). All conditions differed significantly from each other. Period matching was significantly less accurate for low-groove music compared to high-groove music (p = 0.001), and for low-groove music compared to metronome cues (p < 0.001). Period matching was also significantly less accurate for high-groove music compared to metronome cues (p = 0.003). The Cue × Beat Perception interaction was not significant: [F(2,80) = 1.89, p = 0.16, η2p = 0.04], indicating that period matching in strong and weak beat-perceivers was similarly affected by the different cue types.
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FIGURE 1 | Period-matching accuracy as estimated by IBI deviation, and period-matching variability as estimated by standard deviation of the IBI deviation. Weak beat-perceivers are shown in clear bars; strong beat-perceivers are shown in green bars.



The variability of period matching was indicated by the standard deviation of the IBI deviation (see Figure 1), with smaller values indicating less variable period matching. Weak beat-perceivers showed more variable period matching for all cues than strong beat-perceivers, as shown by a significant main effect of Beat Perception [F(1,40) = 5.79, p = 0.02, η2p = 0.13]. A significant main effect of Cue [F(2,80) = 20.88, p < 0.001, η2p = 0.34] indicated that variability differed between cue types. Period matching was least variable for metronome cues (64.73 ± 6.71), followed by high-groove music (96.68 ± 5.87), and was most variable for low-groove music (125.50 ± 11.33). All conditions differed significantly from each other. Period matching was more variable for low-groove music compared to high-groove music (p = 0.036), and more variable for low-groove music compared to metronome cues (p < 0.001). Period matching was more variable for high-groove music than for metronome cues (p < 0.001). The Cue × Beat Perception interaction was not significant [F(2,80) = 2.45, p = 0.09, η2p = 0.058].

GAIT PARAMETERS FOR DIFFERENT CUE CONDITIONS

Descriptive statistics for gait parameters measured in each cue condition are shown in Table 1.

Table 1 | Means and standard deviations of gait parameters for each cueing condition when cue tempo was set at preferred step tempo and at 22.50% faster than preferred tempo, averaged across all participants.
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Stride velocity, step length, and step time

Figure 2 shows the normalized change scores for stride velocity, step length, and step time. Left panels of Figure 2 show that at preferred tempo, weak beat-perceivers showed slower stride velocity than strong beat-perceivers across all three cue types. This was large because weak beat-perceivers (clear bars) tended to reduce step length during cueing, unlike strong beat-perceivers (green bars), who successfully maintained step length. Right panels of Figure 2 show that at the faster tempo, weak beat-perceivers (clear bars) sped up stride velocity while shortening step length and step time (right panel, middle graph), indicating that weak beat-perceivers sped up stride velocity by taking faster but shorter steps, whereas strong beat-perceivers sped up stride velocity by taking faster steps of similar length to those during uncued walking. The main effects of Beat Perception were significant for stride velocity [F(1, 40) = 5.15, p = 0.029, η2p = 0.11] and near significant for step length [F(1, 40) = 3.21, p = 0.08, η2p = 0.07]. The main effects of Beat Perception were not qualified by any significant interactions with Cue or Tempo.
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FIGURE 2 | Normalized change scores in gait parameters indicating gait speed (stride velocity (cm/s), step length (cm), step time (s)) with all three cue types (low-groove music, high-groove music, metronome cues) at different tempi: left panel, preferred tempo and right panel, faster tempo. All normalized change scores shown are a proportion of uncued gait. Weak beat-perceivers are shown in clear bars; strong beat-perceivers are shown in green bars. Values close to zero show that gait parameters showed little change compared to uncued walking. Dollar signs ($) indicate significant differences relative to uncued walking at p < 0.05. Asterisks (*) indicate significance differences at p < 0.05.



There were significant Cue × Tempo interactions for stride velocity [F(2, 80) = 11.027, p < 0.001, η2p = 0.22] and step length [F(2, 80) = 3.21, p = 0.04, η2p = 0.07]. This interaction was because high-groove music elicited similar stride velocity and step length to metronome cues at preferred tempo [stride velocity: t(41) = 0.5, p = 0.62, step length: t(41) = 0.53, p = 0.60], but elicited slower and shorter steps than metronome cues at the faster tempo [stride velocity: t(41) = 2.99, p = 0.005, step length: [t(41) = 2.96, p = 0.005]. Low-groove music elicited significantly slower and shorter steps than high-groove music and metronome (see Figure 2), both at preferred tempo [stride velocity: t(41) = 4.62, p < 0.001, step length t(41) = 2.43, p = 0.019] and at faster tempo [t(41) = 5.60, p < 0.001, step length t(41) = 2.14, p = 0.039].

For step time, there was a significant Beat Perception × Cue × Tempo interaction [F(1,40) = 7.52, p < 0.001, η2p = 0.16]. This three-way interaction was because, at preferred tempo, weak beat-perceivers slowed step times more than strong beat-perceivers with low-groove music [t(25.29) = 1.99, p = 0.057] but not with high-groove music [t(40) = 0.97, p = 0.34] and metronome cues [t(40) = 0.77, p = 0.45]. At the faster tempo, weak beat-perceivers sped up step times more than strong beat-perceivers with metronome cues [t(40) = 2.47, p = 0.018] but not with low-groove music [t(40) = 1.07, p = 0.29] or high-groove music [t(40) = 0.82, p = 0.42]. With faster tempo metronome cues, the markedly briefer step times in weak beat-perceivers were accompanied by reduced step length, and thus, the increase in stride velocity to fast metronome cues (Figure 2, top right panel, clear bars) was accomplished by taking shorter but faster steps.

Stride width, double support time, and stride length variability

Wider strides, longer double support time, and greater stride length variability indicate greater attentional demands and greater cautiousness during gait (Al-Yahya et al., 2011). Figure 3 shows the normalized change scores for stride width, stride length variability, and double support time. For stride width, significant main effects of Beat Perception [F(1,40) = 4.41, p = 0.04, η2p = 0.099] and Cue [F(2,80) = 9.64, p < 0.001, η2p = 0.19] were qualified by a significant three-way Beat Perception × Cue × Tempo interaction [F(1,40) = 3.27, p = 0.043, η2p = 0.076]. At preferred tempo, weak beat-perceivers increased stride width more than strong beat-perceivers with low-groove music [t(40) = 2.29, p = 0.027], but not with high-groove music [t(40) = 1.96, p = 0.056], or with metronome cues [t(40) = 1.45, p = 0.15]. At the faster tempo, weak beat-perceivers increased stride width more than strong beat-perceivers with high-groove music [t(40) = 2.71, p = 0.01], but not with low-groove music [t(40) = 1.61, p = 0.12], or with metronome cues [t(40) = 0.13, p = 0.9].
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FIGURE 3 | Normalized change scores for gait parameters indicating the attentional demands of synchronization [stride width (cm), double support time (% of gait cycle), and step length variability] with each cue type (low-groove music, high-groove music, metronome cues) at different tempi: left panel, preferred tempo and right panel, faster tempo. All normalized change scores here are a proportion of uncued gait. Weak beat-perceivers are shown in clear bars; strong beat-perceivers are shown in green bars. Values close to zero show that gait parameters showed little change compared to uncued walking. Dollar signs ($) indicate significant differences relative to uncued walking at p < 0.05. Asterisks (*) indicate significance differences between conditions at p < 0.05.



For double support time, the main effect of Beat Perception was not significant [F(1,40) = 2.05, p = 0.16, η2p = 0.05], and there were no significant interactions between Beat Perception and other factors. There was a significant main effect of Cue [F(2,40) = 7.85, p = 0.001, η2p = 0.16], which was not qualified by any interactions, as both strong and weak beat-perceivers decreased double support time more with metronome cues than with low-groove music (p = 0.001) or high-groove music (p = 0.049).

For stride length variability, the marginally significant main effect of Beat Perception [F(1,40) = 3.46, p = 0.07, η2p = 0.08] was qualified by a significant Cue x Beat Perception interaction [F(2,40) = 4.40, p = 0.015, η2p = 0.10], as weak beat-perceivers showed greater increases in stride length variability than strong beat-perceivers with low-groove music [preferred: t(40) = 1.84, p = 0.07, faster: t(40) = 2.22, p = 0.03], and metronome cues [preferred: t(40) = 2.79, p = 0.008, faster: t(40) = 1.96, p = 0.05], but not with high-groove music [preferred: t(40) = 0.71, p = 0.48, faster: t(40) = 0.11, p = 0.91].

In summary, weak beat-perceivers showed larger increases in stride width and stride length variability than strong beat-perceivers, and this pattern of results was particularly evident with low-groove music.

DISCUSSION

The primary finding of this study is that individual differences in beat perception ability determined whether gait was maintained or impaired by synchronizing to music and metronome cues. Weak beat-perceivers showed slower gait than strong beat-perceivers, perhaps because weak beat-perceivers had more difficulty in synchronizing footsteps to the beat, as shown by poorer performance in period matching their step tempo to the cue tempo. Conversely, strong beat-perceivers showed faster gait than weak beat-perceivers, perhaps because strong beat-perceivers found it easier to synchronize footsteps to the beat, as shown by better period-matching performance in strong beat-perceivers than weak beat-perceivers. Collectively, these findings suggest that beat perception ability may affect outcomes in music-based gait rehabilitation, particularly in patients with PD, who show beat perception deficits (Grahn and Brett, 2009), as well as cautious, less vigorous movement (Mazzoni et al., 2007).

GAIT RESPONSES TO AUDITORY CUES DEPEND ON BEAT PERCEPTION ABILITY

Weak beat-perceivers showed overall slower, shorter, and wider steps than strong beat-perceivers when synchronizing to auditory cues, regardless of cue tempo. These effects were particularly evident with low-groove music, which reduced step length at both preferred and faster tempos in weak beat-perceivers. Slower, shorter and wider strides are commonly evoked by greater attentional demands in dual task paradigms [for a review, see Al-Yahya et al. (2009)]. Therefore, the shorter, slower, and wider steps in weak beat-perceivers might be because synchronizing movements to auditory cues is more attention-demanding for weak beat-perceivers than strong beat-perceivers. Our findings suggest that for weak beat-perceivers, synchronizing footsteps to the beat might be an attention-demanding task that slows and shortens strides.

In weak beat-perceivers, negative effects of synchronization on gait parameters (e.g., step length and double support time) were evident even with metronome cues, when there was no need to extract the beat structure. Such findings appear at first glance to contradict previous studies that report that weak beat-perceivers show intact synchronization performance when tapping to metronome cues (Sowinski and Dalla Bella, 2013; Launay et al., 2014). However, as only the timing of finger tapping was assessed in these previous studies, it remains possible that weak beat-perceivers might alter spatial kinematics when tapping to metronome cues similarly to the gait alterations observed here. Walking might also be more sensitive than finger tapping to individual differences in beat perception ability – recent work has shown that reproducing a rhythm by walking is more difficult than by finger tapping or foot tapping (Iannarilli et al., 2013). Thus, gait synchronization may be more likely to be affected by poorer beat perception than finger tapping synchronization.

EFFECT OF CUE PROPERTIES ON SYNCHRONIZATION ACCURACY AND GAIT PARAMETERS

Low-groove music appears to be harder to synchronize to, and also to have a generally detrimental effect on gait. Tempo-matching was less accurate and more variable with low-groove music compared to high-groove music and compared to metronome, as low-groove music elicited larger and more variable deviations from interbeat intervals. This difficulty cannot be explained by differences in tempo, as the same tempo manipulations were done for low-groove music and high-groove music. Low-groove music was particularly detrimental to gait kinematics, as it elicited slower, shorter, and wider steps compared to uncued walking. High-groove music and metronome cues elicited similar effects on relevant gait parameters such as stride velocity and step length, suggesting that high-groove music might be a viable alternative to metronome cues.

Our finding that high-groove music did not elicit faster, longer steps than metronome cues appears inconsistent with previous findings of faster stride velocity with music than with metronome cues (Styns et al., 2007; Leman et al., 2013b). Several methodological differences might explain the difference in results. First, highly familiar music was used in these previous studies (Styns et al., 2007), unlike the current study, which used unfamiliar music. Familiarity with the beat structure of the music might increase the ease of extracting the beat and synchronization to the beat, therefore, reducing the attentional demands of synchronization that could counteract positive effects of groove on step length. Studies that directly compare the effects of low and high familiarity music would be needed to determine whether familiarity is important for high-groove music to elicit more beneficial effects than metronome cues. Another approach may be to accent the beat structure of low familiarity music with metronome cues. This would reduce the attentional demands of beat extraction, potentially improving gait outcomes, especially for weak beat-perceivers.

AUDITORY CUES INCREASED GAIT VELOCITY BY ALTERING STEP TIME, NOT STEP LENGTH

Under all cueing conditions, even when cue tempo was sped up, step length did not significantly increase compared to uncued walking. Stride velocity increased, but by decreasing step time, not by increasing step length. That is, participants moved faster, but by taking briefer and more frequent steps, not by taking longer steps. These findings are consistent with previous findings of shorter (Cubo et al., 2004; Dibble et al., 2004) or unaltered step lengths during synchronization to metronome cues, both for patients with PD (Morris et al., 1994a; Howe et al., 2003; Almeida et al., 2007) and healthy adults (Wittwer et al., 2013). These findings are important because the slowing of gait in PD results primarily from steps that are too short (Morris et al., 1994b, 1996), thus simply presenting faster cues may not help increase step length (Morris et al., 1994a). In fact, several studies suggest that metronome cueing only lengthens steps if patients with PD are also intentionally increasing step lengths while stepping in time to the cue (Nieuwboer et al., 2007; Baker et al., 2008; Rochester et al., 2011). Therefore, synchronizing footsteps to auditory cues might not be sufficient to elicit increased step length: intention to increase step length might also be necessary.

IMPLICATIONS FOR GAIT REHABILITATION IN PARKINSON’S DISEASE

In the current study, gait performance depended strongly on beat perception ability. The effects of beat perception ability might explain previous reports of variable outcomes of music-based rehabilitation in PD [for a review, see de Dreu et al. (2012)]. Functional neuroimaging studies demonstrate involvement of the basal ganglia in internally generating and maintaining the beat (Grahn and Rowe, 2013). Deficient basal ganglia function impairs beat perception in patients with PD (Grahn and Brett, 2009) and patients with focal basal ganglia lesions (Schwartze et al., 2011), suggesting that intact basal ganglia function might be necessary to perceive the beat. Difficulty generating and maintaining the beat could limit the ability of patients with PD to improve from rehabilitation paradigms when they are required to synchronize footsteps to the beat (Nombela et al., 2013). Weaker beat perception in patients with PD might further increase the attentional demand of synchronizing footsteps to the beat, thereby worsening gait in patients with PD, as they generally show weaker attentional control than healthy individuals when walking (Yogev et al., 2005).

For patients with PD with weak beat perception, synchronization to the beat in music might elicit weaker gait performance than synchronization to metronome cues. One way of reducing the difficulty of synchronization in weak beat-perceivers is to make the musical beat structure unambiguous by embedding metronome cues into music. This method of embedding music with metronome cues has previously elicited faster and longer strides in comparison to silence (Thaut et al., 1996; McIntosh et al., 1997) and in comparison to metronome cues alone (Wittwer et al., 2013). Music combined with metronome cues might therefore evoke additive effects that facilitate longer, faster strides. In addition, using familiar music might be beneficial, as familiarity with music and consequently familiarity with the beat structure might reduce the attentional demands of extracting the beat, such that gait might be less impaired in weak beat-perceivers. This is consistent with the finding that patients with PD increased stride velocity and stride length when they synchronized footsteps to the beat of highly familiar music for 30 min daily over 3 weeks (de Bruin et al., 2010).

LIMITATIONS

The BAT perception test is a brief measure of beat perception ability, but does not provide as much information as more extensive beat perception measures, such as the BAASTA (Benoit et al., 2014) or the Harvard BAT (Fujii and Schlaug, 2013). We also did not test for pitch perception deficits, which have previously been shown to result in difficulties with rhythm perception (Foxton et al., 2006). The BAT was selected because it uses ecologically valid music, similar to that used during walking, and it is brief, easily implemented, and also practical to administer in rehabilitation contexts. Even with these limitations, the categorization of strong and weak beat-perceivers revealed distinct gait responses when synchronizing to the beat: participants classified as weak beat-perceivers by this task showed overall worse gait performance when required to synchronize footsteps to the beat. The BAT perception test might, therefore, be useful in tailoring gait rehabilitation protocols for weak and strong beat-perceivers. While weak beat-perceivers might benefit from increasing the beat salience of music by embedding metronome cues into music, strong beat-perceivers might not require this, and embedding metronomes may even reduce their enjoyment of the rehabilitation. It remains to be seen if the BAT is sensitive enough to characterize beat perception ability in more variable populations such as older adults or neurologically impaired patients such as individuals with PD. In addition, the current study did not examine short-term carryover effects of cueing on gait, which have been reported for clinical populations such as PD (Thaut et al., 1996). Future examinations could determine which stimulus cue properties provide the longest persistence of carryover benefits in clinical populations.

Another limitation of this study, and our understanding of gait synchronization more generally, is that it is unclear which timepoint within each footfall is synchronized to the beat. In bipedal gait, each foot stays in contact with the ground for long periods of time (up to 800 ms in our data), and thus foot contact times can be longer than the interbeat interval. This contrasts with assessments of synchronization performance with finger tapping, in which the finger contact time is brief and discrete. In bipedal gait, participants could synchronize any timepoint between the first contact time (typically the heel-strike) and the last contact time of the step (the toe-off). Synchronizing using the heel-strike or the toe-off can result in significant differences in synchronization accuracy (Chen et al., 2006). Although previous work estimated synchronization performance using the first contact time (Thaut et al., 1996), there is no clear evidence that individuals intend for that to be the synchronized point. Furthermore, we do not know whether the synchronized time point is consistent between individuals, conditions, or even within each walking trial. To assess synchronization accuracy, future studies will need to determine what timepoint of the footfall is synchronized, and whether strong and weak beat-perceivers differ in their selection of the synchronization timepoint.

SUMMARY

The primary finding of this study is that beat perception ability affects whether gait performance is impaired or maintained when synchronizing footsteps to the beat in music. When synchronizing to auditory cues, strong beat-perceivers either maintained or improved gait performance, whereas weak beat-perceivers showed slower, more cautious gait, particularly with low-groove music, in which beat locations are less salient. High-groove music and metronome cues generally resulted in better gait performance than low-groove music in both weak and strong beat-perceivers. Taken together, these findings suggest that tailoring auditory cues according to patient beat perception ability in gait rehabilitation might elicit better outcomes.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at http://www.frontiersin.org/Journal/10.3389/fnhum.2014.00811/abstract
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Musically cued gait-training improves both perceptual and motor timing in Parkinson’s disease
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It is well established that auditory cueing improves gait in patients with idiopathic Parkinson’s disease (IPD). Disease-related reductions in speed and step length can be improved by providing rhythmical auditory cues via a metronome or music. However, effects on cognitive aspects of motor control have yet to be thoroughly investigated. If synchronization of movement to an auditory cue relies on a supramodal timing system involved in perceptual, motor, and sensorimotor integration, auditory cueing can be expected to affect both motor and perceptual timing. Here, we tested this hypothesis by assessing perceptual and motor timing in 15 IPD patients before and after a 4-week music training program with rhythmic auditory cueing. Long-term effects were assessed 1 month after the end of the training. Perceptual and motor timing was evaluated with a battery for the assessment of auditory sensorimotor and timing abilities and compared to that of age-, gender-, and education-matched healthy controls. Prior to training, IPD patients exhibited impaired perceptual and motor timing. Training improved patients’ performance in tasks requiring synchronization with isochronous sequences, and enhanced their ability to adapt to durational changes in a sequence in hand tapping tasks. Benefits of cueing extended to time perception (duration discrimination and detection of misaligned beats in musical excerpts). The current results demonstrate that auditory cueing leads to benefits beyond gait and support the idea that coupling gait to rhythmic auditory cues in IPD patients relies on a neuronal network engaged in both perceptual and motor timing.

Keywords: Parkinson disease, auditory cueing, timing, motor behavior, perception

INTRODUCTION

Idiopathic Parkinson’s disease (IPD) is one of the most common movement disorders. Although substantial progress has been made regarding the treatment of its cardinal motor symptoms, progressive brady- or akinesia, rigor, and tremor lead to disability and are a major challenge for the health care system (Elbaz et al., 2002). Clinically, gait disorder and postural instability leading to falls and fractures represent a major challenge for the patients as the disease progresses (Bloem, 1992; Koller and Montgomery, 1997; Grabli et al., 2012). However, even if motor deficits can be alleviated by a number of therapeutic regimes (Samii et al., 2004), cognitive and affective deficits emerge as additional challenges in the disease’s progression. These may dramatically influence patients’ quality of life and have been increasingly recognized to undermine independent living (e.g., Morris et al., 2001; Bloem et al., 2004).

While many motor symptoms in IPD can be alleviated by pharmacological treatment and deep-brain stimulation, effects on gait dysfunctions are rather meager, inconstant, and decrease over time (Blin et al., 1990; Grabli et al., 2012; Sharma et al., 2012). Therefore, physical therapy is an essential ingredient of IPD management. It is non-invasive, cost-efficient, and may slow the progress of the disease (Kwakkel et al., 2007). One way of compensating for gait disorders is the use of temporally predictable external cues (Lim et al., 2005; Spaulding et al., 2012). Rhythmic auditory cues have been shown to enhance gait spatio-temporal parameters such as speed and stride length (Lim et al., 2005). Typically patients are instructed to match their walking speed to a repeated isochronous sound (i.e., metronome) or to the beat of music (Thaut et al., 1996; McIntosh et al., 1997; Nieuwboer et al., 2007; de Bruin et al., 2010). Auditory cueing is efficient during stimulation (Howe et al., 2003; Willems et al., 2006; Arias and Cudeiro, 2008), but has also been shown to carry over to uncued gait after training (Nieuwboer et al., 2007). Some studies report a reduction of its benefit between 4 and 6 weeks after training (Thaut et al., 2001) with considerable deterioration almost to pre-test values after 12 weeks post-intervention (Nieuwboer et al., 2001). Other studies reported stable cueing benefits even after 4–6 weeks (Marchese et al., 2000; Lehman et al., 2005).

The neuronal mechanism underlying the sustained benefits of cueing-based training is largely elusive. It has been suggested that coupling movement to an external rhythmic stimulus reinforces compensatory neuronal networks enhancing motor behavior in IPD (Nombela et al., 2013; see also Kotz and Schwartze, 2011). One candidate is the sensorimotor network underlying temporal processing. Structuring actions in time is a key element to achieve precise and stable coordinated movement such as gait. As IPD patients also display timing deficits (Hallett, 2008; Allman and Meck, 2012; Wu et al., 2012), one cause of gait dysfunctions in self-initiated and self-paced movements may be reduced by enhancing general timing functions. Indeed, dopamine depletion, a characteristic of this disorder, leads to malfunctioning of the basal-ganglia–cortical circuitry crucially involved in timing (Wing, 2002; Coull et al., 2011; Merchant et al., 2013). An external rhythmic cue may modulate the activity within the impaired timing system. Presenting an external temporally predictable cue, to which patients can synchronize their steps, provides a regularizing temporal input to the timing system.

External cues generate temporal expectations (e.g., via a process called “entrainment”; Jones, 1976; Large and Jones, 1999; Large, 2008) allowing to predict when a next event (e.g., a step) should occur. This may facilitate movement optimization and execution. Rhythm-driven expectations can regularize and stabilize movement by synchronizing the timing of an action execution to the beat structure of an auditory stimulus (e.g., Nombela et al., 2013). Since this process is probably supported by a neural circuitry less affected by IPD, it may compensate progressive malfunctioning of the basal-ganglia–cortical circuitry (e.g., Lewis et al., 2007). The compensatory system is likely to involve cerebello-thalamo-cortical circuitry (see also Kotz et al., 2009; Kotz and Schwartze, 2011; Nombela et al., 2013), a hypothesis which has received some support from studies with IPD patients. Cerebellar connections to the SMA are hyperactivated when action is externally cued (Sen et al., 2010). Moreover, activity of the cerebellar anterior lobule is enhanced following 1-month of cueing-based training (del Olmo et al., 2006).

The aforementioned circuitry is likely to support auditory cueing and its effects on gait kinematics, and is part of a domain-general system affording both perceptual and motor timing (Coull et al., 2011; Merchant et al., 2013; Schwartze and Kotz, 2013). Therefore, it is expected that auditory cueing may not merely improve motor control during gait, but more generally to enhance performance in tasks involving perceptual and motor timing (e.g., hand tapping or duration discrimination). Effects of auditory cueing beyond gait kinematics have not been systematically investigated so far. The goal of the present study was therefore to test whether a 1-month training of gait via auditory cueing enhances perceptual and motor timing. This hypothesis was tested by submitting a group of IPD patients to the Battery for the Assessment of Auditory Sensorimotor and Timing Abilities (BAASTA), a comprehensive set of tasks for the assessment of perceptual and motor timing abilities. Patients were tested before, right after, and 1 month following the training. Impairment prior to training was assessed in comparison to a group of healthy age-matched participants (controls) considered as baseline. Improvement in perceptual and motor timing was expected in response to external cueing. Moreover, as long-term benefits of auditory cueing on gait have been observed several weeks after training (Nieuwboer et al., 2007), we addressed the question whether improvement in timing abilities would similarly persist 1 month after the training.

MATERIALS AND METHODS

PARTICIPANTS

Fifteen right-handed non-demented patients (10 males) with IPD, aged 49–80 years (M = 67.2, SD = 7.5) participated in the study (see Table 1). Scores of the Unified Parkinson’s Disease Rating Scale (UPDRS) and staging according to Hoehn and Yahr (H&Y) were assessed by an experienced neurologist (H.O.). Patients did not discontinue medication, and the levodopa equivalent daily dose was on average 363 mg. They were clinically assessed at the Clinic for Cognitive Neurology at the University Hospital in Leipzig, Germany. Patients showed moderate symptoms of IPD, with an average H&Y stage of 2 (SD = 0.7) and a UPDRS of 37.7 (SD = 18.8). Inclusion criteria were low scores (<5; M = 1.29) on the Geriatric Depression Scale (Yesavage et al., 1982), absence of a hearing impairment, absence of musical training as assessed by a customized questionnaire for musical aptitudes. Additional neuropsychological testing included the Token-test (De Renzi and Vignolo, 1962), the consortium to establish a registry for Alzheimer’s disease (CERAD) (Welsh et al., 1994) and the Parkinson neuropsychometric dementia assessment (PANDA) (Kalbe et al., 2008). No other severe neurological or psychiatric illness was reported. Twenty (10 males) right-handed healthy adults, who matched the patients in age (M = 66.4, SD = 7.8) and education (M = 14.4 years; SD = 3.0) formed the control group. Healthy controls had no history of neurological or psychiatric disorders, showed no hearing impairments and did not actively practice music. All participants, recruited via the database of the Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany, gave informed consent and were remunerated for their participation. The study was approved by the Ethics Committee of the University of Leipzig, Germany.

Table 1 | Demographic and clinical characteristics for IPD patients and healthy controls.
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PROCEDURE

IPD patients took part in an auditory cuing training program. A 2-day assessment of perceptual and movement kinematics was administered before, after, and 1 month following the intervention. Controls were assessed only once. IPD patients were tested while they were in an ON-state. Details about the training program and the evaluation of perceptual and motor timing are provided in detail below.

TRAINING

The training sessions took place at the Day Clinic for Cognitive Neurology at the University of Leipzig. Patients were asked to walk while following a familiar German folk song. No explicit instructions to synchronize their footsteps to the beat of music were provided. The song was played without lyrics and the beat of the song was emphasized with a superimposed salient high-pitch bell sound. The beat rate of the auditory stimulus was set to ±10% of a patient’s spontaneous walking cadence as assessed prior to the first training session. The chosen beat rate [i.e., +10% (n = 8) or −10% (n = 7)] was the one which led to the longest step length as assessed in prior testing (Willems et al., 2006). Patients underwent three training sessions per week for 1 month. Medication was kept constant over the whole course of the study. Stimuli were delivered via a portable MP3-player (Sansa-Clip) and headphones (Sansa-Clip earbuds). Each training session lasted 30 min and consisted of three phases. In the first phase (10 min) the patient walked to the auditory rhythmic stimulus for 8 min. The stimulus was then stopped while the patient continued walking for 2 min at the same speed. In the second phase (10 min), the patient performed stop-and-go trials, in which the auditory stimulus was played for 30 s. At the end of the stimulus presentation, the patient stopped walking and restarted at the onset of the next stimulus presentation. During the last 2 min, the patient repeated the stop-and-go trials without the stimulus. The third phase (10 min) was the same as phase 1.

BATTERY FOR THE ASSESSMENT OF AUDITORY SENSORIMOTOR AND TIMING ABILITIES (BAASTA)

Patients and controls were submitted to the BAASTA, which consists of a series of perceptual timing and motor timing tasks sketched out below. The test battery was administered over 2 days.

PERCEPTUAL TIMING TASKS

The first three tasks (duration discrimination, anisochrony detection with tones, and anisochrony detection with music) allow estimating thresholds of duration discrimination of two tones and to detect an interval embedded in an isochronous sequence of tones or in a musical excerpt. Thresholds are estimated using a maximum-likelihood adaptive procedure (MLP) (Green, 1993) implemented in the MLP toolbox (Grassi and Soranzo, 2009) in MATLAB. Participants performed 3 blocks of 16 trials each. In each trial, the stimulus difference was changed adaptively depending on the participants’ response. Thresholds corresponded to the midpoint of the psychometric curve defined as a probability of 63.1% of correct detection (Grassi and Soranzo, 2009). Stimuli were delivered via headphones (Sennheiser HD201) at a comfortable sound pressure level. A response was provided verbally by participants and entered by the experimenter via a computer keyboard. The tasks were preceded by four practice trials with feedback.

DURATION DISCRIMINATION

The goal of this test is to measure the ability to discriminate two subsequent durations. The participants are presented with pairs of pure tones (frequency = 1 kHz; interval between tones = 600 ms). The first tone lasts 600 ms (standard duration) while the second tone (comparison) varies between 600 and 1000 ms. The duration of the second tone is controlled by the MLP algorithm. Participants’ task is to note if the second tone lasts “longer” than the first or has the “same” duration.

ANISOCHRONY DETECTION WITH TONES

This test assesses the sensitivity to time shifts (i.e., anisochrony) in a sequence of isochronous stimuli (Hyde and Peretz, 2003; Sowinski and Dalla Bella, 2013). Participants listen to sequences of five tones (tone frequency = 1047 Hz, duration = 150 ms). Isochronous sequences have a constant inter-onset-interval (IOI) while in non-isochronous sequences the fourth tone occurs earlier than expected based on the IOI of the preceding tones. This displacement results in reciprocal time shifts between tones 3/4 (shortened) and 4/5 (lengthened). The standard IOI is 600 ms. The magnitude of the local shift, up to 30% of the IOI (180 ms), is controlled by the MLP algorithm. After each sequence, participants are asked to judge whether the sequence was “regular” or “irregular.”

ANISOCHRONY DETECTION WITH MUSIC

The purpose of the third task is to assess participants’ ability to detect a time shift (i.e., deviant beat) in a short musical excerpt (Sowinski and Dalla Bella, 2013). In each trial, a computer-generated musical excerpt is presented to participants. The excerpt is a two-bar fragment (i.e., eight quarter notes overall) taken from Bach’s “Badinerie” orchestral suite for flute BWV 1067, played with a piano timbre at a tempo of 100 beats/min (IOI = 600 ms; beat = quarter note). The IOI between musical beats is not manipulated in a regular sequence, while a local time shift (as in the previous task) is introduced at the onset of the fifth beat in an irregular sequence. The standard IOI between musical beats is 600 ms. The magnitude of the time shift, up to 30% (180 ms) of the IOI between musical beats, is controlled by the MLP algorithm. Participants’ task is to judge whether the sequence was “regular” or “irregular.”

BEAT ALIGNMENT TEST

This task examines sensitivity to the beat conveyed by a musical stimulus. The task is an adapted version of the beat alignment task (Iversen and Patel, 2008; Fujii and Schlaug, 2013). Participants are presented with four musical excerpts including a salient beat structure. Two are fragments from Bach’s “Badinerie” and two from Rossini’s “William Tell Overture.” Each excerpt includes 20 beats (beat = quarter note). An isochronous sequence with a triangle timbre is superimposed on the music starting on the seventh beat. The isochronous sequence is either aligned to the musical beat or unaligned. In the latter case either relative phase is changed (with the tones preceding or following the beats by 33% of the IOI between beats, while keeping the same tempo of the musical stimulus), or period (with the tones being presented at a slower or faster rate by 10% of the quarter note duration). The 4 musical excerpts are presented at 3 different tempi (IOIs of 450, 600, and 750 ms, respectively), for a total of 24 beat-aligned trials and 48 beat-unaligned trials (72 trials overall). After each excerpt, participants are asked whether the isochronous sounds are aligned to the musical beat (perception of a regular pulse evoked by music).

MOTOR TIMING TASKS

Motor timing is assessed by hand tapping (Aschersleben, 2002; Repp, 2005). Participants are instructed to tap as regularly as possible with their right hand either without stimulation (unpaced tapping) or in the presence of a rhythmic auditory stimulus (paced tapping). Tapping is recorded via a Roland SPD-6 MIDI percussion pad controlled by MAX-MSP software (version 5.1). Stimuli are delivered over headphones (Sennheiser HD201) at a comfortable sound pressure level. No auditory feedback is provided during tapping. The tasks are preceded by practice trials.

UNPACED TAPPING

The aim of this task is to assess the tapping rate and variability in the absence of a pacing stimulus. Participants are instructed to tap regularly at a comfortable rate for 60 s, while maintaining tapping rate as constant as possible. The same task is realized also with the left hand. Unpaced tapping tasks are repeated once more at the end of all the motor timing tasks of the BAASTA.

PACED TAPPING TO AN ISOCHRONOUS SEQUENCE

This task assesses sensorimotor synchronization with isochronous sequences of tones. Participants are instructed to synchronize their taps to an isochronous sequence of 60 piano tones (tone frequency = 1319 Hz). The sequence is presented at three IOIs: 600, 450, and 750 ms. Each tapping trial at a given tempo is repeated twice.

PACED TAPPING TO MUSIC

In this task, the ability to synchronize to the beat of a musical stimulus is tested. Participants synchronize their taps to the beat of a well-formed musical excerpt from Bach’s “Badinerie” and from Rossini’s “William Tell Overture” (quarter note IOI = 600 ms), each including 64 beats. The tapping trial for each musical excerpt is repeated twice.

SYNCHRONIZATION–CONTINUATION

The purpose of this test is to assess motor timing when participants continued tapping at a given rate after prior synchronization with an isochronous sequence (Wing and Kristofferson, 1973a,b; O’Boyle et al., 1996). Participants synchronize to a series of 10 piano tones presented isochronously at 3 tempi (600, 450, or 750 ms) and are instructed to continue tapping at the same rate (continuation phase) for a duration corresponding to 30 IOIs in the absence of a pacing stimulus. The end of the trial is indicated by a low-pitch tone. Each tapping trial at a given tempo is repeated twice.

ADAPTIVE TAPPING

This final test examines the ability to adapt to tempo change in a synchronization–continuation task, using an adaptive tapping task (Schwartze et al., 2011). Series of 10 tones are presented to participants. The first six tones of the sequences have an IOI of 600 ms, while the remaining four tones either maintain the same IOI or, in 67% of the trials, show a slower tempo (with a final IOI of 630 or 670 ms) or a faster tempo (with a final IOI of 570 or 525 ms). Participants are instructed to synchronize to the initial tempo, to adapt to the tempo change, and to continue tapping at the new tempo after the presentation of the last tone for a duration corresponding to 10 IOIs. At the end of each trial, participants are asked whether they perceived acceleration, deceleration, or no tempo change in the sequence. There are 10 blocks with 6 trials per block (4 with tempo change, 2 without), presented in random order.

GAIT ASSESSMENT

Gait kinematics in the absence of auditory cues was assessed with a Vicon MX Motion Capture System during the second day of testing. Sixteen passive reflective markers (14 mm) were attached to participants’ lower body (four on the hip, three on each leg and foot, respectively) in accordance with the Conventional Gait Model (Baker, 2006). Participants were asked to walk for 1 min at their spontaneous walking speed. The trial was repeated twice. The performance was recorded using Vicon Nexus Software.

ANALYSIS

Perceptual timing tasks

In duration discrimination and anisochrony detection tasks, the smallest threshold value obtained across the three blocks (i.e., the best performance), expressed in percent of IOI (Weber Ratio) was retained as the final threshold. In the Beat Alignment Test (BAT), the number of Hits (i.e., when a misaligned metronome was correctly detected; maximum = 48 items) and of FAs (i.e., when a misalignment was erroneously reported; maximum = 24 items) was calculated. Trials with a FA rate higher than 30% were discarded. The percent of Hits minus FAs was computed to obtain an unbiased measure of detection performance.

Motor timing tasks

In the Unpaced tapping tasks, and in the continuation phase of the synchronization–continuation and adaptive tapping tasks accuracy of motor timing was obtained by computing the mean inter-tap interval (ITI). Tapping variability was calculated with the Coefficient of Variation (CV) of the ITI (i.e., the ratio of the SD of the ITIs over the mean ITI). In Paced tapping tasks, synchronization accuracy was obtained by calculating the mean absolute asynchrony (i.e., not signed) between the taps and pacing stimuli/beats. Small asynchrony indicates high accuracy. Synchronization variability is indicated by the standard error of asynchrony between taps and pacing stimuli. Both synchronization accuracy and precision are indicated in percent of the IOI. For both paced tapping and synchronization–continuation tasks, the results obtained in the trial showing the lowest variability were submitted to further analysis. Finally, in the adaptive tapping task, adaptation of tapping to the tempo change was measured with the adaptation index corresponding to the mean ITI of the continuation phase divided by the target ITI calculated for all tempi (see Schwartze et al., 2011). The adaptation indexes for faster (plus) and slower tempi (minus) were calculated separately. The sensitivity index (D-prime) for detecting tempo changes was also computed (Schwartze et al., 2011).

Statistical analysis

Since data were not normally distributed in both groups in more than 50% of the cases as assessed with Kolmogorov–Smirnov test, groups and condition were compared with non-parametric tests. To assess whether IPD patients were impaired prior to the training program, their performance was compared to that of controls with Mann–Whitney’s tests. If patients’ performance in the BAASTA was impaired at baseline, pre-/post-performance was compared with Wilcoxon matched-pairs tests. Patients’ individual performance was compared to that of controls via corrected t-tests (Crawford and Garthwaite, 2002).

RESULTS

GAIT

When walking at comfortable speed in the absence of an external cue, patients showed lower stride length (M = 980.4 mm) as compared to controls (M = 1152.3 mm) (U = 76, p < 0.01). Cueing training increased stride length (M = 1037.0 mm at post-test; W = −70, p < 0.05) and this benefit was maintained 1 month after the training had ended (M = 1028.9 mm; W = −78, p < 0.05).

BAASTA

Before submitting data to the following analyses, trials were screened for outliers (e.g., for perceptual tasks, blocks with a higher false alarm rate higher than 30%; for motor tasks, taps with ITI deviating by more than three times the interquartile range from the median). A low number of outliers was found in both patients and controls. Overall in the perceptual tasks, 3.3% of the trials were rejected for patients and 3.8% for controls. In the motor tasks, <1% of taps were discarded for both patients and controls.

The effect of training on perceptual and motor timing abilities was examined for the tasks of the BAASTA where patients showed impaired performance relative to controls pre-training. The mean results obtained in these tasks are shown in Figure 1 (perceptual tasks), and Figure 2 (motor tasks). Patients showed higher thresholds than controls (U = 75.5, p < 0.05) in the duration discrimination task before the training. Patients improved following the training, an effect that was not confirmed post-training but in the follow-up evaluation (W = 66.0, p < 0.05). One month following the intervention, the difference between patients’ and controls’ discrimination thresholds was no longer significant. Patients displayed worse detection of anisochronies in musical stimuli than controls (U = 87.5, p < 0.05); yet, training did not improve patients’ performance in this task. Finally, in the BAT, patients had more difficulties in detecting misaligned beats before intervention when compared to controls (U = 74.5, p < 0.05). This difference was present for tempi with inter-beat-intervals of 600 and 750 ms (U = 84.5, p < 0.05 and U = 68.0, p < 0.05, respectively). No difference between patients (M = 11.8, SEM = 0.8) and controls (M = 12.9, SEM = 0.9) was found at the fastest tempo (450 ms). The detection of misaligned beats generally improved when tested at follow-up. The difference pre-/post-training just failed to reach significance (W = −49.0, p = 0.07). This effect of training was mostly driven by patients’ performance at the average tempo (W = −37.0, p < 0.05). Patients’ performance at the follow-up testing did not significantly differ from that of controls.
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FIGURE 1 | Mean performance of IPD patients and controls in the perceptual tasks of the BAASTA. Tasks where patients differed from controls before the cueing training are selectively reported. Error bars indicate the standard error of the mean (SEM). Note: *p < 0.05; $marginally significant difference.
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FIGURE 2 | Mean performance of IPD patients and controls in the motor tasks of the BAASTA. Tasks where patients differed from controls before the cueing training are selectively reported. Error bars indicate the standard error of the mean (SEM). *p < 0.05; **p < 0.01; $marginally significant difference.



In the unpaced tapping tasks patients did not differ from controls before the training, in terms of accuracy (IPD: M = 580.4, SEM = 78.5; controls: M = 600.3, SEM = 63.9) and variability (IPD: M = 0.05, SEM = 0.08; controls: M = 0.05, SEM = 0.004). In paced tapping tasks, patients tended to be less accurate than controls when synchronizing with an isochronous sequence, a difference showing a statistical trend (at 450 ms, U = 102.0, p = 0.06; at 750 ms, U = 102.5, p = 0.06). The effect of the training was mostly visible in the follow-up session. Training led to increased synchronization accuracy with the isochronous sequences at the fastest tempo (450 ms) as confirmed by a statistical trend (W = 50, p = 0.08). A significant increase of synchronization accuracy was found in the follow-up session (at 750 ms; W = 72.0, p < 0.05). Patients’ performance in the follow-up evaluation did not statistically differ from that of controls. Patients and controls did not differ in terms of synchronization variability before the training (on average, IPD: M = 0.6, SEM = 0.1; controls: M = 0.6, SEM = 0.06). Patients and controls did not differ in terms of synchronization accuracy (on average, IPD: M = 7.3, SEM = 1.4; controls: M = 6.9, SEM = 0.8) and variability (on average, IPD: M = 0.8, SEM = 0.2; controls: M = 0.7, SEM = 0.08) when they synchronized with music.

In the synchronization–continuation task, patients tested prior to training were less accurate than controls only at the fastest tempo (450 ms, U = 78.0, p < 0.01). However, the two groups did not differ in terms of variability across all tempi (average variability, IPD: M = 0.03, SEM = 0.003; controls: M = 0.03, SEM = 0.002). Training had no effect on this task. Similar results were obtained in the adaptive tapping task. Before the training, patients exhibited lower accuracy than controls at the fastest tempi in the continuation phase (at 570 ms, U = 100.0, p < 0.05, and at 525 ms, U = 94.0, p < 0.05). Moreover, patients performed worse in detecting tempo changes at 600 ms (U = 99.5, p < 0.05). Both groups displayed similar tapping variability (on average, IPD: M = 0.05, SEM = 0.007; Controls: M = 0.05, SEM = 0.005), and comparable adaptation indexes (on average, IPD: M = 1.5, SEM = 0.2; Controls: M = 1.4, SEM = 0.1). Training was effective only in improving the detection of tempo changes, an effect visible when comparing pre-intervention to follow-up (W = −43, p < 0.05). Patients’ perception in the follow-up session did not significantly differ from the performance of healthy controls.

Further analyses targeted the benefits of training on perceptual and motor timing at the individual level. Table 2 shows the individual performance of the 15 IPD patients on the BAASTA tasks showing significant effects at the group level. z-Scores for each testing session relative to the performance of controls are reported. Significant results are highlighted by the gray shading. Notably there are important individual differences in patients. After the training, some of them performed comparably to age-matched controls (n = 4), others showed improvement in perceptual/motor timing (n = 8) while the remaining did not respond to the training (n = 3). The percent of patients showing perceptual, motor, or perceptual and motor deficits at the three times of testing are summarized in Table 3. Perceptual or motor timing impairment is defined here based on the tasks included in Table 2. As can be seen, 73% of the patients displayed some form of timing impairment before the training. Post-intervention, poor timing abilities were found in 67% of the patients, while in the follow-up evaluation, only 40% of the patients still showed impaired timing.

Table 2 | Patients’ individual performances (z-scores) on the tasks of the BAASTA showing an effect of the cueing training at a group level.
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Table 3 | Percentage of IPD patients who exhibited impaired perceptual and/or motor timing relative to healthy controls pre-, post-training, and at the follow-up.
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In summary, training successfully yielded improvements in gait kinematics, which were still present in follow-up tests 1 month after the training ended. Prior to training patients performed worse in several tests of the BAASTA. Training improved performance in three perceptual and two motor tasks at the group level. However, there were important individual differences: four patients were unimpaired at the training onset, eight patients improved their performance with training, while three did not respond to the intervention.

DISCUSSION

The main goal of the current study was to examine the effects of a 1-month auditory cueing gait-training program on perceptual and motor timing abilities in IPD patients. Performance was assessed with the BAASTA battery. Prior to the intervention, patients exhibited impaired perceptual timing across all BAASTA tasks except for anisochrony detection in isochronous sequences. On the contrary, motor timing was relatively spared, except lower accuracy in continuing tapping at a given rate, and in tapping along with an isochronous sequence. These findings are in line with previous evidence that IPD is associated with a malfunctioning timing system (Harrington et al., 1998, 2011; Spencer and Ivry, 2005; Smith et al., 2007; Koch et al., 2008; Merchant et al., 2008, 2013; Wearden et al., 2008; Jones and Jahanshahi, 2009). Moreover, we could confirm that auditory cueing has a beneficial effect on uncued gait by showing increased speed and step length. This effect outlasted the training (Marchese et al., 2000; Nieuwboer et al., 2001, 2007; Lehman et al., 2005). Our results show a stable effect of training on perceptual and motor timing tasks even after the training ended. In some tasks a delayed effect of cueing on perceptual and motor timing was observed (i.e., duration discrimination, BAT, paced tapping with a metronome, and adaptive tapping). The mechanisms leading to such delayed training effects require further study, for example, by controlling factors such as additional practice or placebo effects (for a discussion, see below).

Most notably, benefits of the training extended beyond gait, improving perceptual and motor timing abilities in a number of non-gait tasks assessed by the BAASTA. Benefits of auditory cueing on gait kinematics are likely to be mediated by a cerebello-thalamo-cortical network, which is also involved in timing (for reviews, see Kotz et al., 2009; Kotz and Schwartze, 2011). More specifically, projections from the SMA to the primary motor cortex may support motor output and modulate or stabilize gait kinematics over time. Compensation of a dysfunctional basal ganglia timing system via rhythmic auditory cues may be afforded by this compensatory cerebello-thalamo-cortical network (Sen et al., 2010). For example, evidence of hypermetabolism in the cerebellum of IPD patients, as a result of cueing training (del Olmo et al., 2006), provides preliminary support for this hypothesis. This circuitry plays a key role in domain-general timing (Kotz and Schwartze, 2011) and may underlie perceptual timing and coupling movement to an external pacing stimulus (Wing, 2002). Functional and/or structural changes in this compensatory network due to auditory cueing may affect both gait kinematics as well as perceptual and motor timing. Additional regions that may be associated with the observed timing benefits of cueing include temporal and parietal cortical areas (Nombela et al., 2013). For example, increased activation of the dentate nucleus near the midline and in the right temporo-parietal junction during a sensorimotor task was observed in IPD following auditory cueing training (del Olmo et al., 2006). The dentate nucleus has been linked to timekeeping (Malapani et al., 1998; Casini and Ivry, 1999) and the right inferior parietal and superior temporal cortex are involved in the coding of temporal intervals (Platel et al., 1997; Liegeois-Chauvel et al., 1998). Yet, the contribution of these regions to the benefits of auditory cueing is not clear to date and deserves further enquiry. In line with previous research, we find considerable variability between individual patients (Merchant et al., 2008). We observed a spectrum of individual profiles. Some patients were impaired in either or both perceptual and motor timing, while others performed comparable to healthy controls. For tasks positively affected by the training, eight patients showed an improvement after training, while six patients improved in perceptual timing, one in motor timing, and one in both timing functions. Four out of the six patients who improved in the BAT (beat-based timing) showed a comparable profile in the duration discrimination task (interval-based timing). Among the non-responders, 4 out of 15 showed no timing impairments prior to the training. Differences between patients may point to different loci of impairment within the neuronal network supporting perceptual and motor timing. The observed variability across tasks may be accounted for in the context of a hybrid model of timing, recently proposed by Merchant and collaborators (Merchant et al., 2008, 2013). The model postulates a partially distributed network, involving a core timing mechanism (e.g., cortico-thalamo-basal ganglia structures) and task-driven context-dependent mechanisms, engaged by specific behavioral contexts/tasks. A viable hypothesis is that performance variability between individuals and across tasks may therefore stem from the interaction between the core timing system and context- or task-dependent areas (for a discussion, see Merchant et al., 2013). A similar account may explain why in a functionally degenerated network, such as in IPD, training may show rather variable effects.

The study has some limitations that need to be addressed in further studies. One caveat is that the observed effects may be placebo effects in therapy. Indeed, placebo effects in PD can be very strong, and have been reported for dopamine release (e.g., de la Fuente-Fernandez et al., 2001). Moreover, there is a possibility that patients kept performing additional auditory cueing training at home after the end of the 1-month training session. We cannot exclude this possibility, even if patients were not encouraged to do so and even if the cueing device was not made available to the patients after the training. Finally, since BAASTA was administered three times for each patients, learning may act as a confound when considering the effects of training on perceptual and motor timing. Note, however, that the effects of the training on perceptual and motor timing abilities was selective, and confined to a subset of tasks of the BAASTA. Moreover, a thorough look at the individual performance of PD patients reveals different patterns of improvement due to training (e.g., delayed vs. immediate effects of training). These findings speak against a general explanation of improvements due to auditory cueing as a mere placebo, learning or practice effect. Indeed, these factors should indistinctly affect all tasks and patients in a similar fashion. Nevertheless, these factors should be carefully considered in further studies. A possibility which was not implemented in the present study is to include a control condition, where participants would perform a similar task in the absence of auditory cueing (e.g., music listening, or walking in the absence of a cue). This condition would allow pinpointing the contribution of coupling perception and action, which is characteristic of an auditory cueing training, compared to merely listening to music or uncued motor activity. In addition, submitting healthy participants to the BAASTA in a test–retest design will allow examining the contribution of practice and assessing which tasks of the battery are more susceptible to learning effects.

In summary, a training scheme relying on musically paced gait over 4 weeks in patients with mild to moderate IPD was shown to produce beneficial effects on perceptual and motor timing beyond gait. We suggest that such a generalization is mediated by a domain-general system, which governs perceptual and motor timing beyond gait. Such a network may be recruited when patients have to couple steps to auditory stimuli. These findings are relevant for theories about the functional and neuronal underpinnings of timing in performance and perception. However, they may also be considered as a first step toward the development of novel strategies for training cognitive aspects of IPD, extending beyond motor symptoms. Training targeted to cognitive functioning may be highly needed, since IPD has been increasingly recognized to not only affect movement but also cognition (Svenningsson et al., 2012). Training schemes bridging motor performance and cognition may be an important building block for devising efficient intervention strategies to delay cognitive decline in IPD.
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A commentary on
 Not all sounds sound the same: Parkinson's disease affects differently emotion processing in music and in speech prosody

by Lima, C. F., Garrett, C., and Castro, S. L. (2013). J. Clin. Exp. Neuropsychol. 35, 373–392. doi: 10.1080/13803395.2013.776518



Although the main hallmark of Parkinson's disease (PD) are its motor symptoms, such as bradykinesia, resting tremor, postural instability, and rigidity, it has been increasingly recognized that such disease constitutes, in fact, a complex degenerative process which presents a variety of different clinical manifestations. Actually, in the last years, significant attention has been devoted to the so-called non-motor symptoms of PD, especially psychiatric ones, such as anxiety, depression, apathy, dysphoria and irritability, which have been shown to be present even in the early stages of disease (Leroi et al., 2012) and which show increasing intensity with its progression. Similarly, sleep disorders (such as difficulty for initiating sleep, frequent night awakenings, nocturia, restless legs syndrome, apnea, parasomnias and increased daytime sleepiness) have already been shown to occur with increased prevalence in patients with PD in comparison to the healthy population (Raggi et al., 2013). Nevertheless, the literature on the effects of PD upon other higher cognitive features, such as musical processing, is still scarce.

Motivated by such increased attention to non-motor symptoms PD, and with basis on previous physiological studies which have demonstrated that the perception of music rhythm and beat is mediated mainly by the basal ganglia (the major anatomical complex involved in the etiology of PD) (Grahn, 2009), several recent studies have investigated the effects of PD over music perception. For example, it has already been shown that patients with PD have reduced capacity of synchronizing movements to a beat and, in turn, discriminating changes in tempo (“faster” vs. “slower”) (Grahn and Brett, 2009). Interestingly, such difficulty has been shown to be more marked when the beat is introduced at a slower tempo and progressively speeded up (McAuley et al., 2012). In such study, however, the capacity of patients with PD of discriminating changes in non “beat-based” rhythms did not significantly differ from that of a healthy control group. Ultimately, by correlating the impairment in beat perception with a decline in the coordinated functional activity between the basal ganglia, thalamus, premotor and supplementary motor regions, such studies have underscored the importance of the motor circuitry in beat perception.

Nevertheless, in a recently published study, Lima et al. (2013) demonstrated that the effects of PD upon music perception may not be limited to rhythm detection, but may also involve the recognition of emotions as expressed through music. The authors of such investigation have demonstrated that patients with PD had increased difficulty to recognize happiness and peacefulness, when combinedly expressed through music lyrics and rhythm, while presenting intact perception of sadness and fear. Comparatively, in relation to non-musical speech, such patients presented only a mild global impairment of emotion recognition which seemed to be more a result of an executive dysfunction that a direct effect of the disease over the limbic system. Similarly, other previous investigations had already demonstrated that a dysfunction in the dopaminergic system may only partially explain the observed impairment in emotion recognition through facial expressions in patients with PD (Bediou et al., 2012), as the treatment with levodopa did not significantly modify such deficit. This finding was further confirmed by a recent meta-analysis on the issue (Gray and Tickle-Degnen, 2010). Conversely, in studies evaluating the effects of surgical treatment for Parkinson disease with deep brain stimulation (DBS), a therapeutic strategy which has been suggested to have broader effects in terms of modulating several interconnected circuits and not only the deep basal ganglia, it was possible to observe a synergistic improvement in the ability of recognizing the emotional content of facial expressions after combined treatment with both DBS and levodopa (Mondillon et al., 2012).

In another study which also demonstrated impaired recognition of emotions as expressed through music in patients with PD, it was possible to observe that, although the observed deficit in fear recognition was at least partially associated with some degree of executive dysfunction, the deficit in emotion recognition in patients with PD persisted even after adjusting for executive functioning levels (van Tricht et al., 2010). Additionally, despite the fact that a previous study has suggested that depressed patients may have a negative emotional bias when evaluating musical stimuli (Punkanen et al., 2011), in this study the observed deficit in emotion recognition through music was not related to depressive symptoms, disease duration or severity of motor symptoms. All these results suggest that, although the observed impairment of emotion recognition through music in patients with PD may be partially related to a certain degree of executive dysfunction, it most likely reflect a separate primary cognitive deficit in emotional processing.

The suggestion that it may be possible to localize specific cognitive features of emotional and music processing to single anatomical areas of the brain has been investigated by some recent studies which evaluated the neuroanatomical regions activated by facial and music recognition in patients with semantic dementia and Alzheimer's disease (Omar et al., 2011). The results of such investigations demonstrated that the neurocognitive process involved in emotion recognition through facial expressions and music seems to be mediated by different but interconnected networks, with specific patterns of activation depending on the familiarity of the presented sensorial stimuli. In practical terms, the anterior tip of the right anterior temporal lobe seems to directly correlated with the ability to recognize famous tunes and famous faces, while the ability of identifying everyday tunes seems to activate the right mesial temporal structures, especially the amygdala (Hsieh et al., 2011).

In opposition to the presented evidence which support the thesis that music and speech prosody may be mediated by different neurophysiological networks, several previous investigations have demonstrated a very close relationship between music perception and prosody (Thompson et al., 2004; Hutchins et al., 2010; Escoffier et al., 2013). Therefore, the verification of isolated effects of PD upon emotional processing through music perception (but not prosody) may consist in either a bias of the employed methodological approach, or an isolated effect related to motor-related rhythm dysfunction in patients with PD, rather than a true evidence of the existence of distinct networks for processing emotions (one musical and one non-musical) in normal physiological situations. Ultimately, further clinical and imaging studies are still required in order to confirm the validity of generalizing such findings in patients with PD to the healthy population.

Finally, from a methodological standpoint, the findings of Lima et al. study suggest that future attempts of investigating the effects of degenerative diseases (as well as their treatment) upon the cognitive psychology of emotion processing should focus on specific neuropsychological domains (Hsieh et al., 2012), as there might be significant differences among the effects of such diseases upon recognition of emotional content from specific sensory inputs (for example, through visual or auditory modalities), and even among specific variations within one specific sensory modality (such as the difference between emotional recognition through musical and non-musical speech).
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Background: Music-supported therapy has been shown to be an effective tool for rehabilitation of motor deficits after stroke. A unique feature of music performance is that it is inherently social: music can be played together in synchrony.

Aim: The present study explored the potential of synchronized music playing during therapy, asking whether synchronized playing could improve fine motor rehabilitation and mood.

Method: Twenty-eight patients in neurological early rehabilitation after stroke with no substantial previous musical training were included. Patients learned to play simple finger exercises and familiar children's songs on the piano for 10 sessions of half an hour. Patients first received three individual therapy sessions and then continued in pairs. The patient pairs were divided into two groups. Patients in one group played synchronously (together group) whereas the patients in the other group played one after the other (in-turn group). To assess fine motor skill recovery the patients performed standard clinical tests such as the nine-hole-pegboard test (9HPT) and index finger-tapping speed and regularity, and metronome-paced finger tapping. Patients' mood was established using the Profile of Mood States (POMS).

Results: Both groups showed improvements in fine motor control. In metronome-paced finger tapping, patients in both groups improved significantly. Mood tests revealed reductions in depression and fatigue in both groups. During therapy, patients in the in-turn group rated their partner as more sympathetic than the together-group in a visual-analog scale.

Conclusions: Our results suggest that music-supported stroke rehabilitation can improve fine motor control and mood not only individually but also in patient pairs. Patients who were playing in turn rather than simultaneously tended to reveal greater improvement in fine motor skill. We speculate that patients in the former group may benefit from the opportunity to learn from observation.

Keywords: stroke rehabilitation, music therapy, motor improvement, synchronization, social, shared experience, mood

INTRODUCTION

Motor impairments are among the most common and most disabling consequences of stroke (Ward and Cohen, 2004; Dimyan and Cohen, 2011). Since effective therapeutic interventions are scarce (Woldag and Hummelsheim, 2002), several novel interventions including musical activities were developed (Bunketorp Käll et al., 2012; Chong et al., 2014). For example, stroke patients showed significant improvements in fine motor control after music-supported therapy in which they learned to play the piano and drums during several weeks (Schneider et al., 2007; Altenmüller et al., 2009; Amengual et al., 2013; Grau-Sánchez et al., 2013). These beneficial changes persisted in a 3-week follow-up test (Villeneuve and Lamontagne, 2013). The researchers found that patients' musical training transferred to motor benefits in a variety of clinical tasks measuring activities of daily living, revealing gains in fine motor control in these patients. Neurophysiologically, these behavioral improvements were accompanied by auditory-sensory-motor coactivation in the level of the cortex (Rojo et al., 2011) and by a shift in motor excitability patterns of the contra-lesional motor cortex of the patients as assessed with transcranial motor stimulation (Amengual et al., 2013; Grau-Sánchez et al., 2013).

A variety of explanations has been advanced for the performance improvement and the neuroplastic changes due to music-supported therapy in these patients: the brain's use of auditory feedback, the novelty of the intervention, and increased motivation (Altenmüller et al., 2009). However, we wondered whether the fact that music is a social activity played a role in the benefit of music-supported therapy. In healthy populations, music turned out to be an effective tool for supporting pro-social commitment, increasing group cohesion and cooperation (Overy, 2012). The particular aspect of music that is shown to be involved in creating group cohesion is synchronization. Performing (musical) movements in synchrony has been shown to improve feelings of reciprocal likeability (Hove and Risen, 2009), trust (Wiltermuth and Heath, 2009; Launay et al., 2013), pseudo-altruism (Kokal et al., 2011; Valdesolo and Desteno, 2011), and even destructive obedience (Wiltermuth, 2012). As a result of these findings, we hypothesized that music may be a powerful tool for promoting pro-social engagement in a rehabilitation therapy session. In support of this, it has been shown that participants in music therapy rehabilitation are more actively involved and cooperative than in other forms of therapy (Narme et al., 2012).

Furthermore, we hypothesized that greater engagement of patients in their rehabilitation would lead to an improved clinical outcome. Stroke victims often suffer from disturbances in motivation and mood (Caeiro et al., 2013). Social support (Sandin et al., 1994), in turn, has been associated with improved functional outcome after stroke (Glass et al., 1993). Neuroplastic changes of rehabilitation have been proposed to depend on a patients' emotional connection with the activities in question (Sanes and Donoghue, 2000). However, to date, no studies connected these two causalities (synchronization leads to social engagement which leads to functional improvement in motor function). We set out to directly test whether musical synchronization could enhance functional motor outcome after stroke.

The present study aimed to test the potential for music as a tool to create pro-social engagement on the part of patients. In particular, we hypothesized that the aspect of music that might boost social participation is synchronized musical playing. That is, do patients benefit from producing sounds in synchrony? In order to specifically test for the effect of synchronization whilst keeping other factors constant, we divided our patient population into pairs. Some pairs played in synchrony during their therapy whilst others played in turn.

We asked the following questions. First, is playing together in synchrony associated with changes in functional motor outcome? Secondly, we asked whether playing in synchrony or in turn influenced patients' mood. Thirdly, we asked whether patients basic auditory-motor functioning (such as synchronizing to a metronome) was influenced by playing in synchrony or in turn.

METHODS

We assigned patients to one of two groups in a randomized design. Both groups received music therapy in pairs and they played the same selection of finger exercises and children's songs. Patients received 10 therapy sessions of half an hour. The first three therapy sessions were individual and the remaining seven were in pairs. The patients were divided into two groups. Patients in one group played in synchrony (together group) whereas the patients in the other group played one after the other (in-turn group). All patients received therapy in groups of two. Prior to therapy (PRE) and after therapy (POST), all patients completed a battery of tests described below. In between the three individual sessions and the seven joint sessions, we included a short session of measurements (INTER).

PATIENT GROUP CHARACTERISTICS

We aimed at obtaining a representative sample of patients from the hospital population. Consequently, we were not able to maintain high homogeneity of patient selection. However, we feel that by making this choice, our results are maximally relevant to clinical practice. Inclusion criteria were:

• light to moderate motor impairment in the upper extremity due to stroke (ischemia or hemorrhage);

• having residual voluntary movement capacity (practically, the patient was required to be able to move the arm and the index finger of the affected hand independently);

• age between 30 and 75 years;

• Barthel Index at least 25;

• right-handedness;

• less than 5 months had passed since patients' stroke at the time of inclusion in the study;

• being able to understand and agree with informed consent to participate.

Exclusion criteria were:

• previous musical training for more than 4 years;

• psychiatric problems (as assessed by standard clinical investigation);

• cognitive impairment or aphasia.

Initially, 36 patients were identified that matched the inclusion criteria and provided informed consent to participate. However, six patients (17%) were released from the hospital prior to finishing our therapy program. Furthermore, two patients (6%) dropped out of therapy because they no longer felt therapy was effective. Our final sample consisted of 28 patients. Patients were assigned quasi-randomly to the groups. Patients were included two or three at a time, since insufficient patients were available to include all patients at the same time. A custom designed computer script was used to quasi-randomly assign patients to groups making sure that (1) the number of patients in the two groups were as close as possible, and (2) the two groups were as closely matched as possible for age, gender, Barthel index, and nine-hole pegboard test score. We report clinical data about these patients in Table 1.

Table 1. Clinical data of the two patient groups.

[image: image]

MUSIC TRAINING

Patients received 10 sessions of half an hour of piano training over the course of three to four weeks. The day before the first session and a day after the last session were dedicated to individual measurement sessions (PRE and POST), which are described in more details below.

The training program followed the same structure every day. In the beginning of the session, patients played simple finger exercises such as a five-tone scale up and down and other patterns with their paretic hand. Then patients learned to play one from a set of simple children's songs. If patients reached a sufficient level on one of the songs, they would be invited to learn additional songs from the set prepared by the therapist. See Supplementary Materials for more details about the contents of the music-supported therapy.

Each member in the patient pair played on their individual M-Key V2 MIDI controller keyboard that was chosen for its light touch. The two keyboards were connected through the M-Audio Midisport Uno MIDI-to-USB converter to a Linux laptop. The laptop ran a custom made C program that recorded the MIDI events and forwarded them to the software synthesizer Fluidsynth, which generated the sounds using a Steinway sound font. The program additionally changed the MIDI velocity value (loudness) to its maximum value. As a result, all sounds were maximally loud, regardless of how strong patients' keystroke was. This was done to prevent patients' typically very soft keystrokes from being inaudible. The sounds were then played through Creative Inspire T10 speakers (Creative Labs, Inc.) at a comfortable loudness level. The five keyboard keys used in the therapy were numbered. Songs and exercises were then written in a simplified musical notation as numbers in tabular form and presented visually to the patients as a memory aid (see Supplementary Materials for more information).

Patients played the piano with the hand of their affected extremity only. The therapist stood next to the patient and supported the patient's arm when so required. The patients were always encouraged to make as many of the movements by themselves as possible. For those patients who were more severely affected, the therapist initially pointed to the fingers or moved them gently, encouraging the patient to make the movements unassisted on the next trial. Throughout therapy, the therapist's aim was always to allow the patient to function as independently as possible instead of becoming dependent on the therapist.

In the together-condition, the two patients played different voices of the same musical materials (finger exercises or songs) in synchrony. The therapist indicated the tempo and started the patients at the same time. By contrast, in the in-turn group, patients always played one after the other and never in synchrony. While one patient was playing, the other patient waited.

NINE-HOLE PEGBOARD TEST

The nine-hole pegboard test (9HPT) is a clinical test to assess fine motor control. The patients' task is to place nine small sticks one by one (pegs) in nine holes and take them out again (Mathiowetz et al., 1985; Parker et al., 1986; Heller et al., 1987). The patients were seated comfortably with their affected arm resting on the table. The 9HPT board is placed within easy reach of the patient, with the side with the peg container at the side of the tested arm. The experimenter held a stopwatch that was started once the patient touched the first peg, and stopped once the patient released the last peg. This test was performed during the PRE and POST measurement sessions.

FINGER TAPPING MEASUREMENTS

We investigated patient's finger tapping performance of the affected hand as a measure of fine motor control. Three different tapping conditions were measured: (1) paced thumb-to-index tapping, (2) index finger speed tapping, (3) middle finger speed tapping. The tests are described in detail in what follows. In all conditions, patients were seated comfortably at a table on which they rested their arm. In order to have a portable, flexible and yet maximally accurate measurement of finger tapping performance, we custom-designed a measurement device. Finger motion was recorded by a triaxial accelerometer (ADXL 335) attached gently to the patient's index or middle finger tip (depending on the task). Tap contact was measured by a force sensitive resistor (FSR SEN09375), which consisted of a small sheet whose electrical resistance changes upon contact in a way that depends on the contact force. Both sensors were read out by an Arduino Duemilanove experimentation board running a custom made C program to sample sensors at 3 kHz. The data was then transferred online over USB to a Linux laptop running a custom Python program allowing the therapist to preview the data. We made the blueprints of the device set up as well as the custom programs available online for free for future research groups to use (http://github.com/florisvanvugt/immmotion).

In paced thumb-to-index tapping, patients were instructed to tap as regularly as possible in time with a metronome at 69 BPM (i.e., 1.15 Hz) during 60 s from the first tap (Calautti et al., 2006). The metronome sound was generated using direct digital synthesis (DDS) by the Arduino experimental board as follows. Essentially, we created a wave table (440 Hz, 20 ms) which was written to a PWM pin connected to an audio jack plug. A set of Creative Inspire T10 loudspeakers (Creative Labs, Inc.) were plugged into this connector. The patient was instructed to tap as follows. The side of the hand (at the little finger) rested lightly on the table and the fingers were held in a relaxed posture (neither at maximum flexion nor maximal extension). The index finger and thumb moved to touch each other and then moved apart again to a distance of about 5 cm (but at least 2 cm). The thumb-to-index tapping movement was chosen because it was previously argued to be more natural and a more reliable reflection of activities of daily living (Okuno et al., 2006).

In index finger speed tapping, we measured the maximum tapping rate and variability during approximately 14 s (measured from the first finger tap). Patients rested their elbow on the table and the patients' hand was palm down on the table. The fingers were held in a relaxed posture close to maximal extension but slightly bent so that the position could be sustained without muscular effort. No metronome was used in these speed tapping trials. The patients were instructed to tap as fast and as regularly as possible, lifting their finger at least 2 cm above the table on each cycle. The force sensor surface was placed on the table and the patients were instructed to tap on the same spot every time. In middle finger speed tapping, the procedure was the same as with index finger speed tapping but switching to the middle finger.

The raw data files containing the force trace over time were preprocessed using a custom developed python script (we do not report the accelerometer data here). The script discarded the first and last 0.5 s of data from the recordings and then converted the force sensor trace into Newtons using a previously established calibration table. We then smoothed the signal using a 160-sample Bartlett window (which amounted to approximately 53 ms at our sample rate). The script detected the tap onset landmarks (a sudden impact) when the force exceeded 0.05 Newton. Tap offsets (a release of contact from the tapping measurement surface) were defined as the time point when the force trace dropped below 0.05 Newton again at least 40 ms after the last tap onset. Similarly, the next onset was restricted to occur at least 75 ms after the last tap offset. All data files with their landmarks were furthermore visually inspected to ensure our method of analysis did not introduce any artifacts. In a number of cases the 0.05 Newton onset/offset threshold was adjusted manually to compensate for the fact that some patients tapped too softly or off the sensor surface. We furthermore recorded the maximal tapping force between subsequent tap onset and tap offsets; the intervals between adjacent onsets, which will be referred to as the inter-tap-intervals (ITIs) in what follows; and the duration between the tap onset and tap offset (tap dwell phase duration). Next, we discarded the ITIs that were larger than 2000 ms since these reflected pauses or interruptions in the patient's tapping behavior (such as asking the experimenter whether to continue tapping) instead of the patient's motor capacity. We also discarded ITIs shorter than 120 ms since there were disproportionately many as a result of double-tap recordings.

MOOD TEST: PROFILE OF MOOD STATES

Patients' mood was established using the Profile of Mood States (POMS) (Lorr et al., 1971). The short form has 35 adjectives (items). For each adjective the patients rated to what extent they are applicable to their mood over the last week, on a scale from 1 (not at all) to 5 (very strongly). The items load onto four category sub-scores: depression/anxiety, fatigue, vigor, and hostility (Curran et al., 1995). We used a previously validated German translation (Bullinger et al., 1990). The questionnaire was administered at PRE and POST. The experimenter read each of the items to the patients who then responded verbally.

MOOD TEST: FACES SCALE

In order to obtain a quick estimate of the development of a patient's mood throughout the therapy, we used a mood scale of faces (Kunin, 1955; Andrews and Crandall, 1976; McDowell, 2006). Patients were presented a list of smiley faces ranging from very happy to very sad (see Supplementary Materials). Patients were asked at the PRE measurement session which face best represented how they were feeling by pointing to the corresponding face. At the beginning of each therapy session, patients were asked to point how they had felt since the previous session. At the end of each therapy session, too, patients were asked again how they had felt during the therapy session. At the end of each joint therapy session, the patients were asked individually how they felt about the partner patient with whom they received therapy. The patients pointed to one of the faces in such a way that this was not seen by their partner so as to avoid social pressure effects. Finally, during the POST measurement patients were again asked to select the face representing how they felt at present. The therapist wrote down the letter code corresponding to the chosen face without allowing either patient to see the letter in question.

ETHICS

This study was performed in accordance with ethical guidelines proposed by the Medical University Hanover (MHH). The protocol was approved by the ethics board on 20 April 2011 (nr. 1056-2011).

DATA ANALYSIS

We performed parametric ANOVA whenever the data quantity and distribution could reasonably be assumed to fulfill its assumptions. We detected deviations from sphericity using Mauchley's Test and whenever it was significant we applied the Greenhause-Geisser correction. In those cases, we indicated significance as pGG and omitted the uncorrected p-value for the sake of brevity. We report generalized effect sizes η2G (Bakeman, 2005). Groups were then compared using Tukey HSD contrasts.

RESULTS

NINE-HOLE PEGBOARD TEST

We performed an ANOVA with time to complete the pegboard test as dependent variable and factors group (in-turn or together) and measurement (PRE or POST). There was a main effect of time point [F(1,26) = 21.35, p < 0.0001, η2G = 0.02] which indicated that both groups performed the 9HPT faster after therapy than before. Furthermore, there was a trend for an interaction effect between group and time point indicating that in-turn group tended to improve more than the together group [F(1,26) = 0.70, p = 0.065, η2G = 0.004] (Figure 1). There was no main effect of group [F(1,26) = 0.74, p = 0.40]. We feel that some caution may be needed in interpreting the interaction trend, since the in-turn group performed the test slightly slower at the PRE measurement (M = 72.4 s, SD = 32.8 s) than the together group (M = 42.5 s, SD = 36.8 s). However, this difference was not significant [t(26.7) = 1.13, p = 0.27]. Furthermore, the effect might reflect two patients with larger improvement scores. However, these patients were not more than 3 SD away from the overall mean improvement or the mean improvement per group and were therefore not discarded as outliers.
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FIGURE 1. Nine-hole pegboard test scores measured as the difference in time-to-complete POST minus time-to-complete at PRE (in seconds). A negative difference indicates that patients completed the Nine-hole pegboard test faster after therapy (POST) than before (PRE).



FINGER TAPPING TESTS

Index finger unpaced tapping

The PRE measurement of one patient (in the in-turn group) was invalid due to technical reasons and this patient was therefore removed from further analysis. We pooled the taps that were recorded before and after each therapy session and then computed the tapping speed and variability as follows. Speed was calculated as the median of the intervals (in ms). Variability was calculated by first discarding the taps that were 3 SD longer or shorter than the mean for that block, taking the standard deviation of the remaining intervals and then divided it by the mean for that block to obtain the coefficient-of-variation (CV in percent). We found no initial differences in tapping speed between the groups [t(18.8) = 1.09, p = 0.29] or in tapping variability [t(24.8) = −1.2, p = 0.24].

We performed an ANOVA on the log-transformed median tapping interval with factors session (PRE, POST, and the 10 therapy sessions) and group (in-turn, together). The main effect of group was not significant [F(1,25) = 0.15, p = 0.70]. However, the main effect of measurement session was significant but became only a statistical trend after sphericity corrections [F(11,275) = 2.20, p = 0.01, pGG = 0.10, η2G = 0.02]. There was no interaction between group and session [F(11,275) = 0.72, p = 0.72, pGG = 0.53] (Figure 2).
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FIGURE 2. Index finger tapping speed and regularity. Error bars indicate the standard error of the mean.



We performed the same ANOVA with log-transformed coefficient-of-variability (CV) as dependent measure. We found no effect of group [F(1,25) = 0.09, p = 0.76], measurement session [F(11,275) = 1.43, p = 0.16, pGG = 0.20] and no interaction [F(11,275) = 1.51, p = 0.12, pGG = 0.17] (Figure 2).

Middle finger unpaced tapping

Middle finger tapping was measured before (PRE) and after (POST) therapy. There were no differences in initial tapping speed [t(13.0) = 1.76, p = 0.11]. There was a statistical trend for the in-turn group to tap more regularly (M = 17.2, SD = 9.9% CV) at the PRE measurement than the together group (M = 30.2, SD = 19.0% CV) [t(24.0) = −1.77, p = 0.09].

An ANOVA with factors group (in-turn, together) and measurement session (PRE, POST) revealed no effect of group on middle finger tapping speed [F(1,24) = 1.89, p = 0.18]. There was no effect of measurement session [F(1,24) = 1.86, p = 0.18] and no interaction [F(1,24) = 0.20, p = 0.66].

The same ANOVA was performed with tapping variability as dependent variable. We found no effect of group [F(1,24) = 0.88, p = 0.36] or recording session (PRE, POST) [F(1,24) = 0.85, p = 0.36]. There was a statistical trend for an interaction between group and session [F(1,24) = 3.29, p = 0.08, η2G = 0.04]. However, in light of the subtle differences in middle finger tapping variability at the PRE measurement, we interpreted these findings as regression toward the mean.

Index-to-thumb paced tapping

Two patients were eliminated from further analysis because during one session their tapping was too soft to be reliably assessed (both from the together group). We used circular statistics to quantify the time-lock (synchronization) between patients' finger tap onsets and the metronome click onsets (Fisher, 1995). We then performed a repeated-measures ANOVA with factors group (together, in-turn) and measurement time point (PRE, INTER, and POST) (Figure 3). The main effect of group was not significant [F(1,24) = 2.54, p = 0.12]. There was a main effect of recording time-point [F(2,48) = 10.98, pGG = 0.0001, η2G = 0.09]. This effect reflected the fact that patients' tapping was more synchronized after therapy relative to before (p = 0.036). There were no differences between the PRE and INTER measurements (p = 0.60) or the POST and INTER measurements (p = 0.27). There was no interaction between group and time-point [F(2,48) = 1.28, pGG = 0.29].
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FIGURE 3. Synchronization tapping performance before therapy (PRE), in between the individual and joint sessions (INTER), and after therapy (POST). Error bars indicate standard error of the mean. Significance of the main effect (across groups) is indicated: *p < 0.05.



MOOD TESTS

For each factor of the POMS (depression/anxiety, fatigue, hostility, and vigor) we performed an ANOVA with factors group (together or in-turn) and time point (PRE, POST). We found a main effect of time point reflecting a reduction in depression [F(1,26) = 11.76, p = 0.002, η2G = 0.09] and fatigue [F(1,26) = 6.56, p = 0.02, η2G = 0.07]. No change was found in vigor [F(1,26) = 1.01, p = 0.32] and a trend for improvement in hostility [F(1,26) = 3.95, p = 0.06]. There were no main effects of group [all F(1,26) < 0.45, p > 0.51] or interactions between group and time point [all F(1,26) < 0.19, p > 0.67] (Figure 4).
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FIGURE 4. Results of the mood tests: patients show reductions in depression/anxiety and fatigue that are similar between groups. A trend for improvement (decrease) in hostility is observed. Significance is indicated as follows: *p < 0.05, **p < 0.01.



FACES SCALE MOOD RATINGS

Patients were asked to rate their own mood on the faces scale, both during the PRE and POST measurement sessions and during the therapy sessions. There were no differences in rating between the groups at the PRE measurement [Mann-Whitney U, Z = −1.22, p = 0.22]. The in-turn group patients' self-mood ratings improved during therapy [Friedman test χ2(11) = 27.36, p = 0.004] as did those of the together group [Friedman test χ2(11) = 36.08, p = 0.0001]. There were no differences in rating during the POST measurement session [Mann-Whitney U, Z = −0.62, p = 0.54].

Patients were furthermore invited to rate how they experienced the therapy sessions. There was a tendency for the in-turn group to rate the first (individual) session more positive than the together group [Mann–Whitney U, Z = −1.76, p = 0.08], although first they still received therapy individually. This difference had disappeared by the third session [Mann–Whitney U, Z = 0, p = 1.00]. During the paired therapy (sessions 4–10), the in-turn group became more positive as therapy progressed [Friedman χ2(6) = 13.87, p = 0.03] but the together group stayed at the same level [Friedman χ2(6) = 7.56, p = 0.27]. There were nevertheless no differences in rating between the groups at the last (tenth) session [Mann–Whitney U, Z = −0.25, p = 0.80].

In the partner sympathy ratings, there were no differences in rating between the two groups in the first paired session (session 4) [Mann–Whitney U, Z = −0.55, p = 0.58]. The in-turn group showed a marked improvement in their rating of their therapy partner [Friedman χ2(6) = 25.12, p = 0.0003] whereas the together group showed no change in rating [Friedman χ2(6) = 4.98, p = 0.55] (Figure 5).
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FIGURE 5. Patient's likeability rating of their therapy partner. We indicate mean and standard errors of the ratings for each group for clarity of presentation, although our statistical analysis was non-parametric.



DISCUSSION

Our study was the first to implement music-supported therapy with pairs of patients instead of providing therapy to patients individually. We hypothesized that playing in synchrony would improve patient's social engagement and, through this greater engagement, improve their motor outcome. We controlled for potential benefits of patients sharing their musical rehabilitation experience (Overy, 2012) by having all patients receive therapy in pairs.

Firstly, our results reveal that music-supported stroke rehabilitation can be effective not only when patients are treated individually (as in previous studies) but also in pairs. We found improvements in patients' fine motor control in the 9HPT and synchronization tapping. The finding that music-supported rehabilitation is effective in pairs has practical implications. Paired therapy could considerably reduce the time investment on the part of the therapists. Furthermore, patients showed reductions in depression and fatigue. This indicates that music may have a beneficial effect on mood, in line with previous findings in healthy participants (Seinfeld et al., 2013).

Surprisingly, we found no clear improvements in index or middle finger tapping. This is in contrast to previous studies of music-supported therapy that reported improvements in finger tapping frequency (Schneider et al., 2007; Rodriguez-Fornells et al., 2012; Amengual et al., 2013; Chong et al., 2014) as a result of music-supported therapy. In the case of finger tapping speed, the absence of overall improvement could be due to the fact that finger tapping speed tended to show a u-shaped curve (Figure 2). Patients appeared to improve finger tapping speed in the first half of the therapy but then showed a tendency for a rebound in the second half of the therapy. Alternatively, there may be an effect of which therapist implements music-supported therapy on the rehabilitation outcome. On the other hand, we did find clear improvements in synchronization tapping.

The 9HPT showed a difference in rehabilitation outcome between patients playing in synchrony and patients playing in turn. Contrary to our hypothesis (that patients in the together group would show the greatest benefit), in this test we found a statistical trend for patients in the in-turn group to benefit more.

How could one explain that patients playing in-turn would show greater benefit than patients playing synchronously? We speculate that patients in the in-turn group may benefit from the opportunity to learn through observation. In healthy participants, seeing others perform a motor task leads to motor facilitation (Ménoret et al., 2013) and motor learning (McCullagh et al., 1989; Hodges et al., 2007; Wulf and Mornell, 2008) on the part of the observer. In particular, observers appear to benefit from observing both experts and novices perform a motor task, thus learning from errors as well as exemplary performance (Andrieux and Proteau, 2013). As a result, action observation has been proposed recently as a tool for motor-rehabilitation after stroke (Garrison et al., 2010, 2013; Sale and Franceschini, 2012). This finding suggests that stroke patients undergoing rehabilitation may benefit from first observing a therapist perform movements and then a patient peer perform those same movements, as they did in our in-turn group. In this way, observation during music-supported therapy might improve patients' rehabilitation outcome.

An alternative explanation for our findings is that the simultaneously occurring sounds in the together-condition confused patients, preventing them from dissociating sounds that they self-generated from those that were generated by their partner. This could have prevented the motor system from learning from auditory feedback (Altenmüller et al., 2009). A future study could remedy this problem by providing the two patients in each pair separate headphones in which their own sounds are louder than those of their partner. Another alternative explanation is that patients in the together-group were overwhelmed by the higher task demands. In this group, patients were required not only to produce the correct sequence of keystrokes, but also at the same time as their partner. This required them to observe the other person or listen to their keystrokes and predict when the next keystroke was going to occur (Keller and Repp, 2008; Sebanz and Knoblich, 2009; Pecenka and Keller, 2011). One can argue that coordinating one's actions with that of another person's actions is more challenging than performing the same actions alone. It is possible that the task demands in the together group were too high for the patients, causing the patients to be overtaxed and distracted or confused. This would provide an alternative explanation of the trend finding that the in-turn group shows greater rehabilitation benefit than the together group.

Furthermore, results indicate that patients in the in-turn group grew to like each other more over the course of therapy. This is contrary to previous findings where people moving in synchrony liked each other more than people who did not (Hove and Risen, 2009). Perhaps this difference between our study and previous ones is due to auditory-motor malfunctions in stroke patients, in line with previous suggestions (Rodriguez-Fornells et al., 2012). We found no differences in finger synchronization tapping performance between the groups, suggesting that the overall improvement in synchronization was due to a general improvement in motor capacity and not the fact that one group trained to synchronize during therapy. Similarly, the task of synchronization to another person may be so demanding for patients that the mechanisms that usually mediate synchrony-induced social effects (Wiltermuth and Heath, 2009; Wiltermuth, 2012) were unavailable.

At the outset of this study we had hypothesized two causalities. First, playing in synchrony would increase social engagement on the part of the patients. Second, this greater social engagement would then increase motor rehabilitation outcome. We found no evidence for the first causality. Instead, patients performing in turn rated their partner higher in sympathy ratings. As for the second causality, groups performed mostly similar with perhaps a small advantage for the group playing in turn. This suggests that greater social engagement might indeed improve motor outcome, in line with previous studies.

A limitation of this study is that we have not tested a control group who did not receive any musical intervention. As a result, effects found here that do not differ between groups cannot strictly be attributed to the musical intervention. However, the advantage of this approach is that any differences between the groups are likely due to the principal experimental manipulation (playing together vs. playing in turn). Our patient sample was relatively small and heterogeneous and the exact lesion sites of the stroke were unknown to us. Future studies could correlate lesion localization maps to performance and functional motor outcome of patients undergoing music-supported therapy in order to establish which patient groups might benefit maximally from music-supported therapy.
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Unilateral visuo-spatial neglect is a neuropsychological syndrome commonly resulting from right hemisphere stroke at the temporo-parietal junction of the infero-posterior parietal cortex. Neglect is characterized by reduced awareness of stimuli presented on patients’ contralesional side of space. Inspired by evidence of increased spatial exploration of patients’ left side achieved during keyboard scale-playing, the current study employed a music intervention that involved making sequential goal-directed actions in the neglected part of space, in order to determine whether this would bring about clinically significant improvement in chronic neglect. Two left neglect patients completed an intervention comprising four weekly 30-min music intervention sessions involving playing scales and familiar melodies on chime bars from right to left. Two cancellation tests [Mesulam shape, Behavioral Inattention Test (BIT) star], the neglect subtest from the computerized TAP (Test of Attentional Performance) battery, and the line bisection test were administered three times during a preliminary baseline phase, before and after the four intervention sessions during the intervention phase to investigate short-term effects, and 1 week after the last intervention session to investigate whether any changes in performance would persist. Both patients demonstrated significant short-term and longer-lasting improvements on the Mesulam shape cancellation test. One patient also showed longer-lasting effects on the BIT star cancellation test and scored in the normal range 1 week after the intervention. These findings provide preliminary evidence that active music-making with a horizontally aligned instrument may help neglect patients attend more to their affected side.
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INTRODUCTION

Spatial neglect is a frequent consequence of right hemispheric stroke, ranging from 13 to 82%, with a number of studies suggesting that approximately half of these individuals manifest some degree of neglect (Stone et al., 1993; Bowen et al., 1999; Buxbaum et al., 2004; Ringman et al., 2004). It is a heterogeneous neuropsychological syndrome frequently associated with damage to the inferior parietal lobe (Vallar, 1993; Heilman, 2003; Mort et al., 2003), superior temporal gyrus (Karnath et al., 2001), and occasionally with lesions to the white matter tracts (Doricchi et al., 2008).

Demonstrated through a bias toward ipsilesional space, neglect patients present with impaired attention to stimuli located on the contralesional (usually the left) side of the patient’s body and environment. This leads to difficulties engaging in everyday tasks (Luauté et al., 2006; Bowen and Lincoln, 2008), which in turn reduces functional independence. Importantly, the presence of neglect is associated with worse rehabilitation outcome (Jehkonen et al., 2006).

Several rehabilitation techniques have been implemented to reduce neglect. These include training in visual scanning (e.g., Pizzamiglio et al., 2004), prism adaptation (e.g., Rossetti et al., 1998; Humphreys et al., 2006), limb activation (Reinhart et al., 2012), transcutaneous electrical nervous stimulation (TENS) technique (Vallar et al., 1995; Beschin et al., 2012), and virtual reality treatments (Kim et al., 2011; Borghese et al., 2013; see also Rode et al., 2010, for a review). Despite the large body of research investigating treatment techniques for neglect, recent systematic reviews demonstrate a lack of efficacy of existing rehabilitation approaches, with no consensus regarding which technique is most effective (Luauté et al., 2006; Bowen and Lincoln, 2008) and no strong evidence that these approaches lead to improvements in activities of daily living (see for example, review by Barrett et al., 2012).

An intervention based around music-making may hold special promise as a potential new approach. Playing an instrument offers the opportunity to train cognitive and motor skills (Zatorre et al., 2007). For many people, active music-making can be intrinsically rewarding (Altenmüller and Schlaug, 2013), and patients anecdotally report high levels of engagement with rehabilitation exercises that are embedded within a musical context (Bodak, personal communication). The use of music-making as a rehabilitation approach falls under the broad domain of neurologic music therapy (NMT); a neuro-scientifically motivated model of practice, which consists of 20 standardized research-based music therapy techniques (Thaut, 2008). The techniques cover three overarching rehabilitation areas including sensorimotor, speech and language, and cognitive training. As noted in research by Hommel et al. (1990), one of the cognitive training techniques is musical neglect training, which Thaut (2008) defines as a technique that “includes active performance exercises on musical instruments that is structured in time, tempo, and rhythm, and is in appropriate spatial configurations, to focus attention to a neglected or inattended visual field” (p. 196). While evidence on this issue is scarce, one empirical study provides preliminary evidence that making music may ameliorate neglect. Cioffi et al. (2011, 2014) reported that when neglect patients were asked to play consecutive keys on a piano from right to left (into the neglected side), they proceeded further to the left when responses were systematically paired with descending tones, as opposed to random pairing or silence. This improvement may be explained by research findings showing that tasks comprising the active production of a predictable sequence yield better performance (Ishiai et al., 1990, 1997). This suggests that taking advantage of the sequence completion, which is a core component of musical scales and melodies, may facilitate spatial exploration in neglect patients. However, the extent to which this increased spatial exploration might persist and/or translate to improvement on clinical tests of neglect, is unknown.

With this in mind, the aim of the present study was to explore whether a period of active music-making with a horizontally aligned instrument (chime bars) leads to a reduction in attentional bias outside the music session as measured by performance on standard clinical tests for neglect.

MATERIALS AND METHODS

DESIGN

The study followed a within-subject case study design (Figure 1) with participants acting as their own controls. The experiment comprised three phases in the following order: (1) a no-intervention control phase of 6 weeks, during which baseline measures were obtained, followed by (2) an intervention phase of 4 weeks, ending with (3) a single follow-up testing session 1 week after the last intervention session. The dependent variable was performance on tests of visuo-spatial attention, measured within subjects in terms of (a) accuracy on two paper and pencil cancellation tests, (b) accuracy on a computerized target detection task (number of omitted targets in both cases), (c) reaction time on this computer task, and (d) accuracy on the line bisection test (percentage of rightward deviation).
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FIGURE 1 | Outline of experimental design.



MATERIALS

Two cancellation tests [Mesulam shape cancellation test, Mesulam, 1985; Star cancellation test as a part of the Behavioral Inattention Test (BIT), Wilson et al., 1987], the neglect subtest from the computerized Test of Attentional Performance (TAP, Zoccolotti et al., 2000) battery, and the line bisection test (Halligan et al., 1990) were administered three times during a 6-week baseline period (Phase 1), before and after each of the four sessions during the intervention phase investigating short-term effects (Phase 2), and at follow-up 1 week after the final intervention session investigating longer-lasting effects (Phase 3).

MESULAM SHAPE CANCELLATION TEST

This target detection task is presented to patients on an A4 sheet of paper. It is administered in landscape layout with its center presented to patients at their midline where the researcher sits directly opposite. The test comprises 300 filled and unfilled, familiar (i.e., stars, circles, squares, and triangles), and unfamiliar distractor shapes spatially positioned at random. The target shape is a non-darkened bisected circle with six spines on its outer circumference. Patients are instructed to draw a line through all targets, of which there are a total of 60 with 15 in each quadrant.

BIT STAR CANCELLATION TEST

Like the Mesulam shape cancellation test, this target detection task is also presented to patients on an A4 sheet of paper, in landscape orientation, with the researcher sitting directly opposite. The test comprises 52 darkened large stars, 10 short words, and 13 randomly laid out letters, which are all spread around 56 filled small stars. The targets comprise 54 of the 56 small stars where the two in the center are crossed out by the researcher and excluded from calculations. Patients are instructed to cross out all targets, which are subdivided into 6 sections with 27 on each side.

TEST OF ATTENTIONAL PERFORMANCE

In this computerized test, patients are instructed to look at and name letters in the center of the screen throughout the 5-min test. The aim of the task is to detect a total of 44 (11 in each quadrant) stimuli, consisting of successive rapidly changing numbers, by pressing a key. Accuracy and response speed for correctly detected targets is recorded.

LINE BISECTION

Patients are required to bisect three 180 mm centered horizontal lines on separate landscape A4 sheets of paper.

PATIENTS

Two outpatients diagnosed with chronic unilateral left-sided spatial neglect following a right hemisphere stroke were recruited to the study. Both patients were right-handed, medically stable, native English-speaking adults who had no known hearing impairment and no prior musical training. Patient 1 had reduced visual acuity in one eye (secondary to previous retinal vein occlusion). Other than this, there was no known prior neurological, cognitive, or psychiatric disease. The study was approved by the National Research Ethics Service and both patients gave full consent.

Patient 1 was a 46-year-old male who sustained an ischemic stroke 5 years and 11 months prior to commencement of baseline testing. His stroke resulted in a large right middle cerebral artery territory infarct involving the frontal, parietal, and temporal lobes (Figure 2A). Patient 2 was a 63-year-old male who sustained an ischemic stroke 4 years and 5 months prior to commencement of baseline testing. His stroke also resulted in a large right middle cerebral artery territory infarct involving the frontal, parietal, and temporal lobes (Figure 2B). Patient 2 required a hemicraniectomy involving temporary removal of part of the skull to help reduce brain swelling.
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FIGURE 2 | (A) Patient 1’s lesion reconstruction (in red) plotted from magnetic resonance imaging acquisitions onto a standard MRI-based template. (B) Patient 2’s lesion reconstruction (in red) plotted from magnetic resonance imaging acquisitions onto a standard MRI-based template.



PROCEDURE

The four weekly 30-min intervention sessions involved playing scales and familiar melodies on 12 chime bars (C4–G5), which were arranged horizontally, increasing in pitch from right to left (Figure 3). A series of foam frames were used to enable flexibility in the spatial layout using three fixed frame sizes. Chime bars were placed adjacent to each other either (1) one chime bar width apart on the smallest frame (level one), (2) one and a half chime bar widths apart on the middle frame (level two), or (3) two chime bar widths apart on the largest frame (level three). This enabled the intervention sessions to be calibrated for each patient, according to the precise limits of spatial exploration seen. Patients started on level one, and progressed up a level when they played all 12 bars in a row from right to left three consecutive times in one session without errors. When starting at level one, the space between the sixth and the seventh chime bars was at the patient’s midline, with half of the bars reaching to the patient’s right, and the other half reaching to the patient’s left. From this point on, the chime bar at the patient’s far right became the anchor point for successive levels. Namely, it remained in the same place in relation to the patient’s midline throughout the intervention phase, such that the increasing distance between bars stretched out into the left field only, encouraging leftward movement.
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FIGURE 3 | During the intervention session, the patients observed and repeated the experimenter modeling simple scales and melodies. A series of three foam frames allowed the spacing between chime bars to be increased as performance improved (see text for more details).



Sessions followed an ABA format where part A comprised playing up to one and a half octaves of a C major scale, and part B comprised playing familiar melodies. During the scale-playing, the patient was instructed to “play all the bars, one after the other, right to left, starting here.” At the end of the instruction, the researcher would point to the bar on the patient’s far right to ensure that they started playing at the correct location. The same instruction was repeated three consecutive times both at the start and at the end of each session. Patients were encouraged to play at their own speed.

Both patients reported prior familiarity with the two melodies used in part B – Frère Jacques and Do-Re-Mi. Both songs start at the first scale degree and slowly move up in chunks of around three (Frère Jacques and the first half of Do-Re-Mi) to six (the second half of Do-Re-Mi) notes at a time.

Frère Jacques has a range of six notes (C4–A4) and each subphrase of the song repeats itself twice, allowing for repetition and encouraging memorization. The benefit of the range was that patients would not be required to cross their midline to complete the song before they had reached level two. Patients progressed to Do-Re-Mi after they had played Frère Jacques once all the way through from beginning to end with no instruction from the researcher. Self corrected errors were permitted.

Do-Re-Mi has a range of an octave; eight white notes (C4–C5). Therefore, unlike Frère Jacques, in order to play the whole song the patient had to cross their midline on all three levels. The subphrases of the second half of the song comprised around six consecutive notes, which encouraged patients to cover a larger spatial array and draw their attention further to their left.

The researcher sat directly opposite the patient throughout the intervention and modeled playing the melodies. This was achieved by initially singing and playing the song that was being worked on from beginning to end, and then breaking it down into small sections for the patient to play back. Each small section was repeated three times before progressing to the next section, to help the patient become familiar with the playing. Each section was then slowly put together, ultimately building it up into a complete piece of music. The patient was invited to sing along throughout.

The scales and familiar melodies that were the focus of each music session were consolidated through structured homework between each session, which was administered via a CD. The patient heard the experimenter verbally explain that they were about to hear the experimenter sing and play a pitch sequence, which they should listen to and repeat. Each exercise corresponded to one CD track. The patient was instructed to complete only the set of exercises (tracks) that were worked on during the intervention session that week, which was clearly written out on a homework sheet. Each patient was provided with a set of chime bars and the foam frame that was appropriate to their respective level at any given week. The patients were asked to work through three sets of the assigned homework exercises twice a day, and to log each completed session.

RESULTS

BASELINE PERIOD

The mean baseline responses from each test are summarized in Table 1. Responses confirmed that both patients scored within the pathological range for neglect across all tests prior to the intervention period with respect to responses made on the left side, as well as in total (left and right side combined). Further, Patient 1’s right side target detection responses on the TAP fell within the pathological range.

Table 1 | Baseline descriptive statistics.
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SHORT-TERM AND LONGER-LASTING TREATMENT EFFECTS

To determine whether significant short-term changes in performance had occurred as a function of the intervention sessions, one sample t-tests were conducted using change scores (calculated by subtracting the pre-intervention scores from post-intervention scores) for each patient’s left side and total (combined left and right) responses on each of the four tests. To test for longer-lasting treatment effects, z-scores were calculated, comparing scores on each test at follow-up for each patient against the corresponding mean baseline scores.

A summary of significant short-term (average pre and average post) and longer-lasting (mean baseline and follow-up) improvement can be seen for each patient in Table 2.

Table 2 | Summary of results.
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MESULAM SHAPE CANCELLATION TEST: PATIENT 1

Change scores for post versus pre-intervention sessions revealed a non-significant trend, both for responses on the left side, t(3) = 1.675, p = 0.096, and in total, t(3) = 1.954, p = 0.073 (Figure 4). An apparent lack of change post versus pre-intervention for session four appeared to be attributable to a ceiling effect resulting from a lasting improvement between the end of session three and the start of session four. When session four was omitted from the analysis, performance post versus pre-intervention for the remaining three sessions was significantly improved, both for responses on the left side, t(2) = 3.352, p = 0.040, and in total, t(2) = 3.126, p = 0.045.
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FIGURE 4 | Plot of Patient 1’s average baseline, intervention period, and follow-up responses on the Mesulam shape cancellation test.



Comparison of mean baseline performance with performance at follow-up showed significant improvement, both for responses on the left side, z = 5.76, p < 0.001, and in total, z = 3.55, p < 0.001 (Figure 4).

MESULAM SHAPE CANCELLATION TEST: PATIENT 2

Change scores for post versus pre-intervention sessions revealed significant improvement, both for responses on the left side, t(3) = 2.777, p = 0.035, and in total, t(3) = 4.382, p = 0.011 (Figure 5). Additionally, performance was in the normal range as evidenced by omitting a total of two or fewer targets after sessions one (Post1), three (Post3), and four (Post4).


[image: image1]

FIGURE 5 | Plot of Patient 2’s average baseline, intervention period, and follow-up responses on the Mesulam shape cancellation test.



Comparison of mean baseline performance with performance at follow-up showed significant improvement, both for responses on the left side, z = 7.00, p < 0.001, and in total, z = 4.79, p < 0.001 (Figure 5). Moreover, at the follow-up session, performance was in the normal range on the test as evidenced by omitting a total of only one target.

BIT STAR CANCELLATION TEST: PATIENT 1

Change scores for post versus pre-intervention sessions did not reveal significant improvement, neither for responses on the left side, t(3) = 0.551, p = 0.310, nor in total, t(3) = 0.742, p = 0.256 (Figure 6).
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FIGURE 6 | Plot of Patient 1’s average baseline, intervention period, and follow-up responses on the BIT star cancellation test.



Comparison of mean baseline performance with performance at follow-up showed significant improvement, both for responses on the left side, z = 3.84, p < 0.001, and in total, z = 2.31, p = 0.021 (Figure 6).

BIT STAR CANCELLATION TEST: PATIENT 2

Change scores for post versus pre-intervention sessions did not reveal significant improvement, neither for responses on the left side, t(3) = 0.651, p = 0.281, nor in total, t(3) = 0.762, p = 0.762 (Figure 7).
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FIGURE 7 | Plot of Patient 2’s average baseline, intervention period, and follow-up responses on the BIT star cancellation test.



Comparison of mean baseline performance with performance at follow-up did not show significant improvement, neither for responses on the left side, z = 1.00, p = 0.317, nor in total, z = 1.12, p = 0.263 (Figure 7). Performance was in the normal range on the test as evidenced by omitting a total of only one target three times during the study including before session one (Pre1), after session two (Post2), and at follow-up.

TEST OF ATTENTIONAL PERFORMANCE (TAP)

Although response time data were collected, mean response times could not be computed owing to a paucity of correctly detected targets in both patients.

TAP (OMISSIONS): PATIENT 1

Change scores for post versus pre-intervention sessions did not reveal significant improvement, neither for responses on the left side, t(3) = 0.577 p = 0.302, nor in total, t(3) = 0.739, p = 0.257.

Analysis of longer-lasting effects could not be computed for responses on the left side because of insufficient variation in performance during the baseline period (omissions scores were identical for all three baseline testing sessions). Comparison of mean baseline performance with performance at follow-up did not show significant improvement on total test responses, z = 1.41, p = 0.159.

TAP (OMISSIONS): PATIENT 2

Change scores for post versus pre-intervention sessions did not reveal significant improvement, neither for responses on the left side, t(3) = −1.000, p = 0.196, nor in total, t(3) = −0.293, p = 0.395.

As for Patient 1, analysis of longer-lasting effects could not be computed for responses on the left side because of insufficient variation in performance during the baseline period (omissions scores were identical for all three baseline testing sessions). Comparison of mean baseline performance with performance at follow-up showed significant decline in performance on total test responses, z = −2.88, p = 0.004, attributable to a change in performance on the right side.

LINE BISECTION TEST: PATIENT 1

Change scores for post versus pre-intervention sessions did not reveal significant improvement on test responses, t(3) = −2.189, p = 0.058.

Comparison of mean baseline performance with performance at follow-up did not show significant improvement on test responses, z = −1.11, p = 0.267.

LINE BISECTION TEST: PATIENT 2

Change scores for post versus pre-intervention sessions did not reveal significant improvement on test responses, t(3) = 1.242, p = 0.151.

Comparison of mean baseline performance with performance at follow-up did not show significant improvement on test responses, z = 0.028, p = 0.780.

DISCUSSION

Operating within the broad framework of NMT (Thaut, 2008), the aim of the present study was to explore whether musical training on a horizontally aligned instrument (chime bars) would increase spatial awareness in patients with chronic unilateral neglect. It was hypothesized that patients would perform better on neglect tests after, compared to before, the music intervention sessions (demonstrating short-term treatment effects), and that patients would perform better on neglect tests at follow-up one week after the intervention compared to the baseline period (demonstrating a longer-lasting treatment effect).

As predicted, short-term treatment effects were found for both participants on the Mesulam shape cancellation test. For Patient 1, improvement was observed after sessions one, two, and three. At the beginning of sessions two and three, however, performance returned to a similar level seen at baseline. Interestingly, this fluctuation seemed to stabilize after session three, which may be explained by a consolidation of repeated effects of the intervention and weekly homework. While no significant short-term improvements were seen on the BIT star cancellation test for either patient, for Patient 1 at least, this may be explained due to a large and sustained treatment effect following session one, leaving little room for further short-term improvements.

Longer-lasting treatment effects were found for both participants on the Mesulam shape cancellation test. Patient 1 showed this longer-lasting treatment effect on the BIT star cancellation test, despite not showing significant short-term improvements (supporting the above suggestion that an early and sustained improvement occurred in session one). Furthermore, Patient 2 performed in the clinically normal range on both the Mesulam shape and BIT star cancellation tests at follow-up.

An important possibility to consider is whether or not the improvements seen during the intervention period may be at least in part owing to the repeated testing and hence increased familiarity with the clinical tests. We consider this unlikely for two reasons: first, neither patient showed systematic improvement during the baseline period on either of the cancellation tasks, which would be expected according to a “practice effect” explanation. Second, a recent study examining test–retest reliability of two cancellation tasks, including the Mesulam cancellation task, in 15 chronic neglect patients over five consecutive days, demonstrated stable performance that did not show a significant practice effect (Machner et al., 2012).

While significant improvements were observed on the Mesulam shape cancellation test, and to some extent on the BIT star cancellation test, similar improvements were not found on the TAP or the line bisection. One reason for the improved performance on the paper and pencil cancellation tasks may be that these tasks most closely mirror the nature of the intervention, whereby patients were required to constantly orient their attention and make movements toward their left side in order to find the next chime bar to play. Moreover, the cancellation tasks, like the music training, involved sequential processing of information, rather than repeated responses in the same location as was required for the line bisection and TAP. Thus, there might be a more effective transfer of “trained” behavior contributing to this finding.

Clearly, many aspects of the musical intervention used here may have contributed to the improvements seen in both patients and further studies may attempt to isolate some of the potential underlying mechanisms of the intervention. Music-making of the kind involved here is by nature visuomotor and goal-directed, both of which have been highlighted as important factors for rehabilitation of spatial attention (Harvey et al., 2003; Harvey and Rossit, 2012). In addition, the sequential aspect of the intervention, whereby patients played back simple and short scales and melodies with a predetermined sequence and clear end-point is likely to have played a role, echoing Ishiai and colleagues’ findings, which showed that patients performed better on tasks of visuo-spatial attention when such tasks required them to sequentially number targets (1990) and complete sequences (1997). Further, the spatially systematic nature of the pitch-based feedback may have also played an important role: Cioffi et al. (2011, 2014), showed that patients with neglect proceeded further to the left while playing a keyboard when responses were systematically paired with tones, as opposed to random pairing of key/pitch or silence. Determining the relative contributions of the pitch feedback versus the role of making repeated physical movements in the neglected part of space could be tested by comparing (1) the current combined auditory–motor intervention against (2) a motor only intervention with silent chime bars or woodblocks that produce sound with no changing pitch against (3) an auditory only intervention comprising vertical or stationary playing at midline, with pitch feedback.

As with any intervention approach where lasting effects are desired, it will be important to determine the dose–response relationship: how many sessions are optimal to achieve lasting treatment effects, how long do such effects last, and do they translate into improvement in activities of daily living, as measured by more ecological tasks such as the Catherine Bergego Scale (Azouvi, 2003). While both patients in the study had chronic neglect, further work will be required to ascertain whether such an intervention can improve neglect in the acute stage. Similarly, while neglect is typically a heterogeneous syndrome (Hillis, 2006), our findings are most relevant to patients with peripersonal neglect and it remains an empirical question as to whether the benefits would extend, e.g., to presentations of auditory or personal neglect.

The current study has demonstrated that active music-making holds promise as an effective intervention for neglect patients. Further research in this as yet untapped area has key implications for the improvement of existing clinical interventions and development of future treatment protocols. A deeper understanding of the underlying mechanisms has the capacity to contribute to the expanding scientific knowledge base of music interventions relevant to improving quality of life in this clinical group.
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Less effort, better results: how does music act on prefrontal cortex in older adults during verbal encoding? An fNIRS study
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Several neuroimaging studies of cognitive aging revealed deficits in episodic memory abilities as a result of prefrontal cortex (PFC) limitations. Improving episodic memory performance despite PFC deficits is thus a critical issue in aging research. Listening to music stimulates cognitive performance in several non-purely musical activities (e.g., language and memory). Thus, music could represent a rich and helpful source during verbal encoding and therefore help subsequent retrieval. Furthermore, such benefit could be reflected in less demand of PFC, which is known to be crucial for encoding processes. This study aimed to investigate whether music may improve episodic memory in older adults while decreasing the PFC activity. Sixteen healthy older adults (μ = 64.5 years) encoded lists of words presented with or without a musical background while their dorsolateral prefrontal cortex (DLPFC) activity was monitored using a eight-channel continuous-wave near-infrared spectroscopy (NIRS) system (Oxymon Mk III, Artinis, The Netherlands). Behavioral results indicated a better source-memory performance for words encoded with music compared to words encoded with silence ( p < 0.05). Functional NIRS data revealed bilateral decrease of oxyhemoglobin values in the music encoding condition compared to the silence condition ( p < 0.05), suggesting that music modulates the activity of the DLPFC during encoding in a less-demanding direction. Taken together, our results indicate that music can help older adults in memory performances by decreasing their PFC activity. These findings open new perspectives about music as tool for episodic memory rehabilitation on special populations with memory deficits due to frontal lobe damage such as Alzheimer’s patients.
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INTRODUCTION

Research in cognitive aging has reported that older adults often present declines in specific memory systems (Tulving, 1972). Working memory, episodic memory, and prospective memory have been shown to substantially decline in the course of normal aging, while procedural memory and some perceptual memory functions show few age-related changes (Mitchell, 1989; Luo and Craik, 2008).

Episodic memory can be defined as the type of awareness experienced when one thinks back to a specific moment in one’s personal past and consciously recollects some prior episode or as it was previously experienced. This special kind of awareness is identifiable in all healthy and human adults (Wheeler et al., 1997). However, several studies have shown that healthy aging is often characterized by reduced access to contextually specific episodic memory details, resulting in larger deficits in source-memory performance than in item-memory performance (Craik et al., 1990; Glisky et al., 1995; Spencer and Raz, 1995; Dennis et al., 2008). Thus, older adults have difficulty remembering specific information about the circumstances under which an event was encountered, and they are less likely to remember the contextual features of events correctly (Johnson et al., 1993; Dodson et al., 2007), which can be considered to be a deficit in the ability to encode the spatio-temporal context of an event (Parkin and Walter, 1992; Bugaiska et al., 2007).

Several authors have observed that older adults produce lower scores than young adults on episodic memory tasks (mostly source-memory and recollection tasks) as a consequence of reduced executive function (Parkin and Walter, 1992; Bugaiska et al., 2007; see also Raz, 2000 and West, 1996). In particular, it has been claimed that impaired executive function reduces older adults’ ability to initiate the memory encoding of target information appropriately for a durable explicit representation (Bunce, 2003; Bugaiska et al., 2007). Furthermore, it has been found that low memory performance in older adults is related to both an associative deficit and a lower level of strategic functioning (Naveh-Benjamin, 2000; Shing et al., 2008). Neuroimaging and behavioral studies investigating cognitive aging have revealed that these deficits in episodic memory are related to prefrontal cortex (PFC) limitations due to reductions in hemispheric specialization of cognitive functions in the frontal lobes (e.g., Souchay et al., 2000; Craik and Grady, 2002; Luo and Craik, 2008). This effect has been conceptualized in terms of a model called the hemispheric asymmetry reduction in older adults (HAROLD) (Cabeza, 2002), and may be due to dedifferentiation of function, deficits in function, or functional reorganization and compensation in frontal lobe regions (Rajah and D’Esposito, 2005). In line with the idea of an age-related memory encoding deficit, several neuroimaging findings confirm episodic memory impairments linked to reduced recruitment of mediotemporal and PFC regions, mainly during the encoding phase of memory tasks (Daselaar et al., 2004; Dennis et al., 2008), supporting the hypothesis that older adults fail to encode target items thoroughly (Craik and Lockhart, 1972; Burke and Light, 1981; Isingrini et al., 1995).

Improving episodic memory encoding in spite of PFC deficits is therefore a critical issue in aging research. It is well-known that enriching the encoding context of an event, for example, through enacted encoding or with emotional valence stimuli, can enhance memory performance at retrieval (Hamann, 2001; Lövdén et al., 2002). Music is a complex auditory stimulus, which evolves over time and has a strong emotional impact (Blood and Zatorre, 2001) and thus engages the whole brain through different cognitive activities and neural substrates (Altenmüller, 2003). Consequently, music is likely to enrich the encoding of memory items and can thus be used to improve memory performance.

Although the role of background music in learning and memory tasks is still an open and debated question in the literature (Schellenberg, 2003; Schellenberg, 2005; De Groot, 2006; Peterson and Thaut, 2007; Jäncke and Sandmann, 2010), the role that music plays in terms of emotions (Jäncke, 2008), reward (e.g., Salimpoor et al., 2013), and positive arousal (e.g., Judde and Rickard, 2010) has brought several authors to believe that music can be used to improve memory encoding in a variety of situations. In particular, research in music and neuroscience has shown how music could boost verbal memory performance not only in clinical populations (Brotons and Koger, 2000; Ho et al., 2003; Thaut et al., 2005; Thompson et al., 2005; Racette et al., 2006; Franklin et al., 2008; Särkämo et al., 2008; Simmons-Stern et al., 2010), but also in healthy young and older adults (Balch et al., 1992; Wallace, 1994; Balch and Lewis, 1996; Thompson et al., 2005; De Groot, 2006; Ferreri et al., 2013; Kang and Williamson, 2013). However, there has been little research investigating whether background music affects the memory performance of older adults.

In a previous study on healthy young subjects (Ferreri et al., 2013), we used functional near-infrared spectroscopy (fNIRS) to investigate the role of background music on memory performance and the dorsolateral prefrontal cortex (DLPFC), which has been shown to play a crucial role in organizational, associative (Murray and Ranganath, 2007; Ranganath, 2010), and semantic (Innocenti et al., 2010) memory encoding, and particularly for organizational processing, which helps build associations among items that are active in memory (Blumenfeld and Ranganath, 2007). fNIRS is a non-invasive optical neuroimaging technique that can be used to monitor cortical activation during cognitive tasks through the well-characterized neurovascular coupling mechanism related to neuronal activation, namely, an increase in oxygenated (O 2Hb) and a decrease in deoxygenated (HHb) hemoglobin concentrations (Jobsis, 1977; Ferrari and Quaresima, 2012). Moreover, fNIRS makes it possible to conduct more ecological cognitive experimental setups (subject sitting in a chair in a quiet room), which are not feasible in more traditional fMRI protocols, and it is thus suitable for investigating cortical activation in special populations such as older adults and neurological patients (Ferreri et al., in press). Recent fNIRS studies on verbal memory and learning have shown that facilitatory cues such as strategies (Matsuda and Hiraki, 2004, 2006; Matsui et al., 2007), pharmacological stimulants (Ramasubbu et al., 2012), or background music (Ferreri et al., 2013) during verbal encoding could result in deactivation, rather than greater activation, of PFC regions, suggesting less involvement/greater efficiency of high-cognitive functions mediated by PFC regions (such as the DLPFC) known to be crucial during memory encoding processes. In our previous experiment (Ferreri et al., 2013), we monitored bilateral DLPFC activation during verbal encoding with fNIRS and showed, for the first time, that background music during the encoding of verbal material can modulate DLPFC activity (i.e., decreased responses compared to a silent background) and, at the same time, facilitate the retrieval of the encoded material. We believe that these results open up interesting perspectives about how music could act on the DLPFC of people with memory disorders for whom the DLPFC is hypo-activated, impaired, or damaged, such as older adults or Alzheimer’s patients. Indeed, because encoding information with music decreases activation of the DLPFC, and because age-related differences in episodic memory are mediated by the decline of executive functioning supported by the PFC (Parkin and Walter, 1992; Bugaiska et al., 2007; Clarys et al., 2009), one could assume that encoding with background music would also lead to an improvement of episodic memory in older adults and more generally in populations with impaired or damaged PFC. Therefore, in the present study we explored the role of background music in the memory performance and DLPFC activation of healthy older adults through an item/source-memory paradigm and using fNIRS to monitor DLPFC activation bilaterally during verbal encoding with or without music. We hypothesized that music would enhance the encoding of verbal material in older adults by enriching the context and supplying organizational, associative, and semantic processes. Considering previous fNIRS studies showing better behavioral performance and PFC deactivation in response to facilitatory cues (Matsuda and Hiraki, 2004, 2006; Matsui et al., 2007; Ramasubbu et al., 2012), we therefore expected to find improved episodic memory performance at a behavioral level together with minimal demand on PFC activity during music encoding condition as compared to silence encoding condition. In particular, a classical activation pattern should be observed for the silence encoding condition, namely an increase of O 2Hb and a decrease of HHb concentrations changes. On the other hand, we expected a DPLFC disengagement reflected in an inverse activation pattern, namely a decrease of O 2Hb and an increase of HHb concentrations.

MATERIALS AND METHODS

PARTICIPANTS

Sixteen healthy older adults, all right-handed, non-musicians, native French speakers (10 females, mean age 64.5 ± 2.5 years) volunteered to participate in the experiment. They scored above the 27-point cut-off on the mini-mental state examination (MMSE) to exclude dementia (Folstein et al., 1975). All the participants lived in their own homes, and reported themselves to be in good physical and mental health and to have normal or corrected-to-normal vision. All of them were recruited from the general “third age University” classes at the University of Burgundy and earn therefore a high-school degree. None were taking medication known to affect the central nervous system. Informed written consent was obtained from all participants prior to the experiment. The study conformed to the Helsinki Declaration, Convention of the Council of Europe on Human Rights and Biomedicine.

EXPERIMENTAL PROCEDURE

The procedure was the same as the one used in our previous study (Ferreri et al., 2013). All the participants were seated at a computer in a quiet, dim room and carried out a memory encoding task while their DLPFC activation was monitored using fNIRS neuroimaging. They then performed a retrieval task. After the eight fNIRS channels had been adjusted on the forehead scalp overlaying the DLPFC and the in-ear headphones inserted, participants were informed that they would be presented with different lists of words with two auditory contexts: music or silence. They were explicitly instructed to memorize both lists and the context in which the words were encoded. The background music used in all blocks was an upbeat, acoustic jazz piece (“If you see my mother” by Sidney Bechet), chosen for its positive valence and medium arousal quality. Verbal stimuli consisted of 42 taxonomically unrelated concrete nouns selected from the French “Lexique” database (New et al., 2004, http://www.lexique.org), randomly divided into six lists (7 words per list, 21 words for each encoding condition), equated for word length and occurrence frequency.

The encoding phase consisted of three blocks of “music encoding” and three blocks of “silence encoding,” intermixed with 30-s rest periods. In each block, seven words were displayed successively with either a music or a silence background. The audio stimulation started 15 s before the first word was displayed, continued during the sequential display of words, and ended 15 s after the last word. Words in each block were presented at a rate of 4 s per word (28 s for the sequential presentation of seven words). Each block therefore lasted 58 s (15 s context, 28 s words, 15 s context) and was followed by a 30 s rest (silent) between each block (Figure 1). The order of music/silence blocks was counterbalanced, as were the order of the word lists and the order of words in the lists. During the rest periods, participants were instructed to try to relax and not think about the task; by contrast, during the context-only phases of the blocks (i.e., silence or music), they were instructed to concentrate on a fixation cross on the screen and to focus on the task. The entire encoding phase, together with fNIRS recording, took about 10 min.
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FIGURE 1 | Representation of one encoding block between two 30 s rest blocks. Each block consisted of 15 s of context (C) alone, either music or silence in the earphones, then 28 s of context and words (C + W) encoding (seven words for each block, 4 s per word), and then again 15 s of context (C) alone.



Prior to the retrieval phase, participants performed two 5-min interference tasks: an “X–O” letter-comparison task (Salthouse et al., 1997) and a “plus–minus” task (Jersild, 1927; Spector and Bierdeman, 1976). They were then behaviorally tested for item and source-memory (Glisky et al., 1995). The retrieval test included the previously presented 42 words, together with 42 new words (lures) matched for word length and occurrence frequency. In a yes/no recognition task, participants were asked to say whether they had already seen each word before (yes/no button on the keyboard; item-memory task). If so, they were asked to indicate in which context they had seen it (music/silence/I do not know; source-memory task). In this way, we tested subjects’ capacity to remember specific episodes. The presentation of task instructions and stimuli, as well as the recording of behavioral responses, were controlled by E-Prime software (Psychology Software Tools, Inc.) running on a laptop with a 15′′ monitor.

fNIRS MEASUREMENTS

An eight-channel fNIRS system (Oxymon Mk III, Artinis Medical Systems B.V., The Netherlands) was used to measure the concentration changes of O 2Hb and HHb (expressed in micromolar) using an age-dependent constant differential path-length factor given by 4.99 + 0.0067 × (age 0.814) (Duncan et al., 1996). Data were acquired at a sampling frequency of 10 Hz. The eight fNIRS optodes (four emitters and four detectors) were placed symmetrically over the dorsal part of the PFC (Brodmann areas 46 and 9, EEG electrodes AF7/8, F5/6, F3/4 and AF3/4 of the international 10/10 system) (Okamoto et al., 2004; Jurcak et al., 2007), and the distance between each emitter and detector was fixed at 3.5 cm (Figure 3B).

To optimize signal-to-noise ratio during the fNIRS recording, the eight optodes were masked from ambient light by a black plastic cap that was kept in contact with the scalp with elastic straps, and all cables were suspended from the ceiling to minimize movement artifacts (Cui et al., 2011). During data collection, O 2Hb and HHb concentration changes were displayed in real time, and signal quality and absence of movement artifacts were verified.

DATA ANALYSIS

BEHAVIORAL DATA

Each subject’s item- and source-memory accuracy (hit) rates (number of hits for each condition during yes/no recognition) and false alarms were calculated for both the silence and music conditions. Source-memory was determined as the proportion of correct source judgments among item-memory hits.

fNIRS DATA

For each of the eight fNIRS measurement points, the O 2Hb and HHb signals were first low-pass filtered to eliminate task-irrelevant systemic physiological oscillations (fifth order digital Butterworth filter with cut-off frequency 0.1 Hz).

In order to determine the amount of activation during the encoding phase for the two conditions, data for each of the six experimental blocks were baseline-corrected using the mean of the O 2Hb and HHb signals during the last 5 s of “rest” block preceding each encoding block. We then sample-to-sample averaged (i.e., 10 samples/s) the baseline-corrected signals over the three blocks of each condition, yielding one average music and silence O 2Hb and HHb signal per participant. In order to determine the level of DLPFC activation during the encoding phase for the two verbal encoding context conditions, we computed the maximum O 2Hb and the minimum HHb values over the 28 s stimulus window (i.e., from t = 15 to 42 s), which indicated the maximum delta-to-baseline signal reached during the encoding phase.

Furthermore, in order to ascertain the DLPFC activation during the entire block of music/silence encoding conditions, we ran a complete time–series analysis in which we averaged O 2Hb and HHb concentrations over 5 s windows (so one average point for each 5 s) all over the block of the encoding, getting 13 successive measures of concentrations (from the first seconds of fixation point preceding the words to the end of the block, with the last 5 s of rest phase taken as baseline value). Considering O 2Hb increases and small HHb decreases as patterns of cortical activations (Jobsis, 1977), DLPFC activations were assessed by separately analyzing the baseline-corrected O 2Hb and HHb concentration changes, and also the total hemoglobin concentrations (THb = O 2Hb + HHb), for both the music and silence average block of each participant.

STATISTICAL ANALYSIS

For behavioral results, paired t-tests (one for each condition) were used to compare the item- and source-memory scores of the silence and music conditions. As well, paired t-tests were also used to test significant difference in false alarm rates for item and source-memory tasks, namely how many times they attributed a lure item (to have been) encoded with music or silence (music/silence item false alarms) and how many times subjects reported previously presented items (to have been) encoded in the wrong context (music/silence source false alarm). Furthermore, in order to account for bias with the source judgments, subjective source judgments were prorated according to prior item recognition. In this analysis, we took all the times where participants have said “music” (or “silence”) for the source, and looked at the number of correct items for this set. Paired t-tests were applied to estimate significant means difference for these values. One-sample t-tests were used to ascertain that all the scores were significantly above chance level.

For fNIRS results, the O 2Hb, HHb, and THb concentrations were analyzed using a repeated-measures ANOVA with 2 (music/silence) × 2 (left/right hemisphere) × 4 (optodes) within subject factors, on which post hoc Bonferroni-corrected (confidence interval percentage = 99.3%) paired t-test comparisons determined which measurement points showed a significant difference between the two experimental conditions. Cohen’s d and Eta-squared statistics were used to calculate the effect size of paired t-tests and repeated-measures ANOVA, respectively. Concerning the time–series analysis, we ran a 2 (conditions) × 2 (left/right hemisphere) × 4 (optodes) × 13 (time points, namely successive measures of concentrations) repeated-measure ANOVA for both O 2Hb and HHb values. Since SPSS software reports a partial Eta-squared value, which have been demonstrated to overestimate effect sizes (see Levine and Hullett, 2002), we calculated Eta-squared by dividing Type III Sum of squares of each condition and interaction by the corrected total (i.e., the sum of all Type III Sum of squares and error values computed in the statistics). The significance level was set at p < 0.05.

RESULTS

BEHAVIORAL RESULTS

Item-memory analysis revealed that subjects were significantly above chance level in yes–no recognition of items encoded with music and silence (one-sample t-test, p < 0.001). Whereas hits appeared constant across conditions for item-memory performance ( t = −0.674, p = 0.302), there was a significant difference in false alarm rates ( t = 2.498, p = 0.02, Cohen’s d effect size = −0.44), suggesting that background music during encoding led to fewer errors in the recognition phase (Figure 2A). The one-sample t-tests on source-memory scores revealed that while performance in the music condition was significantly above chance level ( t = 3.537, p = 0.003), source-memory performance in the silence condition was below chance level ( t = 0.418, p = 0.682), suggesting that participants had difficulty remembering words in the silence condition, and that they remembered words better in the music condition. Results obtained by considering subjective source judgments according to prior item recognition showed that item recognition was better (i.e., proportion of hits from all responses) if subjects during the retrieval phase judged the item as being presented with music rather than silence context during the encoding phase ( t = 32.581, p = 0.021). Furthermore, a paired t-test revealed that the participants tended to retrieve the musical context better than the silence context ( t = 31.57, p = 0.068). Taken together, behavioral results show that a musical background source not only plays an interfering role, but rather helps subjects during verbal encoding thus improving subsequent retrieval performances (Figure 2B).
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FIGURE 2 | Item-memory false alarm scores (A) and source memory correct answer scores (B). Paired t-tests showed fewer errors in item-memory performance and overall better source memory performance in the music condition than in the silence condition. One-sample t-tests revealed that music source memory scores were significantly above chance level, while silence source scores were not. * and (*) indicate, respectively, significant ( p < 0.05) and marginally significant (0.05 < p < 0.07) difference in means.



fNIRS RESULTS

The repeated-measures ANOVA on bilateral DLPFC O 2Hb values revealed a statistically significant main effect of condition [ F(1, 15) = 8.390, p = 0.011], with greater bilateral O 2Hb increases in the silence than in the music encoding condition and a significant condition × laterality interaction [ F(1, 15) = 4.282, p = 0.056], with music presenting higher O 2Hb values on the right hemisphere (although always lower than silence values). The strength of these effects computed by Eta-squared effect size revealed strong effect for the condition (η 2 = 0.25) and weak for the interaction (η 2 = 0.01). Furthermore, considering also HHb values, the repeated-measures ANOVA on THb values (Figure 3A) confirmed a main effect of condition [ F(1, 15) = 14.329, p = 0.009, strong Eta-squared effect size = 0.22] in almost all channels, as shown by post hoc Bonferroni-corrected paired t-tests (Figure 3A). In line with several other fNIRS studies (e.g., Matsui et al., 2007; Okamoto et al., 2011), only HHb values did not show a significant effect.
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FIGURE 3 | Graphs of THb (A) concentration values (in micromoles) in silence and music conditions for each left and right fNIRS measurement channel (B). (A) Mean (±SEM) of THb (O 2Hb + HHb) concentration values for silence (black line) and music (gray lines) conditions. * Shows significant ( p < 0.05) within-channel differences obtained by post hoc Bonferroni-corrected paired t-test comparisons. (B) fNIRS transmitters (left Tx1–Tx2, right Tx3–Tx4, yellow circles) and receivers (left Rx1–Rx2, right Rx3–Rx4, blue squares) were placed on the left and right forehead scalp region, corresponding to AF7/8, F5/6, F3/4, and AF3/4 EEG channels (international 10/10 system), respectively, renamed left/right channels 1, 2, 3, and 4.



Time–series analysis results are reported in Figure 4, which shows grand-average time-course of PFC O 2Hb and HHb concentration changes at each of the eight fNIRS channels in the music and silence encoding conditions. The repeated-measure ANOVA on the O 2Hb and HHb time-course series confirmed a main effect of condition [ F(1,15) = 7.893, p = 0.013], corresponding to significantly greater O 2Hb increases bilaterally in silence than music condition, and a marginally significant condition × laterality interaction [ F(1,15) = 3.47, p = 0.082]. Interestingly, while the increases in O 2Hb are visible bilaterally during the silence condition (and especially in left-hemisphere), time-course analysis revealed that the music condition was associated with a strong bilateral decrease of O 2Hb lasting all over the block of the encoding (and affecting also the 15-s post-words fixation point in some channels).
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FIGURE 4 | Grand-average (±SEM) time-course of prefrontal cortex O 2Hb (red lines) and HHb (blue lines) concentration changes (vertical axis) over the left and right hemisphere during memory encoding (horizontal axis: time) for the silence (right side, solid lines) and music (left side, dashed lines) conditions.



DISCUSSION

Based on previous results with young adults (Ferreri et al., 2013), the present study aimed to investigate the neural mechanisms involved in memory–music processes (and the role of background music in particular), using fNIRS to monitor cortical response during the encoding phase among older adults, who usually show impairment in PFC activity and episodic memory tasks.

Our fNIRS results showed that the bilateral DLPFC was activated (O 2Hb increase and HHb decrease) during the verbal encoding phase in the silence condition. Although recent studies suggest that caution should be exercised when applying fNIRS to infer PFC activation because of the task-evoked changes occurring in forehead skin perfusion (Kohno et al., 2007; Gagnon et al., 2011, 2012; Takahashi et al., 2011; Kirilina et al., 2012), these results confirm both the involvement of DLPFC during episodic memory encoding (Blumenfeld and Ranganath, 2007; Murray and Ranganath, 2007; Innocenti et al., 2010), and the suitability of fNIRS to investigate long-term memory processes (Kubota et al., 2006; Matsui et al., 2007; Okamoto et al., 2011; see also Cutini et al., 2012 for a review). The fNIRS results also showed a weak but significant interaction between memory encoding condition and hemispheric laterality, with greater left and right DLPFC activity (represented by O 2Hb increases) in the silence and music conditions, respectively. This condition by laterality interaction can be explained by the presence of music during the verbal encoding phase, which could have shifted the classic left-verbal lateralization to the right hemisphere, in support of evidence that left-lateralization is determined by the nature of the material (verbal or non-verbal) being encoded (e.g., Kelley et al., 1998). However, compared to our previous fNIRS results with young subjects (Ferreri et al., 2013) which found marked left-hemisphere lateralization during both the music and silence encoding conditions (discussed in relation to the HERA model, Tulving et al., 1994; Nyberg et al., 1996), we observed a reduction in hemispheric asymmetry in the present study involving older adults. Furthermore, the weak significance revealed by O 2Hb maximum values was not confirmed by time-course analysis, which revealed a marginal statistically significance, suggesting an absence of lateralization. This can be interpreted in relation to the HAROLD model (Cabeza, 2002), which predicts that DLPFC activity during cognitive performance tends to be less lateralized in older than in younger adults.

One of the main findings of the present study was that the eight measurement points surrounding the DLPFC made less demand on the DLPFC in the music than in the silence condition, resulting in decreased activity during the music verbal encoding phase (represented by an O 2Hb decrease, see Figure 3). In view of previous fNIRS studies which showed decreased PFC activity during cognitive tasks (Matsuda and Hiraki, 2004, 2006), and specifically those related to verbal learning in which subjects were helped to memorize words by a given strategy (Matsui et al., 2007) or by a pharmacological stimulant (Ramasubbu et al., 2012), we previously discussed PFC disengagement during memory encoding with background music as evidence that music plays a facilitating, less-demanding role for the PFC during word encoding (Ferreri et al., 2013). In particular, we focused our argument on the fact that the PFC, specifically the DLPFC, is known to be recruited during cognitive tasks demanding organizational (Blumenfeld and Ranganath, 2007) and relational inter-item processing during encoding (Murray and Ranganath, 2007). Therefore, one possible interpretation of the DLPFC deactivation is that music helped older adults to generate inter-item and item-source relationships, without demanding high-cognitive PFC processes, which usually intervene when highly structured items (e.g., those which can be organized into chunks) are presented (see for example, Bor et al., 2003).

In other words, the presence of a musical background could affect memory by modulating the neurocognitive state, which facilitates the encoding, thus increasing subjects’ capacity to create associative bindings. Music could therefore modulate in a state-dependent manner the encoding mode, modifying the need of extra organizational and strategic encoding usually attributed to DPLFC, and facilitating the creation of richer associative links crucial for subsequent retrieval.

The behavioral results show that background music during the word encoding phase can assist memorization in older adults by reducing false alarm rates during recognition, confirming that item-memory performance can be improved by providing background music (Ferreri et al., 2013). Analysis of source-memory performance revealed that older adults could give details about the encoding context in the music condition more than in the silence condition, in which they were not able to retrieve the encoding context associated with the general information. These findings are in line with previous studies showing age-related impairments in remembering specific information about the circumstances under which a memory event was encountered (Johnson et al., 1993; Dodson et al., 2007). However, this difficulty was not encountered for the recollection of the musical context, suggesting that music could be a “good tool” to boost memory in older adults. Taken together, our results suggest that music can improve older adults’ episodic memory performance and, at the same time, demand less DLPFC activation.

It is therefore crucial to discuss these findings in the framework of aging research, and their possible implications for research in music cognition. In particular, these results can be seen more broadly as part of the ongoing debate about whether music can boost non-musical abilities, and more specifically verbal memory. Several studies have shown that not only musical training (Chan et al., 1998; Ho et al., 2003; Franklin et al., 2008), but also simple exposure to background music or sung stimuli leads to short- and long-term verbal memory benefits in healthy young and older adults (Balch et al., 1992; Wallace, 1994; Balch and Lewis, 1996; Thompson et al., 2005) and clinical populations such as stroke patients (Särkämo et al., 2008), people with multiple sclerosis (Thaut et al., 2005), aphasics (Racette et al., 2006), and Alzheimer’s patients (Thompson et al., 2005; Simmons-Stern et al., 2010). At the same time, it has also been claimed that music diverts participants’ attention from the items to remember by generating a dual-task situation and thus causing a perturbing effect on the memorization of verbal material (Salame and Baddeley, 1989; Racette and Peretz, 2007; Jäncke and Sandmann, 2010; Moussard et al., 2012; Jäncke et al., 2014). Thus, as recently pointed out by Kang and Williamson (2013), a delicate balance exists between music that facilitates recall from memory and music, which acts as a drain on limited memory resources. Our results seem to support the idea that music can benefit verbal memory in aging rather than generate a dual-task situation, in which it is well-known that older adults are usually penalized (see for example, Verhaeghen et al., 2003).

It is well-known that normal aging presents episodic memory deficits (e.g., Craik et al., 1990; Light, 1991; Craik and Grady, 2002). These impairments have been shown to be related to PFC dysfunction or reduced activity (Souchay et al., 2000; Cabeza, 2002; Craik and Grady, 2002; Luo and Craik, 2008), especially during the encoding processes (Daselaar et al., 2004; Dennis et al., 2008). In particular, older adults’ difficulty in episodic memory encoding has been shown to be related to an associative deficit, namely the difficulty in creating (and retrieving) cohesive episodes from unrelated attributes-units (Naveh-Benjamin, 2000), and also to a lower level of strategic functioning (Shing et al., 2008). The low episodic memory performance in our results could be related to associative deficits, which did not allow subjects to create appropriate strategies when encoding under the silence condition, obstructing the development of a durable memory trace. Interestingly, it has also been shown how this associative deficit in older participants can be circumvented by using appropriate associative strategies (e.g., creating a sentence linking pairs of words during encoding), which resulted in a significant improvement in episodic memory performance (Naveh-Benjamin et al., 2007). One possible explanation could therefore be that music helps older subjects to create strategies of associations during the encoding phase (between items and between the item and the source itself), which are not easily created under the silence condition, and in this way improves subsequent episodic memory performance. In line with this idea, it has been shown that certain situations can provide additional elaborative encoding, but it is only when using effortful processing, such as associative and integrative processing (Chalfonte and Johnson, 1996; Naveh-Benjamin, 2000), that older adults might find difficulty (Luo et al., 2007). A study by Luo et al. (2007) tested this hypothesis by devising a condition in which visually presented words were paired with an appropriate sound. Results showed that older adults benefited very little from associating sound to words, because of the additional demand this places on integrative processing. Thus, one possible reason for the enhancement of memory in a music condition is that it does not require effortful processing. This in turn would provide a mechanism to explain why less DLPFC activity was required for verbal encoding with background music, which, unlike the silence condition, does not require DLPFC involvement for the high-cognitive processing of verbal encoding, suggesting more automatic inter-item/item-source binding when there is background music. This explanation is supported by previous EEG findings that a few seconds of music can influence the semantic and conceptual processing of verbal material by priming the meaning of a word (Koelsch et al., 2004; Daltrozzo and Schön, 2009a,b). It is therefore possible that this semantic priming mechanism could also be reflected in easier associations and bindings between items when there is background music, thus requiring less demand on the DLPFC.

However, it is important to mention that a consistent part of the literature on episodic memory has shown how an item is better encoded when supported by semantically related contextual stimulation (see e.g., Engelkamp and Zimmer, 1984; Light, 1991; Lövdén et al., 2002). In our case, we have chosen a “Jazz” music piece, which could be a rich and pleasant encoding context for the subject, but that is not semantically related with the encoded items. Considering this, one could claim that the observed results are related to an increase of attention rather than due to associative and binding strategies linked to the background music. It has been discussed that, because of its intrinsic arousal potential, music might represent a powerful exogenous means of memory modulation, especially for long-term memory processes (Judde and Rickard, 2010). By comparing a musical versus non-musical context, it is therefore possible that music just improves subjects’ attention thus increasing their performance. In this case, our findings would be line with previous behavioral studies, which attributed improved cognitive performance in the presence of a musical background to higher amounts of arousal and attention (Foster and Valentine, 2001; Thompson et al., 2005). In apparent conflict with this explanation there is the fact that, music being considered as an unrelated context, we should expect an attentional overload (with the attention divided between musical auditory stimulus and verbal encoding task) and observe music as an interference rather than an attention improving factor. This would be in line with the literature, which claims that music draws participants’ attention away from the relevant information to remember thus creating a dual-task situation (e.g., Salame and Baddeley, 1989; Racette and Peretz, 2007; Jäncke and Sandmann, 2010; Moussard et al., 2012; Jäncke et al., 2014). In other words, we should have observed worse memory retrieval performance for the “unrelated” music condition when compared to silence condition which, even if semantically unrelated to the stimuli, allows the subjects to freely focus on the task without overloading their attentional field. This would be especially true for older adults, known to have impairments in inhibiting irrelevant information and therefore in dividing their attention during encoding (e.g., Park et al., 1989; Parks, 2007). However, in line with previous studies showing that background music (even when semantically unrelated) can help non-musical cognitive abilities (e.g., Balch et al., 1992; Wallace, 1994; Balch and Lewis, 1996; Thompson et al., 2005; De Groot, 2006; Ferreri et al., 2013; Kang and Williamson, 2013), our behavioral results show that music was not interfering with the memory encoding task, but rather helped subjects when presented as an encoding context. Furthermore, if an attentional explanation would be true, we should have expected our functional neuroimaging results to show greater PFC involvement in the music condition than in the silence condition. Several studies have indeed shown how alertness or attentional states significantly increase PFC activation (Ehlis et al., 2008; Herrmann et al., 2008), and these findings do not match with the decreased PFC activation found in our fNIRS data for the music encoding.

Another important point is that the PFC deactivation we found is in apparent conflict with previous fMRI study which showed that PFC, specifically the DLPFC, is recruited during cognitive tasks demanding inter-item organizational and strategic encoding (Blumenfeld and Ranganath, 2007; Murray and Ranganath, 2007) and that its activity usually increases when highly structured items are presented (e.g., Bor et al., 2003). As discussed by Ramasubbu et al. (2012), such PFC deactivation is in line with previous PET studies (e.g., Volkow et al., 2002) and the discrepancies between fMRI and near-infrared spectroscopy (NIRS) studies could be in part due to differences in methodologies and wide variation in correlation between O 2Hb–HHb and blood oxygen level-dependent (BOLD) responses (see e.g., Cui et al., 2011 for a combined fMRI–fNIRS study). However, it is reasonable to think that DLPFC deactivation goes with activation of other brain regions, and particularly subcortical regions. Starting from these considerations, although fNIRS spatial resolution limitations do not allow monitoring subcortical oxygenation changes, it is interesting to discuss another possible explanation for our findings, which relies on music-related emotional factors. It is well-known that a strong relationship exists between music and limbic-reward systems; music is indeed one of the most potent motivational rewards and several studies showed that pleasant music experiences are accompanied by activity in subcortical brain regions (e.g., ventral–tegmental area and nucleus accumbens) involved in motivation and reward processes (see e.g., Blood and Zatorre, 2001; Salimpoor et al., 2013). At the same time, it has also been demonstrated that mesolimbic reward circuit activations can precede memory formation during reward-motivated learning, suggesting the crucial role that the reward system plays in successful memory encoding processes (Adcock et al., 2006). It is therefore possible that the observed PFC disengagement is linked with implicit subcortical mesolimbic music-related activation, which most likely improved subjects’ items learning and therefore the subsequent memory performance.

Further research on both behavioral (e.g., specific organizational and associative strategies, musical semantic related and unrelated material, pleasant and unpleasant music) and functional (e.g., with multi-channel fNIRS systems during both encoding and retrieval phases) levels may confirm these explanations and shed new light on which cognitive processes are involved during episodic encoding with music. However, in our opinion, these findings contribute to the ongoing debate about which neural mechanisms underlie the therapeutic effects of music. In particular, we believe that our results open up interesting perspectives about the use of music as a rehabilitation tool for people with memory deficits due to frontal lobe dysfunctions, such as Alzheimer’s patients. The notion that memory for music can be preserved in patients with Alzheimer’s disease has been raised by a number of case studies (Baird and Samson, 2009), and several studies have shown that the verbal memory of Alzheimer’s patients can be improved by music (Thompson et al., 2005; Simmons-Stern et al., 2010). However, the processes underlying these improvements remain unclear. To investigate the effect of music on episodic performance in special populations such as Alzheimer’s patients while non-invasively monitoring their PFC brain oxygenation through fNIRS could therefore offer a great opportunity to clarify how music could act on long-term memory processes and to understand better how and why music works in rehabilitation.

In conclusion, in line with the view that context is crucial during verbal episodic memory encoding, our findings suggest that music can create a rich and helpful context during the encoding of verbal material, improving the subsequent episodic memory performance of older adults, and that this improvement goes alongside less involvement of the PFC. Taken together, these results are in line with the idea that music is a good tool for memory rehabilitation and open up new perspectives about the cortical mechanisms involved in the therapeutic effects of music.
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Structural changes induced by daily music listening in the recovering brain after middle cerebral artery stroke: a voxel-based morphometry study
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Music is a highly complex and versatile stimulus for the brain that engages many temporal, frontal, parietal, cerebellar, and subcortical areas involved in auditory, cognitive, emotional, and motor processing. Regular musical activities have been shown to effectively enhance the structure and function of many brain areas, making music a potential tool also in neurological rehabilitation. In our previous randomized controlled study, we found that listening to music on a daily basis can improve cognitive recovery and improve mood after an acute middle cerebral artery stroke. Extending this study, a voxel-based morphometry (VBM) analysis utilizing cost function masking was performed on the acute and 6-month post-stroke stage structural magnetic resonance imaging data of the patients (n = 49) who either listened to their favorite music [music group (MG), n = 16] or verbal material [audio book group (ABG), n = 18] or did not receive any listening material [control group (CG), n = 15] during the 6-month recovery period. Although all groups showed significant gray matter volume (GMV) increases from the acute to the 6-month stage, there was a specific network of frontal areas [left and right superior frontal gyrus (SFG), right medial SFG] and limbic areas [left ventral/subgenual anterior cingulate cortex (SACC) and right ventral striatum (VS)] in patients with left hemisphere damage in which the GMV increases were larger in the MG than in the ABG and in the CG. Moreover, the GM reorganization in the frontal areas correlated with enhanced recovery of verbal memory, focused attention, and language skills, whereas the GM reorganization in the SACC correlated with reduced negative mood. This study adds on previous results, showing that music listening after stroke not only enhances behavioral recovery, but also induces fine-grained neuroanatomical changes in the recovering brain.

Keywords: music, speech, stroke, magnetic resonance imaging, voxel-based morphometry, environmental enrichment, neuroplasticity, rehabilitation

INTRODUCTION

During the past 10 years, advanced magnetic resonance imaging (MRI) analysis methods, such as voxel-based morphometry (VBM) and diffusion tensor imaging (DTI), have provided novel information about the dynamics of the structural neuroplastic changes underlying spontaneous recovery and rehabilitation after stroke. Based on longitudinal VBM and DTI studies of stroke patients, the recovery of cognitive and motor deficits is associated with gray matter volume (GMV) changes in many frontal, temporal, cerebellar, and subcortical (e.g., hippocampus) areas (Grau-Olivares et al., 2010; Dang et al., 2013; Fan et al., 2013) as well as changes in the integrity of the white matter (WM) tracts connecting and projecting from these areas (Liang et al., 2008; van Meer et al., 2012; Thiebaut de Schotten et al., 2014). In longitudinal intervention studies, intensive motor rehabilitation using constraint-induced movement therapy (CIMT) has been shown to increase GMV in frontal and parietal sensory–motor areas and in the hippocampus (Gauthier et al., 2008) and intensive aphasia rehabilitation using constraint-induced language therapy (CILT) or melodic intonation therapy (MIT) has been observed to enhance the integrity of the WM tracks connecting frontal and temporal regions (arcuate fasciculus) in the left (Breier et al., 2011) and right (Schlaug et al., 2009) hemispheres, respectively. All in all, these findings suggest that both behavioral recovery and active rehabilitation after stroke are closely linked to fine-grained neuroanatomical changes in the recovering brain. However, very little is known about the wider potential effects of the recovery environment on structural brain plasticity after stroke in humans.

Converging evidence from both animal (Johansson, 2004; Nithianantharajah and Hannan, 2006) and human studies (Johansson, 2012; Janssen et al., 2014) indicates that an environmental enrichment (EE), which provides additional sensory, cognitive, motor, and/or social stimulation compared to a standard environment, plays an important role in enhancing behavioral recovery after an acute stroke. In addition, evidence from animal studies suggests that the post-stroke EE can induce a number of cellular and molecular neuroplastic effects in the brain, including increase in dendritic complexity (Biernaskie and Corbett, 2001; Johansson and Belichenko, 2002), neural stem and progenitor cells (Komitova et al., 2005; Matsumori et al., 2006), and neurotrophic and neural growth factor levels (Gobbo and O’Mara, 2004; Söderström et al., 2009), and that these changes are associated with better cognitive or motor recovery. Interestingly, especially a multisensory EE, which includes auditory, visual, and olfactory stimuli, has been found to be effective in improving cognitive and motor recovery and reducing lesion volume (Maegele et al., 2005a,b). Also evidence from developmental animal studies shows that a purely auditory EE, which contains complex sounds or music, can enhance the structure and function of the auditory cortex (Engineer et al., 2004; Bose et al., 2010) as well as improve learning and memory and upregulate various neurotransmitters (e.g., dopamine, glutamate) and neurotrophins associated with them (Sutoo and Akiyama, 2004; Angelucci et al., 2007; Nichols et al., 2007). Overall, these findings indicate that auditory enrichment can be beneficial for the brain and suggest that it could potentially contribute to better cognitive and neural recovery also after stroke.

In the human brain, music and speech constitute the two most complex and versatile auditory stimuli in terms of their acoustic richness and the breadth of the neural networks involved in their perception and learning (Zatorre, 2013). Neuroimaging studies of healthy subjects have demonstrated that music processing engages a vast bilateral network of temporal, frontal, parietal, cerebellar, and limbic/paralimbic areas associated with the perception of complex acoustic features (e.g., melody, rhythm), syntactic and semantic processing, attention and working memory, episodic and semantic memory, motor and rhythm processing, and experiencing emotions and reward (Blood and Zatorre, 2001; Janata et al., 2002a,b; Platel et al., 2003; Koelsch et al., 2004, 2005, 2006; Menon and Levitin, 2005; Bengtsson et al., 2009; Salimpoor et al., 2011, 2013; Alluri et al., 2012; Herdener et al., 2014; for recent reviews see, Koelsch, 2010, 2011; Zatorre, 2013). Evidence from VBM and DTI studies also indicates that frequent musical activities, such as playing an instrument or singing, can lead to long-term structural changes in the brain, especially in frontal, temporal, and parietal areas and in the WM pathways (e.g., corpus callosum, arcuate fasciculus) connecting them (Gaser and Schlaug, 2003; Hyde et al., 2009; Halwani et al., 2011; James et al., 2014). Improvements in attention and executive functioning have also been reported in healthy older adults after regular music playing activities, such as piano playing (Bugos et al., 2007), and one longitudinal study also highlighted the role of playing musical instruments and dancing as leisure activities associated with a reduced risk of developing dementia (Verghese et al., 2003). Regarding the potential rehabilitative use of music after stroke, results from recent clinical studies suggest that active music-based interventions that utilize singing (MIT) or instrument playing (music-supported therapy, MST), can be effective in improving speech and motor recovery through enhancing the functioning and connectivity of temporal auditory and frontal motor areas (Schlaug et al., 2008, 2009; Altenmüller et al., 2009; Rojo et al., 2011; Rodríguez-Fornells et al., 2012; Grau-Sánchez et al., 2013). Very little, however, is known about the potential neuroplastic changes induced by everyday musical activities, such as music listening, after stroke.

Previously, we performed a randomized controlled trial (RCT) concerning the potential rehabilitative effects of an enriched sound environment on stroke recovery. Sixty patients with an acute left (n = 29) or right (n = 31) hemisphere middle cerebral artery (MCA) brain infarction were randomized to a music group (MG) (daily listening to self-selected music), an audio book group (ABG) (daily listening to self-selected audio books), and a control group (CG) (standard care only) and their recovery was followed for 6 months using behavioral measures (neuropsychological tests and questionnaires on mood), an auditory magnetoencephalography (MEG) measurement, and structural MRI. Fifty-four patients completed the whole 6-month follow-up. Behavioral results showed that verbal memory and focused attention improved more in the MG than in the ABG or CG after the intervention period at the 3-month follow-up and also remained better at the longitudinal 6-month follow-up (Särkämö et al., 2008), suggesting that regular music listening enhanced cognitive recovery. Compared to the CG, the MG also experienced less depressed and confused mood at the 3-month follow-up (Särkämö et al., 2008). MEG results showed that the mismatch negativity (MMN) response to frequency changes strengthened more in the MG and ABG compared to the CG at the 6-month follow-up, indicating that regular exposure to both music and speech enhanced early auditory encoding in the recovering brain (Särkämö et al., 2010a).

In the present study, our aim was to determine with a VBM analysis of the longitudinal structural MRI data (baseline acute stage and 6-month stage) from the same patient sample whether daily music listening could also lead to structural GM and WM reorganization in the brain and if this change would also be related to the previously found positive effects of music on cognitive and emotional recovery after stroke.

MATERIALS AND METHODS

SUBJECTS AND STUDY DESIGN

Sixty stroke patients were recruited during 2004–2006 from the Department of Neurology of the Helsinki University Central Hospital (HUCH). All patients had an acute ischemic MCA stroke in the left (n = 29) or right (n = 31) temporal, frontal, parietal, or subcortical brain regions. Additional inclusion criteria were: no prior neurological/psychiatric disease, drug/alcohol abuse, or hearing deficit; right-handed; ≤75 years old; Finnish-speaking; and able to co-operate. Recruited patients were randomly assigned to one of three groups (n = 20 in each): an MG, an ABG, or a CG. Randomization was performed with a random number generator by a researcher not involved in the patient enrollment. The study was approved by the HUCH Ethics Committee, and all patients signed an informed consent. All patients received standard treatment for stroke in terms of medical care and rehabilitation.

During the follow-up, the patients underwent a neuropsychological assessment (including cognitive tests and questionnaires) and an auditory MEG measurement 1 week (baseline), 3 months, and 6 months post-stroke, and a structural MRI within 2 weeks of the stroke onset and 6 months post-stroke. Details regarding the methodology and results of the neuropsychological assessments and the MEG experiment are available in the previous published articles (Särkämö et al., 2008, 2010a).

Of the 60 patients originally recruited into the study, 55 completed the study up to the 3-month stage and 54 up to the 6-month stage. For the purpose of the longitudinal VBM analyses, appropriate MRI data were unavailable in three patients and the image quality was insufficient in two further patients. Thus, data from 49 patients were used in the present study. Demographic and clinical characteristics as well as the musical and linguistic activities of the patients are shown in Tables 1 and 2, presented separately for the patients with left hemisphere damage (LHD, n = 23) and right hemisphere damage (RHD, n = 26). There were no significant differences between the MG, ACG, and CG on any demographic or clinical variables, prior musical or linguistic activities, or in other rehabilitation received during the 6-month follow-up whereas the frequency of listening to music and audio books differed highly significantly between the groups both at the 3-month and the 6-month stage. However, there were no statistically significant differences between the MG and ABG on how many hours per day the patients listened to the provided material (music in the MG, audio books in the ABG) on average, although within the RHD patients the daily listening amounts were slightly higher in the MG than in the ABG. Overall, these results indicate that the groups were comparable and that the intervention protocol worked well.

Table 1 | Demographic and clinical characteristics of the patients (n = 49).
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Table 2 | Musical and linguistic activities of the patients (n = 49).
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INTERVENTION

As soon as possible after their enrollment to the study (mean 8.8 days post-stroke, range 3–21 days), the MG and ABG patients were individually contacted by a music therapist. In the MG, the therapist provided the patients with portable CD players and CDs of their own favorite music in any musical genre (mostly popular music with lyrics but also jazz, folk, or classical music). Similarly, the therapist provided the ABG with portable players and self-selected narrated audio books. The patients were trained in using the players and were instructed to listen to the material by themselves daily (for a minimum of 1 h per day) for the following 2 months in addition to standard care and rehabilitation. After this intervention period (3-month stage), they were encouraged to continue listening to the material on their own. In order to ensure that the patients were able to engage in the listening protocol, the therapist kept close weekly contact with the patients and the nurses and/or relatives of the patients were asked to help. Frequency of listening was verified from the listening diaries, which the patients kept during the intervention period and from questionnaires at the 3- and 6-month stages. The CG was not given any listening material and received only the standard care and rehabilitation during the follow-up.

MRI DATA ACQUISITION

Structural MRI was performed within 2 weeks of stroke onset and 6 months post-stroke using the 1.5 T Siemens Vision scanner of the HUCH Department of Radiology. Clinically, the MRI was used by two experienced neuroradiologists (authors Taina Autti and Heli M. Silvennoinen) to verify the stroke diagnosis and to evaluate the size and location of the lesion. The MRI sequence included a 3D set of high-resolution T1 images (TE = 3.68 ms, TR = 1900 ms, TI = 1100 ms, flip angle 15°, isotropic voxel size of 1 mm3), which were used in the present VBM analysis. In addition, also a smaller set of fluid-attenuated inversion recovery (2D FLAIR) images, which are sensitive to acute infarcts, were acquired and used in accurately locating the lesion area, especially in the acute stage.

VOXEL-BASED MORPHOMETRY ANALYSIS

Morphometric analysis was carried out using VBM (Ashburner and Friston, 2000) and Statistical Parametric Mapping software (SPM8; The Welcome Department of Imaging Neuroscience, London) under MATLAB 7.8.0 (The MathWorks Inc., Natick, MA, USA). The normalization of brain images is a prerequisite in any multi-subject voxel-wise MRI data analysis and especially important when dealing with abnormal brains. In order to achieve an accurate segmentation and normalization of lesioned GM and WM tissue, Unified Segmentation (Ashburner and Friston, 2005) with medium regularization and cost function masking (CFM) was applied to the structural T1-weighted images of each subject (Brett et al., 2001). The cost function masks were defined by manually depicting for each patient at each time (acute and 6-month stage) binary lesion masks of the lesioned tissue using the MRIcron software package1 (Rorden and Brett, 2000). This technique has been widely used with patients suffering from stroke (Crinion et al., 2007; Andersen et al., 2010; Ripollés et al., 2012), achieving optimal normalization with no post-registration lesion shrinkage or out-of-brain distortion (Ripollés et al., 2012). During normalization, the GM and WM images were modulated in order to preserve the total amount of the signal. The resulting normalized GM and WM tissue probability maps were smoothed by using an isotropic spatial filter (FWHM = 6 mm) to reduce residual inter-individual variability.

All normalized and smoothed GM and WM images were further analyzed in order to compare the differences in the GMV or white matter volume (WMV). Because the processing of music and speech are generally known to involve the left and right hemispheres to a different degree (e.g., Zatorre et al., 2002; Tervaniemi and Hugdahl, 2003) and they are therefore differentially affected by lesion laterality, we performed separate analyses for the LHD patients (MG: n = 7, ABG: n = 8, CG: n = 8) and the RHD patients (MG: n = 9, ABG: n = 10, CG: n = 7). Thus, four separate mixed-design analysis of variance (ANOVA) models (GMV–LHD, GMV–RHD, WMV–LHD, WMV–RHD) were built with Group (MG/ABG/CG) as a between-subjects variable and Time (acute stage/6-month stage) as a within-subjects variable (thereby ensuring that each subject acted as its own control). Total intracranial volume (TIV) was included as a nuisance variable in order to correct for global differences for head size. Three different Group × Time interactions were calculated: MG > CG and ABG, ABG > CG and MG, CG > MG and ABG. In other words, we tested if the increments in post–pre GMV in one group (e.g., MG) were greater than in the other two groups (e.g., CG and ABG). In addition, post hoc paired t-tests were planned to check the direction of the effect of Time within each Group (6 months > acute). It has been suggested that combined intensity and cluster size thresholds such as p < 0.005 with a 10 voxel extent produce a desirable balance between Type I and Type II errors (Lieberman and Cunningham, 2009). Taking a slightly more stringent approach, the results are reported in tables at p < 0.001 (uncorrected threshold) with a cluster size of ≥50 voxels of spatial extent. For the sake of visual clarity, results are shown in figures at p < 0.01 (uncorrected threshold), although only clusters reported in the tables are labeled and commented throughout the text. Anatomical and cytoarchitectonical areas were identified using the Automated Anatomical Labeling (Tzourio-Mazoyer et al., 2002) and the Talairach Daemon database atlases (Lancaster et al., 2000) included in the xjView toolbox2.

Finally, for any cluster of voxels where a significant Group × Time interaction was found, mean GMV or WMV increase (6 months − acute stage) was calculated for each patient and correlated with behavioral changes (also 6 months − acute stage) in cognitive tests and mood scales. For the cognitive measures, changes in the summary scores of the tests measuring the following cognitive domains were included: verbal memory, short-term and working memory, language skills, visuospatial cognition, executive functions, focused attention (correct responses and reactions times), and sustained attention (correct responses and reactions times; for details, see Särkämö et al., 2008). Similarly, for the mood measures, changes in the eight Profile of Mood States (POMS) scales (tension, depression, irritability, vigor, fatigue, inertia, confusion, and forgetfulness) were included (for details, see Särkämö et al., 2008).

RESULTS

GRAY AND WHITE MATTER VOLUME CHANGES DURING RECOVERY

Significant GMV increases were found post-intervention (6 months − acute) for all three groups of LHD patients (see Table 3; Figure 1) and RHD patients (see Table 4; Figure 2). Areas identified were mostly located in the temporal, frontal, motor, limbic, and cerebellar brain regions, especially in the contralesional hemisphere, with the largest and most extensive volume increases occurring in the MG.

Table 3 | GMV increases (6-month − acute) in LHD patients (n = 23).
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FIGURE 1 | GMV increases (6-month − acute) in LHD patients (n = 23). Lesion overlap indicating the number of patients with damage at a particular voxel and GMV increases within the three groups are shown in blue–green–red and red–yellow, respectively. Neurological convention is used. Results are shown at p < 0.01 (uncorrected) with ≥50 voxels of spatial extent and overlaid over a canonical template with MNI coordinates at the bottom right of each slice. Only clusters surviving a p < 0.001 threshold are labeled (see also Table 3). TP, temporal pole; PCG, posterior cingulate gyrus; Cr, cerebellum; PrCG, precentral gyrus; Calc, calcarine; Prec, precuneus; SFG, superior frontal gyrus; VS, ventral striatum; IFG, inferior frontal gyrus; SACC, ventral/subgenual anterior cingulate cortex; OFC, orbitofrontal cortex; FfG, fusiform gyrus; L, left hemisphere; R, right hemisphere.



Table 4 | GMV increases (6-month − acute) in RHD patients (n = 26).
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FIGURE 2 | GMV increases (6-month − acute) in RHD patients (n = 26). Lesion overlap indicating the number of patients with damage at a particular voxel and GMV increases within the three groups are shown in blue–green–red and red–yellow, respectively. Neurological convention is used. Results are shown at p < 0.01 (uncorrected) with ≥50 voxels of spatial extent and overlaid over a canonical template with MNI coordinates at the bottom right of each slice. Only clusters surviving a p < 0.001 threshold are labeled (see also Table 4). SMG, supramarginal gyrus; Th, thalamus; ITG, inferior temporal gyrus; Bstm, brainstem; MCG, middle cingulate gyrus; PCG, posterior cingulate gyrus; Cr, cerebellum; PrCG, precentral gyrus; In, insula; PoCG, postcentral gyrus; IFG, inferior frontal gyrus; MTG, middle temporal gyrus; FfG, fusiform gyrus; L, left hemisphere; R, right hemisphere.



In LHD patients, significant Group × Time interactions in GMV were found for the MG > ABG and CG contrast (see Table 5; Figure 3) in five different clusters: three in frontal areas [left and right superior frontal gyrus (SFG) and right medial SFG] and two in limbic areas [left ventral/subgenual anterior cingulate cortex (SACC) and right ventral striatum (VS) / globus pallidum). The reversed contrasts (ABG > CG and MG, CG > MG and ABG) did not yield any significant regions.

Table 5 | GMV increases (6-month − acute) in the MG compared to the ABG and CG (LHD patients).
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FIGURE 3 | GMV increases (6-month − acute) in the MG compared to the ABG and CG (LHD patients). Blue–green–red: lesion overlap indicating the number of patients showing damage at a particular voxel. Red–yellow: GMV increases for the MG compared to the ABG and CG (Group × Time interaction, MG > ABG and CG contrast). Bar graphs indicate GMV increases (mean ± SEM) for each of the clusters showing an interaction effect (white: CG, gray: ABG, black: MG). Neurological convention is used. Results are shown at p < 0.01 (uncorrected) with ≥50 voxels of spatial extent and overlaid over a canonical template with MNI coordinates at the bottom right of each slice (see also Table 5). L, left hemisphere.



In RHD patients, there were no significant Group × Time interactions in GMV in any area at the selected threshold (p < 0.001 uncorrected). However, when using a slightly more lenient threshold (p < 0.005 uncorrected), a single cluster emerged in the left insula (MNI −33 −6 −8; 73 voxels of extent; t(22) = 3.36) for the MG > ABG and CG contrast (see Figure 4). Again, no other clusters were found using the reversed contrasts (ABG > CG and MG, CG > MG and ABG) at this same threshold.
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FIGURE 4 | GMV increases (6-month − acute) in the MG compared to the ABG and CG (RHD patients). Blue–green–red: lesion overlap indicating the number of patients showing damage at a particular voxel. Red–yellow: GMV increases for the MG compared to the ABG and CG (Group × Time interaction, MG > ABG, and CG contrast). Bar graphs (left) indicate GMV increases (mean ± SEM) for the only cluster (left insula) showing an interaction effect (white: CG, gray: ABG, black: MG). The scatter plot (right) shows the relationship between GMV increase in the insula cluster and improvement in language skills. Neurological convention is used. Results are shown at p < 0.01 (uncorrected) with ≥50 voxels of spatial extent and overlaid over a canonical template with MNI coordinates at the bottom right of each slice. L, left hemisphere.



There were no significant Time effects or Group × Time interactions in the WMV in LHD or RHD patients.

CORRELATION BETWEEN GRAY MATTER CHANGES AND BEHAVIORAL RECOVERY

In order to determine the functional relevance of the observed GMV increases induced by the music listening intervention, we performed correlation analyses with the longitudinal behavioral data (also 6 months − acute). In LHD patients, the increase in GMV in the identified frontal areas correlated significantly with improvement in verbal memory, language skills, and focused attention (see Table 6 for individual cluster correlations; in Figure 5 the frontal clusters are pooled together for illustrative purposes). Similarly, increase in GMV in the limbic regions (left SACC) was significantly correlated with a decrease in self-reported depression, tension, fatigue, forgetfulness, and irritability and marginally correlated also with a decrease in self-reported confusion. In RHD patients, the GMV increases in the left insula cluster were also found to correlate with the improvement of language skills (r = 0.63, p < 0.002; Figure 4). There were no other significant correlations.

Table 6 | Correlation between GMV increase and behavioral change (6-month − acute) in LHD patients.
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FIGURE 5 | Correlation between GMV increase and behavioral change (6-month − acute) in LHD patients. Red–yellow: GMV increases for the MG compared to the ABG and CG (Group × Time interaction). Scatter plots show the relationship between GMV increases and improvements in mood (left ventral/subgenual anterior cingulate cluster) and cognitive variables (three frontal clusters pooled together). Neurological convention is used. Results are shown at p < 0.01 (uncorrected) with ≥50 voxels of spatial extent and overlaid over a canonical template with MNI coordinates at the bottom right of each slice (see also Table 6). L, left hemisphere.



DISCUSSION

The novel key finding of the present VBM study was that regular music listening during the 6-month post-stroke stage can lead to structural reorganization in the recovering brain. Specifically, compared with patients who listened daily to audio books (ABG) or who did not receive any additional listening material (CG), the patients who listened daily to their own favorite music (MG) showed more increase in GMV from the acute to the 6-month stage in a network of frontolimbic areas, primarily in the healthy contralesional side but also perilesionally. Importantly, the observed GMV increases in this network were directly associated with the behavioral improvement in cognitive functioning and reduction in negative mood shown previously for music listening (Särkämö et al., 2008; Forsblom et al., 2012). The area-specific correlations obtained (attention, memory, and language for frontal areas; mood for limbic regions), the lack of differences in the reversed contrasts (ABG > CG and MG, CG > MG and ABG), and the fact that effects emerge in areas that have previously been found to be closely associated with music processing and cognitive/emotional processing (see below), argue against our results being false positives. Moreover, given that the patient groups were comparable at baseline and the potential effects of other types of rehabilitation (standard stroke rehabilitation) and activities (audio book listening) were controlled for, these findings suggest that a musically enriched environment can be beneficial for acute stroke recovery and that neuroplastic changes in the frontolimbic network may underlie its efficacy.

In the present study, the frontal GMV increases associated with music listening in LHD patients were located in the left and right SFG and the right medial SFG and correlated with the improvement of verbal memory, language skills, and focused attention over the 6-month follow-up. These correlations are well in line with the previous findings of the study showing that music listening enhanced the recovery of verbal memory and focused attention more than audio book listening or standard care both 3 and 6 months post-stroke (Särkämö et al., 2008). In addition, in the original data (n = 54), there was also a slight trend toward a group difference in the domain of language [mixed-model ANOVA, Group × Time interaction, F(2.4, 51.9) = 2.2, p = 0.108)] over the 6-month follow-up, with more improvement in the MG than in the ABG (p = 0.096), suggesting that the correlation between GMV and language skills is also meaningful. In previous MEG and fMRI studies on music, the activity of the SFG has been linked to melody discrimination and production (Brown et al., 2006; Lappe et al., 2013), processing the emotional valence of music (Escoffier et al., 2013), and musical episodic memory (Platel et al., 2003). Cognitively, evidence from neuroimaging and lesion studies suggests that the SFG is involved in many domain-general cognitive functions, such as attention and working memory (du Boisgueheneuc et al., 2006; Huang et al., 2013), and together with the dorsal anterior cingulate cortex (DACC) it forms one key component of the salience/central executive network (Dosenbach et al., 2008). Interestingly, the DACC/SFG area seems to have a role also in language processing, including internally generated speech (Blank et al., 2003), and its activity has recently been linked also to aphasia recovery (Brownsett et al., 2014). Structural and functional changes in the SFG have also been reported following meditation practice (Kang et al., 2013) and cognitive training (Hoekzema et al., 2010), suggesting that changes in SFG are associated with improved cognition.

In addition to the frontal areas, we also found GMV increases induced by the music listening in LHD patients in two limbic areas: the left SACC and the right VS. Moreover, the GMV increase in the left SACC correlated with the reduction of negative mood (depression, confusion, tension, fatigue, forgetfulness, and irritability) in the POMS questionnaire. Again, this finding is well in line with our previous behavioral results showing that the music listening reduced depression and confusion more than standard care (Särkämö et al., 2008) and was also subjectively associated with better relaxation and positive mood than the audio book listening (Forsblom et al., 2012). Generally, the VS is considered to be a key part of the neural circuitry for reward and pleasure, and its dysfunction is associated with anhedonia, a hallmark symptom of depression (Der-Avakian and Markou, 2012; Eslinger et al., 2012). The nucleus accumbens (NAc) and parts of the caudate nucleus and putamen, the dopaminergic VS, have been strongly implicated in neuroimaging studies as underlying the emotional experience of music (Blood and Zatorre, 2001; Brown et al., 2004; Menon and Levitin, 2005; Koelsch et al., 2006; Mitterschiffthaler et al., 2007; Montag et al., 2011; Salimpoor et al., 2011, 2013). fMRI studies have implicated also the anterior cingulate in processing musical emotions (Brown et al., 2004; Mitterschiffthaler et al., 2007; Green et al., 2008; Janata, 2009; Escoffier et al., 2013), musical preferences (Berns et al., 2010; Kitayama et al., 2013), rhythm and melody perception (Jerde et al., 2011; Lee et al., 2011) and production (Brown et al., 2006; Berkowitz and Ansari, 2008), and singing (Kleber et al., 2007; Zarate and Zatorre, 2008). Generally, the ventral-rostral part of the ACC has a regulatory role in generating emotional responses, and its abnormal functioning has been linked to many psychiatric conditions (Etkin et al., 2011). In depressed patients, the activity of both the ACC and the VS to pleasant music has been found to be reduced compared to healthy controls (Osuch et al., 2009; Aust et al., 2013). In VBM studies, GM loss in the ACC has been linked to impaired recognition of musical emotions in frontotemporal dementia (Omar et al., 2011) and has also been documented as a key neuroanatomical component in the etiology of major depression (Grieve et al., 2013; Lai, 2013).

One possible interpretation for the increase in GMV in the subgenual part of the ACC could be related to the role of this subregion in affective appraisal, integration of emotional and motivational states, self-referential mental processing, and introspective thought (Northoff and Bermpohl, 2004; Vago and Silbersweig, 2012). Interestingly, Greicius et al. (2007) found using PET that the resting-state SACC activity was linked to the default-mode network in depressed patients and also correlated with the length of the depressive episode. In a recent fMRI study (Yoshimura et al., in press), the activity of medial prefrontal cortex and ventral ACC during a task of self-referential processing of positive emotional trait words was also observed to increase in depressed patients following cognitive behavioral therapy (CBT), suggesting that these areas are also linked to the amelioration of depression. Thus, given that pleasant and autobiographically salient music can activate the ventral ACC (Janata, 2009) and that music listening was also observed to evoke thoughts and memories about the past and improve mood in our stroke patients (Forsblom et al., 2012), it is possible that positive self-referential emotional processing associated with music listening could be driving the observed structural enhancement of the SACC and the concurrent reduction in depressed mood.

Within the RHD subgroup of patients, we observed more GMV increase in the MG compared to the other groups in a single contralesional (left) cluster in the insula, which also correlated with the recovery of language skills. Since this was seen only using a slightly less stringent statistical threshold (p < 0.005 uncorrected) and the RHD–MG listened to the intervention material slightly more often than the RHD–ABG (p = 0.076), this result should thus be interpreted with some caution. Although less is known about the specific role of the insula in music or language, current evidence from neuroimaging links it to the affective processing of music (Brown et al., 2004; Menon and Levitin, 2005; Koelsch et al., 2006; Montag et al., 2011; Omar et al., 2011; Trost et al., 2012) and voice (Blasi et al., 2011), musical creativity and improvisation (Brown et al., 2006; Engel and Keller, 2011; Villarreal et al., 2013), and perception of melody (Wehrum et al., 2011) and chords (Koelsch et al., 2005) as well as to verbal functions, especially speech articulation (Ackermann and Riecker, 2010; Price, 2010; Baldo et al., 2011). Overall, there was clearly less music-induced GM reorganization in RHD patients than in LHD patients. One reason for this could be that the lesions in the right hemisphere were, on the average, larger and more extensive than in the left hemisphere (p = 0.044). Coupled with the fact that there is a level of right hemisphere dominance for music processing (Zatorre et al., 2002; Tervaniemi and Hugdahl, 2003) and, consequently, the majority of the RHD patients had some degree of amusia (see Särkämö et al., 2009, 2010b), it is possible that the music was not to able to engage the musical brain network in RHD patients to the same degree as in LHD patients. In addition, our sample size was relatively small (26 RHD patients and 23 LHD patients) and there was also considerable variability in the location and size of the lesions (see Figures 1 and 2, top row), which together can affect the sensitivity of the VBM analysis to detect potential volumetric changes over time, especially in the lesioned hemisphere. Thus, larger studies with more homogenous lesion characteristics are called for in the future to verify and extend the current findings.

In general, the exact anatomical nature of the GM and WM changes observed with the VBM method is still not understood very well - in VBM, a change in “volume” essentially refers to a change in GM intensity in the images (not the real volume of neurons, for instance) and is therefore non-specific with respect to the underlying tissue characteristics. According to the current view, the potential mechanisms for GM reorganization include axon sprouting, dendritic branching and synaptogenesis, neurogenesis, changes in glial number and morphology, and angiogenesis (Zatorre et al., 2012). These cellular changes as well as changes in neurotrophic and neural growth factor levels have been documented also in animal studies of post-stroke EE (Biernaskie and Corbett, 2001; Johansson and Belichenko, 2002; Gobbo and O’Mara, 2004; Komitova et al., 2005; Matsumori et al., 2006; Söderström et al., 2009) and auditory EE in healthy developing animals (Engineer et al., 2004; Angelucci et al., 2007; Nichols et al., 2007; Bose et al., 2010), providing experimental support for the enhanced cerebral reorganization induced by the musically enriched recovery environment in the present study.

In conclusion, the present study shows that daily music listening during the first month post-stroke stage can lead to fine-grained structural reorganization (as indicated by increased GMV) in a network of frontolimbic brain areas. Importantly, given that the frontolimbic plastic changes were also directly related to the cognitive and emotional recovery previously shown to be enhanced by music (Särkämö et al., 2008; Forsblom et al., 2012), these findings provide a plausible neuroanatomical correlate for the efficacy of music after stroke. At a more general level, they also provide the first evidence in humans that not only active therapist-led rehabilitation but also environmental enrichment has the potential to shape the structure of the recovering brain.
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Music mnemonics aid verbal memory and induce learning – related brain plasticity in multiple sclerosis
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Recent research on music and brain function has suggested that the temporal pattern structure in music and rhythm can enhance cognitive functions. To further elucidate this question specifically for memory, we investigated if a musical template can enhance verbal learning in patients with multiple sclerosis (MS) and if music-assisted learning will also influence short-term, system-level brain plasticity. We measured systems-level brain activity with oscillatory network synchronization during music-assisted learning. Specifically, we measured the spectral power of 128-channel electroencephalogram (EEG) in alpha and beta frequency bands in 54 patients with MS. The study sample was randomly divided into two groups, either hearing a spoken or a musical (sung) presentation of Rey’s auditory verbal learning test. We defined the “learning-related synchronization” (LRS) as the percent change in EEG spectral power from the first time the word was presented to the average of the subsequent word encoding trials. LRS differed significantly between the music and the spoken conditions in low alpha and upper beta bands. Patients in the music condition showed overall better word memory and better word order memory and stronger bilateral frontal alpha LRS than patients in the spoken condition. The evidence suggests that a musical mnemonic recruits stronger oscillatory network synchronization in prefrontal areas in MS patients during word learning. It is suggested that the temporal structure implicit in musical stimuli enhances “deep encoding” during verbal learning and sharpens the timing of neural dynamics in brain networks degraded by demyelination in MS.

Keywords: verbal memory, musical mnemonic, deep encoding, electroencephalogram, alpha/beta oscillations, learning-related neural synchrony

INTRODUCTION

The past two decades have seen an increasing awareness of cognitive deficits in multiple sclerosis (MS). Many MS patients have cognitive deficits (Borghi et al., 2013; Rahn et al., 2012; Rogers and Panegyres, 2007; Amato et al., 2001; Gaudino et al., 2001; Kujala et al., 1996; Rao, 1990; Peyser et al., 1980). It is estimated that up to 65% of persons with MS suffer from cognitive impairment affecting their quality of life, vocational ability, and social function. Although cognitive impairments in MS were described already in the nineteenth century, not until 2001 standard tests were codified to measure cognitive function in MS (Rahn et al., 2012).

Memory is one of the most prevalent types of cognitive deficit in MS and some memory deficits present in early phases of the disease (Gaudino et al., 2001; Landro et al., 2000; Thornton and Raez, 1997; Kujala et al., 1996; DeLuca et al., 1994; Peyser et al., 1980). However, no convincing evidence for effective pharmacological or other treatments for memory impairment in MS does exist (He et al., 2011). Furthermore, despite new memory test development (Camp et al., 2001) and several research studies aimed at isolating the memory problems in MS (Marie and Defer, 2001; Minden et al., 1990), the exact nature of memory deficits in MS remains unclear. One major theoretical approach attributes memory deficits in MS to inadequate learning processes (DeLuca et al., 1994) including reduced information processing speed which may prevent “deep encoding” of learning material (Rao et al., 1989; Litvan et al., 1988). More important clinically, however, as Rao (1995) has ardently noted for many years, is the lack of treatments for memory dysfunction in MS (Bennett et al., 1991).

In the past two decades, research has discovered the effectiveness of music as a temporal auditory language in neurorehabilitation (Thaut, 2005). The initial discoveries established the effect of music and rhythm in motor therapies, most comprehensively in stroke and Parkinson’s disease (DeDreu et al., 2012; Thaut et al., 2007; Thaut et al., 1997; Thaut et al., 1996). Physiological priming (Rossignol and Melvill Jones, 1976), anticipatory perceptual cue timing, and neural auditory motor entrainment (Grahn and Watson, 2013; Thaut, 2013) have been proposed among the most prevalent underlying mechanisms. Music and rhythm intervention techniques (c.f., Rhythmic Auditory Stimulation RAS) are now considered evidence based and are widely used within neurologic rehabilitation (Hoemberg, 2013).

However, the recognition that timing and sequencing also have a critical function in cognitive abilities (Conway et al., 2009) has led to research investigating the potential role of music and rhythm as cognitive rehabilitation technique. Sound in music is inherently temporal and sequential and may serve as a “scaffold” to bootstrap the representation of temporal sequential patterns in cognitive functions such as memory (Conway et al., 2009). In support of this concept, many clinical reports have emphasized the relative “survival” of musical memories in neurologic memory disorders (Haslam and Cook, 2002; Baur et al., 2000), dementia, and Alzheimer’s disease (Son et al., 2002; Foster and Valentine, 2001). Music processing may recruit not only declarative but also more automatic, procedural learning and memory systems that are spared in amnesia.

There is considerable evidence that music can also enhance memory for non-musical material (Thaut, 2005; Ho et al., 2003; Jakobson et al., 2003; Rainey and Larsen, 2002; Wallace, 1994). Previous evidence has shown that music memory provides access to verbal knowledge in patients with memory disorders (Cavaco et al., 2012; Moussard, 2012; Simmons-Stern et al., 2012; Sarkamo et al., 2008; Mammarella et al., 2007; Haslam and Cook, 2002; Foster and Valentine, 2001; Baur et al., 2000). Specific benefits of musical mnemonic rehearsal over verbal rehearsal when learning non-musical material have been shown with learning disabled and developmentally disabled students (Kern et al., 2007; Claussen and Thaut, 1997; Wolfe and Hom, 1993; Gfeller, 1983). In a study with autistic children – however without matched controls or a comparable control condition – a structured music listening protocol has shown to enhance a broad range of cognitive functions including memory (Bettison, 1996). However, Maeller (1996) demonstrated that music can improve memory in MS patients, with a trend toward greater improvement associated with severity of the disease.

The rhythmic-melodic pattern of a song as an auditory “scaffold” to bootstrap non-musical information may offer several advantages to facilitate “deep encoding” for the learning and retrieval process (Wallace, 1994). The rhythmic and melodic structure provides a temporal cue for the temporal order and sequencing of information. Additionally, the melody provides pitch contour cues to which information units can be mapped. The phrase structure of a melody segments information into chunks or single overarching units of information with distinct sound shapes, which is especially important when information units such as words in word lists are unrelated to each other (Snyder, 2000; Deutsch, 1982). In such process, several information units become segmented into one learning unit. Chunking is an important memory strategy because it reduces memory load (Gobet et al., 2001). Another critical element for learning via musical mnemonics is the fact that musical mnemonics, such as short songs, are composed of a relatively small “alphabet” of tones/pitches to which information units from a larger “alphabet” can be mapped (Dowling, 1973). Information such as a diatonic pitch scale (seven scale tones) is much easier to group and encode than data from large alphabets and we are much more likely to retain information from several small alphabets than the same total amount of information from a large alphabet. The English language uses 26 letters and up to 40 separate phonemes. Finally, in a well composed musical mnemonic the small tonal alphabet is organized into redundant repetitive and anticipatory units which are easy to remember (Snyder, 2000). By pairing verbal material with a simple melody (e.g., one word mapped to one note), a line of several unrelated words or numbers can now be bounded and encoded into a single “small alphabet” segment (Hitch et al., 1996; Deutsch, 1982).

Research on the neural basis of music and memory has mostly focused on musical memory formation. There are some studies that have investigated neural correlates of non-musical autobiographical recall elicited by music (Ford et al., 2011; Janata, 2009). However – despite the emerging behavioral evidence for musical mnemonics to assist in non-musical learning – no research has directly studied so far the neural correlates of non-musical memory training with musical mnemonics.

In other areas of brain and behavior function, there is emerging evidence that music modulates brain activity associated with non-musical functions of the nervous system. For example, we have evidence that rhythmic entrainment can be used for sensorimotor rehabilitation: the temporal structure of music can be harnessed to rehabilitate motor function and facilitate motor plasticity in brain damaged patient populations (Rojo et al., 2011; Luft et al., 2004; Hummelsheim, 1999). As another example, musical training evokes brain plasticity during speech perception (Kraus and Chandrasekaran, 2010). Therefore, in our study we included an investigation of neural correlates related to brain plasticity during verbal memory training using musical mnemonics. Plasticity in the functional organization of brain networks is important in recovering verbal learning and memory function after, for example, traumatic brain injury (Ricker et al., 2001). Music can play a role in brain plasticity, through both its pitch characteristics (Shahin et al., 2003) and temporal structure (Pantev et al., 1999; Merzenich et al., 1993). Music training (to discriminate pitch) produces enhanced plasticity of the N1 and P2 components of the auditory evoked potential (AEP) (Shahin et al., 2003). The temporal structure of music influences the brain oscillations associated with short-term memory for auditory patterns (Peterson and Thaut, 2002).

In this study, we investigated for the first time in persons with MS whether a musical template for verbal learning not only improves learning and memory but also involves a different pattern of short-term, system-level brain plasticity measured as changes in oscillatory network synchronization. Given the practical significance of sequencing in verbal information, we specifically investigated whether music would improve learning and memory for ordered word lists. We used the spectral power of the electroencephalogram (EEG) to measure oscillatory synchronization in patients with MS while they performed Rey’s auditory verbal learning test (RAVLT).

MATERIALS AND METHODS

SUBJECTS

Subjects were 54 right-handed volunteers (38 female/16 male) with relapsing-remitting MS, with normal hearing, and no history of other neurological or psychiatric conditions. Subjects showed at least five brain lesions identified via MRI analysis. Subjects were stable on their immunomodulatory therapy and had <2 exacerbations within the 12-month prior to the study. Participants were not in an active exacerbation phase at the time of testing and were not treated with pulse-cortical steroids or cognition enhancing AChE inhibitors.

All subjects volunteered and provided written, informed consent approved by the institutional review board. Subjects were randomly assigned by computerized random number generator in concealed allocation to one of the two conditions: with and without a musical template, hereafter referred to as the “spoken” and “sung” conditions. Experimenters were blinded to assigned condition. There were no statistically significant differences between participant characteristics in the spoken and sung condition (Table 1).

Table 1 | Demographic data of MS participants: means (standard deviations).
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TASK AND STIMULI

Unlike the more typical in-person administration of the RAVLT (Lezak, 1995), we used pre-recorded sound files and remotely recorded voice responses with the subjects isolated in a sound-proof booth to eliminate experimenter bias and to control for stimulus equality across subjects, to maximize consistency of the test procedures and to avoid the increased risk of artifacts in the simultaneously recorded EEG during interaction with another person. A single standard list of 15 words was repeated over 10 trials. Subjects were asked to recall as many words as possible after each list presentation (see Figure 1). The 15 words in the list were semantically unrelated. The listed words were presented at a rate of one per second and in the same order on every trial. On each trial, subjects were instructed to listen carefully as they would subsequently be asked to recall as many words as possible. Recall of the list (M1) was tested without further presentation of the original list after subjects heard and free-recalled a distractor list and again after a 20-min non-verbal distractor task (M2). Subjects were not given feedback on any trials.
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FIGURE 1 | Rey’s auditory verbal learning test (RAVLT). There were 10 presentations of the same word list and one presentation of a new distractor word list. On each trial, subjects hear the full list of 15 words before being prompted to recall. Subjects are asked to perform free recall of the words again (without additional presentation) in two memory tests, M1 = immediate recall after the distractor list and M2 = recall after a 20 min delay and distractor task (D, distractor task).



In both conditions they were additionally instructed to recall items in the order they were presented on the word list.

Identical word lists were used in both experimental conditions. Overall durations for word list presentation in the spoken or sung conditions had the same length. List was presented via free field at 80 dB SPL. The same female voice was used to produce the sung and spoken word lists. In the musical mnemonic condition, the words were sung to the melody of an originally composed song. One-syllable words were assigned one-quarter note of 1 s duration, while two-syllable words were assigned one-eighth note of 0.5 s (500 ms) per syllable to generate melodic-rhythmic phrasing and to keep both conditions at 15 s durations (with 1 s rest at the end). We used an originally composed melody that was not familiar but was simple and repetitive in structure (AABA form).

The behavioral analysis measured results for overall recall of the words and for word chunks recalled in proper sequence, assessing chunk lengths of correct words’ pairs across the list sequence.

ELECTROPHYSIOLOGICAL RECORDING AND ANALYSIS

We recorded from 128 scalp electrodes using Electrical Geodesic’s Sensor Net. Continuous EEG was recorded using low- and high-cutoff frequencies of 1 and 100 Hz, respectively, with a 1-kHz sampling frequency. We used EGI’s ocular artifact toolbox (precursor to the current Polygraphic Recording Analyzer, PRANA) to remove trials with ocular artifacts including eye movements and blinks. Spectral power was calculated over the 250–750 ms post-onset time window, common to most studies of verbal encoding (see, e.g., Staresina et al., 2005). Spectral power was computed for alpha and beta frequency bands, separately for each of the following subbands: alpha_1 (7–9 Hz), alpha_2 (9–11 Hz), alpha_3 (11–13 Hz), beta_1 (13–20 Hz), and beta_2 (20–34 Hz). Topographic EEG analysis was organized by quadrants defined by the following electrodes:

left anterior: F3, F7, FC3, FT7

right anterior: F4, F8, FC4, FT8

left posterior: CP3, TP7, P3, P7

right posterior: CP4, TP8, P4, P8.

We defined the “learning-related synchronization” (LRS) as the percent change in EEG spectral power averaged over the second through tenth encoding trials (collectively) relative to the power in the first encoding trial:
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Thus, LRS was defined in a fashion analogous to the more general event-related de-synchronization (ERD) or, more precisely, its inverted counterpart, the even-related synchronization (ERS) (Pfurtscheller, 1999). The primary difference is that the baseline for the LRS was not a period of time immediately preceding the trial of interest, but the first trial in which the same word was presented. By using the power ratio, we also mitigated absolute differences in subjects’ baseline spectral EEG power. The LRS was calculated individually for every subject, frequency band, and electrode. We evaluated the average LRS from each of four quadrants: left anterior, right anterior, left posterior, and right posterior. For each frequency band the quadrant LRS averaged across subjects in each condition was compared between groups to test for change in short-term, systems-level plasticity associated with learning.

RESULTS

In overall recall, the music condition produced statistically significant results higher than in the spoken condition [two-way ANOVA: F (1.52) = 4.12; p = 0.45; mean squared error 0.057] (Table 2).

Table 2 | Percentage means of recalled words at M1 and M2.
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The analysis of pair-wise word order learning showed a statistically significant advantage for recall in music than spoken learning at the end of the last learning trial and the two subsequent memory trials [F(1, 2) = 4.51, p = 0.038, two-way ANOVA] (Figure 2). Musical verbal learning induced greater increase in word order recall in early and late phases of learning, whereas spoken verbal learning induced greatest increase in word order recall during the middle phase of learning. The spoken verbal learners’ performance actually decreased slightly in the last two learning trials, and remained relatively lower than the musical verbal learners in the later recall trials.
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FIGURE 2 | Music enhances pair-wise word order learning and memory. X-axis: trial (learning trials 1–10, distractor trial “Dd,” and memory trials 1 and 2). The % of recalled word pairs in correct order (Y-axis) is the change relative to trial 1. Bars are standard error.



When analyzed for a longer word order sequence (five words in correct order), the significant advantage for music disappeared during the acquisition trial. However, during M1 the significant difference between musical and spoken condition reemerged: the change between acquisition trials 6–10 and first recall was significantly higher for music than the spoken condition (Figure 3).
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FIGURE 3 | Music enhances memory for correct five word order sequences only during recall but not during acquisition. X-axis: trial (learning trial 1–10, distractor trial “D,” and memory trials 1 and 2). The % of recalled word sequences in correct order (Y-axis) is the change relative to trial 1. Bars are standard error. Bar graphs on right show % of correct word order for learning trials 6–10.



The stronger word order memory performance for the music condition was associated with low-alpha band (“alpha_1”) LRS in bilateral frontal areas, whereas low-alpha power actually decreased in those same areas over the course of learning in the spoken condition (Figure 4). The difference between the groups’ bilateral frontal alpha LRS was significant at the 0.05 level [t(14) > 2.4]. Both groups exhibited low-alpha LRS bilaterally in posterior regions, with no significant difference between the groups. In the upper beta band, both groups exhibited LRS (synchronization associated with verbal learning). In all but the left anterior quadrant, the spoken condition involved greater synchronization than the music condition, a difference that reached statistical significance in the left posterior area [t(14) > 2.3, p < 0.05].
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FIGURE 4 | Music induces a different form of learning-related synchronization (LRS) during verbal learning in MS than non-musical learning. Left: music enhances bilateral frontal alpha1 LRS. Right: music is associated with significantly reduced left posterior beta LRS than conventional spoken verbal learning (*denotes statistically significant difference between the groups).



Regression analysis between correct word order recall as a predictor of magnitude of overall word recall was highly significant in the sung condition for M1 (p = 0.15; R2 = 0.29; beta = −0.54; Corr. = −0.54). Furthermore, higher EDSS scores were significant predictors for word order recall, only evident in the sung condition, however for both M1 and M2 (M1: p = 0.001; R2 = 0.57; beta = 0.753; Corr. = 0.41) (M2: p = 0.005; R2 = 0.36: beta + 0.60; Corr. = −0.42).

DISCUSSION

Subjects in the music condition showed significantly better total word memory, and more specifically, also paired word order memory than subjects in the spoken condition. Interestingly, general performance in word memory was significantly predicted in the music condition by correct word order recall, emphasizing the critical role of temporal structure in learning and retrieval of verbal information. Subjects who had better word order memory showed better overall word recall. This finding supports notions that music’s facilitating mechanism is driven by its temporal structure sequencing and chunking unrelated information units into single segments (Beatty and Monson, 1991). Temporal structure for sequencing and a small “alphabet” scaffold to reduce memory load are – based on the study data – suggested to facilitate “deep encoding” for patients with MS during the memory task. The advantages for the music assisted over the spoken memory condition were evident consistently during the learning as well as during the final retrieval stages of the RAVLT.

Important to note, however, is the contrast in the longer word order analysis where significant advantages for music in more complex task measure only appeared in the retrieval phase and not during the actual learning trials. During the acquisition trials both conditions showed equal performance. However, the retrieval advantage for music may indicate that already during the acquisition trials the musical mnemonic facilitated deeper encoding traces for word order memory.

Theoretical approaches have assigned memory impairments in MS to inadequate learning strategies rather than insufficient retrieval abilities. However, other suggestions have been made pointing at impaired retrieval processes (Rahn et al., 2012). In either case, our data suggest that musical mnemonics may successfully operate in both memory processes by enhancing deep encoding during initial information acquisition and providing critical cues for successful memory retrieval. Our results show that the advantage for deep encoding via music during more complex measures (repeating five words in correct order vs. word pairs) may not show immediately during acquisition trials. Evidence for enhanced deep encoding may not show until the retrieval phase indicating learning strategies based on “silent” processes whose success may not become evident until recall.

Several subjects in the sung condition sang the word lists back. The last point may be of clinical importance. In an earlier study (Peterson and Thaut, 2007), we found no differences when healthy subjects learned a version of the RAVLT in sung or spoken presentation. However, they were asked to speak the word lists back in both conditions during the two memory trials. We proposed as an explanation that the incongruence between learning and recall (speak back information presented in a song) created a transfer challenge that nullified a potential benefit for music. In the current study, we therefore did not require a change in recall modality (singing vs. speaking). This adjustment resulted in a significant advantage for music-assisted learning and may be an important clinical strategy for the use of musical mnemonics training as it is codified in the Neurologic Music Therapy Taxonomy (MMT) (Thaut and Hoemberg, 2014).

One important limitation in the current study is the absence of a healthy control group to confirm the differences found in the group with MS. However, memory is considered one of the core affected cognitive functions in MS and core functions are more affected than other more peripheral cognitive functions (Calabrese and Penner, 2007). Many assessment approaches to test for memory in MS use immediate and delayed recall of word lists (Wallin et al., 2006). As such we may consider the improvements during music in learning and recall using the tasks of the RAVLT a salient contribution to cognitive treatment for patients with MS.

Subjects in the music condition showed higher low-alpha power in bilateral frontal areas than subjects in the spoken condition. The increased power is usually attributed to an increase in oscillatory synchronization in recurrent cortical networks. However, it remains unknown whether it arises from a larger population of neurons recruited into the oscillatory assemblies, or greater phase synchrony in an assembly of a given size, or some combination of both.

The remarkable increase in neuronal synchronization in cortical networks in our cohort of people with MS after music-assisted training needs to be further investigated in light of the fact that the demyelination process of the disease will affect and interrupt network dynamics of neuronal cell assemblies. One might expect heterogeneous demyelination processes to variably increase propagation delays, thereby increasing noise in phase relationships among neurons in a given cell assembly and reducing synchrony (Calabrese et al., 2009). However, in light of research showing that increased frontal alpha power may represent less brain activity (Laufs et al., 2003) and increased power has been proposed as a sign for less mental effort (Jausovec, 1998), the results may indicate that music template assisted learning resulted in less mental effort by facilitating deep encoding.

This result is further underlined by the behavioral results that higher EDSS scores (higher disease states) were correlated with higher improvements in word order recall, suggesting that patients in more severe disease stages benefited particularly from music-facilitated “deep encoding” learning strategies. The results provide evidence that melodic-rhythmic templates, as commonly inherent in the temporal structure in music, may drive internal rhythm formation in recurrent cortical networks involved in learning and memory. It is particularly noteworthy that we found different short-term plasticity between the two conditions during encoding, a phase of memory processing associated with deficits in MS (Sweet et al., 2004; Marie and Defer, 2001). At a functional level, in light of past research implicating low-alpha band power in attentional processes (Klimesch, 1999; Fuster, 1997; Klimesch, 1997), the lower alpha band results in our study suggests that the influence of the musical condition may be at least partly mediated by an influence on attention. Relatedly, our low-alpha findings may also reflect some sort of adaptive processes, as seen in a conversion from relative de-synchronization (ERD) to synchronization (ERS) as subjects’ transition from the first to subsequent minutes of listening to music (Krause et al., 1999). Future studies are needed to carefully control these various factors of modality, attention, and adaptation.

While the exact nature of the neurophysiologic mechanisms underlying the plasticity we measured with scalp EEG remains elusive, and the short-term nature of the learning task preclude changes in network structure, a few theories may be put forth. Musical mnemonics may activate or access alternative or compensatory pathway circuitry for memory functions to compensate for compromised prefrontal functions associated with learning and recall. The temporal pattern structure of a musical mnemonic may also facilitate deep encoding on a neurophysiological level through the stronger synchronization of the same neuronal cell assemblies underlying conventional verbal learning and memory. In either case, the temporal structure implicit in musical stimuli may sharpen the timing of neural dynamics in brain networks degraded by demyelination in MS.

Based on Gestalt perception and learning principles, it has also been proposed (Janata et al., 2002; Wallace, 1994; Deutsch, 1982) that musical patterns engage effective mechanisms by incorporating temporal structure and redundancy that chunks information into more manageable units (Deutsch, 1999; Gfeller, 1983). “Chunking” is known to be not only a critical mechanism in declarative memory learning and recall, but also in motor learning (Verwey, 2001). Chunking as a mechanism in grouping and structuring perceptual information may be an innate feature across a broad phylogenetic range of nervous systems to optimize sensory acquisition (Matzel et al., 1988). The intrinsic structure of sound patterns in music is a highly effective mechanism to facilitate perceptual grouping and chunking. The present study supports the notion that “musical chunking” can be exploited to rehabilitate verbal learning and memory. It extends previous research regarding the beneficial effect of musical template learning on verbal learning in healthy adult subjects (Peterson and Thaut, 2003). It also extends findings from a previous pilot study, which suggested that music can improve memory in MS patients (Maeller, 1996), by also showing that music-induced enhancements were significantly correlated with increases in severity of disease. The present study is to our knowledge the first research to investigate physiological correlates of enhanced memory capability in MS using musical mnemonics. A physiological correlate of enhanced memory indicates that it is possible to induce plasticity in the neuronal network activity of the dysfunctional brain.

There is a growing body of knowledge about the neurobiological correlates of verbal memory, music, chunking, and plasticity. Lesion (Peretz, 2002; Halpern, 2001), functional imaging (Parsons et al., 1998; Smith et al., 1998; Platel et al., 1997; Zatorre et al., 1996), EEG (Peterson and Thaut, 2002; Ruchkin et al., 1997) and MEG (Maess et al., 2001; Tecchio et al., 2000; Makeig and Jung, 1996) studies have illustrated that both music and verbal memory recruit widespread networks encompassing many brain regions. Theoretical work is beginning to link the behavioral level phenomenon of chunking to the dynamics of cell assemblies in cortex (Wickelgren, 1999). System-level research on brain plasticity has highlighted the importance of temporal structure in stimuli (Pantev et al., 1999; Merzenich et al., 1993) and associated cortical plasticity with verbal learning (Tallal, 2000). Collectively, the research suggests that physiological measures of brain network dynamics (Garrett et al., 2003; Fuster, 1997), such as spectral analysis of the scalp EEG (Basar et al., 1999; Niedermeyer and Lopes da Silva, 1999), can provide a window into how musical chunking may enhance verbal memory.

In conclusion, we evaluated the use of musical mnemonics as a specific strategy for enhancing verbal memory in MS patients and to identify neural “markers” for short-term plasticity in brain network activity that correspond to learning and improved memory. The combination of behavioral and physiological measures is suggestive of the therapeutic potential and underlying neurobiological mechanisms of musical mnemonics in verbal learning and memory, an area of dysfunction in MS that is underserved in basic research and therapeutic intervention. The finding that music can improve word order memory is significant given the increasingly recognized cognitive deficits in MS (Amato et al., 2001; Rao, 1990; Peyser et al., 1980). This is the first known study to extend earlier work on memory for temporal order in MS (Beatty and Monson, 1991) using an ecologically salient paradigm like the RAVLT.
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Strong links between music and motor functions suggest that music could represent an interesting aid for motor learning. The present study aims for the first time to test the potential of music to assist in the learning of sequences of gestures in normal and pathological aging. Participants with mild Alzheimer’s disease (AD) and healthy older adults (controls) learned sequences of meaningless gestures that were either accompanied by music or a metronome. We also manipulated the learning procedure such that participants had to imitate the gestures to-be-memorized in synchrony with the experimenter or after the experimenter during encoding. Results show different patterns of performance for the two groups. Overall, musical accompaniment had no impact on the controls’ performance but improved those of AD participants. Conversely, synchronization of gestures during learning helped controls but seemed to interfere with retention in AD. We discuss these findings regarding their relevance for a better understanding of auditory–motor memory, and we propose recommendations to maximize the mnemonic effect of music for motor sequence learning for dementia care.
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INTRODUCTION

Music has been shown to enhance the retention of newly acquired verbal information in normal aging and Alzheimer’s disease (AD). Simmons-Stern et al. (2010) showed that after two exposures, patients with mild AD (mean MMSE = 24/30) were better at recognizing sung than spoken lyrics. Better retention of sung lyrics rather than spoken lyrics was found in a delayed free recall (10 min after learning) in mild AD patients and healthy controls (Moussard et al., 2014). We proposed that dual coding of lyrics and melody lead to a stronger memory trace, which enhances long-term retention. The strong links between music and language suggest a basis for the positive effect of music on verbal memory. According to numerous studies, the shared resources between these domains (Patel, 2008) could explain why adding musical information favors linguistic encoding and memorization. On the other hand, music has been shown to facilitate performance during various kinds of cognitive (including non-linguistic) tasks (Schellenberg, 2005). Accordingly, music may be viewed as having a large positive impact on cognition in general through broad effects on such aspects as attention, emotion, and motivation (arousal effect). The present study further investigates the positive impact of music on memory for non-linguistic material in healthy and AD older adults.

To our knowledge, no study has investigated the effect of a musical accompaniment for motor sequence learning. Yet strong links between music and motor functions suggest that music could represent an interesting aid for motor learning. Long- and short-term musical practice lead to strong plasticity effects in motor brain areas (Wan and Schlaug, 2010; Pantev and Herholz, 2011). Interestingly, listening to music activates motor regions (Brown and Martinez, 2007; Zatorre et al., 2007) and arousing musical pieces can enhance tonus and body posture (Forti et al., 2010). In dementia care, music is used to stimulate movement and alertness in patients with apathy (Cevasco and Grant, 2003; Holmes et al., 2006). A clinical case study showed that two out of three patients tested in the final stage of dementia showed greater reactions to musical than visual or tactile stimulations (Norberg et al., 2003). More generally, many reports from music therapy suggest a strong effect of music on tonus in dementia patients, though further scientific validation of these effects is needed (Aldridge, 1994).

Rhythm seems to be a key component in the relationship between music and motor functions. Motor synchronization is more strongly related to the auditory modality than the visual modality (Repp and Penel, 2004; Patel et al., 2005). In clinical care, auditory–motor synchronization enhances gait and movement production in Parkinson disease (Lim et al., 2005, for a review) and facilitates speech production in aphasia (Racette et al., 2006; Stahl et al., 2011; see Zumbansen et al., 2014, for review). By reinforcing auditory–motor coupling, synchronization during learning could reinforce encoding and facilitate memory retrieval. Moreover, synchronization and auditory–motor coupling could be enhanced by the presence of music accompaniment. In Racette and colleagues’ study, singing (but not speaking) in unison with a demonstrator improves production and retention of sentences in aphasic patients (Racette et al., 2006). Several interpretations can account for a stronger effect of synchronization in musical than non-musical situations. Firstly, music provides cues for rhythmic synchronization and many studies showed strong sensory–motor integration effects, possibly mediated by the mirror neuron system (Chen et al., 2009; D’Ausilio, 2009; Overy and Molnar-Szakacs, 2009). Secondly, the affective component of music and its ability to communicate social and emotional meaning might play a role for synchronization between individuals (Molnar-Szakacs and Overy, 2006; Overy and Molnar-Szakacs, 2009). In the shared affective motion experience (SAME) model, Overy and Molnar-Szakacs (2009) propose that a large network involving the mirror neuron system and the emotional network (anterior insula and limbic system) is involved while experiencing a musical activity, which may explain why music is such a relevant stimulus in all human societies. According to the authors, imitation, synchronization, and shared experience may be key elements for successful therapeutic programs.

In the present pilot study, we investigate the learning and retention of sequences of gestures. We test the influence of two factors, musical accompaniment and synchronization of performance with a demonstrator during encoding, and the interaction between these. Musical accompaniment is expected to enhance recall performance because of links between music processing and motor functions and the general arousing effect of music. However, it could also be that music might distract participants, especially those with AD who may have more attentional deficits (e.g., Gorus et al., 2006). Dual coding resulting from music-based gesture-sequence learning might also lead to a detrimental effect for individuals with fewer cognitive resources. For these reasons, investigating the effects of musical accompaniment on motor memorization will provide both theoretical and clinical insights. Synchronization during the learning of gestures is expected to improve recall performance based on the effect of action on memory, which is well-documented in the literature. For example, learning a list of words describing actions is easier when these actions are mimed during encoding (e.g., Feyereisen, 2009). Additionally, we expected an interaction between synchronization and musical accompaniment, based on the specific links between music and sensory-motor integration described above.

MATERIALS AND METHODS

PARTICIPANTS

Eight AD participants (mean MMSE = 25.2/30; range 23–27) and seven healthy controls participated in the study. Healthy controls were recruited from the participant database of the Research Center of the Geriatric Institute of the University of Montreal (CRIUGM). We recruited AD participants from the Alzheimer Society of Montreal (N = 6) and from a cohort of patients followed at the CRIUGM (N = 2). AD participants met the NINCDS-ADRDA research criteria for probable AD (McKhann et al., 1984) and the DSM-IV clinical criteria for dementia of the Alzheimer’s type (APA, 1994). Mixed dementias were excluded. Cognitively healthy individuals were used as controls. They were screened for cognitive impairment and selected to match AD patients for age and education. In all participants, exclusion criteria included history of psychiatric or neurological disorders, cerebrovascular diseases, hearing impairment, alcoholism, and dyslexia. All gave informed consent approved by the ethics board of IUGM for their participation in a larger study about music and memory. One control participant was excluded from the analyses because she was unable to complete all conditions, leaving a final pool of eight AD and six controls.

Neuropsychological assessment of participants is presented in Table 1. As expected, AD participants showed lower scores than controls for MMSE (Folstein et al., 1975) and verbal memory for words (Rey’s 15 words; Rey, 1970) and stories (Gély-Nargeot et al., 1997). They also showed slightly inferior scores for verbal comprehension (Token test; De Renzi and Vignolo, 1962). They did not show significant differences from controls for verbal working memory (forward and backward digit spans), auditory attention (TEA, elevator task; Robertson et al., 1994), or praxis (imitation of meaningless gestures). There were no significant differences in the questionnaires of depression (Geriatric Depression Scale; Yesavage et al., 1983) and well-being (Bravo et al., 1996).

Table 1 | Neuropsychological assessment.
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Assessment of auditory and musical abilities (Table 2) showed no difference between AD and control participants for musical experience; all were considered non-musicians according to the questionnaire of Ehrlé (1998). There were no differences for auditory perception (repetition of sentences; Moussard et al., 2012), nor musical perception abilities (Scale, Contour/Interval, and Rhythm subtests of the MBEMA; Peretz et al., 2013): all participants showed normal abilities to discriminate changes in melodies, which could either violate the key, the interval size, the contour, or the rhythm. Both groups of participants showed equivalent scores for the recognition of emotions – happiness, sadness, and fear – from short instrumental excerpts (from Vieillard et al., 2008). We also tested participants on their recognition of short instrumental familiar songs (e.g., Brother John versus non-familiar lures that were matched in terms of musical characteristics; task from Samson et al., 2012; see also Moussard et al., 2012). Participants showed preserved recognition in their ability to decide whether these songs were familiar or not to them.

Table 2 | Auditory and musical assessment.
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DESIGN

Participants had to learn four different sets of 10 gestures. We first compared two conditions of accompaniment during gesture learning: (1) musical accompaniment, using familiar and danceable folkloric music from Quebec or (2) metronomic accompaniment set to the same tempo as the music of the first condition. Secondly, for each of these, the participant is asked to either (1) observe the gestures to-be-memorized once and then to reproduce them in synchrony with the experimenter before reproducing them alone or (2) observe the gestures twice before reproducing them alone (i.e., experiencing the same amount of exposure to the gestures but without any synchronized production). Thus, each participant learned four sets of gesture sequences: music accompaniment with synchronized production during learning (Music_Sync), music accompaniment without synchrony (Music_NoSync), metronome accompaniment with synchrony (Metronome_Sync), and metronome accompaniment without synchrony (Metronome_NoSync).

MATERIAL

Gestures

Twelve gestures involving simple and meaningless movements of arms, legs, head, and trunk were selected following the recommendations of a geriatric physiotherapist. They were performed in a secure sitting position (see Figure 1A for an illustration). Four sequences were created with a combination of 10 of the 12 gestures, to-be-learned sequentially. All 12 gestures were performed during a pre-experimental session to ensure that they could easily be done by participants. In case of discomfort with a gesture, it was replaced by one of the two supplementary gestures.
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FIGURE 1 | (A) Examples of gestures; (B) illustration of learning procedure for a full sequence of 10 gestures. Bold font indicates recall trials that are considered in the statistical analysis.



Accompaniment

Two musical excerpts were chosen among the repertoire of folkloric music from Quebec (Rigaudon), a style very similar to Irish jigs and reels. They had the same instrumentation, a very similar rhythm and the same tempo (116 bpm, which corresponds to a typical tempo in folkloric Rigaudon music). The excerpts were randomly assigned across the two synchrony conditions (“with” and “without”) for each participant. An audible marker (a “beep” sound) was added to the recording to mark the beginning of each gesture (at the first beat of every measure), making for one gesture approximately every 2 s. To create the metronomic accompaniment, these beep tracks were isolated from the musical tracks, thus keeping the same tempo for the gesture sequences in both musical and metronome conditions. Both metronome tracks were also randomly assigned to the synchrony conditions across participants.

PROCEDURE

The learning procedure for each gesture-sequence occurred as follows. The participant and experimenter sat face to face. The participant was first familiarized with the complete sequence to-be-memorized by observing the experimenter performing it once, while the corresponding accompaniment played. Then, the first two gestures were taught to the participant following three steps. In the first step, the participant observed the first two gestures performed by the experimenter. The second step varied according to the learning condition, those being either (1) synchrony, where the experimenter’s second performance of each gesture is shadowed by the participant, or (2) without synchrony, where the experimenter’s second performance of gestures is simply observed again by the participant (as in step 1). Finally, in the third step (irrespective of condition), the participant was asked to reproduce the gestures by himself. All learning of subsequent gestures followed the same procedure. After each addition of a pair of gestures, the entire series of learned gestures up until that point was recapitulated. In other words, after adding gestures 3 and 4, gestures 1–4 were performed, and after adding gestures 5 and 6, gestures 1–6 were performed, and so on (always following the steps described above; see Figure 1B for an illustration of the learning procedure). Starting from the recall of the first six gestures, an additional two gestures were only added if participants reached a level of at least 65% during their previous recall (i.e., when they performed the gestures by themselves). This adaptive procedure ensured that the task was suited to each participant’s capabilities and thus was adapted to both groups of participants. The recapitulation of an entire series of learned gestures up until the last pair learned (i.e., gestures 1–4, 1–6, and if performance allowed, 1–8 and 1–10; see in bold in Figure 1B) served as our measure of immediate recall. Immediate recall scores were obtained by adding the scores of these recalls. Participants were tested again 10 min after the end of the learning session for a delayed recall trial: without being exposed to the sequence again, they were asked what they remembered from the sequence of gestures that they have been learned at the beginning of the session.

Music or metronome accompaniment was played for each of the three steps described above during learning and recall. Musical excerpt (see Accompaniment) was always associated to the same sequence of gestures and a given measure or musical phrase was always associated to a specific gesture, whether during observation or reproduction.

The four sequences (the product of the two learning conditions multiplied by the two accompaniment conditions; see Design above) were learned over four different sessions, each a week apart and presented in a randomized order for each subject. Each learning session lasted for an estimated 15 min. All sessions took place in the participant’s home, always at the same hour of the day. Auditory stimuli were presented through a loudspeaker and the entire session was filmed.

DATA ANALYSIS

Two judges scored the produced gestures from videos; one of them was not involved in the study (intern students). Judges quantified recall according to four criteria: (1) gestures are present/absent (recalled gestures), (2) gestures are in the right/wrong order in the sequence (order), (3) gestures are well/poorly produced (quality of production), (4) wrong gestures are present (intrusions). When the two judges disagreed (in less than 10% of cases), a third judge (also not involved in the study) scored and arbitrated. Data were then analyzed using non-parametric statistics (Wilcoxon test). There was no clear influence of different conditions on measures of quality of production or intrusions, thus results will focus on the measures of recalled gestures and on gesture order in the sequence.

RESULTS

Immediate and delayed recall scores highlighted an outlier in the AD group (participant JL), with performance largely higher than the ones from the other seven AD participants. Scores of JL were thus analyzed separately and her data are presented after those of the groups.

IMMEDIATE RECALL

Immediate recall scores for our four measures are presented in Figure 2. Percentage of recalled gestures (out of 10 gestures expected for the complete sequence) showed strong differences between groups for all conditions (all contrasts = p < 0.01). Consistent with our hypothesis, performance was worst for both groups in the Metronome_NoSync condition. Statistically though, the only significant contrast was between Metronome_NoSync and Music_NoSync in the AD group (Z = 2.11, p < 0.05), showing an advantage in the music condition compared to the metronome condition when the gestures were learned without synchrony.


[image: image1]

FIGURE 2 | Recalled gestures (A) and order of gestures (B) in immediate recall for AD and control participants.



A ratio of well-ordered gestures to total number of gestures produced was derived from the second of our scoring criteria above. This score in AD participants was inferior to that of controls for all conditions (all contrasts = p < 0.01) except for the Music_NoSync condition, where the difference between groups did not reach significance. Within each group, no effect of condition reached significance (the only significant difference was the contrast between Music_NoSync and Metronome_Sync in controls).

DELAYED RECALL

Delayed recall scores (Figure 3) correspond to a ratio of recalled gestures out of the number of gestures that were learned (up to the point of failure). Performance showed again a strong effect of group for all conditions (p < 0.05). More correct gestures were recalled with the synchrony conditions for controls (Z = 2.03, p < 0.05), while more correct gestures were recalled when gestures were learned without synchrony in AD (Z = 2.55, p < 0.05). When considering the conditions separately, marginal effects confirmed this result. In AD, the Music_NoSync and Metronome_NoSync conditions were better than Music_Sync (Z = 1.78, p = 0.075 and Z = 1.68, p = 0.093, respectively) and Metronome_Sync (Z = 1.86, p = 0.063 and Z = 1.83, p = 0.068, respectively). In controls, the reverse pattern was shown, with Music_Sync better than Music_NoSync (Z = 1.83, p = 0.068).
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FIGURE 3 | Recalled gestures (A) and order of gestures (B) in delayed recall for AD and control participants.



Regarding order of gestures, better scores were observed for controls compared to AD for all conditions (p < 0.05) but Music_Sync. The Music_Sync condition was marginally better performed in AD compared to the Metronome_Sync (Z = 1.83, p = 0.068) and Metronome_NoSync (Z = 1.68, p = 0.093) conditions.

PARTICIPANT JL

Participant JL (MMSE = 25/30), from the AD group, showed relatively well-preserved abilities for the task, especially her score for the number of recalled gestures (similar to controls). Her score did not differ depending on experimental conditions for most of the measures. The only difference was found in immediate recall for gesture order, with worse performance for the music conditions (Music_Sync inferior to Metronome_Sync and Mus_NoSync inferior to Metronome_NoSync, Fisher test, p < 0.05).

DISCUSSION

Music has recently been shown to act as a mnemonic aid for recognition of lyrics in patients with AD (Simmons-Stern et al., 2010, 2012) as well as moderately increasing the retention of lyrics (Moussard et al., 2012, 2014). Music has also been shown to be strongly linked to motor functions (e.g., Zatorre et al., 2007). The present pilot study is the first study to investigate the potential of music as an aid for learning and retention of non-verbal information such as a sequence of gestures in both healthy old adults and AD individuals. The performance of participants was measured in terms of the number of gestures recalled and their order in the sequence of gestures, in both immediate and 10-min delayed recalls. Results showed different patterns for each group. AD participants showed a modest advantage for the music condition, as seen in the significantly greater percentage of gestures recalled in immediate recall and the marginal effect regarding the order of gestures in the sequence in delayed recall. AD participants also showed better performance for the sequences that were learned without synchrony (compared to with synchrony) in delayed recall. Control participants did not show any clear influences of accompaniment (music or metronome) but did show better scores in delayed recall when gestures were learned in synchrony.

Effects of synchronized production of gestures during learning were shown in delayed recall, with synchrony being helpful for controls but detrimental to AD participants. For controls, being more physically active during learning may help with maintaining motivation and attention. Dual or embodied coding of gestures might also have reinforced the memory trace, benefiting from tight auditory–motor coupling in the brain (Zatorre et al., 2007). This multimodal coding leads to multiple pathways involving a more complex brain network and deeper encoding (Craik and Tulving, 1975; Brown and Palmer, 2012). Moreover, the superiority of synchrony learning in the controls seems to be mainly driven by the fact that the Music_Sync condition led to the best performance out of all conditions. This finding supports our hypothesis that there is a positive interaction between music and motor synchrony during learning (Racette et al., 2006). The rhythmical and/or the emotional and affective richness of musical stimuli (see SAME model, Overy and Molnar-Szakacs, 2009) may have facilitated synchronization during learning and in turn strengthened the learning process. In AD participants, it may have been that imitating the gestures in synchrony was more demanding due to a limited ability to maintain attention or the fact that participants did not put as much effort into encoding when additional cues were provided (compared to the condition without this support). It is also possible that AD participants were not able to benefit from the synchrony learning to the same extent as the controls because of potential difficulties in motor functions due to the disease (e.g., Kurlan et al., 2000).

The fact that AD participants showed a modest increase in performance in the music condition for some of the measures while controls (and JL, the best performer of AD group) did not seem to be influenced by the accompaniment (either music or metronome) suggests that music is of greater benefit to those with more pronounced cognitive impairment. This might be due to several factors. Firstly, the dual coding between motor and auditory information may have reinforced the memory trace, ensuring higher quality of encoding and recall. It is important to note that adding musical information does not overload participant’s attention as we might have expected considering limited cognitive resources. Secondly, the arousing characteristic of music is known to enhance short-term cognitive efficiency (e.g., Schellenberg et al., 2007). In a case study by Johnson et al. (1998), an AD patient showed improved performance at a spatial–temporal task after listening to an arousing musical excerpt. Enjoyable and energetic music could put participants into a more alert state, as well as decrease any stress related to the test situation and, in turn, help compensate for the cognitive impairment.

The positive effect of music compared to metronome for AD participants was smaller than anticipated. It is possible that the metronome condition played a mnemonic role itself and helped the learning, more so than learning in silence. Research in Parkinson’s disease has shown that a regular beat was most often as helpful as music to support motor functions such as gait (Thaut et al., 2001). The imposed tempo for learning and retrieval may have helped structure the sequence during encoding and/or assist in planning the motor actions, making recall more automatic. This would have to be confirmed in a further study with a silent control condition.

It may also be the case that the associations between gestures and music were not optimal. Rigaudon is a style of music similar to Irish jigs, where the same musical phrase is repeated and only slightly modified throughout the excerpt. While this music is appropriate because it is familiar to older adults and stimulates movement, it may be better to use music with more variety. This could assist in the memorization of gestures as it would provide more distinctive cues and anchor points to associate with them. Similarly, using musical rhythm and its variability instead of having gestures on regular beats only could also provide more cues and help structure the sequence into smaller units (chunks; see Purnell-Webb and Speelman, 2008).

To conclude, music might be used as a mnemonic for gesture-sequence learning in AD patients, although synchronization of gesture production during encoding does not help performance. In healthy matched controls, synchronization during learning enhanced retention and interacted positively with music, thus supporting models of auditory–motor integration in healthy individuals. The main limitation of the study concerns the small sample size. With larger groups of participants, further studies will allow generalization of results to the AD population. Moreover, larger samples would allow correlational analyses aiming to determine profiles of individuals who would most benefit from music and/or synchronization for gesture-sequence learning. Further studies are also necessary to try to maximize the effect provided by the musical accompaniment and to assess how the to-be-learned gestures can be linked to the everyday needs of patients. For example, our procedure could be used to teach patients the series of gestures needed to use their new coffee machine or DVD player, to warm frozen food in the microwave, or to start load of laundry.
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Hippocampal sclerosis affects fMR-adaptation of lyrics and melodies in songs
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Songs constitute a natural combination of lyrics and melodies, but it is unclear whether and how these two song components are integrated during the emergence of a memory trace. Network theories of memory suggest a prominent role of the hippocampus, together with unimodal sensory areas, in the build-up of conjunctive representations. The present study tested the modulatory influence of the hippocampus on neural adaptation to songs in lateral temporal areas. Patients with unilateral hippocampal sclerosis and healthy matched controls were presented with blocks of short songs in which lyrics and/or melodies were varied or repeated in a crossed factorial design. Neural adaptation effects were taken as correlates of incidental emergent memory traces. We hypothesized that hippocampal lesions, particularly in the left hemisphere, would weaken adaptation effects, especially the integration of lyrics and melodies. Results revealed that lateral temporal lobe regions showed weaker adaptation to repeated lyrics as well as a reduced interaction of the adaptation effects for lyrics and melodies in patients with left hippocampal sclerosis. This suggests a deficient build-up of a sensory memory trace for lyrics and a reduced integration of lyrics with melodies, compared to healthy controls. Patients with right hippocampal sclerosis showed a similar profile of results although the effects did not reach significance in this population. We highlight the finding that the integrated representation of lyrics and melodies typically shown in healthy participants is likely tied to the integrity of the left medial temporal lobe. This novel finding provides the first neuroimaging evidence for the role of the hippocampus during repetitive exposure to lyrics and melodies and their integration into a song.

Keywords: neural adaptation, song, lyrics, hippocampal sclerosis, memory trace, conjunctive representation

INTRODUCTION

As humans, we learn and enjoy songs from a very early age on. Over the course of our lives, we hear and remember thousands of songs and, most of the time, we learn them implicitly without much effort especially after repeated presentations (as with hit songs on the radio). Songs naturally combine music and language into a unique acoustic signal. However, it remains unclear whether memory traces of lyrics and melodies are built separately or in integration. Indeed, evidence from healthy participants and brain-damaged patients diverge on this question. On the one hand, several behavioral studies in healthy participants support the tight association of lyrics and melodies during the creation of a song memory trace as shown by cueing effects of one element on the other during song recognition (Serafine et al., 1984, 1986; Crowder et al., 1990; Baur et al., 2000; Peretz et al., 2004; Peynircioglu et al., 2008; Johnson and Halpern, 2012). On the other hand, neuropsychological studies in patients with lesions in the medial or lateral temporal lobes reveal dissociated recognition impairments for verbal and musical features of songs (Samson and Zatorre, 1991; Hébert and Peretz, 2001). These results suggest that the natural binding of lyrics and melodies into one unique song memory trace may be disrupted after brain damage. The present study seeks to find neural evidence for this hypothesis by investigating the effect of hippocampal damage on the emergence of integrated memory traces for lyrics and melodies during repeated exposure to songs.

Research over the last two decades testifies to a growing awareness that the hippocampus – beyond its classical role in explicit episodic memory (Scoville and Milner, 1957; Mishkin, 1982; Zola-Morgan and Squire, 1993) – plays a role in the implicit build-up of a memory trace (Chun and Phelps, 1999; Graham et al., 2010) and the bridging between perception and encoding (Bussey and Saksida, 2005; Baxter, 2009; Suzuki, 2009; Suzuki and Baxter, 2009; Olsen et al., 2012). According to the Emergent Memory Account (Graham et al., 2010) advancing a non-modular view of memory and perception, memory arises from a dynamic interaction between the perceptual representations distributed across the whole brain and a key role of the medial temporal lobe. More specifically, the hippocampus is thought to form conjunctive representations of inputs from unimodal and polymodal sensory cortices and to continuously return the processed information to the sensory cortex via feedback connections (McClelland et al., 1995; Eichenbaum, 2000; Turk-Browne et al., 2006; Bast, 2007), thus constantly updating the current representations with new experiences. This cortico-hippocampal loop of flowing information guarantees the encoding of events and its storage (Eichenbaum, 2000). Note that this mechanism not only implies a shared, anatomically distributed cerebral network for both memory and perception, but also puts the medial temporal lobe into a cardinal position between perceptual processes (Lee et al., 2005; Lee, 2006; Lee and Rudebeck, 2010a) and memory (long-term as well as short-term and working memory: Zarahn, 2004; Axmacher et al., 2007; Lee and Rudebeck, 2010b; Rose et al., 2012). Crucially, the hippocampus’ combined role in (i) memory formation and (ii) conjunction of sensory inputs (Sutherland and Rudy, 1989; Eichenbaum et al., 1994; Rudy and Sutherland, 1995; O’Reilly and Rudy, 2001; Winters, 2004; Cowell et al., 2006, 2010; Barense et al., 2007; Diana et al., 2007) makes it a potential key candidate for (i) the build-up of song memory traces, in which (ii) lyrics and melodies are integrated.

Although most of the studies on the hippocampus’ role in memory formation and binding come from the visual domain (Davachi, 2006; Diana et al., 2007; Shimamura, 2010), we hypothesize that similar processes also apply to the auditory domain (Overath et al., 2007, 2008; Buchsbaum and D’Esposito, 2009), especially to songs. It is reasonable to assume that memory formation for lyrics and melodies happens through a cortico-hippocampal loop, and that the natural combination of a verbal and a melodic component into a single song percept and memory trace requires binding mechanisms as described above. Tentative support for this comes from lesion studies in patients with anterior temporal lobectomy for treatment of pharmaco-resistant epilepsy (Samson and Zatorre, 1991). Using explicit recognition memory tasks after presentation of short unfamiliar songs, these experiments revealed a clear deficit in recognition of sung and spoken lyrics after left temporal lobe resection, and impaired recognition of melodies (without text) after right temporal lobe resection. On top of that, the data suggest a lack of integration of lyrics and melodies in patients with unilateral left (but not those with right) temporal lobe lesions. While patients with right temporal lobe resections had deficits in melody recognition when the tune was sung with new words, i.e., showing that they had bound the melody to the original lyrics, no such conjunction was observed in left-hemisphere damaged patients. In fact, their recognition of lyrics was impaired irrespective of whether these were presented with (or without) old or new melodies, suggesting an independent processing of the two song components and an isolated deficit for lyrics.

While these results lend initial support for our hypothesis of hippocampal involvement in song memory formation, they leave two important questions open: first, in how far can these deficit patterns be attributed to hippocampal dysfunctions, and second, in how far may these results depend on the use of a recognition memory task? First, the resection always included anterior temporal lobe structures beyond the hippocampus, making it difficult to pinpoint a specific hippocampal role. Furthermore, although the lesion description was based upon the surgeon’s meticulous drawings, a precise assessment of how far the resection extended into the hippocampus was not possible at that time. Moreover, although recognition tasks certainly depend on successful encoding, they also involve aspects of memory retrieval making it difficult to disentangle these effects with behavioral data. The present study seeks to address the points by first, testing patients with circumscribed unilateral hippocampal sclerosis (i.e., prior to surgery without further macroscopic lesions) and precisely describing the extent of hippocampal damage by means of volumetric analyses. Second, the incidental build-up of a song memory trace was assessed unbeknownst to the participants by examining the dynamics of neural adaptation during natural passive listening as described below.

Numerous studies have investigated the neural correlates of song processing (Samson and Zatorre, 1991; Brown et al., 2004a,b; Schön et al., 2005; Callan et al., 2006; Suarez et al., 2010; Merrill et al., 2012; Saito et al., 2012; Tierney et al., 2012), however, rarely has any study touched upon the implicit emergence of song memory. Indirect evidence can be drawn from studies using the successive presentation of changed and unchanged song stimuli (Same vs. Different) (Schön et al., 2010) and neural adaptation paradigms (Sammler et al., 2010). Adaptation is “a reduction of neural activity following prolonged or repetitive exposure to identical or at least similar stimuli” (Dobbins et al., 2004; Ganel et al., 2006; Grill-Spector et al., 2006), similar to repetition priming (Old vs. New stimuli) (Krekelberg et al., 2006). Although typically described in studies on perception, it appears that neural adaptation may also be indicative of memory trace formation. In line with the Emergent Memory Account (Graham et al., 2010), neural adaptation may reflect the emergence of a memory trace within cortical areas of perceptual representation through implicit learning during repeated exposure. Given the role of the hippocampus in memory formation (Turk-Browne et al., 2006) and according to connectionist models of memory (Damasio, 1989; McClelland et al., 1995; Rolls, 1996; Fuster, 1997), it is reasonable to suggest that cortical adaptation effects are subject to top-down modulations driven by the hippocampus (Blondin and Lepage, 2005; Goh et al., 2007), including integration of lyrics and melodies through binding (for a review on binding, see Opitz, 2010).

Of particular relevance for our research question of how lyrics and melody are bound in a conjunctive song memory trace are those studies describing the cerebral substrates underlying the integration of verbal and melodic components of songs (Sammler et al., 2010; Schön et al., 2010). These studies, which consider songs to be more than the sum of lyrics and melodies, examined modulations of brain activity to investigate how the two components interact, and how their processing is lateralized. For instance, Schön et al. (2010, Exp. 2) presented pairs of sung words that could vary or repeat in terms of the verbal and/or the melody component in a same-different task. Their results showed interactive processing in the left and the right superior temporal gyrus (STG), suggesting an integrated processing of the two components in these areas. Sammler et al. (2010) adopted a similar approach, taking advantage of neural adaptation effects. In this study, healthy participants were presented with blocks of short songs in which repetition of lyrics and/or melodies was varied in a factorial design to induce selective adaptation to lyrics, melodies, or unified songs. Consistent with Schön et al. (2010), repeated lyrics or repeated tunes evoked adaptation effects in bilateral STG. Core areas of integration were found in the left middle superior temporal sulcus (STS) and the left premotor cortex (PMC). Based on the previously reported literature, we hypothesize that these adaptation effects and the integration of lyrics and melodies are likely mediated by the hippocampus through feedback connections to STG/STS and binding of verbal and melodic information.

To investigate the modulatory effect of the hippocampus on (i) the incidental emergence of a song memory trace and (ii) the integration of the verbal and melodic components of songs, we adopted the paradigm by Sammler et al. (2010) to test patients with unilateral left or right hippocampal sclerosis and healthy controls. We compared the patterns of adaptation produced by songs in which either the lyrics, or the melodies, or both were repeated. As demonstrated by diffusion-weighted imaging studies, patients with hippocampal sclerosis present disconnections between medial and lateral temporal lobe regions (Focke et al., 2008; Bettus et al., 2009; Diehl et al., 2010; Riley et al., 2010; Liao et al., 2011). Such lesions have the capacity to prevent the hippocampus from sending feedback predictions and from updating the sensory memory trace (as expected by default after repetitions) and thus weaken adaptation effects in general and integration of lyrics and melodies in particular. More precisely, following Samson and Zatorre (1991), we hypothesized reduced adaptation for lyrics after left and for melodies after right hippocampal sclerosis. Moreover, following previous studies showing binding deficits in patients with left anterior temporal lobe resections (Samson and Zatorre, 1991) and correlates of lyrics–melody integration mainly in the left hemisphere (Sammler et al., 2010), we hypothesized that left hippocampal lesions, in particular, would have a negative impact on integration of lyrics and melodies in songs.

MATERIALS AND METHODS

PARTICIPANTS

Twenty-four temporal lobe epilepsy patients with left (n = 12; LTLE) or right (n = 12; RTLE) hippocampal sclerosis participated in this study. They all presented with medically intractable epilepsy and were seen during pre-surgical evaluation at Pitié-Salpêtrière Hospital (Paris, France). All patients were right-handed according to the Edinburgh Handedness Inventory (Oldfield, 1971), except for one LTLE (−83.33) and one RTLE patient (−75). All patients had language lateralization to the left hemisphere except for the left-handed RTLE patient with bilateral language representation. Language lateralization was assessed by means of a verbal fluency test that is part of the standard functional magnetic resonance imaging (fMRI) assessment prior to epilepsy surgery at the Pitié-Salpêtrière Hospital. In the scanner, patients are required to think as many words of a semantic category (e.g., tools) as possible. The number of activated left and right fronto-temporo-parietal voxels against baseline was used to calculate a standard language lateralization score (Lehéricy et al., 2000; Thivard et al., 2005). The control group consisted of 19 right-handed healthy participants including 12 subjects, who had already participated in a previous study (Sammler et al., 2010), and 7 new volunteers. All participants were French native speakers and reported to have normal hearing. Controls were carefully selected to match the patient groups in terms of age, mean years of education, and musical expertise (Ehrlé musical expertise questionnaire, unpublished). A verbal memory deficit was present in the LTLE as opposed to the RTLE patients, as assessed with the Rey Auditory Verbal Learning Test (RAVLT) (Rey, 1964; Sziklas and Jones-Gotman, 2008) in accordance with the usual neuropsychological profile of these patients. Demographic characteristics of the participants are summarized in Table 1. The sclerosis in either left or right hippocampus in the two patient groups was corroborated by a volumetric analysis using Freesurfer software (Fischl, 2012; Reuter et al., 2012) that attested an ipsilateral hippocampal volume reduction of an average of 24.51% in the LTLE and 29.71% in the RTLE group compared to healthy controls. Between-group comparisons confirmed the significance of these volume reductions in the atrophic hippocampus (p < 0.05). Volumes and percentage of reduction are summarized in Table 2 (for details on the volumetric analysis, see Data Analysis). The local ethics committee approved this study and informed consent was obtained from each participant.

Table 1 | Demographic data.
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Table 2 | Medial temporal lobe (MTL) volumes (mm3).

[image: image1]

MATERIALS

The material and the scanning protocol used here were previously published by Sammler et al. (2010). The stimulus set consisted of 48 blocks of 6 unfamiliar songs based on a collection of nineteenth century French folk songs (Robine, 1994). Each song within a block was sung by a different singer to avoid adaptation to the singer’s voice (Belin and Zatorre, 2003), had a duration of 2.5 s and was followed by a 0.2 s pause. Repetition of lyrics and/or melodies within blocks was crossed in a 2 × 2 factorial design, forming four conditions. Songs within a block either had the same melodies and same lyrics (SMSL), the same melodies but different lyrics (SMDL), different melodies with same lyrics(DMSL), or different melodies and different lyrics (DMDL). Mode and tempo were balanced across the stimulus set, and each song had an average of 7.65 notes and 5.61 words. Songs in the four conditions did not differ with respect to length and number of word/note, word frequency, interval size, and number of contour reversals. In blocks where lyrics were varied, they did not rhyme, were semantically distant, and differed with respect to syntactic structure avoiding potential adaptation to phonology, semantic content, or syntactic structure (Noppeney and Price, 2004).

PROCEDURE

Participants were instructed to listen attentively with closed eyes while avoiding moving, humming, or singing along. No behavioral data were collected. Stimuli were presented using E-Prime 1.1 (Psychology Software Tools) and delivered binaurally through air pressure headphones (MR confon). Additionally, participants used earplugs to minimize noise interference. All blocks were presented in one of four pseudorandom orders, with a silent gap between blocks of 10 s (±0.5 s) allowing the hemodynamic response to return to baseline (Belin and Zatorre, 2003). This resulted in a total duration of the experiment of around 30 min. Blocks of the same condition were not presented more than twice in a row. At the end of the experiment, all participants filled in a debriefing questionnaire with several nine-point scales (1 = not at all, 9 = always) in which they rated their attention during listening at 7.63 (Controls), 7.00 (LTLE), 7.57 (RTLE), and the amount of overt and/or covert singing during scanning at 0.00 and 2.89 (Controls), 0.47 and 2.71 (LTLE), and 0.21 and 2.14 (RTLE), showing that they had followed the instructions.

SCANNING

Functional magnetic resonance imaging was performed using a 3-T Siemens TRIO scanner (Siemens, Erlangen, Germany) at the Centre de Neuroimagerie de Recherche at the Institut du Cerveau et de la Moëlle Épinière – ICM (Groupe Hospitalier Pitié-Salpêtrière, Paris, France). Radiofrequency transmission was performed with a body coil and the signal was received with a 12-channel head coil. Before the functional scans, high-resolution T1-weighted images (1 × 1 × 1 mm3 voxel size) were collected for anatomical coregistration using a magnetization-prepared rapid acquisition gradient-echo (MPRAGE) sequence (TR = 2300 ms, TE = 4.18 ms). Subsequently, one series of 595 blood oxygenation level-dependent (BOLD) images was obtained using a single-shot echo-planar gradient-echo (EPI) pulse sequence (TR = 2120 ms, TE = 25 ms, the first six volumes were later discarded to allow for T1 saturation). Forty-four interleaved slices (3 mm × 3 mm × 3 mm voxel size, 10% interslice gap) perpendicular with respect to the hippocampal plane were collected. The field of view was 192 × 192 mm2 with an in-plane resolution of 64 × 64 pixels and a flip angle of 90°. Scanner noise was continuous during the experiment representing a constant auditory background.

DATA ANALYSIS

The fMRI data were analyzed using SPM8 (Wellcome Trust Centre for Neuroimaging). Preprocessing included spatial realignment and reslicing and coregistration of the anatomical T1 to the mean functional data. The first level analysis was carried out in the native space. Four regressors were built for each experimental condition based on the general linear model (different melodies and different lyrics (DMDL); same melodies and different lyrics (SMDL); different melodies and same lyrics (DMSL) and same melodies and same lyrics (SMSL), and convolved with a hemodynamic response function (HRF). Movement parameters were included as regressors of no interest and serial correlations were modeled with an AR (1) process. A temporal high-pass filter with a cut-off of 200 s was used to eliminate low-frequency drifts. Six one-sample t-tests were computed for each participant: all conditions against silence to establish a “song-sensitive” mask, the main effects of adaptation to lyrics [(DMDL + SMDL) – (DMSL + SMSL)] and to melodies [(DMDL + DMSL) – (SMDL + SMSL)] to identify areas of general adaptation to the repetition of song components, as well as the interaction [(DMSL + SMDL) – (DMDL + SMSL)] to isolate areas of lyrics–melody integration. For the sake of completeness and consistency with the analysis of Sammler et al. (2010), we additionally compared both main effects to identify brain regions that showed an independent processing of either lyrics or melodies (i.e., stronger adaptation for lyrics than for melodies [2 × (SMDL)] and vice versa [2 × (DMSL)]).

Segmentation of the anatomical files was performed with the VBM8 toolbox (Ashburner and Friston, 2005) to form a normalized anatomical image and the DARTEL exported tissue types. A template with eight iterations was created in DARTEL (Ashburner, 2007) including all 43 subjects to improve anatomical accuracy in the normalization of the functional contrast images obtained in the first level. Contrast images were spatially smoothed using a three-dimensional Gaussian kernel with 8 mm full width at half maximum. For the second level, the DARTEL normalized contrast images were normalized to the Montreal Neurological Institute (MNI) space. The automatically generated mask from the first level analysis of each subject was also normalized with this procedure but without smoothing. Statistical analysis was confined to a song-sensitive mask in gray matter to increase signal detection (Friston et al., 1994). To create this mask, a binary mask from the last iteration of the DARTEL template thresholded at 0.3 was overlaid with active voxels in the “all conditions against silence” contrast at p < 0.05 (FWE correction for multiple comparisons), k > 5 for all 43 participants. All voxels that were involved in both were included into the explicit song-sensitive mask for statistics. This mask covered an auditory-motor network, including the temporal gyrus, the PMC, and the cerebellum. For random effects group analyses, the individual contrast images were submitted to one-sample t-tests, separately for healthy controls, LTLE and RTLE patients. Furthermore, two-sample t-tests were computed for all contrasts, comparing each patient group against controls. All SPMs were threshold at p < 0.001 (uncorrected) with a minimum cluster extent of k ≥ 5 voxels. Results will report the peak voxel p value and the number of voxels (k).

To assess the size of the hippocampal sclerosis and surrounding cortex, volumetric measures of hippocampal, entorhinal, and parahippocampal gyrus were obtained for all participants with the Freesurfer image analysis suite (Fischl, 2012; Reuter et al., 2012), which is documented and freely available for downloading online (http://surfer.nmr.mgh.harvard.edu/). Non-parametric tests (Kruskal–Wallis, SPSS 18.0) were used to compare these measures between the patient and controls groups. To control global differences, intracranial volume was included in the analysis as a covariate, which was not found to be significant. The percentage of reduction of each structure was calculated for each patient group in comparison to the control group and is reported in Table 2.

RESULTS

MAIN EFFECTS

A complete report of the results at threshold p < 0.001 (uncorrected) with a minimum cluster extent of k ≥ 5 voxels can be seen in Table 3. All three groups of participants showed adaptation to lyrics in the left and right STG and STS that was however considerably more extended in Controls (2474 and 2423 voxels) than in LTLE (541 and 388 voxels) and RTLE patients (201 and 165 voxels). Between-group comparisons revealed significantly weaker adaptation effects in the LTLE but not in the RTLE as compared to Controls in the left STS (Figure 1A).

Table 3 | Main effects of lyrics and melodies repetition for each group and comparison between Controls and LTLE.
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FIGURE 1 | Main effects of Adaptation to Lyrics (A) and Melody (B), and the Interaction (integration contrast) (C). Threshold p  < 0.001 k ≥ 5 uncorrected. Results for Control group (red), LTLE (blue), RTLE (green), and Controls vs. LTLE (yellow).



In all three groups, adaptation to melody was found in the left and right STG and STS, again more extended in Controls (2380 and 1830 voxels) than in LTLE (245 and 295 voxels) and RTLE patients (106 and 111 voxels), as well as in the cerebellum. The Control group showed, in addition, adaptation in the left PMC (52 voxels) that was not observed in patients (Figure 1B). However, between-group differences failed to reach significance.

INTERACTION EFFECTS

Interaction effects were calculated with the contrast [(DMSL + SMDL) – (DMDL + SMSL)] and were taken to represent an integrated processing of lyrics and melodies in songs. Only the control group showed interaction effects at p < 0.001 k ≥ 5, which were located in the bilateral posterior STG/STS (left: 169 voxels and right: 323 voxels). No such effect was observed in LTLE and RTLE patients. To visualize areas that simply may not have passed our statistical criterion, we inspected the data at a very lenient level of p < 0.05 uncorrected (k > 5). Controls showed an extended region within the left (1936 voxels) and right (2176 voxels) STG/STS (Figure 2A). At this threshold, RTLE patients showed a pattern that was similar to Controls, but considerably less extended (554 and 1501 voxels) (Figure 2B). Interestingly, LTLE patients showed nearly no interaction in the temporal lobe at this very lenient threshold (238 and 35 voxels) (Figure 2C). Indeed, between-group comparisons revealed a significantly weaker interaction effect in the LTLE than the Control group in the right STG (Figure 1C) whereas the difference between the RTLE patients and Controls did not reach significance. Details on interaction effects are shown in Table 4.
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FIGURE 2 | “Gradient of integration” for (A) the Control group (B) RTLE and (C) LTLE patients. Specificity for lyrics is shown in red (p < 0.001 k > 5 uncorr.), interaction in dark blue (p < 0.001 k > 5 uncorr.) and weaker interaction in cyan (Interaction at p < 0.05 k > 5 uncorr.).



Table 4 | Integration and independence for each group and between controls and LTLE.
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INDEPENDENCE EFFECTS

Greater adaptation to lyrics as compared to melody was found bilaterally in the anterior region of the STG (23 and 196 voxels) in the control group, suggesting an independent processing of lyrics in this region. Greater adaptation to melody as compared to lyrics was obtained bilaterally in the cerebellum in RTLE patients. However, between-group differences failed to reach significance (Figure 2A). Details on independence effects are shown in Table 4.

DISCUSSION

The aim of the current study was to assess the modulatory effects of a unilateral hippocampal lesion on the incidental emergence of a song memory trace and the integration of lyrics and melodies into a conjunctive representation. To this end, neural adaptation to song repetition – as a proxy for song memory formation – was examined in patients with left or right hippocampal sclerosis in comparison to healthy controls using an fMR-adaptation paradigm. It was hypothesized that damage to the hippocampus may disrupt feedback connections to the lateral temporal lobe and thus preclude the establishment and update of a sensory memory trace. As a consequence, damage to the hippocampus may result in weaker neural adaptation in the STG. In particular, hippocampal lesions could hinder the integration of lyrics and melodies into a unified memory trace (Diana et al., 2007; Staresina and Davachi, 2009; Graham et al., 2010; Shimamura, 2010).

The main findings of this study were indeed that the neural adaptation to lyrics repetition as well as the integration of lyrics and melodies in songs (as reflected by the statistical interaction between adaptation effects for lyrics and melodies) was reduced in patients with left hippocampal sclerosis. More specifically, the direct comparison of these patients with healthy control participants revealed a weaker adaptation to lyrics in the left STS and a weaker integration of lyrics and melodies in the right STG. If one accepts the notion that neural adaptation reflects the emergence of a memory trace (see Introduction), these results are in line with our hypotheses and previous work showing that left hippocampal damage may lead to weaker memory for lyrics (Samson and Zatorre, 1991) and may hinder the integration of lyrics and melodies into a unified memory representation (Samson and Zatorre, 1991; Sammler et al., 2010).

All three groups of participants showed adaptation to the repetition of lyrics or melodies in the bilateral STG and STS, but in both patient groups, these effects were markedly smaller in spatial extent when compared to healthy controls. Notably, patients with left (but not right) hippocampal sclerosis exhibited significantly decreased adaptation to lyrics in the left STS, which is known to play a role in phonemic processing and also known to be crucial for the perception of a sound as speech (Dehaene-Lambertz et al., 2005; Liebenthal, 2005; Möttönen et al., 2006; for a review on STS, see Hein and Knight, 2008). This finding is most likely tied to the role of the left medial temporal lobe in verbal processing (Meyer et al., 2005; Wagner et al., 2008; Greve et al., 2011) and may reflect the perturbed build-up of memory traces for lyrics (and verbal material in general) due to disrupted feedback connections between medial and lateral structures of the left temporal lobe (Eichenbaum, 2000). Such an interpretation could be supported by the verbal memory deficit documented in the LTLE patients of the present study (assessed with the RAVLT) and, although we did not collect behavioral data for this experiment, these results are also in agreement with the behavioral results of Samson and Zatorre (1991). That study showed that the recognition of sung lyrics after listening to unfamiliar songs was impaired in patients with left (but not right) medial temporal lobe lesions.

Although patients with right hippocampal sclerosis showed nominally reduced adaptation and integration effects, these did not significantly differ from those in healthy controls, suggesting rather normal song processing and lyrics–melody integration in these patients. While the latter is in line with previous behavioral data showing spared integration of lyrics and tunes after right anterior temporal lobe resection (Samson and Zatorre, 1991), our hypothesis on reduced adaptation to melodies was not confirmed. This may partly be due to the stimulus material used: even if melodies were repeated to induce adaptation, they differed in octave sung by sopranos, tenors, altos, and bass. Most likely, adaptation effects are not fully robust to transposition of melodies. Furthermore, adaptation to melodies was generally weaker than adaptation to lyrics, as attested by the results in healthy participants, possibly resulting in a floor effect. Our participants may have paid less attention to melodies than to lyrics (as the latter convey the message) leading to weak adaptation, given that a lack of attention reduces adaptation effects (Chee and Tan, 2007). Alternatively, several lines of evidence suggest that melodies may be processed more bilaterally than lyrics (Samson and Zatorre, 1992; Binder et al., 2000; Besson and Schön, 2003; Peretz and Coltheart, 2003; Schön et al., 2005; Patel, 2008; Koelsch, 2012), leading to less severe deficits in processing melodies than in verbal processing after unilateral temporal lobe damage. Further studies will be necessary to clarify this issue.

One novel finding is the main effect of melodies in the cerebellum in all groups (without group differences). Since activity in the cerebellum has been frequently reported in other studies using sung material (Parsons, 2001; Callan et al., 2007; Lebrun-Guillaud et al., 2008; Tillmann et al., 2008; Merrill et al., 2012), these effects may be linked to optimization of the fine sensory acquisition and internalization of input–output characteristics of stimuli, a process related to the creation of internal models of vocal articulation (Parsons, 2001; Callan et al., 2007; Stoodley and Schmahmann, 2009), that may function independently from the hippocampus.

As previously reported (Sammler et al., 2010), healthy participants presented maximum integration of lyrics and melodies in the posterior STS with a continuous decay of the lyrics–melodies integration along the posterior–anterior axis, toward regions of independent processing of lyrics in the anterior STG. These effects were shown bilaterally in the present experiment, expanding the previously reported effect, which was restricted to the left hemisphere. This analysis illustrates a “gradient of integration” from more to less integrated processing. In line with the literature on music and language (Scott et al., 2000; Davis and Johnsrude, 2003; Scott and Johnsrude, 2003; Friederici, 2011; Gow, 2012), this gradient poses an integrative processing of songs at the prelexical and phonemic level in the mid-STS. Consequently, information can be transmitted both along an anterior pathway to the temporal pole for an independent analysis of the linguistic content, and along a posterior pathway to the left PMC for the integrated sensori-motor conversion of the stimuli. In other words, lyrics and melodies might split up in the ventral pathway for semantics and comprehension (Griffiths, 2001; Patterson et al., 2002; Hickok and Poeppel, 2007; Saur et al., 2008; Friederici, 2009, 2011; Hickok et al., 2011) but stay integrated in sensori-motor dorsal pathways (Kiebel et al., 2008; Loui et al., 2009).

Contrary to healthy participants, both patient groups showed very weak levels of lyrics–melody integration in the bilateral mid-STG/STS, and only after lowering the statistical threshold to p < 0.05 (uncorrected). This effect may reside on generally weaker adaptation effects in both patient groups. The spatial extent of this weak lyrics–melody interaction was particularly small in patients with left hippocampal sclerosis who also showed a significantly reduced interaction effect in the right STG as compared to controls. These tendencies suggest a partial (although not complete) disruption of integrated processing in clinical populations and indicate that the conjunctive representation of lyrics and melodies depends on intact medial temporal lobe structures, particularly in the left hemisphere. Overall, this finding is in line with previous studies in patients with anterior temporal lobe resection including parts of the hippocampus (Samson and Zatorre, 1991). These experiments showed a perturbed integration of verbal and melodic song components in patients with left (but not right) temporal lobe resections, i.e., a selective deficit in recognizing lyrics that was independent from recognition memory for melodies. It is worth to mention that in both the present and previous studies, the integration deficit may reside on a more general deficit to process lyrics, as supported by the weaker adaptation for lyrics and reduced performance in neuropsychological tests on verbal memory in our patients with left hippocampal sclerosis.

Taken together, adaptation to lyrics and integration of lyrics and melodies within songs appear to be less efficient in patients with left hippocampal damage as compared to healthy controls. We propose that these lesions may hinder the build-up of a sensory memory trace for lyrics (with rather preserved mechanisms for melodies), which in turn might be at the origin of the reduced integration of lyrics and melody. These combined effects could be attributed to hippocampal malfunction per se or to a more global disconnection of lateral temporal neocortical structures caused by repetitive seizures or epilepsy history (Yasuda et al., 2010; Besson et al., 2012), both of which can disrupt the hippocampal top-down modulatory influence on STG/STS. If this is the case, it is possible that adaptation could also be reduced for stimuli other than lyrics, melodies, or songs, demonstrating a more general adaptation and putative encoding deficit following disruption of cortico-hippocampal processing loops.

Interestingly, an independent analysis of the connectivity profiles in our patients showed asymmetries between the left and right hemispheric lesion groups: LTLE patients exhibited more extended and more strongly left-lateralized disconnections, as opposed to more discrete and bilateral connectivity deficits in RTLE (Besson et al., 2012). Such differences in connectivity profiles provide an additional explanation for the nominally stronger impairments in patients with left hippocampal sclerosis as compared to patients with right hippocampal sclerosis. In sum, the present data indicate that an imbalance in the left hippocampo-cortical system, due to hippocampal sclerosis and/or disrupted connectivity with STG/STS, affects the incidental emergence of a memory trace of verbal song components and precludes the build-up of a conjunctive representation that integrates lyrics and melodies.

CONCLUSION

To the best of our knowledge, this is the first study to investigate the processing of songs using fMRI in patients with unilateral hippocampal sclerosis. We showed that the adaptation to lyrics and the integration of lyrics and melodies was diminished in lateral temporal lobe regions in patients with left hippocampal sclerosis while a similar but non-significant result pattern was found in patients with right hippocampal sclerosis. These findings suggest the importance of hippocampal top-down modulations on the STG/STS during repetitive exposure to songs. We interpret the observed adaptation patterns to be a result of a disturbed connectivity in a hippocampal–cortical network, weakening the emergence of a memory trace for lyrics and the integrated processing of songs as a unified percept. Overall, these data provide a novel contribution by suggesting that the integration shown in healthy participants is tied to the integrity of the medial temporal lobe and its connections with the lateral temporal cortex.
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New learning of music after bilateral medial temporal lobe damage: evidence from an amnesic patient
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Damage to the hippocampus impairs the ability to acquire new declarative memories, but not the ability to learn simple motor tasks. An unresolved question is whether hippocampal damage affects learning for music performance, which requires motor processes, but in a cognitively complex context. We studied learning of novel musical pieces by sight-reading in a newly identified amnesic, LSJ, who was a skilled amateur violist prior to contracting herpes simplex encephalitis. LSJ has suffered virtually complete destruction of the hippocampus bilaterally, as well as extensive damage to other medial temporal lobe structures and the left anterior temporal lobe. Because of LSJ’s rare combination of musical training and near-complete hippocampal destruction, her case provides a unique opportunity to investigate the role of the hippocampus for complex motor learning processes specifically related to music performance. Three novel pieces of viola music were composed and closely matched for factors contributing to a piece’s musical complexity. LSJ practiced playing two of the pieces, one in each of the two sessions during the same day. Relative to a third unpracticed control piece, LSJ showed significant pre- to post-training improvement for the two practiced pieces. Learning effects were observed both with detailed analyses of correctly played notes, and with subjective whole-piece performance evaluations by string instrument players. The learning effects were evident immediately after practice and 14 days later. The observed learning stands in sharp contrast to LSJ’s complete lack of awareness that the same pieces were being presented repeatedly, and to the profound impairments she exhibits in other learning tasks. Although learning in simple motor tasks has been previously observed in amnesic patients, our results demonstrate that non-hippocampal structures can support complex learning of novel musical sequences for music performance.

Keywords: music performance, learning, memory, hippocampus, brain damage, anterograde amnesia, single-patient study

INTRODUCTION

Performing music has been described as one of the most demanding forms of skilled serial action human beings are capable of (e.g., Palmer, 1997; Altenmüller and Schneider, 2009). The musician must execute intricate musical sequences expressively under precise timing constraints, following a hierarchically organized rhythmic structure while simultaneously preparing for subsequent notes. Behavioral studies have revealed many important aspects of the cognitive mechanisms that support music performance (Sloboda, 1984, 1985; Palmer and van de Sande, 1993, 1995; Chaffin and Imreh, 1997, 2002; Engel et al., 1997; Palmer, 1997, 2005, 2006; Drake and Palmer, 2000; Finney and Palmer, 2003; Palmer and Pfordresher, 2003; Stewart, 2005; Brodsky et al., 2008; Chaffin et al., 2009; Lehmann and Kopiez, 2009; Snyder, 2009; Simmons, 2012; van Vugt et al., 2012; Verrel et al., 2013). However, relatively few studies have shed light on the neural substrates. Among the reasons for the relative dearth of cognitive neuroscience research on music performance are technical difficulties in neuroimaging complex motor behavior, a lack of animal models, and the scarcity of musically proficient neuropsychological research patients [see Peretz and Zatorre (2005), Zatorre et al. (2007), and Levitin and Tirovolas (2009), for reviews on the cognitive neuroscience of music].

In this article, we address a central question concerning the neural bases for music performance, asking whether the hippocampus is necessary for learning to perform new musical pieces by sight-reading. We studied the learning of novel musical pieces by a newly identified amnesic patient, LSJ, who was a skilled amateur violist prior to suffering virtually complete bilateral destruction of her hippocampus due to herpes encephalitis.

The hippocampus, located within the brain’s medial temporal lobes (MTL), is crucial for the acquisition of new declarative memories – memories that can be voluntarily retrieved (Scoville and Milner, 1957; Eichenbaum, 2000, 2013; Squire and Knowlton, 2000; Corkin, 2002; Insausti et al., 2013). In contrast, it has been argued that “procedural” or “motor” learning relies on structures other than the hippocampus and surrounding MTL areas (Squire et al., 2004; Eichenbaum, 2013; Reber, 2013). Consistent with this contention, a number of studies have reported that amnesic patients, including those with severe hippocampal damage, may show preserved capacities for certain forms of non-declarative learning (Milner, 1962; Corkin, 1968, 2002; Stefanacci et al., 2000; Eichenbaum, 2013). These results raise the possibility that learning to perform new pieces of music may be achievable in the absence of the hippocampus. However, it is not entirely clear that the forms of learning demonstrated by amnesic patients in prior studies are comparable in complexity to learning musical pieces for performance.

Learning to perform a piece of music has at times been equated with “procedural,” “non-declarative,” or “motor” learning (e.g., Crystal et al., 1989; Cowles et al., 2003; Cavaco et al., 2012; Simmons, 2012), implying that music performance recruits only learning processes for which the hippocampus is not critical. However, applying this terminology to music performance may be misleading. Stanley and Krakauer (2013) have recently argued that many motor skills such as music performance involve considerable cognitive complexity not required by the simple motor tasks that define procedural learning. As they point out, the distinction between declarative and procedural (or non-declarative) learning was originally based on studies with amnesic patient HM, who had portions of his hippocampus and surrounding MTL structures surgically removed. HM exhibited wide-ranging and profound impairments in various learning tasks requiring explicit retrieval, but showed improvement through repetition in simple motor tasks such as mirror drawing (Milner, 1962; Corkin, 1968, 2002; Eichenbaum, 2013). In contrast to how these results have often been interpreted, Stanley and Krakauer (2013) contend that what HM acquired in mirror drawing was not a motor skill but improved motor acuity, one component of motor skill. HM gained fine-tuned precision through repetition of explicitly indicated, identical motor movements. Complex motor skills such as music performance require not only motor acuity but also the ability to select the correct actions on the basis of factual knowledge (Stanley and Krakauer, 2013). Consistent with the distinction between gaining motor acuity and improvement in music performance skills, intact learning in simple motor acuity tasks (e.g., ones in which patient HM showed learning) does not guarantee the ability to learn to play a new piece of music (Beatty et al., 1999).

Sight-reading music requires being able to execute novel combinations of musical sequences that the performer has never encountered before. These demands distinguish sight-reading of music from the production of well-rehearsed motions (e.g., Lehmann and Kopiez, 2009). Unlike simple motor tasks such as mirror drawing, sight-reading of new music poses large cognitive demands (Kinsler and Carpenter, 1995; Furneaux and Land, 1999; Palmer, 2006). The separate dimensions of pitch, rhythm, and meter must be extracted from the notation, combined into a single representation for each event and prepared for execution in ordered sequences at a pre-specified rate. In addition, the processed elements must be held in a memory buffer while the rest of the sequence is being prepared (Kinsler and Carpenter, 1995; Palmer, 1997; Lehmann and Kopiez, 2009). Therefore, an essential aspect of what the sight-reader learns through practice with a new piece of music is more efficient mental planning of the ordered events (Palmer and van de Sande, 1993, 1995; Drake and Palmer, 2000; Palmer and Pfordresher, 2003; Palmer, 2006). In skilled musicians, these mental plans include representations both specific for and independent of the motor programs used to execute them (Sloboda, 1984; Palmer and Meyer, 2000; Meyer and Palmer, 2003; Palmer, 2005, 2006; Brodsky et al., 2008).

In all likelihood, both hippocampal and non-hippocampal structures normally support the complex processes involved in learning to perform a novel piece. Several lines of indirect evidence suggest that the hippocampus is especially important. First, outside the domain of music, the hippocampus has been shown to be important both for the learning of single items and for the ability to form associations between previously unrelated items (Henke et al., 1999; Eichenbaum, 2000; Stark et al., 2002; O’Kane et al., 2004; Squire et al., 2004; Schapiro et al., 2014). As musical pieces are composed from a limited number of basic elements, the ability to form associations between items should be of central importance in learning any new piece of music. Second, some have suggested that the hippocampus plays a special role in memory under conditions that require combining information from multiple sources (Squire and Knowlton, 2000; Nadel and Peterson, 2013); music performance requires integrating separate aspects of musical information related to pitch, rhythm, and meter from visual, auditory, and tactile sensory modalities. Third, music perception studies have shown that damage to the MTL region impairs the ability to learn new melodies in recognition tasks (Wilson and Saling, 2008), and fMRI studies indicate that the hippocampus is recruited in memory tasks involving recognition of novel melodies (Watanabe et al., 2008).

Additional evidence that the hippocampus is important for learning music comes from neuroimaging studies demonstrating that the hippocampus is engaged when complex temporal sequences are learned during motor performance. Specifically, evidence comes from the serial reaction time task (SRT task; Nissen and Bullemer, 1987; Janata and Grafton, 2003; Schendan et al., 2003), a temporal sequence learning paradigm thought to model some of the cognitive and motor aspects related to learning through music performance, albeit in a highly simplified form. In the SRT task, a visual cue appears in one of several spatial locations, and participants are instructed to press the corresponding button as quickly as possible. With practice, participants become faster in responding to repeated sequences than to random ones, even when they are unaware of any repeating patterns. Neuroimaging studies with neurologically intact subjects indicate that the MTL and hippocampus are engaged when complex SRT sequences are learned (Schendan et al., 2003; Robertson, 2007), indirectly suggesting that the hippocampus may also be recruited when new music is learned through performance. Hippocampal activation has also been observed during implicit sequence learning in studies of serial color matching (Gheysen et al., 2010) and oculomotor sequence learning (Albouy et al., 2008). One suggestion is that the hippocampus supports the learning of higher-order temporal associations in practiced sequences (Schendan et al., 2003; Albouy et al., 2008), a function that could be crucial for learning to perform a new piece of music.

Therefore, a relevant similarity between the SRT task and music performance could be that learning complex sequences requires forming higher-order associations among individual elements in both contexts. In terms of neural mechanisms, the MTL has been shown to be involved in learning when information about higher- but not lower-order patterns is acquired (Schendan et al., 2003; Robertson, 2007). In addition, studies with amnesic patients have shown preserved learning in simple forms of the SRT task (Reber and Squire, 1994, 1998), but other studies show impaired performance when the learning of higher-order associations is required (Curran, 1997). These group studies have included some patients with MTL damage, but as the extent of hippocampal damage is unreported and the results are considered at a group level only, the implications are not clear for the role of the hippocampus in learning. Together, however, the findings raise the possibility that learning of new music in the absence of the hippocampus may be unattainable. On the other hand, music performance by sight-reading differs from motor sequence learning tasks in various ways. For example, unlike the SRT task, music performance relies on a large body of previously acquired factual knowledge about musical rules, following a hierarchically organized rhythmic structure and making complex choices about fingerings and hand positions. Conceivably, such a wide range of previously obtained complex abilities could support learning in music performance in a way that is not possible in an SRT-type task. In addition, and perhaps not trivially, the music itself could matter for learning; in music performance, one produces esthetically and emotionally meaningful sounds absent from the SRT task.

Whether non-hippocampal structures alone can support any aspects of new music learning in a performance context is currently not known. Just two studies of brain-damaged individuals have examined whether the hippocampus is necessary for learning in music performance. Cowles et al. (2003) described SL, a patient presumed to have Alzheimer’s disease, whose brain damage included bilateral atrophy in the MTL. SL was taught to play a new song on the violin from sheet music, which he was able to accomplish in two training sessions. Cowles et al. (2003) concluded that the learning of new music does not depend on an intact hippocampus. However, the extent of the patient’s hippocampal damage is unreported, leaving unclear whether the observed learning was (at least partly) supported by remaining hippocampal tissue. In another study, Cavaco et al. (2012) studied a more severely amnesic patient, SZ. This amateur saxophonist had sustained MTL damage, including bilateral damage to the hippocampus, but was able to sight-read music and play in an orchestra. Cavaco et al. (2012) tested SZ’s music performance on 11 target songs before and after biweekly practice with the orchestra over a period of 100 days. They found modest improvement for two of the five dimensions on which SZ’s playing was rated: overall sight-reading accuracy and notes awareness (i.e., the correct identification of written notes and ability to correct one’s errors). The magnetic resonance imaging (MRI) images for SZ indicate that at least some hippocampal tissue remained (see Cavaco et al., 2012). Hence, as in the Cowles et al. (2003) study, SZ’s learning may have been supported by remaining hippocampal tissue. Further, no objective evaluations of the patient’s performances before and after learning were reported by Cavaco et al. [or by Cowles et al. (2003)]. This makes it difficult to estimate the initial difficulty of the material for the patients, or to evaluate the learning trajectory by objective criteria. In addition, although the Cavaco et al. (2012) study is noteworthy for its ecologically valid setting and materials, neither the target nor control songs were pre-designed to control for any of the various factors possibly affecting performance, such as piece length, note type, key signature, or hand position changes1.

In sum, it remains an open question whether the hippocampus is necessary for learning to perform a new piece of music, or whether at least some music performance learning can be supported by non-hippocampal structures alone. To investigate this issue, we studied the learning of novel musical pieces through sight-reading in a newly identified amnesic patient, LSJ. LSJ suffered near-complete destruction of her hippocampus bilaterally as a result of herpes encephalitis, and consequently exhibits extremely severe anterograde and retrograde amnesia. Prior to her illness, LSJ was a skilled amateur violist, and informal observations revealed that she could still play the viola by sight-reading at an advanced level. However, her anterograde amnesia is so severe that merely moments after performing a piece from sheet music, she shows no recollection of having encountered the piece before. We investigated whether LSJ could nevertheless show learning for new pieces of music, as revealed by improved performance resulting from practice.

Our study offers new evidence for three important reasons. First, unlike the patients in previous studies, LSJ has virtually no intact hippocampal tissue. Hence, any learning observed in her performance could not be attributed to hippocampal structures. Second, we used novel pieces of music that were specially designed to control for various factors affecting musical complexity, allowing for careful comparisons across pieces. Third, we carried out several analyses that provide a clearer basis for conclusions than in previous studies: LSJ’s performance was evaluated before and after practice with a detailed note-by-note analyses and subjective whole-piece performance judgments made by a group of musicians.

Because some authors have argued that the hippocampus plays a critical role in memory consolidation for temporal sequence learning (Albouy et al., 2008, 2013a,b), we also wanted to investigate whether the learning could be retained in the absence of the hippocampus. Therefore, we tested LSJ’s performance not only on the day of practice but also 14 days after practice.

MATERIALS AND METHODS

CASE DESCRIPTION

LSJ was 62 years old at the time of the study. Prior to contracting herpes simplex encephalitis (HSE) at age 57, she was a successful professional illustrator. Her illustrations appeared in books, magazines, and newspapers, including many New York Times articles and several covers for The New Yorker magazine. She has a Bachelor of Fine Arts degree.

Prior to her illness, LSJ was a skilled amateur violist and played in several chamber groups and orchestras. She received piano lessons from 6 to 11 years of age, violin lessons from ages 10 to 12, and viola lessons from age 12 until a few years after college. She played the viola in her school orchestra in junior high school, in her high school orchestra for 4 years, in chamber music quartets with friends, and in a university orchestra for 2 years. During college, she played the viola in a theater orchestra and completed several college music courses in viola, violin, ensemble, and symphony orchestra. In the early 2000s, only a few years before her illness, she played viola and sang in the chorus of a community orchestra.

Structural MRI revealed severe bilateral damage to the MTL and anterior temporal damage in the left hemisphere (Figure 1). A volumetric analysis of LSJ’s MTL region (Table 1; Schapiro et al., 2014) showed extensive bilateral damage to the hippocampus, parahippocampal cortex, entorhinal cortex, and perirhinal cortex, as compared to age-matched controls. Most importantly, the analysis demonstrated the near-complete elimination of the hippocampus bilaterally.
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FIGURE 1 | Magnetic resonance images of patient LSJ’s brain: axial (Top) and coronal (Bottom) view.



Table 1 | Remaining brain volume in patient LSJ by MTL region (Schapiro et al., 2014).
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LSJ’s general intellectual capabilities are largely spared, and her speech production, comprehension, reading, and visuo-spatial skills are intact or nearly so [see Table 2; for full neuropsychological profile see Gregory et al. (2014)]. On the Wechsler Adult Intelligence Scale IV (Wechsler, 2008), she scored at the 30th percentile. Her single-word reading and spelling were in the normal range, 58th percentile and 55th percentile, respectively, on the Wide Range Achievement Test III (Wilkinson, 1993), and her vocabulary score was at the 63rd percentile on the Peabody Picture Vocabulary Test-Revised (Dunn and Dunn, 1981). On the Boston Naming Test (Kaplan et al., 1983), she scored 49/60, at the low end of the normal range (49–59). In tests of visuo-spatial abilities, her performance was in the normal range on the Visual and Object Space Perception Battery (Warrington and James, 1991), and on the Block Design and Matrix Reasoning subtests on the WAIS-IV.

Table 2 | LSJ’s performance on the WAIS-IV, WMS-III, and MBEA [for full neuropsychological test profile see Gregory et al. (2014)].

[image: image1]

In sharp contrast to her largely preserved general intellectual functions, LSJ presents with extremely profound retrograde and anterograde amnesia (Gregory et al., 2014; Schapiro et al., 2014). Anecdotally, she does not seem to recognize any of our research team, despite having seen us many times; she shows no recollection of tasks she has completed only moments before; and she seems to lose awareness for everyday events very shortly after they have occurred. On the Wechsler Memory Scale III (Wechsler, 1997), she scored below the 0.1 percentile on the General Memory index, with performance severely impaired on all subscales except for working memory, which showed milder impairment (see Table 2). On the Warrington Recognition Memory Test (Warrington, 1984), she performed at chance for both words (26/50) and faces (28/50). Her direct copy of the Rey–Osterrieth figure was normal (34/36), but she scored 0/36 on a recall test after a 10-min delay. Her performance was impaired in tasks requiring statistical learning, the ability to extract regularities in the co-occurrence of items in sequences of shapes, syllables, scenes, or tones (Schapiro et al., 2014).

Thorough interviews with LSJ failed to show memory for even a single specific episode from her life before her illness. For example, she was unable to remember anything from her 10-year marriage including the day she married or was divorced, and even seemed uncertain as to whether she had ever been married. Gregory et al. (2014) found that her retrograde memory impairment extends across not only autobiographical and episodic memory, but also everyday general world knowledge and pre-morbid areas of expertise. Gregory et al. (2014) examined LSJ’s memory for a range of everyday general world knowledge domains, including company names for commercial logos, events associated with everyday songs (e.g., New Year’s with Auld Lang Syne), and commonly known facts about sports. LSJ performed far below the level of age- and education-matched controls in both cued recall and forced choice tests. She was also severely impaired relative to controls in tests of visual art and music knowledge, despite her extensive pre-morbid knowledge in those areas. She performed poorly in recalling or selecting the artists of famous paintings (e.g., Monet for Waterlilies), and she was unable to name the composer for any of the 61 clips from famous classical pieces (e.g., Eine Kleine Nachtmusik). When asked to choose the composer from three alternatives, she performed at chance.

Despite these broad and extensive memory impairments, many of LSJ’s musical abilities appear to be preserved. On the Montreal Battery of Evaluation of Amusia (Peretz et al., 2003), she scored in the normal range on all subtests except the memory test (see Table 2). In a task constructed to assess her knowledge of musical symbols, she exhibited difficulties in verbally naming key signatures (4/26 trials correct) and notes and rests according to their duration (e.g., “a quarter-note,” “a whole rest”; 12/24 and 5/16 trials correct, respectively), but was quite accurate at naming note pitches (88/96 trials correct), clefs (4/4 trials correct), the number of beats designated by note and rest durations (10/12 and 6/8 trials correct, respectively), and the pitches designated as sharps or flats by different key signatures (11/14). We are not able to determine whether her sight-reading or music performance skills are at her pre-morbid level, but when presented with sight-reading material on the viola at an easy to medium-level, she performs fluently and with expression. In performance, she exhibits no difficulty in understanding musical notation, either in the treble or the alto clef.

STIMULI, DESIGN, PROCEDURE, AND ANALYSES

Stimuli

To investigate LSJ’s ability to learn through performance, three novel pieces of viola music were composed (A, B, and C) in a semiclassical style. To make the three pieces as comparable as possible, care was taken to control for various factors that contribute to a piece’s complexity. For example, on a string instrument, a piece that requires frequent changes in hand position is considerably more difficult to sight-read than a piece that can be played throughout in first position. Similarly, it is important to control for the occurrences of specific musical events such as accidentals (sharps or flats outside the piece’s key signature) or double-stops (two notes played simultaneously on two strings), because such events add to the cognitive processing load during sight-reading and often are, as in the case of double-stops, technically more difficult to play than single notes.

Therefore, across the three composed pieces, the following factors were closely matched (see Tables 3 and 4): piece length (both in measures and individual notes), key signature, time signature, note durations, double-stops and their durations, accidentals, clef changes, notes played in each of two clefs (alto and treble), harmonics (notes played by barely touching the string with the left-hand finger), slurs (notes played under a single bow stroke) and type of notes within slurs, notes played using the fourth finger, anticipated string crossings, anticipated hand position changes, and the number of notes played in each of the two anticipated hand positions.

Table 3 | Number of notes by duration and clef in the pieces used in the experiment.
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Table 4 | Type and number of other musical events matched across pieces in the pieces used in the experiment.
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All three pieces were composed so that they could be played on the viola in their entirety in the first and third positions. The number of anticipated position changes was matched by assuming that a violist will play in first position unless forced to move, and by introducing across the three pieces the same number of high notes that cannot be played in first position on the highest string (thereby forcing the performer to move up to third position for these notes). As shown in Table 4, hand position changes were anticipated to occur four times in each piece, with the largest part of the composition assumed to be played in first position.

The number of string crossings and use of the fourth finger were matched by assuming that a violist will only cross strings when necessary and, in a passage of running eighth notes, will use the fourth finger instead of playing an open string. It was also assumed that the violist will use each finger to play only a certain note in a given position, and elect to use the fourth finger only for the notes assigned to it in that position.

Although homogenous in all these respects, the three pieces sounded distinct. Within the same key signature, Piece A focused harmonically on the D major pentatonic, Piece B on D major, and Piece C on B minor (the relative minor of D major, sharing the same key signature). The pieces were all composed to conform to general conventions of Western classical tonal music. That is, they contained no deliberate violations of typical expectations an experienced performer would have of tonal or harmonic structure, meter, phrasing, or fingerings (for the sheet music and computer software performances of all three pieces, see Supplementary Material).

Design and procedure

LSJ practiced playing two of the pieces on the viola in two different sessions during the same day: Piece A was practiced in Session 1, and Piece B in Session 2 (see Figure 2). Piece C was not practiced and therefore served as a control for the other two.
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FIGURE 2 | Two practice sessions were conducted during the same day, in which LSJ practiced two pieces on the viola. Piece A was practiced in Session 1, and Piece B in Session 2. LSJ’s performance on all pieces was evaluated at a tempo of 144 bpm in test trials before and after each practice session, and 14 days after practice.



During each practice session, LSJ completed 32 practice trials in which she played the material on the viola from the sheet music. The practice sessions were designed to model how a musician might rehearse a novel piece of music: the material was played at increasing tempos across a practice session, and included short segments as well as the whole piece.

In nine of the practice trials in each session, LSJ played the piece in its entirety at varying tempos controlled with a metronome: once at 96 bpm, once at 108 bpm, four times at 120 bpm, and three times at 144 bpm. Interspersed with the full-piece practice trials were 23 practice trials in which LSJ played short (4–9 bar) pre-specified segments of the piece at the different tempos. Each practice session lasted approximately an hour (62 and 69 min for sessions 1 and 2, respectively).

Test trials, in which LSJ played all three pieces in their entirety at 144 bpm, were administered immediately before and after each practice session and once again after a 14-day delay.

In all practice and test trials, LSJ was presented with sheet music and instructed to play it to the best of her ability, without interruption, and in time with the metronome. Before beginning, she was asked to play an unrelated piece from sheet music to warm-up. A professionally trained musician tuned LSJ’s viola before each practice session.

On each of her many encounters with a piece, LSJ showed no awareness of having seen the piece before. In fact, she made the same humorous remark related to the pieces’ title nearly every time she was presented with the sheet music, suggesting that she had no recollection either of having seen the sheet music before or of having made the same comment about it. Although LSJ generally performed the music willingly and seemed to enjoy playing, occasionally she expressed her discontent with being asked to play such difficult new material at a tempo she felt was too fast. She repeatedly indicated that she was playing the material for the very first time, even on the last test trials after repeated performances of all pieces. On these occasions, she was encouraged to do the best she could.

Since the time of her illness, LSJ has played the viola only occasionally. In the months prior to our study, she played for short periods several times per week, in the company of a family member.

Analyses

LSJ’s test trial performance was evaluated via two methods: note-by-note analyses and subjective performance ratings by experienced string players.

Note-by-note analyses. Two independent coders counted the number of individual notes LSJ played correctly with respect to pitch, relative rhythm, note duration, and metronome-dictated tempo. One point was awarded for every correctly played note, and zero points were given for notes in which any of the above aspects were incorrect. In pitch, notes were allowed to deviate from the written notation by one half of a semitone or less to be considered correct. In rhythm and tempo, notes played slightly ahead or behind the beat were scored as correct, but those more than a half-beat off or in a clearly wrong rhythmic pattern or duration were scored as incorrect.

One exception was made to the general scoring rule. As meter is temporally and hierarchically organized, a single rhythmic error can cause all subsequent notes to align incorrectly to the originally established meter, yielding a score of zero for all notes afterward. This occurs, for example, every time the performer misses or skips a beat, or plays an extraneous note. To avoid penalizing all consecutive notes because of a single error, coders identified the first run of four consecutive correctly played notes after such errors. This four-note run was used to establish a new meter with respect to the metronome, and coding was resumed from (and including) this four-note string. These four notes had to be correct in both pitch and rhythm and in synchrony with the metronome.

The coders were both skilled amateur musicians. The first coder was one of the authors (Jussi Valtonen), who was blind to test trial, but not to which pieces had been practiced. The second scorer was blind to both test trial and practiced pieces, and was otherwise not involved with the study. For all test trial performances, the two coders scored all notes in order from audio recordings of intact whole performances. The performances were scored in three blocks, with all test trials for one piece in one block. The order of the blocks and the order of test trial performances within each block were randomized for each of the two coders. Mean inter-rater reliability was 0.88 (0.87, 0.86, and 0.90 for Pieces A, B, and C, respectively). All discrepancies in coding were discussed and resolved between the two coders, and the resolved scorings were used for final analyses.

Subjective performance ratings. Subjective performance ratings were collected from six string instrumentalists, all blind to both test trial and to which pieces had been practiced. All raters were professional musicians or music students who had either the viola (n = 4) or the violin (n = 2) as their main instrument (mean number of years played 13.7; range 9–22). The raters were recruited from the Johns Hopkins Peabody Conservatory, where they pursued or had completed an undergraduate or graduate degree in viola or violin performance or had music as a minor subject. All raters reported prior experience in evaluating musical performances, either through formal music training, through teaching, or both.

The raters evaluated all LSJ’s test trial performances on a 1–5 scale according to four qualitative dimensions of musical performance. Based on previous research (Zdzinski and Barnes, 2002), we chose three dimensions that form separate factors in string performance ratings: (1) intonation, reflecting pitch accuracy and the degree to which the pitches sound correct in context (1 = most pitches are out of tune, 5 = virtually all pitches are accurate, with virtually no adjustments needed to fix them), (2) rhythm, reflecting the rhythmic accuracy of executed patterns and how accurately they match the sheet music (1 = most rhythmic patterns are incorrect, 5 = virtually all rhythmic patterns are accurate), and (3) tone, reflecting the quality of sound in the played notes (1 = sound is unfocused, making it difficult to discern many notes, 5 = sound is clear, focused, and warm virtually throughout). In addition, the musicians were instructed to evaluate the performance (4) overall, taking into account all relevant aspects of skilled musical performance (values 1–5 were left for the rater to specify).

Before evaluating LSJ’s performances, the raters were given the sheet music and familiarized themselves with the pieces by playing them on their own instrument. They also heard computer performances of each piece. Because the exact criteria and degree of precision required for an accurate performance are a matter of subjective opinion, and the relative weight given to expressive nuances will vary among raters, we attempted to calibrate different rating expectations before evaluations of test trials. To this end, the raters heard a recording of an error-free performance by LSJ of an unrelated song that she knows well. The raters were instructed to consider this performance as qualifying for a rating of 5 on the five-point scale.

Audio recordings of LSJ’s test trial performances were presented to each rater in three blocks, with all test trials of one piece in one block. The order of blocks and the order of trials within each block were randomized across raters.

All raters provided written informed consent. LSJ provided oral assent, and her legal guardian provided written consent for her. The study protocol was approved by the Homewood Institutional Review Board at Johns Hopkins University.

RESULTS

NOTE-BY-NOTE SCORES

Note-by-note scorings of LSJ’s viola performances showed that as expected, all three pieces were initially challenging for her to sight-read at the designated tempo. In her first test trial performances, before any pieces had been practiced, the mean percentage of correctly played notes across the three pieces was 29%, showing that the complexity of the sight-reading material clearly exceeded her capabilities at the requested tempo. Qualitatively, her performances in all trials included several temporal breakdowns and violations of the underlying beat, demonstrating that she was unable to maintain the expected temporal continuity in performance.

As all pieces were performed in five test trials, some improvement could potentially be expected to occur overall, merely as a function of repeated test trial performances and regardless of piece type. Learning effects resulting from training on Pieces A and B should be revealed by greater improvement for those pieces than for the unpracticed Piece C. In particular, we expected learning effects to be revealed by a positive linear trend that is larger for practiced than unpracticed pieces. In addition, we might also expect to see a quadratic trend, reflecting a plateauing of scores from Test Trial 4 to Test Trial 5, as no additional training took place over the delay.

To investigate potential learning in LSJ’s performance, we compared three critical trials: Test Trial 1, administered before any pieces had been practiced, Test Trial 4, administered on the same day after both target pieces had been practiced, and Test Trial 5, administered 14 days after practice (see Figure 2). Because potential learning effects were expected to be similar for both practiced pieces, the data were collapsed across Pieces A and B and compared to the unpracticed Piece C.

As shown in Figure 3, the targeted learning effects can be seen very clearly in these trials. Overall, the mean percentages of correct notes increased across pieces from 29% in Test Trial 1 to 61% in Test Trial 5. A repeated-measures ANOVA (2 piece types × 3 test trials) showed a significant main effect of piece type [practiced versus unpracticed; F(1,246) = 71.23, p < 0.001], a significant main effect of test trial [F(2,492) = 111.95, p < 0.001], and a significant interaction [F(2,492) = 19.58, p < 0.001]. For the main effect of test trial, there was a significant linear trend across trials [F(1,246) = 161.38, p < 0.001], reflecting an overall improvement in note scores from Test Trial 1 to 5. The quadratic trend was also significant [F(1,246) = 44.06, p < 0.001], reflecting the increase in note scores immediately after practice (between Test Trials 1 and 4) followed by plateauing across the 14-day delay (from Test Trial 4 to 5).
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FIGURE 3 | Mean proportion of correctly played notes in LSJ’s sight-reading performances on the viola before practice, after practice on the same day, and after a 14-day delay (Test Trials 1, 4, and 5, respectively). Results have been collapsed across the two practiced pieces, Piece A and Piece B. Error bars represent standard error of the mean.



Critically, the improvement in LSJ’s performance was more pronounced in the practiced pieces relative to the unpracticed piece in both the linear and the quadratic trends, F(1,246) = 43.66, p < 0.001 and F(1,246) = 3.95, p < 0.05, respectively. As can be seen in Figure 3, note scores improved after practice both for unpracticed and practiced pieces, but this improvement was larger for the practiced pieces. The learning was also retained during the 14-day delay: as shown in the figure, the note scores for Test Trial 5 stayed almost exactly at the level of Test Trial 4 for both practiced and unpracticed pieces, but were higher for practiced pieces (mean scores 70 and 43% for practiced and unpracticed pieces, respectively, in Test Trial 5). The scores for practiced and unpracticed pieces improved by 40 versus 17 percentage points from Test Trial 1 to 5, respectively.

The learning effects observed in the analyses are also apparent when we examine the results for the individual pieces on each test trial (see Table 5). After each practice session, the piece practiced in that session showed the largest performance improvement. After Session 1, in which Piece A was practiced, the note-by-note score improved by 27 percentage points for piece A, versus 18 and 19 percentage points for pieces B and C, respectively. After Session 2, in which Piece B was practiced, Piece B showed a 36 percentage-point improvement, versus a 24 percentage-point improvement for Piece A and a 6 percentage-point decline for Piece C. After a piece was practiced, performance on that piece remained relatively stable. For example, the note score for Piece A immediately after practice was 66%, and remained high (76%) 2 weeks later. Similarly, the score for Piece B was 70% immediately after practice, and 64% after 2 weeks. The sole exception to this pattern was LSJ’s poor score (35%) for Piece A on Test Trial 3 (the Session 2 pre-test immediately prior to practice on Piece B). On this particular trial, LSJ decided, either deliberately or by accident, to play most of the piece in half tempo, yielding a score of zero for all the corresponding notes. On the remaining test trials (Trials 4 and 5), her performance on Piece A was again much better (for a figure showing note scores on all three pieces in all test trials, see Supplementary Material).

Table 5 | Mean percentages of notes according to piece and test trial.
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SUBJECTIVE PERFORMANCE RATINGS

Learning of the practiced pieces was also evident in the subjective performance ratings by string players (Figure 4). Mean ratings of overall musical performance increased across all pieces from 2.72 before practice to 3.39 immediately after practice, and ratings of intonation, rhythm, and tone from 3.11 to 3.44, from 2.56 to 3.50, and from 3.17 to 3.44, respectively. As illustrated in Figure 4, effects of learning for the practiced pieces can be seen in the ratings in all four dimensions.
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FIGURE 4 | LSJ’s music performance on practiced and unpracticed pieces before and after practice on the same day and after a 14-day delay (Test Trials 1, 4, and 5, respectively) as evaluated by experienced string players. Performance was evaluated on a 1–5 scale separately for intonation (A), rhythm (B), tone (C), and overall (D). Results were collapsed across the two practiced pieces, Piece A and Piece B. Error bars represent standard errors of the mean.



As with note-by-note scores, the results were analyzed for the critical three test trials most comparable to each other, Test Trials 1, 4, and 5, with the data collapsed across the two practiced pieces. Separate repeated-measures ANOVAs (2 piece types × 3 test trials) revealed a significant main effect of test trial in all rating dimensions: intonation [F(2,10) = 9.07, p < 0.01], rhythm [F(2,10) = 6.52, p < 0.05], tone [F(2,10) = 6.49, p < 0.05], and overall ratings [F(2,10) = 8.72, p < 0.01], showing that performance ratings improved across test trials. The main effect of piece type (practiced versus unpracticed) was also significant for intonation [F(1,5) = 17.1, p < 0.01], tone [F(1,5) = 7.66, p < 0.05] and overall ratings [F(1,5) = 13.35, p < 0.05].

Most importantly, the interaction between piece type and test trial was significant in ratings of intonation [F(2,10) = 6.150, p < 0.05] and tone [F(2,10) = 10.181, p < 0.01], showing that practice had affected the ratings differently in the practiced pieces relative to the unpracticed piece in these dimensions. The interaction also approached significance in overall ratings [F(2,10) = 3.545, p = 0.069], but was not significant in rhythm ratings [F(2,10) = 1.746, p = 0.224]. For intonation and tone, ratings for the practiced pieces improved after practice and stayed the same or slightly declined over the 14-day delay, whereas ratings for the unpracticed piece showed less or no improvement and a marked decline over the delay [F(1,5) = 9.494, p < 0.05 and F(1,5) = 16.304, p < 0.01 for linear trend in practiced versus unpracticed pieces in intonation and tone ratings, respectively].

The pattern revealed by these analyses can also be seen in the ratings for the individual pieces on each test trial (see Table 6). After each practice session, the practiced piece showed the greatest improvement in ratings on each dimension, and thereafter showed better performance than the unpracticed piece.

Table 6 | Mean performance ratings for all evaluated performance dimensions according to piece and test trial.
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DISCUSSION

We examined the learning of novel pieces of viola music by a newly identified amnesic patient who has bilateral MTL damage involving near-complete destruction of the hippocampus. Despite her extreme anterograde amnesia and lack of recollection of having played the pieces, LSJ’s performance improved for two pieces after practice relative to an unpracticed control piece2. These performance improvements were evident both in detailed note-by-note analyses, and in string instrumentalists’ subjective ratings of whole-piece performances. Moreover, learning was apparent not only on the day of practice but also 14 days later. As LSJ has virtually no remaining hippocampal tissue, these results show that learning to perform new music can occur in the absence of the hippocampus. Although two previous studies have investigated music learning in patients with MTL damage, the underspecification of the patients’ hippocampal damage makes the implications unclear, as it is impossible to rule out the contribution of remaining hippocampal tissue to learning. To our knowledge, our study is the first demonstration that non-hippocampal structures alone can support learning for music performance through sight-reading.

That such a complex learning process is possible without the hippocampus is somewhat surprising, given that the hippocampus is essential for memory functions that likely contribute to the learning process in neurologically intact musicians. For example, prior research has shown that the hippocampus is critical for both single item and associative declarative memory (Squire et al., 2004), and is engaged during the implicit learning of temporal-motor sequences (Schendan et al., 2003; Robertson, 2007; Gheysen et al., 2010). While the hippocampus is important in the normal process through which music is learned, our results suggest that non-hippocampal structures also can play a critical role.

The contrast between the learning observed in this study and LSJ’s learning impairments in other tasks is remarkable: for example, LSJ fails to show statistical learning (Schapiro et al., 2014), which occurs largely automatically and implicitly in healthy adults (Kim et al., 2009). In the three experiments conducted by Schapiro et al. (2014), LSJ was passively exposed to visual shapes, spoken syllables, visual scenes, or auditory tones in sequences that contained temporal regularities. In contrast to control participants, she showed no ability to detect the regularities in any of the sequences. In addition, with regard to declarative memory, LSJ’s ability to acquire new information is minimal and requires massive training. When trained on six commercial logos and their corresponding company names and product categories, LSJ showed very little learning after 114 practice sessions, totaling nearly 30 h of training (Gregory et al., 2013). In comparison, the learning effects observed in the current study were achieved rapidly, with only an hour of practice for each of the two pieces. On the other hand, however, LSJ’s implicit learning abilities are not generally preserved for all music-related tasks: LSJ is also impaired at the MBEA incidental memory test (Peretz et al., 2003), a yes/no recognition task that probes familiarity for melodies presented in earlier tasks of the assessment battery. This finding, from a task that is arguably much simpler than the one used in the current study, suggests that LSJ’s profound learning deficits extend also to measures of implicit learning in music perception, and stands in contrast to the learning seen in the current music performance experiment.

LSJ’s learning of new musical pieces may be possible in part because musical performance is likely to draw on many different cognitive functions that may be supported by non-hippocampal structures, including those that were left intact after her illness. For example, learning new musical pieces might engage implicit learning mechanisms, which have been argued to be distributed across different brain regions (Reber, 2013)3. Playing an instrument requires processing information simultaneously from the visual, auditory, and tactile modalities and from sensory organs in muscles, tendons, joints, and skin (Sloboda, 1984; Palmer, 1997, 2006; Altenmüller and Schneider, 2009; Chaffin et al., 2009). The correct note sequences have to be executed in concert with emotional processing and considerations for esthetic and musical expression. Neurally, areas that could support these functions are likely to encompass much of the brain, ranging from regions related to basic visual object recognition and sensorimotor functions to several separate pathways projecting from the primary auditory cortices to various targets (Peretz and Zatorre, 2005; Zatorre et al., 2007; Altenmüller and Schneider, 2009). With regard to specific aspects of music performance, several cortical and sub-cortical regions have been implicated in prior research. For example, controlling timing has been linked to the cerebellum, basal ganglia, and the supplementary motor area, while controlling aspects of rhythm has been connected to the dorsal premotor cortex, lateral cerebellar hemispheres, and prefrontal cortex. The inferior frontal regions have been implicated with retrieval processes from long-term representations [for reviews, see Janata and Grafton (2003), Peretz and Zatorre (2005), Zatorre et al. (2007), and Levitin and Tirovolas (2009)]. Conceivably, the recruitment of such a wide range of interconnected cortical and sub-cortical neural functions could support LSJ’s new learning of musical pieces. Moreover, while virtually all of LSJ’s hippocampal tissue has been destroyed, some tissue remains in her MTL (i.e., 40–60% of tissue in parahippocampal, entorhinal, and perirhinal cortices), and it is possible that this remaining tissue is contributing to learning.

LSJ not only learned new musical pieces within the practice sessions but also showed retention of the learning over a 14-day period. This result raises the question of how long-term memories can be preserved in the absence of the hippocampus. Some types of implicit learning can be retained for remarkably long time periods even in amnesic patients, including those with hippocampal damage (Gabrieli et al., 1993; Hayman et al., 1993; Hamann and Squire, 1995; Corkin, 2002). However, previous work has also indicated that the hippocampus is important for how declarative memories are stabilized or otherwise remain accessible over time (Nadel and Moscovitch, 1997; Squire et al., 2004; Bontempi and Frankland, 2005; Nadel and Peterson, 2013), and that the hippocampus is involved in memory consolidation for implicitly learned temporal-motor sequences (Albouy et al., 2008, 2013a,b). Our results suggest that structures outside of the hippocampus can support at least some of the processes by which memory representations for music performance are retained over time. Future research will be needed to shed light on how this occurs.

While music performance has at times been described as a case of “procedural,” “non-declarative,” or “motor” learning, we argued earlier that the learning of new musical pieces for performance is likely to go beyond what Stanley and Krakauer (2013) refer to as improved motor acuity. The current study and its results would also seem to support this suggestion. For one, the pieces did not pose novel motor acuity challenges for LSJ – for example, through exceptionally inconvenient fingerings or atypical position shifts – but rather asked her to carry out well-learned movements associated with familiar notes (although in novel sequences). In contrast, the pieces did pose cognitive challenges: even after practice, there were frequent occurrences of temporal discontinuities such as interruptions, temporal breakdowns, pauses, hesitations, and violations of the underlying beat. As Drake and Palmer (2000) point out, pauses and other forms of temporal disruption are considered a measure of cognitive load, both in music production and in other complex sequence planning tasks such as speech. Thus, there was considerable room for improvement in LSJ’s ability to cope with the excessive cognitive load, and this – and not motor acuity – is likely where her learning occurred.

It is, of course, possible that LSJ also improved in motor acuity (for example, in the sequence-specific transitions between adjacent notes in these unique compositions), but this was not measured by our methods. Our methods focused on her acquisition of note accuracy, intonation, rhythm, and tone, and measured her ability to process written notation in order to execute the corresponding motor responses. In the note scores, notes counted as correct were as far as halfway between the correct and the adjacent pitch and therefore, notes counted as incorrect were very clearly off target or parts of long sequences she was not able to attempt to play at all. Her scores for correct notes increased from 30 to 70% on the practiced pieces, an improvement of more than 130%. Improved motor acuity may perhaps have helped move some very incorrectly executed notes to the zone of roughly correct, but it seems highly unlikely that such a large learning effect could be completely accounted for this way.

Many questions remain for future research concerning the specific cognitive and neural mechanisms underlying learning for music performance in LSJ and neurologically intact individuals. First, the current experiment did not assess one, specific cognitive ability, or even a collection of them that could be precisely specified. While many of the cognitive processes that underlie music performance have been identified in behavioral studies (e.g., Sloboda, 1985; Palmer, 2006), more theoretical and empirical work is needed to fully decompose the cognitive processes involved and their neural substrates. Second, we can ask whether neurologically intact violists with similar expertize would have shown more learning with the same amount of (non-standard) structured practice. Such research would speak regarding which aspects of learning can be supported by non-hippocampal structures and provide further ways to delineate the links between the cognitive and neural aspects of music performance. Third, a direct comparison of a hippocampal amnesic’s performances in non-musical motor learning (e.g., the SRT task) and in music performance would shed more light both on the role of the hippocampus in different contexts of complex motor learning and on the different cognitive-motor processes involved in these tasks. In addition, some authors have argued that while acquiring conscious memories of the learning episode depends on the hippocampus, the subjective feeling of familiarity is supported by perirhinal cortex (Corkin, 2002). LSJ’s apparent lack of awareness that the same musical material was being presented repeatedly in the practice and test trials suggests that she did not acquire a feeling of familiarity for the pieces, but it would have been interesting to collect familiarity judgments from her over the course of the study.
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1For two other related neuropsychological studies of music learning in which the role of the hippocampus was not investigated, see Fornazzari et al. (2006) and Baur et al. (2000).

2It should be noted that note scores also improved for the unpracticed piece, albeit less markedly than for the pieces targeted for practice. As LSJ was exposed to the unpracticed control piece five times in the course of the experiment, the results may reflect improvement through the same learning mechanism as with the practiced pieces, merely to a lesser extent.

3It is important to note that the broad term implicit learning can refer to many distinct processes. While many amnesic patients with hippocampal damage have shown normal or near-normal learning in several implicit learning and implicit memory tasks (Corkin, 1968; Reber and Squire, 1994; Stefanacci et al., 2000; Verfaelllie et al., 2012; Eichenbaum, 2013; Reber, 2013), the evidence is mixed. Implicit learning is not always intact in amnesic patients (Cohen et al., 1997; Curran, 1997; Channon et al., 2002), and at least some forms of implicit learning do seem to depend on the hippocampus (Chun and Phelps, 1999; Squire and Knowlton, 2000). Determining the precise contribution of the hippocampus for implicit learning processes is difficult because measures of implicit learning often also recruit explicit memory processes (Gabrieli, 1998). An exhaustive review of these findings is beyond the scope of this paper, as our goal was to investigate whether the hippocampus is necessary for the learning of new music.
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Effectiveness of music therapy as an aid to neurorestoration of children with severe neurological disorders
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This study was a two-armed parallel group design aimed at testing real world effectiveness of a music therapy (MT) intervention for children with severe neurological disorders. The control group received only the standard neurorestoration program and the experimental group received an additional MT “Auditory Attention plus Communication protocol” just before the usual occupational and speech therapy. Multivariate Item Response Theory (MIRT) identified a neuropsychological status-latent variable manifested in all children and which exhibited highly significant changes only in the experimental group. Changes in brain plasticity also occurred in the experimental group, as evidenced using a Mismatch Event Related paradigm which revealed significant post intervention positive responses in the latency range between 308 and 400 ms in frontal regions. LORETA EEG source analysis identified prefrontal and midcingulate regions as differentially activated by the MT in the experimental group. Taken together, our results showing improved attention and communication as well as changes in brain plasticity in children with severe neurological impairments, confirm the importance of MT for the rehabilitation of patients across a wide range of dysfunctions.

Keywords: rehabilitation, children, ERPs, music therapy, neurological disorders

INTRODUCTION

The rehabilitation of children with severe neurological disorders is an area of great current interest (Katona, 1989). Different therapies have been designed to enhance neural plasticity and thus promote recovery of function (Gordon and Di Maggio, 2012). A recent review of rehabilitation of children with acquired brain injury (Forsyth and Basu, 2015) argues that improved results might follow from “greater doses” of treatment that might produce more extensive compensatory brain plasticity. However, an alternative to simply increasing the amount of a specific intervention might be to enhance standard treatments by using different adjunct procedures. One such potential adjunct procedure might be Music Therapy (MT) (Bruscia, 1998). The basic idea is to use music interventions to improve non-musical abilities (e.g., social, academic, communication) that are deficient in individual patients (see Brown and Jellison, 2012). A recent comprehensive review of current studies, and of the impact of MT in neuropediatric settings, recommends MT for general use in a wide variety of disorders (see Yinger and Gooding, 2014).

Rather than simple exposure to music or “music listening” or even “music training” (playing a musical instrument), a more precise definition of the concept of MT is the use of music to modify brain processes by engaging the attention and interest of the subject and by confirmation of this engagement effect and its consequences. This concept of MT in neurological settings has been documented, standardized and given a neuroscientific basis by Thaut and Mcintosh (2010) and Thaut and Hoemberg (2014)—creating a field known as neurologic music therapy (NMT). The Rational Scientific Mediating Model (Thaut, 2005) provides a systematic epistemology for translational research in music and rehabilitation. Importantly, NMT protocols may be applied not only to adults but also to children with a wide spectrum of pathologies and neuropsychological impairments. The therapy described later in the article may be considered as a variant of NMT.

While there is considerable support for the efficacy of MT in specific childhood disorders, there are also a number of shortcomings in the field which question its more general application (see Mrázová and Celec, 2010). For example, the Cochrane Collection reviews of Randomized Clinical Trials (RCT) have shown a beneficial effect of MT on Autistic Spectrum Disorder (ASD) compared with a placebo treatment (Gold et al., 2006; Geretsegger et al., 2014). On the other hand, to the best of our knowledge there are few studies that have evaluated the “real world” effectiveness of MT for a wider range of neuropediatic disorders using appropriate behavioral and physiological outcome measures. The main objective of the current study is therefore to investigate whether MT can indeed be more widely applied to such disorders. In view of the widespread effect of music (listening or production) on different brain structures involved in cognitive, sensorimotor and emotional processing (Koelsch, 2009), we hypothesized that MT might produce greater beneficial effects than standard neurorestoration therapy alone.

An important issue in MT is to provide objective measures of changes in brain plasticity. In spite of growing neuroimaging evidence for the effects of music training on brain plasticity (Kraus and Chandrasekaran, 2010), music-evoked emotions (Koelsch, 2014), and reward value (Zatorre, 2013), there is a paucity of studies using these techniques in MT trials (Stegemöller, 2014). Indeed, most MT trials only record behavioral outcomes—an issue highlighted in a recent review that concludes that pediatric neuroimaging will play a major role in the future but requires further intensive study (Yinger and Gooding, 2014). Unfortunately, this objective is limited by the expensive, intrusive (and certainly not widely applicable) character of most neuroimaging methods.

A viable electrophysiological alternative for measuring brain plasticity is the family of Mismatch Responses (MMR)—the differential change of event related brain potentials (ERP) to “deviant stimuli” embedded in a sequence of “standard stimuli.” The MMR are very sensitive biomarkers both for normal processes and brain disorders (Näätänen et al., 2007, 2011; Lepistö et al., 2008; Kujala and Näätänen, 2010). The best known of the MMR is the “early Mismatch Negativity” (MMN) (Näätänen et al., 1978). However, the MMR family also includes a “late discriminatory negativity” (LDN) (Korpilahti et al., 2001) and a “positive mismatch response” (pMMR) (Dehaene-Lambertz and Dehaene, 1994). These ERP responses have been used in children to gauge brain maturation (Liu et al., 2014) and to study specific childhood neurological disorders. They are altered in specific language impairment (Bishop, 2007; Hommet et al., 2009), reflect risk of familial dyslexia (Maurer et al., 2003), and are even predictive of reading ability (Maurer et al., 2009). The MMN have been shown to change with musical training (François et al., 2013; Chobert et al., 2014; Putkinen, 2014) although, to the best of our knowledge, they have not been used to date to evaluate changes in brain plasticity during MT in neurorestorative settings.

Thus, the overall objective of the current research is to address two specific questions:

(a) Is MT, in addition to standard neurorestoration therapy, effective in producing further improvements in the cognitive performance of children with diverse and severe neurological disorders?

(b) Do ERP Mismatch Responses identify MT-specific changes in brain plasticity after therapy?

MATERIALS AND METHODS

Study Design

The study was a two-arm parallel group design in which a MT group (experimental) was compared to a control group. The overall design is shown in Figure 1. Both groups received a standard neurorestoration program (NRP) but the experimental group, as described below, received additional music therapy.
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FIGURE 1. Study flow chart.



Convenience sampling was carried out from a population of 252 patients admitted consecutively to the Neuropediatric Clinic at CIREN (www.ciren.cu) between January 2013 and July 2014 for neuro-rehabilitation treatment. It should be noted that all the children who were referred to the intensive rehabilitation program had significant problems in motor, cognitive, and, in particular communication, abilities (See Table 2)

The inclusion criteria were: participation in the standard NRP for at least 4 weeks; ages ranging from 3 to 12 years; having a preserved unilateral auditory response (recorded using Auditory Brainstem Responses) and written parental consent. The only exclusion criteria were the presence of a neurodegenerative disease. This resulted in a sample of 34 children, 25 that suffered from Static Lesions of the Central Nervous System of prenatal and/or perinatal origins expressed in the context of cerebral palsy and/or cognitive disorders and 9 other neurological disorders (two children with spinal cord lesions). Table 1 provides a full clinical and demographic details of the patients.

Table 1. Clinical characteristics of the samples.
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The MT treatment condition was carried out in a group therapy consisting with 4 children participating in each group. Assignment to the experimental group was therefore on the basis of order of arrival and availability of a slot for the MT group. All other children were assigned to the control group for neuro-restoration as usual (which was not a group therapy). This resulted in samples of 17 children (7 girls) for both the experimental and control group. We emphasize that a completely randomized subject allocation to the two treatment groups was not feasible, due to the choice of already mentioned convenience sampling. Nevertheless, the treatment allocation was concealed from the physician (AEP) in charge of initial interviews and obtaining parental consent and in accordance with RCT guidelines in MT (Bradt, 2012). In this study we employed only one music therapist at all times and who was blinded to the child's test results. The outcome assessors were speech and occupational therapists and the EEG technician who were responsible for measuring behavioral and physiological responses and all were blinded to the treatment group allocation of the patients. Furthermore, the assessors had no or minimal knowledge of the MT intervention, and carried out their evaluations in separate locations from one another and distant from the place where the patients underwent their therapeutic interventions.

During their first week at the hospital all patients received a multi-disciplinary evaluation and complementary examinations, such as EEG and structural imaging (1.5 T MRI), in order to establish a diagnosis and to propose individualized neurorestorative programs (Table 1). A comprehensive battery of standard psychometric and neuropsychological tests was employed to assess the neuropsychological impairments of patients according to their age and individual disabilities Progressive Matrices Test (Raven, 1938); Wechsler intelligence scale children WISC-r (Wechsler, 1974); Brunet-Lezine psychomotor scale (Josse, 1997); Children neuropsychological scale ENI (Rosselli-Cock et al., 2004). see Table 2 for the specific motor, cognitive, and language impairments from both groups.

Table 2. Summary of deficits of the samples.
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The important point for clinical trials is to show changes of the outcome measures between the control and experimental groups. Here is most relevant in view of the wide range of cognitive and physical deficits in the children studied. The sequential recruitment of patient's (convenience sampling) precluded a priori calculation of the equivalence of the treatment groups and therefore of the outcome baseline scores before treatment, as is recommended in Bradt (2012). Nevertheless, a posteriori, the groups were found to be equivalent in clinical, social and demographic characteristics as described in the first section of the results. This heterogeneity also shaped the selection of statistical procedures that emphasized the measurement of intra-subject changes. The test battery applied allowed a post-hoc comparison between treatment groups to assess whether there were any baseline differences. All children were also subjected to an initial evaluation including a behavioral questionnaire and an Event Related Potential study (ERP).

Neurorestorative Program (NRP)

Here we describe the standard Neurorestorative Program (treatment as usual) which is applied to all subjects, irrespectively of belonging to the experimental or control group. Children were involved 7 h per day in different therapies (motor, language, occupational, physical stimulation and neuropsychology) and each therapy session lasted for a minimum of 1 h. The timetable of the therapies varied according to each patient's needs although the NRP was administered for a minimum of 4 weeks after which a first post-therapy behavioral questionnaire was applied. Depending upon the patient's needs and availability, the therapy then continued for another 4 weeks after which a second behavioral questionnaire was applied. In all cases a final ERP evaluation was carried out at the end of the therapy period (i.e., either 4 or 8 weeks).

While children in the control group did not receive any extra activity equivalent to MT, they were given more of the standard NRP instead.

Music Therapy (MT) Protocol

We designed a specific MT protocol named Auditory Attention plus Communication which involved children listening to different musical excerpts and focusing their attention on specific aspects of the music (e.g., changing melody dynamics, rhythmic patterns). Two basic procedures in the Auditory Attention plus Communication therapy were designed to stimulate either sustained or selective attention. In the sustained attention procedure the child was required to throw a ball to another child in synchrony with changes in musical cues. In the selective attention procedure the child was required to focus on one instrument and ignore the others. The procedure manual for this protocol is provided in the Supplementary Material and is closely related to a standard Neurological Music Therapy Protocol described by Thaut and Hoemberg (2014) named “Musical Attention Control Training” (MACT).

Thus our protocol Auditory Attention plus Communication was designed to increase the levels of sustained and selective attention and verbal and nonverbal communication between children with diverse neurological disorders, using therapeutic games based on the properties of music and the benefits of group interactions. This is why the procedures were implemented as structured games and exercises for groups of children. Importantly, all actions were guided by the therapist and modulated by feedback on task performance. The responses requested from each child varied according to their level of disability. When the child had an upper limb impairment, he/she was requested to move another part of the body (head or shoulders) to signal a response to the music. They were then assisted to complete the task. A minority of children with severe mental retardation or impaired understanding were also helped to complete the task, but their effective engagement was evaluated using performance, rhythm and melody scales described in the procedure manual (Appendix 4 in Supplementary Material). To be considered as engaged, the child had to score more than 3 points on each of the scales. As described in results only three children scored 2.

Four different sequences of musical excerpts (each 1–2 min long) were prerecorded and each was used in different sessions to avoid habituation. The use of short excerpts rather than complete musical pieces was found to be more effective for maintaining attention in these type of children as determined by a pilot trial conducted in the same clinical settings (April to July 2012) with a sample of 17 pediatric patients (not included in this study). This pilot study also suggested that musical excerpts were best presented to a group of 4 children in a quiet, dedicated room, using a computer and external speakers. These musical pieces had different characteristics regarding rhythm, melody, intensity and timber. The complete list of excerpts can be found in the Procedure Manual.

In the present trial the Auditory Attention plus Communication protocol was applied in 10 min sessions immediately before the standard speech and occupational therapies, three times a day and on 3 days per week over 4 or 8 weeks depending on the duration of therapy. This resulted in a total of 36 sessions of MT (360 min) being given after 4 weeks and 72 sessions of MT (720 min) after 8 weeks.

One certified therapist (KMM) was in charge of administering the MT to all the children involved in the protocol.

Behavioral Outcomes

In order to explore a wide range of behavioral outcomes we designed a special purpose questionnaire that incorporated several different well established procedures. All items were scored on a 5 point Likert scale (1 = no reaction to 5 = relevant) and were completed by the occupational and speech therapists. The instrument was constructed by selecting items from standard and validated behavioral questionnaires that were most likely to reveal improvements in the motor, social, emotional, and cognitive domains: the MacArthur-Bates Communicative Development Inventories I and II, (Jackson-Maldonado et al., 2003); IDEA: inventario de espectro autista (Riviere, 2004); CUMANIN, (Portellano Perez et al., 2000). To keep the number of questions down to a manageable level, 5 experts selected by consensus a total of 23 items. A draft version of the questionnaire was explored during a previous pilot study. The reliability and validity of the final instrument (Appendix 1 in Supplementary Material) was assessed by means of multivariate item response theory (MIRT), using a “latent” variable (neuropsychological status) where each item was examined separately (see Data Analysis section).

Even though the therapists who completed the questionnaire knew about the existence of the MT program, they were blind to whether the children were in the experimental or control groups. There was no attempt made to guarantee that the same evaluator was used for any given patient. Importantly, this potential confound was incorporated in the statistical model described below where a random factor was included to control for evaluator variability.

ERP Mismatch Paradigm

The ERP Mismatch Paradigm consisted in presenting a sequence of syllables (Consonant-Vowel structure) with the syllable “Ba” serving as a standard stimulus and deviant stimuli were vowel frequency, vowel duration and Voice Onset Time (VOT; the syllable “Pa”). The standard stimulus “Ba” had a fundamental frequency (F0) of 103 Hz, vowel duration of 208 ms and VOT of 70 ms, resulting in a total stimulus duration of 278 ms For frequency deviant syllables, the F0 of the vowel was increased to 155 Hz using Praat v 4.0 software (Boersma and Weenink, 2001). For duration deviant syllables, vowel duration was shortened by 75 ms using Adobe Audition resulting in a total syllable duration of 203 ms. Finally, for VOT deviant syllables the VOT was 70 ms shorter than for the standard syllable for a total duration of 208 ms.

Frequency, duration and VOT deviant syllables were semi-randomly intermixed with standard syllables (at least one standard syllable between the deviant ones) within the auditory sequence, with a fixed Stimulus Onset Asynchrony of 600 ms. A total of 920 stimuli were presented binaurally with 76% standard and 8% for each type of deviance. All stimuli were presented within a single block that lasted for 8 min.

The mismatch responses were obtained from EEG recorded continuously at a sampling rate of 200 Hz using a MEDICID IV amplifier system (Neuronic, Cuba) from 19 active Ag-Cl electrodes at standard positions of the International 10/20 System (Jasper, 1958): Fp1, Fp2, F7, F8, F3, F4, C3, C4, T5, T6, T3, T4, P3, P4, O1, O2, Fz, Cz, Pz, and nose. Data were filtered with a band-pass filter of 1–30 Hz (12 dB/oct) and transformed off-line to the Laplacian or current source density montage (Pascual-Marqui et al., 1988).

During EEG recordings, children were told to watch a silent movie without paying attention to the sounds that were presented through their headphones.

Ethical Safeguards

This study was carried out with the full support and supervision of the hospital and was approved by the hospital ethical committee. The project was conducted in accordance with the Declaration of Helsinki for the protection of the rights of human subjects. Parents of children included in the study were informed in detail of the procedure and music therapy program and signed an informed consent form.

DATA ANALYSIS

Behavioral Analysis

In accordance with recommended best practice for constructing outcome measures for neurological clinical trials, we employed Multivariate Item Response Theory (MIRT) to select informative items and to combine them into summarizing scores (Hobart et al., 2007). Potentially several outcome measures may be obtained from a given set of behavioral tests. Each outcome measure is a summarizing statistic obtained by selecting certain items from the complete set of behavioral tests, and adding them up each multiplied by a weight reflecting their importance for the outcome being probed. Thus the profile of items selected and weights chosen characterize each outcome as a latent variable designed to be independent of the evaluator, independent of the specific test items used in its construction, and robust against chance fluctuations in score recording (Fox, 2010). We must stress that MIRT finds optimal weights by means of a type of nonlinear principal component analysis. A more complete technical description of MIRT is contained in Appendix 2 in Supplementary Material.

Once the outcome measures are obtained, MIRT allows the application of mixed ANOVA (random + fixed) effects analysis of variance techniques to the underlying factors to query whether the proposed treatment actually affects the outcome measures.

In order to apply MIRT, the data from the behavioral questionnaire was arranged in a data matrix in which each observation (row) consisted of the scores for the 23 items. A separate row was used for each testing “Session” [Time0 = baseline, Time1 = 4, and Time2 = 8 weeks (if applicable)] and for each type of therapist (speech or occupational).

For the behavioral data, we addressed three statistical questions:

1. What is the adequate number of outcome measures that describe the variability of the behavioral data? One and two factor models were calculated using the mirt procedure (from the MIRT package) and the Bayesian Information Criteria (BIC) (Luo et al., 2013) measure was used to select between these models.

2. What items in the questionnaire contain useful information? This was decided on the basis of their factor scores (discriminatory power). Only high scoring items were retained for further analysis. Furthermore what is the interpretation of the outcome measures obtained by MIRT?

3. Was there a significant effect on outcome measures specific to MT? An ANOVA mixed-model including only the “Session” main effect and the interaction “Group by Session” analysis assessed this effect of therapy. The fixed effects considered were: Session (moment of evaluation) taken as a continuous regressor and Group: (experimental vs. control). The random effects considered were: Subjects (in a repeated-measures design) and Evaluators (different therapists).

MMR Analysis

The EEG was recorded from a subset of 24 children (12 out of 17–5 girls and 7 boys—in each group) in both the experimental and control groups (the first 12 rows in Tables 1A,B respectively). Children who required anesthesia for the initial EEG recordings (Time 0) were not included in the subsequent ERP analysis. Demographical and clinical characteristics did not differ significantly between the treatment groups for this subset of children. ERPs were recorded from all 24 children before (Pre-treatment) and after therapy (Post-treatment -either after 4 or 8 weeks), as indicated in Tables 1A,B, column 4. In order to take into account the duration of therapy for each child this variable was included as a covariate in all statistical analyses.

EEG recordings for each subject were segmented into trials from 100 ms before the stimuli (standard or deviant) to 500 ms. Artifact removal was carried out using the EEGLAB Matlab Toolbox (Delorme and Makeig, 2004) (http://sccn.ucsd.edu/eeglab/) as described in detail in Appendix 3 of Supplementary Material. The whole process resulted in sets of trials for each Session (pre/post therapy) and type of Stimulus (standard/deviant) with a range of 492–704 trials for the standard stimulus and a range of 48–72 for each type of deviant stimuli, with a total of 640–920 trials per subject.

The statistical analysis of the MMR response comprised the following steps:

1. Calculation for each individual of the Mismatch Response (MMR) computed as the average of deviant stimuli minus the standard stimuli for each session separately (Pre and Post).

2. Calculation for each individual of the Post- minus Pre-MMR i.e., the “MT difference MMR.”

3. Test for the “MT-specific effect” on the MMR by comparing the treatment difference MMR of the experimental and control groups. This was done by means of both a t-test as well as an ANCOVA analysis using duration of therapy (4 or 8 weeks) as a covariate. The latencies of MT specific effects were of particular interest.

4. Identification of the brain sources of MT-specific MMR effects. The LORETA procedure (Pascual-Marqui et al., 1994) was used to estimate EEG sources for each individual at significant MMR latencies. The significance of “MT-specific source effects” was independently verified by means of permutation techniques (Nichols and Holmes, 2001), and the anatomical locations of the sources were identified according to the AAL atlas (Automated Anatomical Labeling of Activations) (Tzourio-Mazoyer et al., 2002).

Steps 1–3 were carried out using a Mass Univariate approach (Groppe et al., 2011) as implemented in the LIMO (LInear MOdeling) Toolbox for Matlab (Pernet et al., 2011) http://www.gnu.org/software/octave/). LIMO carries out statistically robust (resistant to outlier) procedures by computing thresholds using an empirical distribution function based on 1000 bootstrapped samples and the use of Least Trimmed Squared (LTS) estimates. Finally, thresholds to deal with multiple comparisons were obtained by using the one dimensional temporal clustering correction. Step 4 was carried out with in-house software.

RESULTS

Equivalence of Treatment Groups at Baseline

Since the creation of the control and experimental groups was not guaranteed to be completely random, we did a post-hoc analysis to determine whether the major characteristics of both groups were homogenous. Mann-Whitney U tests were used to test for group differences. Results showed that the mean ages of the children in the two groups were not significantly different (6.83 ± 3.22 and 7.71 ± 3.94 years for the experimental and control groups respectively, p = 0.44). Family socio-economic background (assessed by income), as well as parental educational level (assessed by years of schooling), were also not significantly different (p = 0.91 and p = 0.96 respectively). There were also no differences in the neuropsychological impairments described in Table 2 between both groups. This was tested with a generalized linear model analysis (p > 0.87).

MT Therapy Application

Compliance to the MT protocol was 100%. Of the 17 children that received MT treatment 14 scored more than 3 on each of the engagement scales. The other 3 children scored 2 but we decided to include them to avoid any bias in the statistical analysis.

Behavioral Results

Regarding the number of outcome measures, we found that only one outcome measure was necessary to describe the variability of the behavioral questionnaire. Since the questionnaire was constructed so that increasing scores reflected more wellbeing, the predominantly positive factor scores F1 (shown in Table 3) indicate that the outcome measure may be considered as the overall Neuropsychological State (NPS) of the children. Emphasizing, the statistical analysis provided by MIRT supported the usefulness of only one outcome measure.

Table 3. Factor scores F1 for each item.
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We next examined the usefulness of the items included in the initial behavioral questionnaire. Inspection of Table 3 shows two clusters, one with values of F1 < 0.80 and the other one with values of F1 > 0.80. Only the later were kept for further analysis (13 out of 23 items). The rationale for this selection was that by using the discrimination and offset parameters to determine the factor score it is possible to further evaluate the actual discriminatory power of each item. As can be seen from Figure 2 (left), items with the best discrimination power have higher estimated probabilities for extreme (1 and 5) than for intermediate values on the Likert scale. By contrast, items with low factor scores (Figure 2, right) do not show clear differences between the 5 levels of the Likert scale. It is important to point out that the selection criteria based on high factor scores is geared toward picking items that show clear separation of probabilities between the different levels of the Likert scale, and not between the two groups (control vs. experimental), since responses for all children were included in this analysis. Table 4 shows the discrimination and intercepts for the 13 questionnaire items selected.
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FIGURE 2. Item discrimination profiles for two items. The curves depict the probabilities of scoring a response at level l for item j: Pj, 1(θ). The profiles on the left are those of item 16 (Spontaneous Non Verbal Communication with other Children) for which each level of the Likert scale responses exhibits good discrimination between scores. We highlight the probability density curve for the 4th level of this item and indicate both the discrimination and the intercept for this curve. The profiles on the right are those of item 3 (Sleepiness) which elicited highly unreliable scoring from the evaluators.



Table 4. Discrimination αj and intercepts for each Likert score.
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It should be noted that the most frequent items were those measuring communication and interaction with other children.

In order to have an independent statistical validation of the existence of only one factor we explored the intrinsic dimensionality of the behavioral data by mapping all items onto a low dimensional space for visual inspection. The technique used for this purpose was that of Laplacian Eigenmaps representation (Belkin and Niyogi, 2002) which essentially compresses the 13 dimensional data points (one dimension item) for each subject and time of examination into only three dimensions but preserving the distances between individuals. The resulting plot (Figure 3A) shows that all data points are all essentially concentrated around a straight line. This constitutes an independent statistical validation of the fact that a single outcome score (F1) for children is adequate.
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FIGURE 3. Intrinsic dimensionality of the behavioral data. (A) Scores for the 13 scores with good discrimination for all subjects are shown, plotted on the first 3 dimensions of the Laplacian Eigenmaps representation (Belkin and Niyogi, 2002). Note that the scores are all concentrated around a straight line indicating that a single outcome score (F1) for children is adequate. (B) Differences between post—pre scores (Delta F1) for the outcome measure (Neuropychological status) F1 shown for children from the control and experimental group. Note that the experimental group has, on the average, higher scores. Tables 3, 4, 5 substantiate the statistical significance of this graph.



Possession of the factor scores allows examining the differences between post—pre conditions for this outcome measure, which we term Delta F1, which reflects improvement or decrease of the Neuropychological status. In Figure 3B the delta F1 are shown for children from the control and experimental groups. Note that the experimental group has, on the average, higher scores, indicating a definite effect of music therapy. We now substantiate the statistical significance of this graphical output by carrying out the appropriate mixed effects ANOVA to control for possible confounding factors.

Toward this end, the 13 remaining questionnaire items, were subjected to an ANOVA. There was no difference at baseline between the two groups in spite of the convenience sampling, supporting the validity of testing for effectiveness. Inspection of the ANOVA results (Table 5) shows that both a main effect of Session and a Group × Session interaction are highly significant.

Table 5. ANOVA table for fixed effects of Session and Session:Group interaction.
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The main effect of Session confirms a general beneficial effect of the Neurorestoration program applied to both groups. Importantly, the interaction between Group and Session indicates a differential effect of Musical Therapy compared with standard Neurorestoration therapy alone. In fact this differential effect is quite strong since the slope of the MT group (z = 12.614, p < 0.001) is nearly twice that of the control group (z = 6.84, p < 0.001).

ERP Mismatch Response Results

Figure 4 shows the distribution of significant t-test values for the specific effect of MT on the MMR. These evidence a clear effect at the Fz derivation in the latency range of 308–400 ms, with a peak at 351 ms.


[image: image]

FIGURE 4. Specific music therapy treatment effect on the mismatch response. (Left) Plot of MT treatment effect for each EEG derivation (y axis) and time (x axis). The t-values are thresholded at the uncorrected univariate for p = 0.01 level. (Right top) Topography of the t statistic at the most significant time point. (Right bottom) the t waveform for the most significant derivation (Fz). Highlighted with circles is the time interval for which the t-tests correction for multiple comparisons was significant. The dashed line for the t waveform indicates the maximum significance at 351 ms.



Further details about MT specific changes at Fz are provided in Figure 5 which shows the means of several contrasts and their 95% confidence intervals. The baseline MMR for the experimental and control groups did not differ significantly (Figure 5A) whereas the post-MMR (Figure 5B) shows the same type of changes as in the treatment specific comparison of Figure 4. We ruled out possible bias with therapy duration (4 vs. 8 week) with an ANCOVA (not shown) including the duration of therapy as a covariate. Figure 5C shows the post-pre contrast, once again confirming the time range of 308–400 as containing the discriminative ERP changes.
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FIGURE 5. Means and standard deviations of mismatch responses (MMR) at the Fz derivation. (A) Baseline MMR for the Control (blue) and MT groups (red). (B) Post-treatment MMR for the control and MT groups. Highlighted with a circle is the interval where the t tests survived correction for multiple comparisons. The dashed line indicates maximum significance. (C) Post-Baseline treatment MMR. Circles and dashed lines as in (B).



Source analysis of the MMR identified two specific regions (at the latency of 351 ms) that significantly increase activity when MT is given in addition to standard neurorestoration therapy (p = 0.041). These regions were the right prefrontal cortex and the bilateral medial cingulate cortex (Figure 6).
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FIGURE 6. Sources localization of the music therapy specific mismatch responses. The one sided t-test of LORETA images plotted on the MNI brain template identifying significant activation in the midcingulate (bilateral) and prefrontal cortex.



DISCUSSION

Our results support an affirmative response to both of our main research questions. Firstly, we provide evidence for the effectiveness of MT in addition to standard neurorestoration therapy in real world situations. Secondly, we also demonstrate MT-specific changes in brain plasticity as reflected by enhanced Mismatch Responses. We now discuss these two results in more detail.

Effectiveness of MT in Neurorestoration Settings

The results with the MIRT analysis show highly significant effects that are specific to the addition of the “Auditory Attention plus Communication” MT protocol to the standard neurorestoration therapy. It can be argued that the between-group differences reported here reflect the influence of having an additional therapy independent of its content (i.e., the effects are not specific to the MT program). While the constraints imposed by the clinical settings did not allow us to include a control group with another therapy that would be as motivating for the children as MT, the present results show that adding MT to the standard neurorestoration program is more beneficial to the children than having more of the standard restoration program alone. This supports our conjecture that rather than a “greater dose” of a specific neurorestoration therapy as advocated by Forsyth and Basu (2015), a different type of therapy can also have an enhancing effect.

When reviewing prior studies we noted that these refer to efficacy of MT in specific pathologies. An example is the efficacy of music therapy with autistic children as reviewed by Geretsegger et al. (2014). In contrast we have demonstrated here MT's effectiveness in a real world setting across a heterogeneous patient sample. This is probably due to the use of the MIRT analysis, a more powerful statistical procedure than conventional approaches based on the analyses of summarized scores and without detailed analysis of the contribution of each questionnaire item.

The purpose of this protocol is to facilitate training in other nonmusical domains, such as attention and communication. It is therefore interesting to note that most of the items that describe the improvement of neuropsychological status are precisely those that measure these domains. This is consistent with work that shows music training enhances perceptual (auditory) and cognitive (attention, short-term memory and executive) functions as well as sensori-motor associations (see Janata et al., 2002; Kraus and Chandrasekaran, 2010; Besson et al., 2011; Schellenberg, 2011; Rodriguez-Fornells et al., 2012). Music training also stimulates brain plasticity in several brain regions (Münte et al., 2002). Moreover, the MT program clearly enhances children's motivation and social behavior, thereby accounting for the specific improvements in communication, cooperative behavior and awareness of other children (see Koelsch, 2014 for a review of the effects of music—evoked emotions on the brain). In summary, we surmise that MT promotes brain changes in areas related to both attention and emotional responses with a consequent influence on communication and social interactions. We will now discuss support for this hypothesis from our current electrophysiological findings.

Brain Plasticity Changes in MT Reflected by ERP Mismatch Responses (MMR)

We found that the ERP MMR response is sensitive to MT, which is not surprising in view of previous ERP studies related to music training. The best known of the MMR family is the classical “early negativity” first identified by Näätänen et al. (1978). Related to this classical response, Chobert et al. (2014) showed that musical training increases the classical early negative MMN reflecting pre-attentive training.

In contrast the responses we found rather than being of the classical type are of the “late” MMR type described by Korpilahti et al. (2001) and the “positive” MMR type as described by Dehaene-Lambertz and Dehaene (1994). Related to this type of response Putkinen (2014) showed in a longitudinal study that musical training in healthy children enhances later attention-related functions with corresponding positive MMR changes. All the studies cited are with healthy children and only referred to topographic localization, which is brain activity reflected on the scalp. This kind of measure is difficult to relate to brain regions engaged in the response to MT.

For this reason, we further analyzed the MMR responses in order to identify the brain areas that might generate the observed MT-specific effects. The two areas identified using LORETA are consistent with the neural systems we designed to be influenced by the Auditory Attention plus Communication therapy:

1. The medial cingulate cortex is a caudal “cognitive” division of the anterior cingulate cortex defined by Bush et al. (2000) which sends projections to the lateral prefrontal cortex. It is a component of a distributed attentional network activated by cognitively demanding tasks (e.g., Stroop, flanker tasks) and which is also involved in performance monitoring, mismatch detection and feedback processing (Bush, 2009; Shackman et al., 2011). This area is also involved in processing and perception of pain, emotion, stimulus salience, action-reward associations, and premotor functions among others (Rushworth et al., 2007).

2. The prefrontal areas are particularly associated with cognitive functions (attention, working memory) and the dorsolateral prefrontal cortex is activated during tasks requiring executive function (Kane and Engle, 2003), e.g., regulation of encoding, strategy selection, and manipulation and retrieval of information. Park et al. (2014) have also reported that neuro-affective processing of sadness and fear are modulated by musical training in right frontal regions.

To our knowledge this is the first study that shows brain plasticity induced by MT in neurologically compromised children using electrophysiological source reconstruction analysis.

Limitations

While the results presented are encouraging there are a number of points which must be improved to sharpen the interpretation of these results. In the first place a larger study with effective randomization is required which can be designed on the basis of this study. The statistical analysis was carried out separately for behavioral outcomes with MIRT, and MMRs with the general linear model. These two types of responses should be analyzed in a common framework. For this purpose work is in progress to match individual MMR and behavioral outcomes. Also, even when the source localization of the MMR suggested functionally meaningful areas, they must be verified by other techniques with higher spatial resolution such as fMRI. Finally, the analysis of brain activity should not be limited to the detection of activation but would benefit by the identification of the neural networks involved by means of connectivity analysis (Valdes-Sosa et al., 2011). The actual involvement of the brain areas proposed and the effect on emotion and communication must, of course, be subject to an intervention trial.

CONCLUSIONS

We have confirmed the effectiveness of a protocol for music therapy in addition to standard neurorestoration therapy as reflected in non-music performance outcome measures. The therapeutic effects of MT were demonstrated by improved attention and communication across a range of neurologically impaired children. Moreover, the ERP mismatch paradigm used evidenced differential changes in brain plasticity that were specific to MT and occurred at later latencies. This study can help to diminish the large “gap of evidence regarding the neurophysiological changes associated with applying the music as therapy” called for by Stegemöller (2014). Larger and completely randomized studies are warranted.
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Intact brain processing of musical emotions in autism spectrum disorder, but more cognitive load and arousal in happy vs. sad music
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Music is a potent source for eliciting emotions, but not everybody experience emotions in the same way. Individuals with autism spectrum disorder (ASD) show difficulties with social and emotional cognition. Impairments in emotion recognition are widely studied in ASD, and have been associated with atypical brain activation in response to emotional expressions in faces and speech. Whether these impairments and atypical brain responses generalize to other domains, such as emotional processing of music, is less clear. Using functional magnetic resonance imaging, we investigated neural correlates of emotion recognition in music in high-functioning adults with ASD and neurotypical adults. Both groups engaged similar neural networks during processing of emotional music, and individuals with ASD rated emotional music comparable to the group of neurotypical individuals. However, in the ASD group, increased activity in response to happy compared to sad music was observed in dorsolateral prefrontal regions and in the rolandic operculum/insula, and we propose that this reflects increased cognitive processing and physiological arousal in response to emotional musical stimuli in this group.
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INTRODUCTION

Music is highly emotional; it communicates emotions and synchronizes emotions between people (Huron, 2006; Overy, 2012). The social-emotional nature of music is often proposed as an argument for why music has sustained such prominence in human culture (Huron, 2001; Fitch, 2005). Indeed, people spend quite a large amount of their time listening to music. A recent Danish survey found that 79% of people between 12 and 76 years listened to music more than 1 h daily (Moesgaard, 2010), and when people are asked why they listen to music they consistently say that it is because music induces and regulates emotions (Dubé and Le Bel, 2003; Rentfrow and Gosling, 2003). Processing of emotional music is found to engage limbic and paralimbic brain areas, including regions related to reward processing (for reviews see Koelsch, 2010; Peretz, 2010; Zald and Zatorre, 2011). However, not everybody experience and process emotions in the same way. For instance, people with autism spectrum disorder (ASD) are often found to be impaired in recognizing, understanding and expressing emotions (Hobson, 2005).

ASD is a complex neurodevelopmental disorder characterized by difficulties in social and interpersonal communication, combined with stereotyped and repetitive behaviors and interests (APA, 2013). Despite somewhat conflicting findings, studies indicate that people with ASD have difficulties identifying emotions from facial expressions (Boucher and Lewis, 1992; Celani et al., 1999; Baron-Cohen et al., 2000; Philip et al., 2010; see however Jemel et al., 2006), affective speech (Lindner and Rosén, 2006; Golan et al., 2007; Mazefsky and Oswald, 2007; Philip et al., 2010; see however Jones et al., 2011), non-verbal vocal expressions (Hobson, 1986; Heaton et al., 2012) and body movements (Hubert et al., 2007; Hadjikhani et al., 2009; Philip et al., 2010). These difficulties in emotion recognition are associated with altered brain activations in people with ASD compared to neurotypical (NT) controls, i.e., with less activation in the fusiform gyrus and amygdala when viewing emotional faces (Critchley et al., 2000; Schultz et al., 2000; Ashwin et al., 2007; Corbett et al., 2009), and abnormal activation of superior temporal gyrus (STG)/sulcus and inferior frontal gyrus when listening to speech (Gervais et al., 2004; Wang et al., 2006; Eigsti et al., 2012; Eyler et al., 2012). Accordingly, it has been suggested that people with ASD do not automatically direct their attention to emotional cues in their surroundings, but instead tend to perceive emotions more analytically (Jemel et al., 2006; Nuske et al., 2013).

It has previously been advocated that general social-emotional difficulties could make people with ASD less emotionally affected by music and less able to recognize emotions expressed in music (Huron, 2001; Levitin, 2006). Nonetheless, anecdotal reports dating all the way back to Kanner's (1943) first descriptions of autism seems to suggest quite the opposite, namely, that people with autism enjoy listening to music, become emotionally affected by music, and often are musically talented. Behavioral studies have shown that people with ASD process musical contour and intervals just as well as NT individuals (Heaton, 2005), and that they display superior pitch processing (Bonnel et al., 1999; Heaton et al., 1999; Heaton, 2003) and pitch memory (Heaton, 2003; Stanutz et al., 2014). Interestingly, behavioral studies have shown that children and adults with ASD correctly identify a wide range of emotions in music just as well as NT individuals (Heaton et al., 2008; Allen et al., 2009a,b; Caria et al., 2011; Quintin et al., 2011). A qualitative study by Allen et al. (2009b) found that adults with ASD listened to music as often as people without ASD, and when asked why they listened to music, they reported being emotionally affected by the music and feeling a sense of belonging to a particular musical culture. Moreover, Allen et al. (2013) recently showed that physiological responses to music are intact in people with ASD, despite a lower verbal responsiveness to music in this group.

Only one brain imaging study of processing of musical emotions in ASD has been published to this date. Caria et al. (2011) scanned 8 adults with Asperger's syndrome (AS) while listening to excerpts of classical and self-chosen musical pieces. Emotion ratings of valence and arousal showed no difference between the two groups. Their main neurobiological finding was significant activations of a variety of cortical and subcortical brain regions, including bilateral STG, cerebellum, inferior frontal cortex, insula, putamen and caudate nucleus, in response to emotional music, which were common for the ASD and NT group. Yet, between-group comparisons revealed less brain activation in individuals with AS relative to NT individuals in response to both happy and sad music. For happy music, AS individuals showed decreased brain activation relative to NT individuals in the right precentral gyrus, supplementary motor area and cerebellum. When comparing self-chosen favorite happy music with standard happy music the ASD group showed decreased brain responses in supplementary motor area, insula and inferior frontal gyrus compared to the NT group. For sad music, individuals with AS showed decreased brain activation in precentral gyrus, insula and inferior frontal gyrus. Taken together, Caria et al. (2011) concludes that the most prominent difference between the two groups is the decreased activation of left insula in individuals with AS relative to NT individuals during processing of emotional music. This difference might be explained by higher levels of alexithymia (Fitzgerald and Bellgrove, 2006; Bird et al., 2010), an inability to identify and describe feelings, in the AS group compared to the NT group. This study is important in that it is the first to directly investigate the neural processing of emotional music in individuals with ASD. However, the study is limited by a fairly small sample size and it is not apparent if the ASD and the NT group were matched on IQ and/or verbal IQ. Previous studies have shown that differences in emotion processing might depend on verbal IQ rather than having ASD as such (Lindner and Rosén, 2006; Golan et al., 2007; Heaton et al., 2008; Anderson et al., 2010). Besides, the stimuli used by Caria et al. (2011) included a mix of familiar and unfamiliar music (5 familiar/self-chosen and 5 unfamiliar excerpts of happy and sad music respectively). More studies are needed to generalize these findings to larger groups of people with ASD. Empirical investigations of similarities and differences in the neurocognitive processing of music are relevant for understanding the nature of emotional impairments in individuals with ASD. In the literature on music emotions, the distinction between emotion perception and emotion induction is central (Gabrielsson, 2002; Juslin and Laukka, 2004; Konečni, 2008). The present study focused on emotion perception from music in individuals with ASD, because this study was designed to act as a parallel to ASD studies on emotion recognition in other domains (facial expressions, affective prosody, body movements etc.). Thus, the aim of the present study was to investigate emotion recognition and neural processing of happy, sad and neutral music in high-functioning adults with ASD compared to a group of NT individuals matched on age, gender, full-scale IQ and verbal IQ.

MATERIALS AND METHODS

PARTICIPANTS

A total of 43 participants were included in the study, 23 of these had a formal diagnosis of ASD. Participants with ASD were recruited through the national autism and Asperger's association, assisted living services for young people with ASD, and specialized educational facilities. The structural MRI of three participants with ASD showed abnormal ventricular enlargement (this is not an uncommon finding see Gillberg and Coleman, 1996) and were excluded before data analysis was begun. One ASD participant was unable to relax in the scanner and thus did not complete the testing. Consequently, a total of 19 high-functioning adults with ASD (2 females, 17 males) and 20 NT adults (2 females, 18 males) were included in the data analysis.

All participants were right-handed and native speakers of Danish, with normal hearing. Groups were matched on gender, age, IQ, and verbal IQ (Table 1). All participants were IQ-tested using Wechsler's Adult Intelligence Scale (WAIS-III, Wechsler, 1997). None of the NT participants had any history of neurological or psychiatric illness. All participants with ASD carried a previous formal diagnosis of ASD. Diagnoses were supported by the autism diagnostic observation schedule (ADOS-G, Lord et al., 2000) at the time of the study. All participants with ASD were invited back in for the ADOS testing after the brain scanning session, but unfortunately five participants were unable to come back for testing due to long transportation, or because they needed special assistance. Thus, 14 out of the 19 ASD participants completed ADOS testing (Table 2). Nonetheless specialized psychiatrists had previously diagnosed all participants with ASD, and we were given access to their medical records to further confirm diagnoses. All ASD participants were medication naïve at the time of the study, and did not have any comorbid psychiatric disorders. All participants gave written informed consent and were compensated for their time and transportation expenses. The study was approved by the local ethics committee and was in accordance with the Helsinki declaration.

Table 1. Participant characteristics.
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Table 2. ADOS scores for ASD participants (N = 14).
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MEASURES OF MUSICAL EXPERIENCE

All participants completed a musical background questionnaire asking about their musical preferences, musical training, listening habits, and general physiological and emotional responses to music. For questions about physiological and emotional responses to music, participants rated how much they agreed (from 1 to 5, where 1 is least, 5 is most) with statements like “I find it easy to recognize whether a melody is happy or sad” or “I can feel my body responding physically when I listen to music.” To compare musical abilities between the two groups, participants completed the Musical Ear Test (Wallentin et al., 2010), which measures melodic and rhythmic competence on a same/different listening task.

STIMULI

Emotional stimuli (happy/sad) were instrumental excerpts of 12 s duration, taken from the beginning of real music pieces of different genres (see Appendix A for a complete list of musical excerpts). Emotional stimuli were selected from a corpus of 120 musical excerpts based on pilot-data from a separate group of 12 neurotypical adults. The 120 musical excerpts were rated for emotionality by the pilot-group on a 5-point Likert-scale ranging from very sad to very happy. A total of 40 music excerpts (20 happy/20 sad) were selected for the fMRI experiment. The 20 happy excerpts, selected for the study, were all rated as happy or very happy by all participants in the pilot group. Similarly, the 20 sad excerpts were rated sad or very sad. During the piloting of the stimuli, people were asked whether they were familiar with the music, and if they could name the artist or part of the title of the piece. If any of the pilot-participants could name artist of part of the title of the musical piece from which the excerpt was taken, the excerpt was not included in the final stimulus sample for the fMRI-experiment. Besides the 20 happy and the 20 sad music excerpts, a 12 s chromatic scale was used as a neutral control condition. The neutral control condition acted as an “auditory baseline” for the two emotion conditions. This was done to have some degree of auditory stimulation across all conditions, while only the emotional intensity varies. Stimuli were all matched on duration and volume.

DESIGN

Participants listened to the music excerpts and rated the perceived emotion inside the fMRI-scanner. The study used a block-design, where 20 trials of happy instrumental music, 20 trials of sad and 20 trials of neutral music were presented in pseudo-random order. After hearing each excerpt (12 s), participants had 6 s to rate the perceived emotional intensity of the music on a visual analog scale from very sad over neutral to very happy (Figure 1). The visual analog scale was displayed on an MR compatible screen in the center of the participant's visual field and ratings were given with an MR compatible scroll ball. Participants were instructed that neutral was right in the middle, and the cursor always started out in the neutral position. No visual feedback was displayed during the music listening, but participants were instructed to lie with their eyes open during the entire scan. All participants completed 5 trials outside the scanner, to make sure that they were familiar with the task and understood the instructions. It was emphasized that it was the emotion expressed in the music, and not the emotion or pleasantness experienced by the participant in response to the music, that should be rated. Participants also completed a similar task while listening to emotional linguistic stimuli. The data from this task will be analyzed and published separately of the present study.
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FIGURE 1. Study design. The study consisted of 60 trials (20 happy, 20 sad, 20 neutral) inside the MR scanner. Each trial consisted of a musical excerpt of 12 s duration, followed a visual analog scale depicted on the screen in front of the participant for 6 s while participants indicated their emotion intensity ratings by using an MR-compatible scroll-ball mouse. After the rating there were approximately 2 s silence before the next trial began.



MRI ACQUISITION

Brain imaging was obtained using a Siemens, 3T Trim Trio, whole-body magnetic resonance scanner located at the Centre of Functionally Integrative Neuroscience at Aarhus University Hospital, Denmark. Two 10,5 min experimental EPI-sequences were acquired with 200 volumes per session and the parameters; TR = 3000 ms, TE = 27 ms, flip angle = 90°, voxel size = 2.00 × 2.00 × 2.00 mm, #voxels = 96 × 96 × 55, slice thickness 2 mm, no gaps. Participants wore MR-compatible headphones inside a 12-channel head coil, and had a trackball in their right hand for the valence ratings. After the functional scans a sagittal T1-weighted anatomical scan with the parameters; TR = 1900 ms, TE = 2.52, flip angle = 9°, voxel size = 0.98 × 0.98 × 1 mm, # voxels = 256 × 256 × 176, slice thickness 1 mm, no gaps, 176 slices, was acquired for later co-registration with the functional data. Participants were instructed to lie still and avoid movement during the scan.

BEHAVIORAL DATA ANALYSIS

Age, gender, IQ, musicianship and answers on the background questionnaire were compared between groups using independent samples t-test. Emotion ratings were analyzed using a 2 (groups) × 3 (emotion condition: happy, neutral, or sad) mixed model analysis of variance (ANOVA).

FMRI ANALYSIS

fMRI data analysis was performed using Statistical Parametric Mapping (SPM8 version 4667; http://www.fil.ion.ucl.ac.uk/spm) (Penny et al., 2011). Preprocessing was done using default settings in SPM8. The functional images of each participant were motion corrected and realigned, spatially normalized to MNI space using the SPM EPI template and trilinear interpolation (Ashburner and Friston, 1999), and smoothed using an 8 mm full-width at half-maximum smoothing kernel.

For each participant, condition effects were estimated according to the general linear model (Friston et al., 1994). To identify clusters of significant activity across the two groups, one-sample t-contrasts for the main effect of emotional vs. neutral prosody were performed across all participants. For between group differences, random-effects analyses were performed using independent-samples t-tests. All results are thresholded at p < 0.01 after family wise error correction (FWE, Friston et al., 1996) with an extent threshold at 10 voxels. p < 0.01 after FWE correction is a relatively conservative significance threshold, thus to avoid type-2 errors all between-group analyses were also done with a threshold of p < 0.05 after FWE correction. Figures are t-statistics displayed on top of standard MNI T1-images. Labeling of brain regions is done according the Wake Forest University (WFU) PickAtlas (Lancaster et al., 2000; Tzourio-Mazoyer et al., 2002; Maldjian et al., 2003). However, the WFU PickAtlas does not label midbrain structures very precisely, so for identifying activity in ventral striatum and nucleus accumbens we used a midbrain atlas specialized for the basal ganglia (Ahsan et al., 2007). Tables indicate coordinates for peak-voxels significant at both peak and cluster-level.

RESULTS

BEHAVIORAL RESULTS

No statistically significant group differences were found with regard to gender, age, full-scale IQ or verbal IQ (Table 1). We found no group difference with regard to musicianship t(37) = −0.85, p = 0.403, or musical abilities as measured with the Musical Ear Test (Table 1). On the ‘musical background’ questionnaire, 11 out of the 19 ASD participants, compared to 5 out of the 20 NT participants, reported that they experienced that specific tones had a great influence or special significance to them (i.e., were perceived as especially annoying or particularly pleasant) t(37) = 2.157, p = 0.038. There were no statistically significant group differences to the questions regarding emotional impact and recognition (“I get emotionally affected by music”; “I find it easy to recognize whether a melody is happy or sad”; “when I am feeling down I often like to listen to sad music”; “It makes me happy to listen to happy music”; “If I am sad, it cheers me up to listen to happy music”). Nor did we see any differences on questions relating to physical arousal associated with music (“It energizes me to listen to music”; “I can feel my body responding physically when I listen to music”; “I often get chills when I listen to music”).

EMOTION RATINGS

Mixed model ANOVA revealed a significant main effect of emotion condition F(2, 37) = 120.19, p < 0.000. The ANOVA revealed no main effect of group F(1, 37) = 0.365, p = 0.550 (Figure 2) and no significant group × emotion condition interaction F(2, 37) = 2.5, p = 0.091. Additional independent samples t-test revealed no difference in the number of missing responses between the two groups t(37) = −0.928, p = 0.359.
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FIGURE 2. Emotion ratings. Mean emotion ratings (on a visual analog scale from −100 to 100) of sad, neutral and happy musical excerpts. Error bars indicate 95% confidence intervals.



FMRI RESULTS

Between-group comparisons showed no differences on the contrasts; emotional (happy and sad) music vs. neutral music, happy vs. neutral music or sad vs. neutral music at p < 0.01 after FWE-correction, nor at a less conservative significance threshold of p < 0.05 FWE-corrected. However, the ASD group showed significantly greater activation in response to happy compared to sad music in left dorsolateral prefrontal regions i.e., middle frontal gyrus [x = −24, y = 34, z = 42; T(1, 38) = 7.75; BA: 9], left rolandic operculum/insula [x = −50, y = 2, z = 8; T(1, 38) = 7.41; BA: 6] and in superior frontal gyrus [x = −26, y = 52, z = 32; T(38) = 7.23; BA: 9] (Table 3 and Figure 3), than did the NT group.

Table 3. ASD > NT: group difference for happy vs. sad music (FWE p < 0.01).
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FIGURE 3. ASD > NT: group difference for happy vs. sad music (FWE p < 0.01). Individuals with ASD showed increased activation in dorsolateral prefrontal cortex, i.e., middle and superior frontal gyrus, and in insula/rolandic operculum. Box plots show mean effect size for each group in the peak voxel for each region, with 95% confidence intervals.



Looking at both groups together, we found significant brain activation in response to emotional (happy and sad) music compared to neutral music in; bilateral STG [BA: 22], precentral gyrus [BA: 6, 4], parahippocampal gyrus [BA: 34, 28], left medial orbitofrontal gyrus [BA: 11], left midbrain, bilateral inferior frontal gyrus [BA: 47], right medial frontal gyrus [BA: 6], right ventral striatum/nucleus accumbens, and in orbitofrontal cortex [BA: 11] (Table 4, Figure 4).

Table 4. Main effect of emotional vs. neutral music (FWE p < 0.01).
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FIGURE 4. ASD and NT—main effect of emotional vs. neutral music. The figure shows brain activations in response to emotional compared to neutral music across all participants, including activations in midbrain, parahippocampal gyrus extending into amygdala, ventral striatum/nucleus accumbens, and orbitofrontal cortex.



Comparing processing of happy and sad music across groups showed increased activation bilaterally in STG [BA: 22, 38], anterior cingulate and cingulate cortex [BA: 32, 31], subcallosal gyrus, midbrain, medial frontal gyrus [BA: 9], and postcentral gyrus [BA: 3] (Table 5). No brain regions showed more activity in response to sad than happy music across groups.

Table 5. Main effect of happy vs. sad music (FWE p < 0.01).
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DISCUSSION

Our results demonstrate intact emotion recognition, and mostly intact neural processing of emotional music in high-functioning adults with ASD compared to NT adults. Across both ASD and NT individuals we found increased activation in limbic and paralimbic brain areas, such as parahippocampal gyrus extending into amygdala, and midbrain structures, also including reward regions, such as medial orbitofrontal cortex and ventral striatum. These regions are highly interconnected and have previously been identified as core regions for emotional processing of music (Koelsch, 2010, see Figure 4), and for other emotional stimuli (Adolphs, 2002). Meanwhile, individuals with ASD displayed significantly greater activation in left dorsolateral prefrontal cortex (i.e., middle and superior frontal gyrus), and left rolandic operculum/insula, in response to happy contrasted with sad music, compared to NT individuals (Figure 3).

The difference in brain activation in response to happy compared to sad music between the two groups could be interpreted as heightened arousal and increased reliance on cognitive processing for emotion recognition of happy music in individuals with ASD. The dorsolateral prefrontal region is associated with higher cognitive functions, such as working memory and executive functions (Boisgueheneuc et al., 2006). With regard to emotion processing the medial parts of the pre-frontal cortex has been found to be involved in emotion appraisal (Etkin et al., 2011). Hence, the increased activation of the dorsolateral prefrontal cortex found in this study, is likely related to a more cognitively demanding emotion recognition strategy for happy music in the ASD group. This would be consistent with the findings of more analytical and cognitive strategies which have been suggested to govern face perception in individuals with ASD (Jemel et al., 2006), and with findings of atypicalities in verbal reporting of emotions (Heaton et al., 2012; Bird and Cook, 2013), including musical emotions in people with ASD (Allen et al., 2009a, 2013).

Meanwhile the insula is critically involved in mediating cognitive and emotional processing, for instance in emotion monitoring and regulation (Menon and Uddin, 2010; Gasquoine, 2014). The insula is highly connected with limbic, sensory and motor regions of the brain, and is considered a central in sensorimotor, visceral, interoceptive processing, homeostatic/allostatic functions, and emotional awareness of self and others (Craig, 2002; Critchley, 2005). Furthermore, the insula is posited to be involved in monitoring emotional salience (Craig, 2009). Consistent with this the insula is previously found to be involved in emotional responses to music (Blood and Zatorre, 2001; Brown et al., 2004; Griffiths et al., 2004; Trost et al., 2012). Hence activation of insula associated with emotional music found in these studies might be due to increased physiological arousal. Indeed, happy music is often found to be more arousing than sad music (see for instance, Trost et al., 2012). Thus the stronger insula activation found in the ASD group in this study might be linked to enhanced bodily arousal in response to happy music compared to NT individuals. This corresponds well with self-reports of individuals with ASD describing stronger physiological responses to music (Allen et al., 2009a).

Interestingly, in our study, we only found evidence for this differential brain processing between individuals with ASD and NT individuals in response to happy compared to sad music. Future studies are needed to clarify whether recruitment of extra cognitive resources is unique to the happy-sad differentiation or is related to other music emotions too.

While subtle brain processing differences were found between the two groups in recognizing happy music, we found no evidence of differences in emotion ratings between the ASD and NT group (Figure 2). The successful emotion recognition seen from our behavioral ratings was further substantiated by the data from the “music background”-questionnaire, where the ASD group reported that they got emotionally affected by listening to music, found it easy to recognize emotions from music, and experienced physiological arousal comparable to that of NT individuals when listening to music in everyday settings. This is consistent with previous findings of intact emotion recognition (Heaton et al., 2008; Quintin et al., 2011), and intact physiological responses to music in high-functioning individuals with ASD (Caria et al., 2011; Allen et al., 2013). Physiological arousal during music listening is associated with emotional and pleasurable responses (Grewe et al., 2005; Salimpoor et al., 2009). Thus, the presence of typical physiological responses to music indicates that people with ASD are not only capable of correctly recognizing emotions in music, but that they also experience full-fledged emotions from listening to music—though they might use an extra effort to report them. In summary our study shows that individuals with ASD do not have deficits in emotion recognition from music in general, but in certain instances rely on partially different strategies for decoding emotions from music, which may result in subtle differences in brain processing.

Looking at brain responses to emotional compared with neutral music we did not find any differences between the two groups. Across all participants we found increased activation in bilateral STG, parahippocampal gyrus extending into amygdala, inferior frontal gyrus, precentral gyrus, left midbrain, and right ventral striatum. This is consistent with what is generally found in studies of music emotion processing (Koelsch et al., 2006; Peretz, 2010; Brattico et al., 2011; Trost et al., 2012; Park et al., 2013). Indeed, music with a high impact on arousal, such as joyful music is associated with increased activation of the STG (Koelsch et al., 2006, 2013; Mitterschiffthaler et al., 2007; Brattico et al., 2011; Mueller et al., 2011; Trost et al., 2012), which also corresponds to our finding of increased STG activation in response to happy compared to sad music. Besides, being engaged in auditory processing, the STG is also central for social and emotional processing (Zilbovicius et al., 2006), and is proposed to code communicative and emotional significance from all social stimuli (Redcay, 2008). Music is a rich tool for communicating emotions (Huron, 2006; Juslin and Västfjäll, 2008), and accordingly emotional music will elicit more activation of the STG compared to neutral music, as was the case in our study. Also, the precentral and inferior frontal gyrus, were more active during emotional music than neutral. Precentral activity is found to correlate with the arousal dimension of music (Trost et al., 2012), and arousal levels are generally found to correlate with emotional responses to music (Grewe et al., 2005; Salimpoor et al., 2009). Increased activation of the inferior frontal gyrus has also ben found in response to pleasant compared to scambled music, and is suggested to reflext music syntactic analysis (Koelsch et al., 2006).

We found increased activation of the parahippocampal gyrus extending into amygdala in response to emotional music across all individuals. Engagement of the parahippocampal gyrus and amygdala are primarily found to respond to negative affective states, including varying degrees of musical dissonance (Blood et al., 1999; Koelsch et al., 2006, 2008), but also to positive affective states and happy music (Mitterschiffthaler et al., 2007). In our study activation of the parahippocampal gyrus and amygdala was not significantly greater in response to sad compared to happy music, suggesting that these structures are implicated in processing of both happy and sad music. We found increased brain activation in midbrain structures, overlapping thalamus, in response to emotional music. Thalamus activity is found to correlate with music-induced psychophysiological arousal and pleasurable chills (Blood and Zatorre, 2001), and is central in processing temporal and ordinal complexity (Janata and Grafton, 2003). Indeed, emotional and pleasurable responses to music seem to be associated with optimal levels of complexity (Berlyne, 1971; North and Hargreaves, 1995; Witek et al., 2014), accordingly it makes sense that we find greater activity in these regions during emotional than neutral music.

Emotional music also engaged parts of the right ventral striatum, including nucleus accumbens, and medial orbitofrontal cortex, these regions are central parts of the brain's dopaminergic reward system (Gebauer et al., 2012), and have previously been associated with strong emotional and pleasurable responses to music (Blood and Zatorre, 2001; Brown et al., 2004; Menon and Levitin, 2005; Salimpoor et al., 2011, 2013). ASD is previously suggested to be associated with deficient reward processing (Kohls et al., 2013), however, the finding of intact activation of the reward system in response to emotional music suggests that music listening has the same pleasurable and motivational impact on people with ASD as it has on NT individuals.

Despite general agreement between the findings of this study and those of the previous neuroimaging study of emotional music perception in high-functioning adults with AS from Caria et al. (2011), there are some deviations. We found increased activation in the ASD group compared to the NT group in response to happy compared to sad music, and no group differences in processing of emotional compared to neutral music overall. Meanwhile, Caria et al. (2011) found less brain activation in various brain regions including precentral gyrus, cerebellum, supplementary motor area, insula and inferior frontal gyrus response to both happy and sad music in individuals with AS relative to NT individuals. However, the study designs are quite different: First, Caria et al. (2011) employed a relatively small study sample, and only had 5 trials in each condition for some of their comparisons. Second, our study required people to decode the emotional intensity of experimenter-selected music directly inside the scanner, while Caria et al. (2011) had their subjects bring half of the music themselves and had them rate the emotion and arousal of all music before the actual scanning. Consequently, our finding of intact emotion recognition and brain responses to music in individuals with ASD might be facilitated by the explicit nature of our task, where participants were directly instructed to evaluate the perceived emotion from the musical excerpts. Other studies have found that individuals with ASD in general perform better on emotion recognition tasks when given more explicit instructions (for review see Nuske et al., 2013) and show more “normalized” brain activity (Wang et al., 2007). Consequently, the difference in brain activation between this study and that of Caria et al. (2011) might relate to differences between active decoding of emotions from music and passive music listening. Also, the participants in Caria et al.'s (2011) study knew the music in advance, and it is well-established that familiarity influences the way we perceive music (Pereira et al., 2011; Van den Bosch et al., 2013), and may change the emotional experience inside the scanner.

Future studies should investigate differences in implicit and explicit emotion perception in music in ASD individuals, and preferably include more emotions than just happiness and sadness. It would also be interesting to conduct similar experiments using alternative scanning protocols such as sparse temporal sampling or interleaved steady state imaging, which might optimize signal intensity from auditory and subcortical regions compared to continuous scanning (Mueller et al., 2011; Perrachione and Ghosh, 2013). Finally, future studies should aim to investigate emotional responses to music in low-functioning and non-verbal individuals with ASD, since these might be the ones who could benefit the most from using music to communicate and share emotions.

CONCLUSION

Individuals with ASD showed intact emotion recognition from music, as expressed in their behavioral ratings, and in typical brain processing of emotional music overall, with activation of limbic and paralimbic areas, including reward regions. However, in response to happy compared to sad music individuals with ASD had increased activation of left dorsolateral prefrontal regions and rolandic operculum/insula, suggesting a more cognitively demanding strategy for decoding happy music, and potentially higher levels of physiological arousal in individuals with ASD.
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Assessment of awareness for those with disorders of consciousness is a challenging undertaking, due to the complex presentation of the population. Debate surrounds whether behavioral assessments provide greatest accuracy in diagnosis compared to neuro-imaging methods, and despite developments in both, misdiagnosis rates remain high. Music therapy may be effective in the assessment and rehabilitation with this population due to effects of musical stimuli on arousal, attention, and emotion, irrespective of verbal or motor deficits. However, an evidence base is lacking as to which procedures are most effective. To address this, a neurophysiological and behavioral study was undertaken comparing electroencephalogram (EEG), heart rate variability, respiration, and behavioral responses of 20 healthy subjects with 21 individuals in vegetative or minimally conscious states (VS or MCS). Subjects were presented with live preferred music and improvised music entrained to respiration (procedures typically used in music therapy), recordings of disliked music, white noise, and silence. ANOVA tests indicated a range of significant responses (p ≤ 0.05) across healthy subjects corresponding to arousal and attention in response to preferred music including concurrent increases in respiration rate with globally enhanced EEG power spectra responses (p = 0.05–0.0001) across frequency bandwidths. Whilst physiological responses were heterogeneous across patient cohorts, significant post hoc EEG amplitude increases for stimuli associated with preferred music were found for frontal midline theta in six VS and four MCS subjects, and frontal alpha in three VS and four MCS subjects (p = 0.05–0.0001). Furthermore, behavioral data showed a significantly increased blink rate for preferred music (p = 0.029) within the VS cohort. Two VS cases are presented with concurrent changes (p ≤ 0.05) across measures indicative of discriminatory responses to both music therapy procedures. A third MCS case study is presented highlighting how more sensitive selective attention may distinguish MCS from VS. The findings suggest that further investigation is warranted to explore the use of music therapy for prognostic indicators, and its potential to support neuroplasticity in rehabilitation programs.
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INTRODUCTION

The purpose of this paper is to report on a study of neurophysiological and behavioral responses to contrasting auditory stimuli including musical stimuli that underpin music therapy practice in those with Disorders of Consciousness (DOC). Findings will be discussed in relation to our knowledge of these stimuli, and the implications for the development of evidence based interventions in music therapy to address behavioral goals that are important in DOC rehabilitation. DOC comprise a continuum of acquired conditions with two primary diagnostic categories: vegetative state (VS), where there are no discernible indications of consciousness despite evidence of wakefulness (American Congress of Rehabilitation Medicine, 1995) and minimally conscious state (MCS), a condition which may follow VS where consciousness is limited (Giacino et al., 2002). The use of the prefix “persistent” or “permanent” with VS is not currently advocated, as this depiction of the condition suggests irreversibility. Instead, a description of the cause and length of time is recommended (i.e., traumatic VS for 4 months) (Giacino et al., 1997). “Unresponsive Wakefulness Syndrome” has been proposed as a more descriptive and neutral term for VS (Gosseries et al., 2011) although the term has yet to gain widespread usage in the literature. Although coma, where wakefulness and awareness are absent, is sometimes considered as a DOC, this paper will focus on VS and MCS.

Accurately distinguishing between VS and MCS is crucial for decisions regarding treatment, prognosis, resource allocation, and medico-legal judgments (Andrews et al., 1996; Giacino et al., 2002). However, the assessment of people with DOC is a challenging clinical process, highlighted by the fact that the 37–43% recorded misdiagnosis rates in specialist units have failed to change in the last 20 years (Hirschberg and Giacino, 2011). Assessment is confounded by the somewhat arbitrary boundaries between conditions, how judgments regarding the presence of consciousness are based on indirect evidence, and the dynamic, shifting nature of the transition from unconsciousness to consciousness, amongst other factors (Katz and Giacino, 2004). These issues may help to explain why there is little robust epidemiological data on DOC; for example, Beaumont and Kenealy (2005) provide a pragmatic suggestion of the incidence of VS lasting over 6 months lies between 5 and 25 per million of the population for the UK, and the incidence of MCS is yet to be established.

Until the 1990s, clinical consensus was that VS comprised a brain state with intact hypothalamic and brainstem autonomic functions but without capacity for cortical cognitive processes (Monti, 2012). This monolithic conception may be disregarded in the wake of PET and fMRI studies reporting cases of preserved auditory (Laureys et al., 2000), emotional, verbal (Schiff et al., 2002), pain (Kassubek et al., 2003), and language processing (Coleman et al., 2007). Views on the clinical significance of these findings tend to err on the side of caution, suggesting this processing often suffers a disconnect between primary cortex, thalamus multi-modal or limbic regions, and higher order integrative/associative cortices in correctly diagnosed VS (Laureys et al., 2000, 2002; Boly et al., 2004). However, given the challenges of assessment, it is unsurprising that novel passive and active functional imaging paradigm studies report a sub-group of patients diagnosed as VS with intact higher level processing. For example, Monti et al. (2010) highlight the case of an individual able to display evidence of imagining playing tennis and walking around her house, through activation of the supplementary motor area similar to healthy levels. Other studies illustrate similar evidence of volition and awareness in patients erroneously diagnosed as VS (for reviews, see Laureys and Schiff, 2012; Celesia, 2013). Aside from the existence of miss-diagnosed patients, the heterogeneity of DOC has led Bruno et al. (2011) to re-define the “gray areas” between DOC categories, proposing the new categories of “MCS+” where behaviors such as command following and verbal and gestural yes/no responses exist, and “MCS−” where less sophisticated responses stimuli exist, such as visual pursuit or contingent behaviors to emotional stimuli, e.g., smiling when presented with appropriate stimuli.

MUSIC AS A THERAPEUTIC INTERVENTION WITH DOC

The rationale for using music therapy to support assessment of DOC may be found in a range of sources. Music is a universal and powerful social medium across cultures and throughout the life span (Blacking, 1976), capable of conveying saliency and emotion, irrespective of verbal content or the need for verbal processing. As such it may provide the optimal stimuli in a field where cognition is severely compromised and stimuli with personal meaning produce greatest behavioral change (Boly et al., 2004; Perrin et al., 2006; Machado et al., 2007). The auditory modality has been established as particularly sensitive to identifying responses indicative of awareness using language based stimuli (Monti et al., 2010), mixed language and non-language based stimuli (Gill-Thwaites, 1997; Gill-Thwaites and Munday, 2004), and musical stimuli (O’Kelly and Magee, 2013b). Differences in the effectiveness of contrasting auditory stimuli in eliciting awareness responses have not been established; however O’Kelly and Magee (2013b) highlight how musical stimuli may be more effective than basic auditory stimuli such as wood blocks, as found in commonly used assessment tools.

The literature on music therapy with DOC comprises divergent ontological approaches, which may be characterized as “music centered/humanist” (e.g., Aldridge et al., 1990; Gustorff, 2002), and “behavioral/pragmatic” (e.g., Baker and Tamplin, 2006; Magee et al., 2013). Despite the divergence in these approaches, there exists a shared belief in the utility of music’s non-verbal and emotional qualities for this work (O’Kelly and Magee, 2013a). To promote arousal and behavioral responses indicative of awareness, procedures using simple improvised melodies entrained to respiration, and live performance of preferred music are advocated (Aldridge et al., 1990; Gustorff, 2002; Magee, 2005; Baker and Tamplin, 2006), together with the systematic assessment of responses to different musical elements (i.e., high and low frequencies) (Magee, 2005, 2007; Daveson et al., 2007). The Music Therapy Assessment Tool for Awareness in Disorders of Consciousness (MATADOC) has recently been standardized to provide reliable data on patients’ responses to a range of musical stimuli (Magee et al., 2013). Another method, “Musical Sensory Orienting Training” or “MSOT” has been protocolized with the goal of stimulating arousal and orientation to time and place (Thaut, 2005). Published research into its efficacy is lacking, however, and overall there exist only a handful of studies reliant on behavioural measures to support the efficacy of music therapy in this field generally (Boyle and Greer, 1984; Boyle, 1994; Formisano et al., 2001). Furthermore, the effectiveness of any one procedure over another in improving important behaviors such as arousal and attention has not been explored. Comparisons of procedures that use different types of music (i.e., salient familiar versus non-salient improvised) would provide guidance for developing optimal and systematic interventions. Greater dialog with neuroscience would also provide mutually beneficial advances in our understanding of how music might be effective in this field (O’Kelly and Magee, 2013a), a factor instrumental in the design of this research. Before detailing the study, it would be useful to summarize the most salient findings of research using the measures adopted herein.

PHYSIOLOGICAL MEASURES

Whilst the literature on autonomic nervous system (ANS) activity and emotion is noted for its incongruities and lack of rigor (Kreibig, 2010), there is consensus that heart rate (HR) and its variability (HRV) represent activation and suppression of the sympathetic and parasympathetic nervous system, or arousal, and the body’s homeostatic break on arousal (for reviews, see Berntson et al., 1997; Sztajzel, 2004). HRV may be analyzed in terms of the time domain measures of long or short term nature (SDNN or RMSSD)1, or in the frequency domain (LF, HF, ULF, LF/HF)2. Time domain HRV is known to decrease during stress or mental work load, with attenuation related to depression (Musselman et al., 1998; Stein et al., 2000); conversely when elevated it has been associated with positive valence found in relaxation (Cacioppo et al., 2000). In relation to music listening, Krumhansl (1997) found more ambiguous results, with increases during sad, fearful, and happy music. In the frequency domain, the LF component is considered correlated with both parasympathetic and sympathetic activity and the HF with parasympathetic activity (Berntson et al., 1997). HR and LF responses are noted as increasing for music listening and performance with reciprocal decreases in HF (Nakahara et al., 2009). Whilst some studies report faster, more rhythmic, music may provide an entrainment effect increasing HR and respiration rate (Bernardi et al., 2006; Gomez and Danuser, 2007), this is not a universal finding (Salimpoor et al., 2009; Dousty et al., 2011). Of particular relevance to this study Riganello et al. (2010) found comparable autonomic changes for both healthy controls and VS patients in normalized LF or “nuLF” induced by complex symphonic music rated as of emotional relevance by controls. Furthermore Wijnen et al. (2006) found in relation to multi-modal stimuli, decreases in parasympathetic activity and increases in sympathetic activity were found to parallel the recovery of consciousness in brain injured patients.

Distinct respiration rates have been linked to different psychological states, such as “fast and deep” for excitement and irregular breathing during emotional upset or task involvement (Boiten et al., 1994). Brown (1962) also found respiration rates faster in those who were actively listening to someone speaking when at rest. Musical auditory stimuli associated with mood states also invoke particular respiration changes, with “happy” music noted as having the most significant effect on respiration (i.e., increasing speed) (Krumhansl, 1997), and respiration increases also noted during musical “chills” associated with pleasurable responses to music (Blood and Zatorre, 2001). Thus respiration rate may provide a simple benchmark for assessing normal psychophysiological responses indicative of preference or positive valence to music. Its utility in the assessment of awareness with DOC has hitherto not been explored in detail in the music therapy literature.

ELECTROENCEPHALOGRAM MEASURES

Electroencephalogram (EEG) recording may identify levels of cortical activity corresponding to interoceptive and exteroceptive behaviors and a range of cognitive, emotional, and motor activity, with millisecond accuracy. Amplitude of oscillations provides an indication of the magnitude of active neurons and their synchrony, or numbers of excitatory post-synaptic potentials arriving at a neural assembly at any time point (Varela et al., 2001). As such, EEG offers a non-invasive method appropriate for naturalistic recording of cortical activity in relation to musical stimuli, in real time. Selectively distributed synchronous oscillatory activity within the bandwidths of Delta (δ) frequency at 0.5–3.5 Hz, Theta (θ) at 4–8 Hz, and Alpha (α) at 8–13 Hz, are considered to provide “resonant communication networks through large populations of neurons” (Basar et al., 1999). δ activity is considered important for attention, salience detection, reward behavior (Knyazev, 2012), and internal processing in mental tasks (Harmony et al., 1996). Frontal and frontal midline θ (FMT) are explored extensively in the literature, with putative positive correlations to working and episodic memory, mental effort, sensory motor integration, emotional and internal attention processing, meditative and positive emotional states and, a negative correlation with anxiety (Aftanas and Golocheikine, 2001; Caplan et al., 2003; Ekstrom et al., 2005; Sammler et al., 2007; Mitchell et al., 2008; Fachner et al., 2013). Good cognitive and memory performance is associated with tonic increases in α with reciprocal decreases in θ but with an inverse relationship in relation to phasic or event related activity (for a review of this relationship, see Klimesch, 1999). Both θ and α are considered as core to conscious functioning, through the facilitation of simultaneously different dimensions of cortical integration, and “top down” processing required for such processes as episodic memory retrieval (von Stein and Sarnthein, 2000; Klimesch et al., 2001). Beta (β) activity at 13–30 Hz is associated with focused attention, and cognitive activity, especially in frontal regions (Fernandez et al., 1995). Ratios of θ:β in frontal and other regions are considered to correlate positively with internal attention/relaxation and approach behaviors and negatively with perceived mental effort and anxiety (Howells et al., 2010; Putman et al., 2010; Prinsloo et al., 2013).

As would be expected, differences in DOC EEG behavior compared to controls have been noted; specifically a generalized slowing and dominance of slow wave activity with significantly diminished α power (Kulkarni et al., 2007), and peak power in the θ range in MCS (Schiff et al., 2014). However, attitudes as to the prognostic value of EEG are divided. Some pessimistic accounts suggest the heterogeneity of EEG behavior in this population is too confounding for prognostic value (Kulkarni et al., 2007; Kaplan and Bauer, 2011). Alternatively, Lechinger et al. (2013) has found resting EEG patterns (specifically spectral peaks and ratios of frequencies 8 Hz+ to <8 Hz) to correlate well with behavioral diagnostic assessments. Furthermore event related potentials have been used to assess for recovery (Faran et al., 2006; Wijnen et al., 2007), cognitive processing and cortical learning in VS patients (Kotchoubey et al., 2006, 2009; Kotchoubey, 2007), and have revealed evidence of exogenous and endogenous attention in the absence of behavioral signs of awareness (Chennu et al., 2013). A recent audit of DOC registry data from five rehabilitation centers (n: 38 patients) recorded EEG reactivity to acoustic, touch, and light pain stimuli in 54% of patients at initial assessment where prior assessments indicated 21% emerging from MCS, 12% MCS and 67% in VS, although the prognostic value of these measures was not reported (Grill et al., 2013).

BEHAVIORAL MEASURES WITH DOC

A number of research studies using behavioral measures to determine responsiveness to auditory stimuli in DOC have drawn promising, if unconfirmed, conclusions. The behavioral characteristics of VS occurring in relation to the presentation of multi-modal stimuli have been noted to be heterogeneous, including spontaneous body movement, blinking, and vocalization (Wilson et al., 1996a). Furthermore, contingency between spontaneous body movement and environmental stimuli have been correlated with recovery (Wilson et al., 1996b). Music therapy intervention showed improvements in agitation and interactive behaviors in DOC using blinded behavioral assessment of video behavioral data (Formisano et al., 2001).

From reviewing the literature, it is clear that a range of neurophysiological and behavioral assessment methods are available to investigate the utility of music therapy procedures with DOC assessment, and potential for their use in rehabilitation. The following sections detail a study which addresses the lack of robust research in this area by comparing responses to musical stimuli commonly used in music therapy interventions with other auditory stimuli that provided control and contrasting stimuli.

MATERIALS AND METHODS

A multiple baseline within subjects study was used to compare EEG, HR, HRV, respiration, and behavioral responses contingent to music therapy and other auditory stimuli. Ethical approval was given by an internal research review board and a governmental central ethics agency. 20 healthy controls were recruited firstly (13 female aged 24–52 years, mean 34 years, SD 12.5, and 7 healthy males aged 29–59, mean 41, SD 11). Exclusion criteria comprised individuals with known hearing impairment or a high level of musical proficiency. Patients were then recruited who were medically stable, had no known major hearing impairment according to their medical notes, and who were undergoing assessment for diagnosis of awareness using SMART (Gill-Thwaites, 1997; Gill-Thwaites and Munday, 2004) and MATADOC (Magee et al., 2013) assessments. Twelve patients were diagnosed as VS and nine as MCS using SMART with an 86% agreement to MATADOC outcomes, and patients were seen a mean of 7.3 (SD 2.8) months post injury (see Table 1 for demographic and diagnostic details). Control subjects were recruited from staff via email at a large neuro-rehabilitation unit, and patients at the unit via contact with next of kin who provided consultee approval.

Table 1 | Patient demographic details and diagnostic outcomes.
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Five minutes baseline silence (BLS) was followed by the presentation of four contrasting auditory stimuli, with two minutes washout silence separating each stimuli. Music therapy stimuli comprised live performance of preferred song music (LM) and live music featuring simple improvised vocal melody, incorporating the repeated phrase “Hello (patient’s name). Hello to music” with a basic supporting accompaniment entrained to respiration (EI). Non-music therapy stimuli comprised digital recordings of disliked music (DM) and white noise (WN). DM was included to provide any evidence of nociceptive or discriminatory responses indicative of awareness, and WN as a non-musical auditory control. LM and EI are typically used in music therapy interventions. Information about personal music preferences for the LM and DM stimuli were obtained from relatives for patients, and directly from healthy subjects. LM and EI were performed by the lead author using a Yamaha NP31 digital electric piano. To control for order effects, the sequence of stimuli was randomized, with order series placed in opaque sealed envelopes for blinded order selection by an independent observer for each participant. Data were recorded using a XLTEC 50 channel video EEG and neuro-physiological data acquisition system with a piezoelectric respiratory belt, and analyzed using Mathworks MATLAB, SPSS (Ver20), and BrainVision Analyzer 2 (BVA) software. ECG data were collected for HR and HRV via two chest electrodes together with respiration data within the XLTEC system. Volume was maintained within a 50–70 dB range for all stimuli using a Tecpal 331 sound level meter. Healthy subjects were instructed to close their eyes half way into each stimulus presentation to provide both eyes open and closed data.

Behavioral data using video recordings of patient sessions were analyzed by a trained volunteer, who was blinded by removing audio from recordings. Ten second segments were scored for a range of behaviors using a graded system from Wilson et al. (1996a) from “eyes shut and no body movement” to “engaged in activity” (e.g., scratching). Any additional behaviors such as blinking and mouth movement were also documented. Commands from the auditory function scale of the CRS R (Giacino and Kalmar, 2006) were presented after each stimulus to observe for behavioral signs of awareness.

Nineteen channels of EEG data were obtained using a common average montage and 10:20 electrode configuration. Due to the presence of craniotomies amongst 13 patients, free electrode placement was adopted in preference to skull caps. Raw data was sampled at 512 Hz and filtered to a hi/low cut off bandpass filter at 0.5 and 30 Hz. Independent Component Analysis with classic sphering and an infomax algorithm in BVA was used to remove artifacts such as eye blinks, followed by Fast Fourier Transformation (FFT) using a hanning window to produce the frequency spectrum, or amplitude as a function of frequency, for each electrode. Data were segmented to 2 sec units and pooled into 21 different electrode configurations to represent different brain regions (see Table A1 in Appendix for details).

After exporting to SPSS, one way repeated measures analysis of variance (ANOVA) analysis with Bonferroni corrections was applied to data. For healthy subjects all data was pooled to provide indicators of healthy responses across measures using ANOVA’s around means. Post hoc F statistics were obtained using simple contrasts in relation to BLS to indicate the strength of association of positive or negative change for individual stimuli in contributing to overall ANOVA significance and F statistic levels3.

Given the clinical and neuro-pathological heterogeneity of those with DOC, particularly with regard to EEG responses (Kulkarni et al., 2007), within-subject statistical analyses were conducted using segmented data that produced individual ANOVAs for the case material.

RESULTS

HEALTHY CONTROL DATA: EEG

Data presented is here for healthy control data from the “eyes closed” sections of recordings, which produced the most artifact free and significant findings across measures, however missing EEG data from one subject resulted from a corrupted signal. Table 2 illustrates that where all electrode data pooled to L and R hemispheres, LM provided the greatest effect on EEG amplitude overall in the R hemisphere, and produced similar increases to WN in the left. The peak for WN in δ over the L and R hemispheres is suggestive of a “drowsiness” effect. Examination of each pooled region revealed the most distinct discriminatory responses occurred in frontal and temporal regions across bandwidths, with a bias toward the right (R) hemisphere generally. Figure 1 illustrates the differences in mean EEG amplitude for frontal and temporal regions, most distinct for LM increases compared to other stimuli in the R frontal and temporal regions, with decreases for EI in α and θ in both frontal regions. Figure 2 highlights significant amplitude differences for θ in the frontal midline region where a contrast between DM and LM was most marked compared to other regions and bandwidths. The ANOVA tests for each pooled region revealed clear significance4 within ANOVA’s for changes in δ power in all areas apart from in the left (L) parietal, for θ for all regions except the parietal and R posterior, for α, all regions except the L parietal, and for all individual regions in β frequencies. As the means plots suggest, ANOVA tests revealed right frontal and temporal regions as the most subject to change, most significant for the R frontal region in β [F(4, 2740) = 70.7, p < 0.001] and α [F(4, 2740) = 39.2, p < 0.001]. Post hoc contrasts with BLS highlighted the dominant contribution of LM to significant ANOVA results in the R frontal region with peak increases in β [F(1, 685) = 100, p < 0.001] and α [F(1, 685) = 50.2, p < 0.001].

Table 2 | Electroencephalogram mean amplitude (μV): stimuli compared.
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FIGURE 1 | Healthy frontal and temporal EEG activity.
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FIGURE 2 | Healthy frontal midline theta activity.



In summary, for the healthy cohort, EEG responses to LM showed dominance in peak power responses globally and across bandwidths compared to the other stimuli tested, particularly in R frontal and temporal regions.

HEALTHY PHYSIOLOGICAL DATA

The most significant findings for pooled healthy data were found for respiration rate and variance. Figure 3 illustrates the significant change found for respiration rate, where LM provided a peak increase5 with a mean respirations per minute rate of 17.8 (SD 3.7) compared to a BLS rate of 12.5 (SD 3.2). A significant peak to peak variance was also observed [F(4, 56) = 4.1, p = 0.006] where WN provided the largest increase [F(1, 14) = 11.5, p = 0.005]. Post hoc correlation analysis of pooled mean respirations per minute compared to means of beats per minute (BPM) for DM, LM, and EI did not indicate entrainment effects upon tonic respiration rate. Significance for HR and HRV was less clearly defined in relation to the effects of individual stimuli. Similarly, in relation to HRV measures, the “eyes closed” LF measure approached significance [F(4, 48) = 2.5, p = 0.054], but change was non-specific across stimuli, with similar increases in LM, DM, and WN in relation to BLS.
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FIGURE 3 | Healthy respiration rates.



PATIENT DATA

All patient data were pooled for observation of trends in patient responses. The results were heterogeneous as expected, particularly for physiological measures, however notable exceptions were found within behavioral and EEG data. Figure 4 highlights that within the VS cohort, pooled eye blink data reached significance, with a peak increase for LM. Similar non-significant trends were observed for LM in eye and mouth movement and “eyes open no body movement” measures in the VS data. Although blink rate change was not significant for the MCS cohort, WN provided a contrasting peak increase [WN mean blinks per min 41.6 (SD 27.1) compared to BLS 34.8 (SD 25.7) and LM 24.3 (SD 25.7)]. Whilst heterogeneous responses and large SD’s contributed to a lack of significant change within the VS cohort generally (see Table 2), mean FMT increased significantly for LM in half (n: 6) of cases where ANOVA’s were significant, and peaked significantly in 4 MCS cases (44%).
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FIGURE 4 | Vegetative state blink rate.



The data provided in Table 2 accords with the literature (e.g., Kulkarni et al., 2007; Schiff et al., 2014) with regard to the typical characteristics of MCS, with a spectral peak in the θ range and VS, where power is predominantly observed in very low frequencies. However, one may also observe LM produced L and R hemisphere amplitude peaks across the MCS cohort in α. In reviewing ANOVA’s for each pooled region, the most noticeable significant change was observed for pooled MCS frontal α [F(4, 1850.1) = 36.5, p < 0.001] with a peak for LM [post hoc contrast F(1, 809) = 50.6, p < 0.001]. Figure 5 details the frontal α data across cohorts, illustrating expected power differentials between healthy, MCS and VS. An interesting pattern of LM increases for all subjects is also visible, with more distinction from WN increases in MCS than VS subjects. Frontal α peaked for LM in three VS and four MCS subjects, where AVOVAs were significant between p = 0.05 and 0.0001. To summarize, whilst pooled physiological patient data were heterogeneous, significant changes were found in relation to an increased blink rate, maximal for LM, across the VS cohort and frontal α for LM across the MCS cohort, with significant FMT increases for LM for half the VS and four MCS patients.
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FIGURE 5 | Frontal alpha activity across cohorts.



As noted previously, given the general heterogeneity of the patient data, three case studies follow where noteworthy combinations of behavioral and neuro-physiological data are highlighted.

CASE STUDY ONE

“A” was a 35-year-old female, admitted to the unit with severe TBI following a road traffic accident 10 months previously, who had undergone bi-lateral frontal craniotomies to reduce cranial swelling. Both her SMART and MATADOC assessments gave a diagnosis of VS. Medication adjustments, spiking temperatures, and general poor arousal levels were thought to be impacting on her response levels. The experimental session took place during this assessment period, i.e., when arousal was reduced.

“A” displayed a range of behaviors suggestive of discriminatory responses in relation to LM, EI, and WN. In relation to EEG, significant post hoc peaks for LM and EI were observed for temporal, frontal, central, parietal, and occipital regions across bandwidths. Figure 6 illustrates the θ and α EEG responses for each stimuli in the R temporal region, highlighting the dominance of EI in θ, and LM in α. Furthermore Figure 7 highlights the marked significant increase in frontal β for LM, which contributed to a significant θ:β ratio [F(4, 356) = 47.0, p < 0.001] with a marked decrease for LM [F(1, 89) = 133.8, p < 0.001].
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FIGURE 6 | Case “A” right temporal theta and alpha activity.
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FIGURE 7 | Case “A” frontal beta activity.



“A” had her eyes open with no body movement throughout the session. Interestingly, she displayed eye movement only for LM and WN with significantly more counts for LM (48 compared to 38, t-test p = 0.001). Her HR ANOVA showed marked significant change [F(4, 36) = 1373, p < 0.001] due to the striking increases for mean HR for LM (91 BPM, SD: 2) and WN (86 BPM, SD: 1.2) compared to BLS (68 BMP, SD: 0.69), DM (67 BPM, SD: 1), and EI (65 BPM, SD: 0.9). HRV (RMSSD) also showed significant change [F(4, 36) = 101.2, p < 0.001] due to decreases for LM [F(1, 9) = 141.2, p < 0.001] and WN [F(1, 9) = 154.4, p < 0.001]. LF and HF change was also significant [LF: F(4, 36) = 11, p = 0.012, HF: F(4, 36) = 11.8, p < 0.001] accounted for by increases in LF for LM [F(1, 9) = 9.8, p = 0.012] and WN [F(1, 9) = 23.8, p = 0.001] and decreases in HF for all stimuli compared to BLS. In summary, “A” displayed significant behavioral responses LM, autonomic responses for LM and WN, and EEG amplitude increases in the R temporal and frontal regions across bandwidths for both music therapy stimuli.

CASE STUDY TWO

“B” was a 49-year-old male with global hypoxic brain injury following a seizure 10 months previously, with high muscle tone and myoclonus6. Both SMART and MATADOC assessments gave a VS diagnosis, where he demonstrated mainly reflexive responses, but also some sensitivity to sound and touch, with increased spasm frequency when over stimulated. The experimental session took place during the assessment period.

B’s EEG responses were characterized by the dominance of WN in producing amplitude peaks across bandwidths and stimuli. However, notable exceptions were found for FMT, where a marked peak for EI was observed [ANOVA F(4, 356) = 82, p < 0.001, EI post hoc contrast F(1, 89) = 138.1, p < 0.001], with further peak activity for LM in β in the frontal, parietal, and midline regions. A significant θ:β ratio was found for the pooled frontal region [F(4, 356) = 5.8, p < 0.001] with a significant post hoc decrease for EI [F(1, 89) = 3.7, p = 0.57, F: 3.7], and increase for WN [F(1, 89) = 5.7, p = 0.025].

Whilst “B” had his eyes closed throughout the session, various discreet behavioral responses were observed. For example the change in his blink rate (i.e., blinks per 10 s) approached significance [F(4, 15.2) = 2.4, p = 0.058], due primarily to increases for LM [F(1, 17) = 6.6, p = 0.02], and head movement changed significantly [F(4, 15.2) = 13.1, p < 0.001], due to decreases for EI and DM.

Physiological responses for “B” showed significant change in a range of measures, for example his HR decreased for all stimuli compared to BLS [F(4, 36) = 4.6, p = 0.004], whilst a significant finding for HRV in the RMSSD measure [F(4, 36) = 4.2, p = 0.004] comprised a contrasting increase for LM [F(1, 9) = 4.2, p = 0.074] with a decrease for DM [F(1, 9) = 4.2, p = 0.03]. To summarize, neurophysiological and behavioral data showed a range of significant change, where despite generalized EEG power increases for WN, localized increases across bandwidths were observed for LM and EI, with increases in HRV for LM.

CASE STUDY THREE

“C” was a 24-year-old female with a R temporal hematoma following a traumatic brain injury 6 months previously. Her SMART assessment completed 2 weeks previously gave a diagnosis of VS. However it was clear from the evidence of reactive θ7 at the start of the experimental session, and some consistent responses to the CRS R commands, that she had emerged from VS to MCS. Interestingly her initial MATADOC assessment undertaken concurrently with the SMART gave a more positive borderline diagnosis.

Figure 8 details global EEG responses for “C” which were notable for the dominance of music therapy stimuli across θ, α, and β, where ANOVAs for each bandwidth regions indicated significant change. In θ, significant increases were found for LM [F(1, 88) = 5.4, p = 0.022], and decreases for WN [F(1, 88) = 24.4, p < 0.001]. In α, discrimination was observed in relation to peak power for LM and EI compared to DM and WN, with a shift to EI as the peak stimulus in β [F(1, 88) = 14, p < 0.001]. θ:β change was significant [F(1.2, 96) = 15.6, p < 0.00], comprising an increase for LM [F(1, 88) = 3.2, p = 0.077], with significant decreases for DM, EI, and particularly WN [F(1, 88) = 91.7, p < 0.001]. Figure 9 highlights the topographic changes observed between BLS and LM energy in low α (8–10.5 Hz), illustrating the relatively less damaged left hemisphere provided the location for increased responses, a pattern repeated across bandwidths for LM and EI.
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FIGURE 8 | Case “C”: EEG global responses across bandwidths.




[image: image1]

FIGURE 9 | Case “C” alpha 1 (8–10.5 Hz) EEG topography.



“C”s behavioral responses were interesting in relation to the finding for blink rate noted previously for VS subjects. Whilst blink rate change was significant [F(4, 68) = 3.8, p = 0.007], this comprised a decrease for LM [F(1, 17) = 3.2, p = 0.089] and increase for WN [F(1, 17) = 3.1, p = 0.096]. However “eyes open body movement” counts also changed significantly [F(2.1, 36.8) = 3.9, p = 0.026], but conversely here there were no counts for WN in comparison to significant increases from baseline level (n: 2) for LM [n: 32, F(1, 17) = 7.2, p = 0.015] and EI [n: 28, F(1, 17) = 8.35, p = 0.15].

“C”s HR changed significantly [F(4, 36) = 10.5, p = 0.001] due to significant increases for LM [F(1, 9) = 41.4, p = 0.001], EI [F(1, 9) = 17.7, p = 0.002], and DM [F(1, 9) = 5.1, p = 0.05], which was accompanied by significant change for LF [F(1, 9) = 7.2, p = 0.001], with marked increases for LM [F(1, 9) = 46, p < 0.001]. HF also changed significantly [F(4, 36) = 6.7, p < 0.001] accounted for by significant decreases with LM and EI [F(1, 9) = 11.9, p = 0.007 and F(1, 9) = 13.1, p = 0.006]. The most contrast in relation to individual measures was within the HRV time domain (RMSSD), where significant change [F(1.7, 15.2) = 11.9, p = 0.001] comprised a marked decrease for LM [F(1, 9) = 55.1, p < 0.001] in contrast to an increase for WN [F(1, 9) = 6.1, p = 0.035]. In summary, the combination of global increases in EEG power across bandwidths for music therapy stimuli combined with the changes noted for behavioral and HRV measures suggests music therapy elicited heightened arousal and mental effort compared to other stimuli. Furthermore “C”s EEG responses indicated heightened discrimination, or selective attention between music therapy and other stimuli.

DISCUSSION

In parallel with advances in brain imaging techniques such as fMRI, there have been extensive developments in our understanding of how music affects the brain, or “music neuroscience.” However our understanding of the neuro-physiological effects of live music stimuli typically used in therapy interventions is limited (O’Kelly and Magee, 2013a). Whilst some scanning techniques are antithetical to naturalistic explorations of the methods described in this paper, we have adopted EEG and physiological monitoring to provide new perspectives on music therapy with both healthy individuals and those with DOC.

The findings of the healthy cohort EEG analysis of the study revealed widespread increases in EEG power across bandwidths in relation to LM, more distinct in the R hemisphere. This hemispheric specialization accords with Tervaniemi and Hugdahl’s (2003) review comparing speech with music processing, and Stewart et al.’s (2006) review of disorders in music listening. Interestingly, in relation to the literature on valence, this study’s findings are slightly ambiguous. Altenmüller et al. (2002) suggests that greater R frontal activation, as observed here for LM, denotes negative valence in musical listening, particularly in females. This finding may perhaps be accounted for the range of functions preferred music listening serves, such as “self-reflection” (Schäfer et al., 2012). However increased FMT was observed with LM, which is linked to “pleasant” music listening experiences (Sammler et al., 2007). EI, designed to be appropriate for accommodating processing deficits in clinical work, produced a decreases in α compared to silence in the healthy cohort. One may hypothesize that EI lacks the richness and complexity of LM, which may engage more emotional or cognitive responses with healthy subjects. Subjective feedback could have clarified these issues, however this was not gathered as it lay outside the main focus of the study. Valence issues aside, the LM data provides further support to a growing evidence base for preferred music listening and musical activity as beneficial for supporting neuroplasticity through engaging a global system of temporal, frontal, parietal, cerebellar, and limbic brain areas involved in auditory and language processing, emotion, attention, motor control, and memory (Altenmüller et al., 2012; Särkämö et al., 2013). These qualities have been explored with neuro-imaging studies addressing visual neglect, memory, attention, and mood disorders in neurological populations (Särkämö et al., 2008, 2009) and other populations (Koelsch et al., 2010; Fachner et al., 2013), but are as yet untested in this manner in DOC rehabilitation.

The healthy subjects’ respiration data points to a useful benchmark for healthy behavior when the rate increases during listening to preferred music, with a lack of entrainment effect to music tempo suggesting to cortically mediated, emotional, or “top down” processes according to Salimpoor et al. (2009). EEG findings for healthy subjects for DM and WN in the R parietal region combined with WN effects on increasing respiration variance are also noteworthy. Boiten et al.’s (1994) finding that increases in respiration variance are found during emotional upset and Heller’s (1993) model for the R parietal region modulating autonomic and behavioral arousal in “emotional states” suggest both responses correspond to processing emotional responses to auditory/musical stimuli which are likely to be unpleasant.

The findings of the patient component of the study provide a range of support for the use of music therapy in assessment of DOC. Furthermore, they highlight the need for less dichotomous thinking in relation to differences between VS and MCS models, as suggested by Bruno et al. (2011). However, the findings on blink rate with VS, although encouraging, need to be interpreted cautiously in relation to the literature. Whilst blink rate is correlated positively with dopaminergic system activity, arousal (Karson et al., 1990), attention (Abe et al., 2011; Irwin, 2011), and creativity (Chermahini and Hommel, 2010), it has also been negatively correlated with attention (reading versus resting state) (Bentivoglio et al., 1997) and recognition of saliency in video stimuli (Shultz et al., 2011). Blink rate increased significantly for VS patients presented with LM, however change was not significant for MCS, although WN provided a contrasting peak increase. This, together with the findings of MCS case “C” (decreased blink rate for LM compared a significant increases for WN, but significant increases in body movement for LM and EI), suggests two types of blink behavior: (i) a basic arousal response where blink rate increases, and (ii) a more sophisticated attention response where blink rate decreases where awareness of the stimuli increases and visual attention is recruited. Further questions are raised by the mean VS resting levels of blinking [20 (SD 16.4) per minute] compared to MCS [34.8 (SD 28.5)], which contrasts with the finding of Bonfiglio et al. (2005) that reduced spontaneous blink rate characterizes the early stages of conscious recovery.

The case studies highlight how significant change may be observed in ANS measures in response to music therapy. The contrasting direction of change for these measures highlights the unique responsiveness of each DOC patient. Based on healthy studies of HRV, and dependent on an individual’s intact emotional processing, it is plausible that some DOC patients may find LM pleasant and relaxing, whilst others may process the stimuli differently, even to the extent of finding the experience stressful in terms of mental exertion. The divergent, yet significant, changes in θ:β ratios in the case studies further highlight this issue. However, without the benefits of subjective verbal accounts such hypotheses are tenuous. The important issue is perhaps not so much whether a brief exposure to a stimulus produces a reaction akin to a “healthy” stress response, more that significant cortical and ANS activity occurs that might suggest discrimination rather than a reflex response. Following the previously noted findings of Wijnen et al. (2006) and Riganello et al. (2010), patients with these significant ANS responses suggest the need for a comprehensive follow up assessment, as these responses may suggest favorable recovery potential.

Despite the previously noted heterogeneity in DOC EEG data, patterns of discriminatory behavior for FMT and frontal α were observed in VS and MCS subjects. Given the literature on FMT as a marker of visio-spatial navigation and memory activity in the hippocampus (Fell et al., 2003; Ekstrom et al., 2005), and cognitive and emotional functions such as motivation, processing information, and attention found in the anterior cingulate cortex (Devinsky et al., 1995; Wang et al., 2005), this finding is noteworthy. Certainly for VS subjects, one would not expect to find any evidence of heightened responsiveness to the complex stimuli of LM or EI in preference to DM and WN, where the former may contain unique elements involved in emotional, language, or memory processing. The frontal α increases in pooled MCS data, and widespread increases in α, θ, and β such as those illustrated in case “C” also underpin the utility of music therapy in promoting cortical activity, which may enhance local and long distance connectivity for MCS patients. Furthermore, the level of differentiation between LM and EI compared to WN and DM in MCS highlight more intact cognitive processes such as selective attention in MCS compared to VS, where this differentiation was less evident. Research exploring whether, and how, these responses can be harnessed to promote neuroplasticity in DOC rehabilitation is indicated. Furthermore, the different patterns of discrimination for VS and MCS found highlights the potential of combined music therapy/EEG assessment as providing a non-invasive and widely applicable method to compliment behavioral assessments.

The data collection for the patient cohort in particular posed numerous challenges, such as applying EEG electrodes where patients had craniotomies, to removing numerous EEG artifacts caused by appliances such as feeding machines. Patients did not receive auditory brain stem testing to exclude patients with undiagnosed hearing impairment, which may have provided a confounding element to the findings. Furthermore, all patients were receiving a range of medications, where a common side effect was drowsiness, which may compromise EEG and ANS responses. Conversely one may consider the significant change found in neuro-physiological measures in this study as important from a clinical perspective, where behavioral responses alone, attenuated by drowsiness, might give a different impression. The provision of music therapy methods by one music therapist, and sample size, also suggest caution is needed when interpreting findings, particularly in relation to the potential variance in performance style one might find with other music therapists. It should also be noted that LM and DM comprised heterogeneous tempo, harmonic, rhythmic, and lyrical content. This lack of standardization may have provided a confounding effect, perhaps explaining the divergent HR and HRV results. However, it would be antithetical to provide these musical items in a standardized form, as this would possibly obscure any elicitation of responses based on intact memory function. Further research might involve several therapists trained within standardized protocols, and larger samples to improve the robustness of findings.

CONCLUSION

This study addresses the lack of empirical evidence supporting music therapy in the assessment of those with DOC, with pilot level data on the neurophysiological and behavioral responses of DOC patients to music therapy. By comparing healthy data with findings from the DOC cohorts it is evident that music therapy is capable of eliciting a range of responses indicative of arousal and selective attention. Combined music therapy and neuro-physiological assessment may provide distinctive contribution revealing intact responsiveness to salient stimuli, even in VS patients considered to be “unaware” of themselves and their environment, which merits further investigation for prognostic value. Furthermore, as some VS subjects responded selectively, and beyond chance level to music therapy in neuro-physiological measures, it is clear that blanket assumptions as to the “unresponsive” nature of VS are questioned, especially where these assumptions are predicated on behavioral assessment alone. Given our expanding knowledge of the role of musical activity in promoting neuroplasticity, further research is needed to explore the potential of music therapy to optimize assessment, and promote functional gains within this population.
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1SDNN, standard deviation of all normal to normal peak intervals; RMSSD, root mean square of successive differences between adjacent peak intervals.

2LF, low frequency; HF, high frequency; ULF, ultra low frequency; LF/HF ratio, ratio of low-hi frequency power.

3F statistics are rounded to the first decimal point. ANOVA’s were computed using alpha = 0.05.

4Significance hitherto defined by p ≤ 0.05.

5“Increases” and “decreases” henceforth in relation to post hoc ANOVA contrasts with BLS.

6A brief, involuntary twitching of a muscle or a group of muscles caused by sudden muscle contractions.

7i.e., clear θ wave present in the EEG display, showing spiking responses to sudden noise or brief painful stimuli (e.g., pinching).

APPENDIX

Table A1 | Brain regions and pooled electrodes.
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This review presents an overview of the use of music therapy in neurological early rehabilitation of patients with coma and other disorders of consciousness (DOC) such as unresponsive wakefulness syndrome (UWS) or minimally conscious state (MCS). There is evidence that patients suffering from UWS show emotional processing of auditory information, such as listening to speech. Thus, it seems reasonable to believe that music listening—as part of an enriched environment setting—may be of therapeutic value in these patients. There is, however, a considerable lack of evidence. The authors strongly encourage further studies to evaluate the efficacy of music listening in patients with DOC in neurological early rehabilitation. These studies should consider a precise clinical definition and homogeneity of the patient cohort with respect to the quality (coma vs. UWS vs. MCS), duration (rather weeks to months than days) and cause (traumatic vs. non-traumatic) of DOC, a standardized intervention protocol, valid clinical outcome parameters over a longer observation period (weeks to months), monitoring of neurophysiological and vegetative parameters and, if available, neuroimaging to confirm diagnosis and to demonstrate responses and functional changes in the patients' brains.

Keywords: music therapy, music, coma, unresponsive wakefulness syndrome, minimally conscious state

INTRODUCTION

Rehabilitation of patients with stroke, hypoxic encephalopathy or severe brain injury is challenging. When considering music as therapy in neurological rehabilitation, one should be aware that there are two distinct groups of patients: First, early rehabilitation patients, frequently comatose (or suffering from other disorders of consciousness). They have a low functional status, high morbidity and are dependent on nursing (Rollnik and Janosch, 2010; Rollnik, 2011, 2014), requiring “passive” therapies (rather listening to music than playing). Second, patients at subsequent stages of rehabilitation, aware, with improving functional status, gaining independence from nursing. These patients require more and more “active” therapies. Along with improvement of consciousness and functional status, their ability to cooperate increases and they may participate in more active therapies (rather playing than listening to music).

The present review focuses on the efficacy of music as a therapeutic tool in early rehabilitation patients with disorders of consciousness (DOC). In Germany, neurological and neurosurgical patients are transferred to specialized early neurological rehabilitation centers, immediately after acute hospital treatment (e.g., brain surgery) (Rollnik and Janosch, 2010; Rollnik, 2011). These centers offer intensive care unit treatment because early rehabilitation patients need to be monitored and are frequently dependent on mechanical ventilation (Rollnik and Janosch, 2010; Rollnik, 2011).

Before reviewing the efficacy of music in early rehabilitation, a precise definition of DOC appears to be useful. First of all, coma is a clinical syndrome characterized by reflex behavior and a disorder of consciousness, no eye opening even to strong painful stimuli may be observed (Bodard et al., 2013). In the unresponsive wakefulness syndrome (UWS)—previously known as vegetative state (VS)—, eyes are open and reflex behavior occurs, but patients are completely unresponsive (e.g., absence of command following) (Bodard et al., 2013). Patients in a minimally conscious state (MCS) can show signs of consciousness, such as command following (even if inconsistent), visual pursuit, localization to noxious stimulation, and appropriate responses to emotional stimuli without being able to functionally communicate (Bodard et al., 2013). It has been suggested to distinguish two groups of MCS patients: Those who show higher-order signs of consciousness as MCS+ (e.g., non-functional communication and command following) from MCS− with only low-level signs of consciousness (e.g., visual pursuit, noxious stimulation localization, appropriate emotional response) (Bodard et al., 2013). These DOC have to be separated from the locked-in syndrome (LIS) which can be found in brain-stem injured patients and is characterized by preserved cognition and eye-coded communication (eye movements) with a lack of any further motor output (Bodard et al., 2013). It has also been suggested to define a functional LIS (fLIS) describing patients with severe brain injury who are behaviorally in an UWS or MCS, but on neuroimaging show better consciousness than expected, with command following and even functional communication) (Bodard et al., 2013). Table 1 summarizes the clinical features of coma and other DOC.

Table 1. Clinical diagnostic criteria of disorders of consciousness (DOC) (Bodard et al., 2013).
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We know that listening to music influences mood and arousal, which may improve performance on a variety of cognitive tasks (called the “Mozart effect” or “mood and arousal hypothesis”) (Husain et al., 2002). While musical tempo affects arousal, mode (major or minor) may change mood (Husain et al., 2002). There is broad evidence that mood plays a major role in neurological rehabilitation, mood improvement is associated with functional recovery of stroke patients, for instance Bilge et al. (2008). Music listening may be used to facilitate the recovery of cognitive functions and mood after stroke (Särkämö et al., 2008). Listening to self-selected music (at least 1 h daily for 2 months) improved verbal memory, focused attention, depressed, and confused mood (Särkämö et al., 2008). It is reasonable to believe that music listening may be of therapeutic value in neurological rehabilitation of patients without DOC. Improvement of mood and attention seems to be the key component of this “Mozart effect.” However, it is unclear whether music listening has any therapeutic effect in DOC. The present review examines if music—through emotional and other processes (e.g., arousal)—might be able to improve consciousness in these patients. To understand its potential it is helpful to focus on some neurobiological aspects of listening in healthy subjects and DOC.

NEUROBIOLOGICAL ASPECTS OF LISTENING IN DOC PATIENTS

Listening to music induces a widespread cortical and subcortical activation of the brain (Altenmüller and Schlaug, 2013). A strongly simplified model of music processing, potential effects of music listening and brain structures involved is presented in Figure 1. The model is based on the “mood and arousal hypothesis” which has been described above (Husain et al., 2002).


[image: image]

FIGURE 1. Music processing. Potential effects of music listening and brain structures involved (Altenmüller and Schlaug, 2013). Strongly simplified model based on the “mood and arousal hypothesis” (Husain et al., 2002).



It has been shown in neuroimaging studies that music listening activates a vast bilateral network of temporal, frontal, parietal, cerebellar and limbic structures related to attention, semantic processing, memory and the motor system (Särkämö et al., 2008; Altenmüller and Schlaug, 2013). Besides speech, music is the most versatile and complex auditory experience integrating input from the auditory, visual, and somatosensory system (Altenmüller and Schlaug, 2013). In addition, the basis and inner surfaces of the frontal lobes, the cingulate gyrus, amygdala, hippocampus and midbrain are involved in the emotional perception of music (Peretz and Zatorre, 2005; Altenmüller and Schlaug, 2013). For a detailed review on neurobiological aspects of music listening, see Peretz and Zatorre (2005), Altenmüller and Schlaug (2013).

So far, music listening seems to be advantageous for alert healthy subjects (Husain et al., 2002). It may stimulate the emotional network and improve attention and cognitive performance. But how about patients with DOC, do they respond to auditory or any other stimulation at all? Recently, it has been shown that patients with UWS do respond to pain cries of other people (Yu et al., 2013). These patients showed an activation of the so-called pain matrix, involving a sensory subsystem (which underlies pain sensation) and an affective subsystem (which underlies aversive emotional pain effects) (Yu et al., 2013). We know from other neuroimaging studies (functional magnetic resonance imaging—fMRI) that UWS patients may have cortical responses to language stimulation (Coleman et al., 2007). It has even been demonstrated that familiar speakers evoked significantly stronger activation in the limbic system (amygdala) than unfamiliar speakers and neutral phrases (Eickhoff et al., 2008). These findings indicate that listening to familiar sounds may not only induce cognitive but also emotional processing in UWS (Eickhoff et al., 2008). Visual stimuli are emotionally processed in UWS patients too (Sharon et al., 2013). Patients displayed more pronounced limbic and cortical activations elicited by presentation of familiar than non-familiar faces (Sharon et al., 2013). The fact that limbic and cortical areas have been activated supports the hypothesis that these responses might be a sign of “heightened awareness.” The finding of brain responses to emotional stimuli in patients with UWS is of importance because the quality of awareness cannot be evaluated without addressing the question of whether cognitive processes also elicit a subjective emotional experience (Sharon et al., 2013). Emotion and consciousness are considered to be inseparable as each conscious state is endowed with some form of emotion, for a detailed review, see Berkovich-Ohana and Glicksohn (2014). Emotion is regarded as a key component of our experiencing of environment, including our sense of self, serving as an ever-present basic constitute of the quality of human consciousness (Sharon et al., 2013).

THERAPEUTIC APPROACHES IN PATIENTS WITH DOC (MULTISENSORY STIMULATION)

It has been hypothesized that comatose patients might suffer from a condition of “environmental deprivation” (LeWinn and Dimancescu, 1978). This condition could be improved by environmental inputs through all five sensory pathways enhancing the rate and degree of recovery from coma (LeWinn and Dimancescu, 1978). The idea of “enriched environment” inspires therapeutic approaches using sensory stimulation in neurological early rehabilitation (Lippert-Grüner et al., 2007).

A Cochrane systematic review focused on sensory stimulation of brain-injured patients with coma or UWS (Lombardi et al., 2002). The authors identified only three studies which met the well-defined inclusion criteria (coma or UWS patients, brain injury of traumatic or non-traumatic origin, randomized controlled and non-randomized controlled trials with concurrent controls, comparing sensory stimulation with standard rehabilitation): In one randomized controlled study (RCT), only seven comatose patients (admitted to the ICU within 24 h after traumatic brain injury due to road traffic accident) in the intervention group underwent a multisensory stimulation of all five senses (olfactory, visual, auditory, gustatory, tactile) 20 min per day during their stay on the ICU (medium stay 8.1 days) (Johnson et al., 1993). There was no such stimulation in the control group. Outcome measures were Glasgow Coma Scale (GCS), ventilation, brain stem reflexes, spontaneous eye movements, skin conductance and heart rate assessed 20 min pre and post multisensory stimulation. In a second controlled clinical trial (CCT) with n = 30 comatose head injury patients (at least 2 weeks from the trauma), the treatment consisted of 45 min (twice a day) visual, auditory, olfactory, cutaneous, kinesthetic and oral stimulation (six modalities) for a 1–3 months period (Kater, 1989). Outcome was defined as level of cognitive functioning (LCF) measured 2 weeks and 3 months after the trauma. In the third study (CCT), 12 traumatic brain-injured comatose patients (4–12 days after trauma) in the intervention group received 60 min (once or twice a day for up to 4 weeks) multisensory stimulation (visual, auditory, olfactory, tactile, gustatory, kinesthetic, and vestibular) (Mitchell et al., 1990). Outcome measures were GCS and total duration of coma. None of the three studies found any evidence of a therapeutic effect of multisensory stimulation programs in comatose brain injury patients (Lombardi et al., 2002). Despite these negative findings, some limitations of these studies need to be addressed: The duration of coma was quite short in all three studies while early rehabilitation patients frequently suffer from longer lasting DOC, such as UWS or MCS. Further, intervention (intensity and quality of multisensory stimulation) differed substantially between the three studies.

A more recent review focusing on MCS patients after traumatic brain injury included other stimulation techniques such as transcranial magnetic and deep brain stimulation (Lancioni et al., 2010). There is broad evidence that repetitive transcranial magnetic stimulation (rTMS) as well as deep brain stimulation (DBS) may be used for therapeutic purposes and that both types of stimulation interfere with cortical functions (Däuper et al., 2002; Rollnik et al., 2003). One comatose patient was treated with rTMS of the right dorsolateral prefrontal cortex (DLPFC) daily over 6 weeks (thirty sessions with 300 trains) demonstrating slight improvements of awareness (Louise-Bender Pape et al., 2009). The DLPFC is also the focus of rTMS in patients suffering from major depression to improve mood, fatigue and activity (Chen et al., 2013). Given that the thalamus plays a major role in consciousness and has been referred to as the gateway of sensory input, a bilateral DBS of the central thalamus has been tried in a few comatose patients, with only moderate effects (Yamamoto et al., 2005; Schiff et al., 2007). The review also identified more recent case reports focusing on multisensory stimulation in MCS or UWS describing the case of a 24-year old women close to MCS (Canedo et al., 2002). She had a brain injury 3 months before auditory, visual, and tactile stimulation was performed. By the eighth week she started to respond to tactile and auditory stimuli, by the tenth week, she started to communicate (Canedo et al., 2002). In another case, a 20-year old women with UWS was treated with a multisensory stimulation program (visual, auditory, tactile, gustatory and olfactory stimulation) 50 days after brain damage for 63 days (2-h sessions per day) (Bekinschtein et al., 2005). Soon after beginning of the program, the woman made some progress, e.g., following of simple commands (Bekinschtein et al., 2005). These case reports are only anecdotal and cannot replace controlled studies.

Multisensory stimulation is also the basis of the so-called “basal stimulation” which has been established in many German intensive care and early rehabilitation facilities (Menke, 2006). It comprises multisensory stimulation during the nursing process, e.g., somatosensory (initially touching hands, arms, shoulders or chest, body washing), vestibular (moving the head), oral (smell and taste of favorite food), vibratory (vibration of the chest or using an electric shaver), auditory (listening to familiar sounds and music), tactile (putting well known things like a tooth brush or a cup into the patient's hand) and visual stimuli (presenting pictures of relatives). There are, however, no controlled studies available. Basal stimulation is derived from the concept of enriched environment (LeWinn and Dimancescu, 1978). Interventions are not as standardized as in the studies mentioned above with respect to intensity or quality of stimulation (Kater, 1989; Mitchell et al., 1990; Johnson et al., 1993) and are a part of the nursing process.

Several pharmacological interventions have also been studied. The most promising results could be observed with the dopamine releaser amantadine in traumatic brain injury (TBI) patients (Wheaton et al., 2009). It is well known from Parkinson therapy that levodopa improves alertness (Bliwise et al., 2012). In a meta-analysis, 11 pharmacological treatments were investigated by 22 clinical studies, comprising 6472 TBI patients in the treatment groups and 6460 TBI controls. Only one dopamine releaser (amantadine) and 1 bradykinin antagonist (CP-0127 [Bradycor]) produced marked treatment benefits for a single measure of arousal (Glasgow Coma Scale) (Wheaton et al., 2009).

MUSIC THERAPY IN NEUROLOGICAL EARLY REHABILITATION PATIENTS WITH DOC

According to the G-DRG (German Diagnosis Related Groups) system, music therapy may be a part of the therapeutic concept in neurological early rehabilitation1. Music therapy in neurological rehabilitation has a long tradition in Germany (Muthesius, 2003). Although controlled studies are lacking, about 29% of neurological rehabilitation facilities in Germany have reported to offer music therapy (Jochims et al., 2003). However, most of these therapies refer to the use of live music and singing, for instance, involving the patient as an active part. This form of music therapy makes more sense in aware, conscious patients, not in neurological early rehabilitation subjects suffering from DOC.

However, it has been suggested that music therapy could be used to “communicate” with individuals suffering from DOC and motor disabilities (Magee, 2007). As the auditory modality has been found to be particularly sensitive in identifying responses indicating awareness, a standardized protocol for intervention or measuring patient responses within the music therapy setting has been developed, the so-called “music therapy assessment tool for low awareness states” (MATLAS) (Magee, 2007) and its advanced version “music therapy assessment tool for awareness in disorders of consciousness” (MATADOC) (Magee et al., 2014). MATLAS and MATADOC may be used for MCS or UWS patients and comprise items which rate behavioral responses to sensory stimulation (Magee, 2007; Magee et al., 2014). The 14 items of the MATADOC are: “responses to visual stimuli, responses to auditory stimuli, awareness of musical stimuli, response to verbal commands, arousal, behavioral response to music, musical response, vocalization, non-verbal communication, choice-making, motor skills, attention to task, intentional behavior, emotional response” (Magee et al., 2014). As an example, the item awareness of musical stimuli is rated from 0 (“no observed response”) to 5 (“showed consistent interactive responses within musical exchange”) (Magee et al., 2014). The MATADOC has been validated in a small study enrolling only n = 21 DOC patients after traumatic, hypoxic-ischemic, hemorrhagic brain damage or viral infection (Magee et al., 2014). In a prospective, non-controlled study with repeated measurements, internal consistency, inter-rater and test-retest reliability and dimensionality were examined (Magee et al., 2014). The five-item scale showed an internal reliability of α = 0.76 (Magee et al., 2014). Corrected item-total correlations were all above 0.45, inter-rater intra-class correlations (ICCs) ranged from 0.65 to 1.00 and intra-rater ICCs from 0.77 to 0.90 (Magee et al., 2014). The study showed that diagnostic outcomes had 100% agreement with a validated external reference standard (Magee et al., 2014). However, validity and reliability of the MATADOC should be examined enrolling a larger and homogenous cohort of patients.

Active music therapy (“playing”) has been tried in severely brain-injured patients who were already able to cooperate to a certain extent (Formisano et al., 2001). Therapy consisted of musical improvisation between patient and therapist by singing or by playing different musical instruments, according to the vital functions, the neurological condition and motor abilities of the patients (Formisano et al., 2001). n = 34 brain-injured patients with a mean coma duration of 52 days and a mean interval from coma onset to the beginning of rehabilitation of 154 days had been enrolled (Formisano et al., 2001). Results showed a significant improvement of the collaboration of the severely brain-injured patients and a reduction of undesired behaviors such as inertia or psychomotor agitation (Formisano et al., 2001).

In one case report, music therapy has been tried in a cerebral hypoxia patient whose diagnosis of UWS was contradicted by purposeful responses within the music therapy assessment, changing the diagnosis to MCS (Magee, 2005). This case illustrates the potential role of music therapy in assisting with diagnosis of patients with DOC (Magee, 2007; Magee et al., 2014). Thus, music therapy might provide a medium which does not rely on language, is non-evasive and elicits emotional responses in these patients (Magee, 2005).

A recently published study applied preferred music exposure in a larger cohort of patients with either UWS or MCS compared to healthy controls (O'Kelly et al., 2013). The neurophysiological and behavioral study was undertaken comparing electroencephalogram (EEG), heart rate variability, respiration and behavioral responses of 20 healthy subjects with 21 individuals with UWS or MCS (O'Kelly et al., 2013). Healthy subjects and patients were presented with live preferred music and improvised music entrained to respiration (procedures typically used in music therapy), recordings of disliked music, white noise, and silence (O'Kelly et al., 2013). ANOVA tests indicated a range of significant responses across healthy subjects corresponding to arousal and attention in response to preferred music including concurrent increases in respiration rate with globally enhanced EEG power spectra responses across frequency bandwidths (O'Kelly et al., 2013). Whilst physiological responses were heterogeneous across patient cohorts, significant post hoc EEG amplitude increases for stimuli associated with preferred music were found for frontal midline theta in six UWS and four MCS patients and frontal alpha in three UWS and four MCS subjects (O'Kelly et al., 2013). Furthermore, behavioral data showed a significantly increased blink rate for preferred music within the UWS cohort (O'Kelly et al., 2013). Two UWS patients showed concurrent changes across measures indicative of discriminatory responses to both music therapy procedures (O'Kelly et al., 2013). The results also suggested that music may be used to distinguish MCS from UWS (O'Kelly et al., 2013). However, due to the heterogeneity of the patient group, the study may rather be considered as a case study than a systematic investigation (O'Kelly et al., 2013).

DISCUSSION

Music therapy, in particular music listening, may be used in patients with DOC as part of an enriched environment setting during neurological early rehabilitation (Jochims et al., 2003; Muthesius, 2003; Menke, 2006; Lippert-Grüner et al., 2007; Magee, 2007; O'Kelly et al., 2013). It has been shown that music listening induces a broad activation of several complex neuronal networks and elicits emotional processes in the brain (limbic system) in alert subjects (Peretz and Zatorre, 2005; Altenmüller and Schlaug, 2013). It is evident from neuroimaging studies that even patients suffering from UWS (previously known as vegetative state) show emotional processing of auditory or visual information (Coleman et al., 2007; Eickhoff et al., 2008; Yu et al., 2013). Thus, it seems reasonable to believe that music listening, in particular listening to familiar music [as performed in the “basal stimulation” concept (Menke, 2006)], may be a powerful stimulator in the therapy of patients suffering from DOC. However, there is a considerable lack of evidence. Some controlled studies on multisensory stimulation are available, but they could not prove its efficacy in UWS or coma (Lombardi et al., 2002). In addition, there is only limited evidence that music therapy may be applied when subjects regain consciousness as a means of non-verbal communication or as a diagnostic tool to distinguish between UWS and MCS (Magee, 2005, 2007; Magee et al., 2014). Compared to patients with DOC, there is by far more evidence for the efficacy of “active” music therapy in alert neurological rehabilitation patients, in particular in motor rehabilitation (Altenmüller and Schlaug, 2013).

The therapeutic potential of music therapy in patients with coma, UWS or MCS in neurological early rehabilitation merits further investigation. Currently, there is (like with many other interventions in neurological rehabilitation) a considerable lack of evidence. Proof-of-principle and open-label studies, followed by controlled trials on this topic are strongly encouraged to improve the evidence-base of music as a therapeutic tool in neurological early rehabilitation patients with DOC.

Future studies should consider the following:

(1) Precise clinical definition and homogeneity of the patient cohort with respect to the quality (coma vs. UWS vs. MCS), duration (rather weeks to months than days) and cause (traumatic vs. non-traumatic) of DOC.

(2) Standardized intervention protocol: quality (e.g., familiar/preferred music, live or recorded) and intensity of music listening (frequency, duration of intervention). Studies should also consider a multisensory stimulation (music with or without other modalities).

(3) Use of valid outcome parameters, in particular clinical (e.g., GCS, low- and high-level signs of consciousness) over a longer observation period (weeks to months).

(4) Use of neurophysiological (EEG) as well as vegetative parameters (heart rate, respiration, skin conductance) to monitor physiological responses to music.

(5) If available, use of neuroimaging to confirm diagnosis and to demonstrate responses and functional changes in the patients' brains.

FOOTNOTES

1http://www.g-drg.de/cms/G-DRG-System_2014
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For children with severe cerebral palsy (CP), social and emotional interactions can be significantly limited due to impaired speech motor function. However, if it is possible to extract continuous voluntary control signals from the electromyograph (EMG) of limb muscles, then EMG may be used to drive the synthesis of intelligible speech with controllable speed, intonation and articulation. We report an important first step: the feasibility of controlling a vowel synthesizer using non-speech muscles. A classic formant-based speech synthesizer is adapted to allow the lowest two formants to be controlled by surface EMG from skeletal muscles. EMG signals are filtered using a non-linear Bayesian filtering algorithm that provides the high bandwidth and accuracy required for speech tasks. The frequencies of the first two formants determine points in a 2D plane, and vowels are targets on this plane. We focus on testing the overall feasibility of producing intelligible English vowels with myocontrol using two straightforward EMG-formant mappings. More mappings can be tested in the future to optimize the intelligibility. Vowel generation was tested on 10 healthy adults and 4 patients with dyskinetic CP. Five English vowels were generated by subjects in pseudo-random order, after only 10 min of device familiarization. The fraction of vowels correctly identified by 4 naive listeners exceeded 80% for the vowels generated by healthy adults and 57% for vowels generated by patients with CP. Our goal is a continuous “virtual voice” with personalized intonation and articulation that will restore not only the intellectual content but also the social and emotional content of speech for children and adults with severe movement disorders.

Keywords: electromyography (EMG), speech impairment, speech synthesis, Cerebral Palsy, non-linear Bayesian filtering

INTRODUCTION

Children with brain injury in the perinatal period, usually referred as Cerebral Palsy (CP), are often left with a combination of weakness, spasticity, dystonia, dyspraxia, and other motor disorders (Cans, 2000). These disorders in CP result from dysgenesis or injury to developing motor pathways in many components of central nervous system, including the cortex, basal ganglia, thalamus, cerebellum, brainstem, central white matter, or spinal cord. Most patients with CP struggle to maintain limb postures or perform voluntary movements due to increased muscle tone or weakness. Concomitant issues in emotional and behavior are also common in CP (Bax et al., 2005). In the most severe cases, the motor disorders in CP can prevent all meaningful voluntary movements of the patient (Sanger et al., 2003), and more than 80% of children with dyskinetic or tetraplegic CP suffer from speech impairments (Odding et al., 2006). While new therapies such as stem cells hold great promise for the treatment of early brain injuries, full restoration of speech for children with CP remains unlikely.

We use the term “language” as the content of human communication, either spoken or written, consisting of the use of words in a structured and conventional way (Oxford English Dictionary); while the term “speech” as the motor function required for vocalizing human language. It is common that patients with CP may have normal language ability (via writing or assistive devices) but are completely incapable of producing speech. Our ultimate goal is to allow children with CP to create intelligible English speech using a portable synthesizer controlled in real-time by body signals such as muscle activity. For children with CP who have preserved language skills but impairment of control of vocal tract musculature, our aim is to create a “virtual voice” to enable them to express language using other muscles for which they may have better voluntary control. The primary engineering challenges for restoring speech are threefold: (1) extracting controllable signals from a diseased neurological system, (2) using these signals to rapidly synthesize sounds resembling human speech, and (3) providing personalized ways of speaking. The third challenge is particularly important for children, since language is used by children for social interaction and emotional communication, much more than for declarative statements (Wing and Gould, 1979; Van Lancker et al., 1989; Patel and Schroeder, 2007). It has been shown that muscle patterns in children with CP are distorted by co-contraction (Young et al., 2011a,b), signal-dependent noise (Sanger et al., 2005; Sanger, 2006), and weakness, which reduce the speed and accuracy of control and lead to a limited effective bandwidth of the voluntary signal (Sanger and Henderson, 2007). Therefore, the challenge is to allow sufficient flexibility in the voice output despite limited bandwidth of the voluntary control signals. We thus seek to maximize the controllability of the produced speech, while minimizing the need for precise control of muscles.

Myocontrol, the control of prosthetic devices using surface electromyographic (EMG) signals, holds great promise for speech production. Previous studies provide the essential support that EMG from limb muscles provides an excellent signal that children with CP can often control (van der Heide et al., 2004). The flexibility and accuracy of muscle activity could potentially approach the quality and flexibility required in speech control. Furthermore, signal processing could potentially transform abnormal muscle patterns of children with CP into much more precisely controllable signals with significantly better performance. In speech science, EMG has been adopted in various studies including the real-time recognition of impaired speech (Jorgensen et al., 2003; Jou et al., 2007); EMGs from neck strap muscles have also been successfully used for driving an artificial larynx in patients who receive laryngectomy (Stepp et al., 2009). In these applications, however, patients have normal neural control and need only bypass abnormal muscles or biomechanics. But for children with CP and absent speech, the neural control itself is impaired so that EMG from the neck muscles is not expected to function for control of speech. Compared to muscles around the neck and vocal tract, limb muscles are defined more clearly and therefore easier to attach surface EMG recording electrodes. Here we will leverage the fact that significant amount of voluntary control can still be reconstructed from limb muscles of children with CP.

Successful application of myocontrol has been limited by the variability in raw EMG signals and the consequent poor quality of estimates. Most existing methods for EMG processing stem from the idea that EMG can be treated as an amplitude-modulated signal with band-limited noise (Hogan and Mann, 1980a,b). Based on this perspective, a procedure of high-pass, rectify and low-pass filtering has been developed and widely adopted for EMG processing (Evans et al., 1984; Merletti, 1999). Using this procedure, however, it is difficult to obtain online control signals that are both responsive and smooth, which is extremely critical for real-time applications such as restoring movement functions. With our recently developed techniques of non-linear Bayesian filtering (Sanger, 2007), we are able to extract high-bandwidth, low-latency control signals from raw surface EMG. The technique has been applied to studies of biofeedback (Bloom et al., 2010) and motor control (Young et al., 2011b) for children with dyskinetic CP. It provides another essential support for using myocontrol in speech production for CP. See Materials and Methods for details.

In addition to the problem of control, speech restoration for children with CP also requires a technology that can synthesize speech-like voices with a small number of control parameters, and yet still allow for flexible voice output. The technology of speech synthesis has been of interest for more than 200 years (von Kempelen, 1791), and it has evolved into three categories of synthesis approaches: concatenative, articulatory and formant-based. The simplest way to produce synthetic speech is to play back pre-recorded pieces of natural speech following pre-determined concatenations. This concatenative approach produces very high quality of voice in text-to-speech applications (Taylor et al., 1998), but pre-recorded voices are usually unavailable from children with CP. Even though in some cases the patients' voice can be pre-recorded, such systems usually require accurate selection of speech elements; thus the control task may be harder than necessary.

As a continuous alternative to concatenative synthesis, formant-based synthesis uses relatively few control parameters and allows for full control of intonation and inflection (Klatt, 1980). In the case of vowels, for instance, it has been suggested that frequencies of the lowest two formants (F1 and F2) are sufficient for vowel intelligibility, while formant bandwidths and other parameters are less important (Stevens, 2000; Ladefoged and Johnstone, 2010). Therefore, in the case of vowel synthesis, it becomes possible to reduce the number of parameters for control in CP using a low dimensionality of control inputs. In a recent study (Larson et al., 2013), the investigators succeeded in using two channels of surface EMG from orbicularis oris muscles to control F1 and F2 for vowel synthesis. The EMGs were categorized into pre-defined syllables and therefore would not provide continuous auditory feedback. In this study, because we convert EMGs moment-by-moment to continuously varying formant frequencies, our system will produce continuous voice even though the target phoneme has not yet fully developed. As a result, even though real-time myocontrol allows significant flexibility that could potentially lead to personalized intonation and articulation, the very first step should be testing the intelligibility of vowels using myocontrol.

Ultimately, the goal of myocontrolled speech synthesis is to generate both vowels and consonants in continuous speech. In reaching this goal, generation of consonants presents several important challenges. First, many consonants (e.g., plosives and fricatives) are rapid, dynamically changing acoustic events. Such consonants thus require high bandwidth in the control signal to produce the fast temporal transitions. Second, many consonants involve controlling more acoustic features than just F1 and F2, e.g., frication noise for fricatives and F3 for /r/ (Espy Wilson, 1992; Heinz and Stevens, 2005). Our technique of myocontrolled vowel synthesis can be directly used for producing liquid consonants (or semi-vowels) due to the acoustic similarity between vowels and liquid consonants (Ladefoged and Johnstone, 2010). For other consonants that have dynamics and richer acoustic features (plosives, fricatives, etc.), we expect that certain dimensionality reduction methods will be required to simplify control of the formant trajectory and sound production process such that the consonant production can be mapped to activation of a limited number of muscles. The focus of the current study, however, is to answer the initial feasibility question of whether vowel synthesis can be controlled in real-time using non-speech muscles.

This paper first introduces the design and methodology of real-time vowel generation using EMG from non-speech muscles. Next, we describe testing the quality of myocontrolled speech synthesis in 10 healthy adults and 4 patients with dyskinetic CP. The two populations are not age matched since our purpose is validation of myocontrolled vowel-synthesis in a wide range of subjects. We hypothesize that for healthy adults the vowels synthesized via myocontrol will be recognized by naïve listeners with statistical significance; in patients with CP, the intelligibility is expected to be lower than healthy adults, but the listeners should still be able to identify the vowels with statistical significance. The fraction of vowels correctly identified by 4 naive listeners is calculated to test the feasibility of intelligible speech restoration using myocontrol. Preliminary results have been reported as an abstract (Niu et al., 2013). Our main innovations are (1) using non-linear Bayesian filtering to extract high-bandwidth, low variability control signals and (2) mapping the vowel generation to moving a cursor on a 2D plane, which is intuitive even for children with CP.

MATERIALS AND METHODS

All research participants signed written informed consent to participate as well as U.S. Health Information Portability and Accountability Act (HIPAA) authorization for use of medical and research records, according to approval of University of Southern California Human Subjects Review Board. Both healthy subjects and patients with CP were recruited. Healthy subjects without known neurological disease were recruited as control. Patients with CP were required to have normal cognition such that they could understand the experimental instructions, and at least one side of their upper extremities should show motor deficits. Ten healthy adult subjects (7 male, 3 female, age 21–29 years), four subjects with dyskinetic CP (2 male, 2 female, age 12–20 years) and four naïve listeners (2 male, 2 female, age 25–30 years) were recruited. The clinical diagnosis and motor deficit analyses of 4 patients with CP are summarized in Table 1.

Table 1. Diagnosis of four patients with dyskinetic CP.
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SYNTHESIZING VOWEL IN REAL-TIME BY CONTROLLING FORMANTS

The overall design of our myocontrolled formant-based synthesis platform is shown in Figure 1. Raw muscle EMGs are monitored using surface EMG electrodes (Biometrics SX230) attached over the belly of the chosen muscle. EMG signals are sampled at 1 kHz and processed online using a non-linear Bayesian filter. The screen provides visual feedback of the muscle activity, and also shows the level of activity required for a given vowel. Both auditory and visual feedback are continuously provided during experimental tests.


[image: image]

FIGURE 1. Design of the system (top) and a snapshot of the working set-up (bottom). The EMG electrodes are placed on the flexor pollicis brevis muscles of both hands. Pinching the thumb and index finger will activate the EMG to move both the screen cursor and formant frequency.



In human speech, vowel production can be described as a broadband sound source generated at the glottis (i.e., the glottal source) that is filtered by the vocal tract (e.g., the pharynx, tongue, palate, teeth, lips) (Titze, 2000). The glottal source is periodic with a fundamental frequency F0 that is lower for male voices and higher for female voices. The vocal tract has several resonances that speakers change by moving the articulators, especially the tongue. These resonances filter the glottal source, so that the output speech spectrum has harmonics of the pitch modulated by broad peaks of the vocal tract resonances called formants. The frequencies of the lowest two formants (F1 and F2) determine which vowel is being spoken, while higher formants usually reflect non-phonetic speaker characteristics (e.g., vocal tract length) (Stevens, 2000; Ladefoged and Johnstone, 2010). Thus, in formant-based speech synthesis, we can artificially synthesize different vowels by tuning the lowest two resonances of a filter driven by a broadband periodic (e.g., impulse trains) acoustic source (Parsons, 1987; Stevens, 2000).

In this project, we adapted an open-source formant-based synthesizer (Wavesurfer, KTH Royal Institute of Technology, Sweden) such that F1 and F2 can be directly controlled over an ethernet link in real-time. The reason of selecting a well-developed synthesizer is to keep our goal modest, such that if the feasibility test fails it is likely due to our myocontrol design but not the synthesizer. The source code of the Wavesurfer synthesizer is located at http://www.speech.kth.se/wavesurfer/formant/. The adapted version is available upon request from the authors of this paper.

NON-LINEAR BAYESIAN FILTERING OF EMG

Under the assumption that the rectified EMG signal results from random depolarization events of multiple muscle fibers, the average amplitude of rectified EMG in a small time window will be proportional to the number of depolarization events during that time. One representative non-linear model of such depolarization events is a non-homogeneous Poisson process with n events per second, controlled by the muscle drive x:

[image: image]

where the driving signal x is unknown and thus must be estimated by the filtering algorithm.

Since the drive signal x is determined by voluntary behavior, we model this behavior as a jump-diffusion process that includes the possibility of gradual changes in muscle drive with occasional sudden jumps at the time of force onset or offset:

[image: image]

where the stochastic differential equation is to be interpreted in the Ito sense, dW is the differential of a standard Brownian motion, dNβ is the differential of a counting process with rate β events per second, and x is a random variable uniformly distributed on [0,1]. Equation 2 models the gradual drift of x determined by the drift rate α, and rare jumps that occur at transitions in the counting process dNβ, at which times the value of x will change to a new random value drawn from the distribution of x.

Using Equation 1, we can derive a posterior estimate for x based on measurement of EMG and a prior estimate of the density of x using Bayes' rule. Between measurements of EMG, x will change according to the stochastic differential equation Equation 2, and the distribution of x will propagate forward in time according to a corresponding partial differential equation similar to the Fokker-Planck equation. After each measurement, the maximum a posteriori estimate of x is calculated using Bayes' rule, and this provides the output estimate from the algorithm at that time.

An example of non-linear Bayesian filtering applied to rectified EMG is shown in Figure 2. As can be seen, the output from non-linear Bayesian filter has captured the rapid changes in force, but still with sufficient smoothness and dynamic range. For details about this EMG model and filtering algorithm refer to Sanger (2007). There exist a variety of EMG filtering algorithms that may all allow myocontrolled speech synthesis. We adopt non-linear Bayesian filtering due to its benefits of fast time-domain response and low variability. Detailed comparison between EMG filtering algorithms for speech synthesis may be tested if the basic feasibility is proven.
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FIGURE 2. Example of non-linear Bayesian filtering, re-analyzed and produced from previous dataset (Sanger, 2007). A rectified surface EMG signal (top) was recorded during 10 s of isotonic contraction in the biceps. The corresponding force (middle) was both fast-changing and smooth. The signal produced by non-linear Bayesian filter (bottom) showed comparable rising time and falling time, and maintained small variability during the contraction.



FORMANT PLACEMENT IS A 2D REACHING MOVEMENT

The five common English vowels and the frequencies of their lowest two formants (F1 and F2) are shown in Table 2 according to Hillenbrand et al. (1995) On a plane defined by F1 and F2, each of the five vowels represents a point, as can be seen in Figure 3A. The mapping between vowel and locations on a 2D plane is visualized and shown to the subject for learning the use of myocontrolled vowel production. It is important to realize that perfect accuracy is not required; vowels will be recognizable in a region near the targets, and the tolerance for error will be greater when vowels are incorporated as part of a word or phrase in which meaning can be inferred.

Table 2. Average formant frequencies (Hz) for U.S. English vowels produced by 45 males (from Hillenbrand et al., 1995), with the corresponding EMG magnitude under Cartesian and polar transform.
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FIGURE 3. (A) In formant-based speech synthesis, each vowel represents a point on the 2D plane defined by F1 and F2. Therefore, five common U.S. English vowels are one-on-one mapped to five targets on a 2D plane. Both the Cartesian (B) and polar (C) transform from EMG to formant are tested due to the non-negativity of EMG signals.



To familiarize with the task without the need to learn myocontrol simultaneously, we first asked all subjects to repetitively move between /i/ and /ɑ/ using the finger to swipe across the surface of a touch-screen. To demonstrate the feasibility of placing F1 and F2 using myocontrol, we asked the same subject to move the cursor on the formant plane using flexor pollicis brevis EMGs from both hands. The EMG signals were transformed to F1 and F2 using the Cartesian transform (explained below). See Results for details.

CONTROL STRATEGIES FOR PLACING FORMANTS

Since F1 and F2 frequencies represent points on a 2D surface, filtered EMGs must be mapped to positions within the same surface. Due to the non-negativity of filtered EMG, we chose two straightforward position mappings either in Cartesian coordinates within the first quadrant, or polar coordinates within the entire 2D surface. Cartesian transform is given by:
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where Fhi1, Flo1, Fhi2 and Flo2 are the boundary frequencies chosen such that all vowels listed in Table 2 are reachable with normalized EMG1, EMG2 ϵ [0,1]. When using the Cartesian transform, a dot cursor representing the current coordinate of (F1, F2) was shown on the screen (Figure 3B).

Another way of transforming non-negative normalized EMG into formant space is to use polar coordinates. The transform is given by:
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where KF1 and KF2 are scaling factors for adjusting the size of the ellipse defined by the transform. When using the polar transform, the visual feedback was provided by a vector line, of which the magnitude was primarily driven by EMG1 while the angle driven by EMG2 (Figure 3C). In the current setup we choose that when EMG1 = 1.0 and EMG2 = 0.0 the vector is pointing to the negative direction of F1.

The normalized EMGs required for each vowel are listed in Table 2, calculated according to Equations (3–7). When using Cartesian transform, the cursor starts from the top-right corner of the screen; when using polar transform, the cursor starts from the center of the screen. It is worth noting that the origin of the coordinate system directly affects the magnitude of EMG1 and EMG2 required for each vowel. Therefore, reaching certain targets may require an EMG level higher than 60% of maximum voluntary contraction (MVC, see asterisk terms in Table 2), which has been known to cause fatigue (Bigland-Ritchie et al., 1981). Simple increasing the gain of non-linear filter will reduce the maximum EMG level, but this will reduce the accuracy when producing low level EMGs. Therefore, one goal in the future is to minimize the EMG amplitude requirement while maintaining the accuracy at low EMG levels.

EXPERIMENTAL PROCEDURE OF RANDOMIZED VOWEL GENERATION

Subjects were seated in front of a laptop computer, with both hands resting on the knees. Activities from bilateral upper-limb muscles were monitored using two surface EMG electrodes, one for each hand. For healthy subjects with normal hand and arm function, signals from brachioradialis (BR, an elbow flexor) and flexor pollicis brevis (FPB, a thumb flexor) muscles were separately tested for myocontrol; for subjects with dyskinetic CP who had trouble using hand muscles, only BR was tested. In FPB conditions, subjects were instructed to pinch their thumb and index finger to activate the muscle; in BR conditions, the muscles were activated by the subjects lifting their forearms against the desk. Before the experiment, raw EMG amplitude was normalized to MVC (maximum voluntary contraction) determined for each electrode using the highest activation in any 250 ms period during five 5-s attempts, with visual feedback and encouragement.

All subjects received two test sessions (Cartesian transform and polar transform) in random sequence, illustrated in Figure 4. During each session, the subject was first given a 10-min practice to familiarize with vowel generation. During practice, the locations in formant space of all 5 vowels were displayed on the screen, and continuous audio feedback was provided. Subsequently, subjects were required to produce a series of 25 movements to targets in formant space corresponding to random vowels containing 5 occurrences of each common English vowel (/ɑ/, /e/, /i/, /ɔ/, /u/). In each trial, the target in formant space was shown, and the subject was allowed 5 s to produce the target vowel. A 2-s break was given between each trial.


[image: image]

FIGURE 4. The experimental procedure for testing the quality of vowel synthesis. Two sessions (Cartesian or polar) were given to each subject. Both the healthy subjects and patients received the 10-min practice for familiarizing with the device.



The 5-s sound clips recorded from each trial were played to four naive listeners (native U.S. English speakers) to identify the attempted vowel. At the beginning of each clip, the initial sound represent the two formants when EMG1 = 0, EMG2 = 0; the initial sound then transitioned to the steady-state sound produced by each subject. The listener was informed that during the 5 s the subject was trying to speak one vowel out of five possibilities. The listener was forced to make a choice by inferring from the steady-state sound and ignoring the transition. The fraction of vowels correctly identified by the listener, given by Ncorrect/Ntotal, was calculated to show the overall quality of myocontrolled vowel generation.

STATISTICAL ANALYSIS

The responses from each of the 4 naive listeners are analyzed using Cohen's κ-test (Viera and Garrett, 2005) to determine whether the synthesized vowels are intelligible. The purpose of Cohen's κ-test is to identify whether there is a difference in responses between the naive listener and an imaginary perfect listener who has exact knowledge of which vowel was spoken. In our case the listener was required to pick an answer from 5 candidate vowels, therefore an imaginary perfect listener would achieve 100% fraction of correctness, while a random guesser would be expected to achieve, on average, 20% correctness. In order to test the agreement among 4 listeners, we also analyzed their responses using Fleiss's κ-test (Fleiss, 1971).

RESULTS

We first asked the subjects to repetitively move between /i/ and /ɑ/ using the finger to swipe across the surface of a touch-screen. The trajectories resulting from the finger movements of a healthy subject are displayed in Figure 5A. In agreement with previous studies (Atkeson and Hollerbach, 1985; Uno et al., 1989), the trajectories of finger swiping movements were clustered around a straight line, even though the subject was free to choose any possible trajectory. Once the trajectory shown in Figure 5A was connected to our speech synthesizer it immediately produced the vowel sequence of “ee-ah-ee-ah.” It is hence suggested that when using formant-based synthesis, producing a target vowel can be equivalently interpreted as reaching to a target position within a 2D plane.
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FIGURE 5. When making repetitive reaching between /i/ and /ɑ/ on a touchscreen, the trajectory (A) automatically produces the sound of “ee-ah-ee-ah.” The same task can be done using myocontrol (B), where the trajectory has significantly higher variability but still produces “ee-ah-ee-ah.” Data from a healthy subject are shown.



We then asked the same subject to move the cursor on the formant plane using flexor pollicis brevis EMGs from both hands using the Cartesian transform. The myocontrolled trajectory is shown in Figure 5B. As can be seen, although the variability of the trajectory is significantly higher, the two targets (/i/ and /ɑ/) were still reached. This demonstrates the feasibility of using EMGs to move a cursor on the 2D formant plane. Notice the abrupt jump in the bottom-left part of the trajectory shown in Figure 5B, this is because non-linear Bayesian filtering allows for rapid jumps even though the main purpose is still acquisition of smooth control signals. We argue that the task remains intuitive to the subject, which will facilitate learning.

We first compared the spectrogram of a vowel sequence “ee-ah-ee-ah” produced by both myocontrolled synthesizer and natural human speech of a healthy subject (Figure 6). It can be seen that the spacing between the lowest two formants are qualitatively similar. This is not surprising since the synthesizer is designed to closely match human voice, but the test is still useful for the validation of whether subjects can indeed drive the synthesizer using limb muscles.
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FIGURE 6. Spectrograms of synthesized speech generated from myocontrol (top) and natural human speech (bottom) for the vowel sequence “ee-ah-ee-ah”.



The responses from the naive listener for all 10 healthy subjects are summarized in Table 3. For each condition, the fraction of correctness is averaged across all vowels produced by all 10 subjects. As can be seen, in all cases the fractions of success are higher than 60%, suggesting that it is feasible to produce intelligible English vowels using myocontrol. Cohen' κ-tests show that in all cases the κ-values are higher than 0.50, suggesting at least “Moderate” (“Almost Perfect” when using Cartesian transform) agreement between the naïve listeners and an imaginary perfect listener.

Table 3. The responses of 4 listeners to vowels from 10 healthy subjects and 4 patients with dyskinetic CP.
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Two-Way repeated measures ANOVA shows that in healthy subjects (Figure 7A, healthy), Cohen's κ is significantly higher when using Cartesian transform compared with polar transform [main effect of transform, F(1, 9) = 169.7, p < 0.00001]; also our design favors the finger flexor (FPB) over the elbow flexor (BR) [main effect of muscle, F(1, 9) = 9.831, p < 0.05]. The interaction between transform and muscle is also significant [F(1, 9) = 20.51, p < 0.01]. These results suggest that both the EMG-formant mapping and muscle selection are important for future improvements of myocontrolled speech synthesis.
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FIGURE 7. (A) Cohen's κ calculated from the responses of 4 listeners for the 10 healthy subjects. Each data point represents the responses from 1 listener across 25 vowels. For healthy subjects, each box covers 4 (listener) × 10 (subject) = 40 data points. (B) Cohen's κ calculated from the responses of 4 listeners for 4 patients with CP, each box covers 4 (listener) × 4 (patient) = 16 data points.



For the patients with dyskinetic CP, the responses of the listeners are also shown in Table 3. Since the subjects with dystonia had difficulty controlling their FPBs, only brachioradialis muscles (BR) were tested. Although the fraction correct for subjects with dyskinetic CP was lower than for healthy subjects, the naive listeners were still able to identify almost half of the vowels generated by subjects with dyskinetic CP. Cohen' κ-test also shows either “moderate” or “fair” agreement between the naive listeners and an imaginary perfect listener, suggesting that the vowels were unlikely to have been identified from pure speculation. Similar to healthy subjects, One-Way repeated measures ANOVA shows that for these 4 patients (Figure 7A, CP), our design favors Cartesian transform compared to polar transform [main effect of transform, F(1, 3) = 10.9, p < 0.05].

The performances of individual patients measured in κ are shown in Figure 7B. Although patient #4 performed better than other patients, the κ-values of all patients across all listeners using Cartesian transform were higher than 0.3 [one-tailed t-test, t(15) = 3.5, p < 0.01], suggesting a Fair quality of fit according to Landis and Koch (1977). Similarly, the κ-values for patients using polar transform were higher than 0.2 with Fair quality of fit [one-tailed t-test, t(15) = 2.2, p < 0.05]. It is unlikely that the statistical outcomes were due to the outperforming outliers.

Since both visual and auditory feedback were provided during the task, we compared the performance measured by both visual error and auditory intelligibility. We measured the visual error (VE) as the distance between the instantaneous cursor position and the final target in the 2D formant space:
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The average VE during the last second of the 5-s task is shown in Figure 8A. Two-Way repeated measures ANOVA shows that the visual error was significantly higher in patients than in healthy subjects [main effect of population, F(1, 3) = 10.9, p < 0.05]. Suppose a linear measurement of the performance (p) that is inversely proportional to the visual error (VE):

[image: image]


[image: image]

FIGURE 8. (A) Visual error across population and transform. Only data from the brachioradialis muscle are shown, since the patients with CP were only tested with this muscle. (B) Cohen's κ across population and transform. Only data from brachioradialis muscle are shown. *p < 0.05, **p < 0.001.



The relative increase in VE is related to the relative decrease in p:
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Take Cartesian transform as an example, the mean visual error increased by 114.9% from healthy subjects (179.42 ± 94.26, mean ± sd) to patients with CP (385.65 ± 293.93, mean ± sd), therefore the measurement of performance should decrease by 53.3%. Nevertheless, the performance (measured in κ, see Figure 8B) in myocontrolled vowel generation only decreased by 44.7% from healthy subjects (0.85 ± 0.1, mean ± sd) to patients with CP (0.47 ± 0.2, mean ± sd). Similar patterns were found in polar transform. This suggests that our paradigm could tolerate a certain amount of variability in the subject's input. It is also suggested that the subject did not try to minimize the visual error during the task, but instead they tried to rely on the auditory feedback and use the auditory intelligibility of the vowel as the control criteria.

Inter-rater agreements measured in Fleiss' κ are shown in Table 4. For healthy subjects the agreement level represented by κ-value is higher than 0.80 when using Cartesian transform, suggesting “Almost Perfect” agreement among listeners according to Landis and Koch (1977); when using polar transform, the κ-value decreases but still shows “Moderate” to “Substantial” agreement among listeners. For patients with CP, the κ-values are lower compared to healthy subjects, but the results still suggest “Moderate” agreements among listeners.

Table 4. Inter-rater agreement across 4 listeners.
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DISCUSSION

We have shown that it is feasible to produce English vowels using myoelectric signals from non-speech muscles. When using Cartesian transformation between EMG and formant frequency, the fraction of correctly identified vowels is greater than 80% in healthy adults and 50% in two subjects with dystonia. The κ-test suggests that a naive listener is able to identify the vowel and the intelligibility is unlikely due to pure guessing. We have succeeded in extracting high-bandwidth, low variability control signals from non-speech muscles by using the non-linear Bayesian filtering algorithm. Our other main innovation is mapping the vowel generation to a virtual reaching movement on a 2D plane, which is intuitive even for children with movement disorders (see explanations below). With only 10 min of practice the subjects were able to produce intelligible English vowels.

We point out that the goal of this study is not to prove that myocontrolled speech synthesis can improve the intelligibility of speech in CP, but to test in this population whether it is feasible to produce the simplest human speech using flexible myocontrol provided by non-speech muscles. Our results first suggest that it is feasible to use upper-limb muscles to produce intelligible English vowels in real-time. Secondly, the success rate in CP (57% in Cartesian transform) after less than 20 min of familiarization is comparable with the reported speech intelligibility (~60%) in adult patients with CP (Platt et al., 1980), allowing us to further optimize the intelligibility by testing various EMG-formant mappings and muscle selections.

LINKAGE TO VOCAL MUSIC AS INNOVATIVE THERAPIES

We plan on expanding our EMG-auditory paradigm to “virtual singing” for children with CP. Our EMG-formant mapping is one of its first kind to enable such goal. We suggest the use of assisted vocal music as a therapeutic approach to restore the social, emotional and cultural aspect of patients with CP, so to enhance their qualities of life (Flanagan, 1978). In this study we investigated the efficacy of EMG-formant mapping for controlling the intonation and tempo of speech. This major feature also naturally enables the “virtual singing.” To the audience of music training, we hope this seminal study can be of help and inspiration.

ADVANTAGES AND CONSTRAINTS DUE TO SPEECH-REACHING MAPPING

One exciting discovery is that when using formant-based synthesis, the continuous production of vowels can be mapped to a continuous 2D reaching task. Similar ideas were presented in computer-aided education for pronunciation (Hiller et al., 1993), and commercialized software such as Vowel Viz (SmartPalate International, LLC, available for iOS devices). In these applications, the position of the cursor / finger was compared to pre-defined targets, and the best-fit vowel was chosen as the current sound. This category-selection approach did not allow modifications of sub-category features such as formant undershoot—features that healthy speakers actively control according to their desired speaking style (Hardcastle and Hewlett, 1999). Also the synthesized speech would be insensitive to fine details of limb reaching movement, such as the smoothness of trajectory, or the variability around the intended vowel, if using category selection. In particular, our results show that the synthesized speech transitioned from /i/ and /ɑ/ naturally and smoothly compared to human speech (Figure 6); such transition would not be controllable by the user if using category selection. Overall, our design highlights the value of continuous speech synthesis with controllable sub-vowel features, which may only be reproduced from a continuous limb movement such as reaching.

Due to the prevalence of reaching movements during day-to-day life, we argue that by associating vowel production with reaching it will make the task significantly easier to learn. Furthermore, myocontrolled speech synthesis creates a new paradigm that allows us to test human proprioception in the context of speech. For example, the role of proprioception in jaw muscles have been studied in previous studies (Ostry et al., 1997; Larson et al., 2000; Shiller et al., 2002), we can now ask more questions such as whether the proprioceptive feedback from the limb engages more, similar or less modulation compared to jaw. In future work we will use muscles directly involved in reaching movements, presumably from the same arm but from different joints. Such a multi-muscle control paradigm will require decoding the latent control signals from multi-channel EMGs, which has been an intriguing but challenging goal in myocontrol studies.

Our immediate next step is to test whether the quality of vowel generation can be improved through practice. In the current study, most patients with CP (3 out of 4) requested more practice after 10 min. They were given 5–10 extra min to familiarize with the task. The amount of practice required for fluent vowel generation is not the focus of the current study but remains an important topic for future studies. Furthermore, vowel generation may only improve within a narrow range of muscle contraction, because high muscle contraction may induce fatigue whereas low muscle contraction generally has significant variability. This, however, provides an important criterion for optimizing the mapping between EMG and formant frequency.

COMPARISON WITH OTHER TECHNOLOGIES

Unlike in spinal cord injury or brainstem stroke, in CP there remains a connection between the brain and the spinal cord, which makes EMG a useful read-out of movement-related activities in motor cortex. When filtered with a non-linear Bayesian algorithm, we argue that electromyographic control (myocontrol) is more advantageous for motor restoration in this patient population compared with alternative paradigms such as brain computer interface (BCI), eye gaze control, buttons, or touchscreens. In particular, BCI is either invasive or low in bandwidth when using scalp electrodes. Eye gaze control is non-invasive but many children with CP have poor oculomotor control; also gaze interfaces restrict where the child can look. Buttons are low bandwidth and have limited ability for flexible tasks like speaking. Touchscreens require accurate reaching and multi-muscle control of the arm, which are often not possible for children with severe CP. Using formant-based synthesis we are able to achieve our standards for vowel production using only 2 independent EMG channels. We expect to be able to find 4–6 independent EMG channels in children with CP and explore the sufficiency to produce consonant-vowel syllables using up to 6 independent channels.

FACTORS THAT MAY AFFECT THE PERFORMANCE

Our results showed that in both healthy subjects and patients with CP, Cartesian transform suits the vowel generation task better than polar transform. The subjects generally reported that Cartesian transform was more “intuitive” to control. This might be because that only one muscle from each limb was used in the current set-up. We predict that if we can access all the muscles involved in hand supination/pronation, the polar transform will be significantly easier to control. In addition, the thumb flexor (FPB) is better than brachioradialis for the task in healthy subjects, this might be due to that the precision of hand muscles is usually high among skeletal muscles.

In patients, the worst performer was a 12-year-old boy (patient #1 in Table 1) who had severe dysarthria, but it was noticed that he was easily distracted by the surroundings. Therefore, it is unclear whether the poor performance of patient #1 was due to inherent motor deficit or attention. The best performer was the 12-year-old girl who showed no less impairment in her diagnosis (patient #4 in Table 1). It has been well documented that significant muscle co-contractions are present in CP (Sanger et al., 2003), therefore the decreased performance of CP in this study could be due to the various co-contraction levels across patients, especially when the required muscle activation is high (sometimes > 60% MVC, Table 2). More experiments are needed to test what factors affect the performance in CP. It can be seen from Table 1 that the 4 patients showed a variety of motor deficits. It suggests that the feasibility of EMG-driven vowel synthesis is unlikely to be an anecdotal success specialized to only certain types of motor deficits.

CONSONANT AND SYLLABLE SYNTHESIS

Toward the goal of synthesizing intelligible English language, the most challenging step is perhaps creating consonants and eventually consonant-vowel syllables. Unlike vowels, the consonants are not only dominated by the steady-state frequency of F1 and F2, but the formants also must be produced with precise timing. Even more challenging is that, for some consonants, the entire consonant production occurs in only tens of milliseconds, meaning that millisecond-level control of formants may be required. In addition to the timing, several consonants will have to be synthesized with more formants than just F1 and F2 (Klatt, 1980) (e.g., F3 in /r/) and other types of acoustic output (e.g., frication in fricatives). Our design does not restrict the number of formants or types of acoustic outputs, but since adding more acoustic outputs to control will require additional EMG channels, this will increase the difficulty and the need for training for users. For comparison, even in normal children, the acquisition of intelligible speech production takes several years (Sander, 1972). In the current setup, the sound production is non-stop as there is no direct control of the volume. This makes it difficult to simulate stop consonants that require momentary break in the voice. Therefore, in consonant synthesis it will be necessary to map the volume (at least the on/off of voice) into movement space. Finally, we will need to test the overall speed of vowel and consonant production in order to determine the number of muscles needed, and whether synthesized speech can approach the speed of normal human communication. If we are successful, these techniques will produce a new technology for assistive communication that will allow children to communicate not only the declarative content of language, but also the individual social and emotional content that is so important for interacting with peers, teachers, and parents.
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Sonification refers to a process by which data are converted into sound, providing an auditory alternative to visual display. Currently, the prevalent method for diagnosing seizures in epilepsy is by visually reading a patient’s electroencephalogram (EEG). However, sonification of the EEG data provides certain advantages due to the nature of human auditory perception. We hypothesized that human listeners will be able to identify seizures from EEGs using the auditory modality alone, and that accuracy of seizure identification will increase after a short training session. Here, we describe an algorithm that we have used to sonify EEGs of both seizure and non-seizure activity, followed by a training study in which subjects listened to short clips of sonified EEGs and determined whether each clip was of seizure or normal activity, both before and after a short training session. Results show that before training subjects performed at chance level in differentiating seizures from non-seizures, but there was a significant improvement of accuracy after the training session. After training, subjects successfully distinguished seizures from non-seizures using the auditory modality alone. Further analyses using signal detection theory demonstrated improvement in sensitivity and reduction in response bias as a result of training. This study demonstrates the potential of sonified EEGs to be used for the detection of seizures. Future studies will attempt to increase accuracy using novel training and sonification modifications, with the goals of managing, predicting, and ultimately controlling seizures using sonification as a possible biofeedback-based intervention for epilepsy.
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INTRODUCTION

Since, Hans Berger recorded the first human brainwaves in 1924, electroencephalography (EEG) has established itself as one of the most useful non-invasive methods for clinical and scientific investigations of the brain. EEG offers high temporal resolution in investigating how electrical activity of the brain relates to cognition, sleep, emotion, and various neuropathologies such as dementia and epilepsy. Data from an electroencephalogram are typically represented visually, with time and voltage fluctuations on the x- and y-axes, respectively. In this study, we seek first to represent EEGs from normal and pathological brain rhythms in the auditory modality. Having defined a simple sonification algorithm for EEGs, we show that naïve human listeners can learn to distinguish epileptic seizures from normal brain rhythms using audition alone.

Sonification, in the case of EEG, refers to a process of data-driven sound composition that aims to make certain characteristics of the EEG waveform perceptible (Kramer, 1994). Techniques are being developed for both on-line and offline applications, in the scientific and artistic disciplines (Väljamäe et al., 2013). Sonification is being tested for a wide range of uses including monitoring of biological signals (Glen, 2010), diagnostic work (particularly in cases of epileptic seizure) (Khamis et al., 2012), auditory feedback of motion (Cheng et al., 2013), neurofeedback (McCreadie et al., 2012), and musical composition (Arslan et al., 2005). Here, we present a simple EEG-to-sound mapping algorithm and investigate its potential in monitoring EEGs by determining whether a non-expert population can use these sonifications to detect a seizure, based purely on basic musical comprehension skills. These results will inform the design of seizure monitoring algorithms that rely on abnormal electrical activity in the brain.

ADVANTAGES OF EEG SONIFICATION

One might ask what the utility of sonified EEG might be, when compared to the existing standard of visual EEG assessments. Sonification may have unique advantages for monitoring physiological rhythms due to the nature of human auditory perception. Compared to visual perception of EEG data, auditory perception – specifically music perception – may be more suitable for biofeedback therapeutic approaches for three reasons. Firstly, musical sounds and seizure EEGs both have strong frequency patterns; this correspondence offers a natural mapping system in translating EEGs to music. For example, pitch control, volume, and duration of a tone can be determined by any combination of parameters from the EEG data (Kramer, 1994).

Secondly, our ears are constantly open, unlike our eyes, and thus the ear acts as a more natural constant monitor that does not require foveation to function. In conjunction with this ability, human beings are surprisingly adept at focusing on important aural information even in noisy environment (e.g., the cocktail party effect, Arons, 1992). Studies have demonstrated that subjects can perform faster and more accurately at complex monitoring of physiological data when the data were presented sonically rather than by visual display (Fitch and Kramer, 1994; Barrass and Kramer, 1999; Watson and Sanderson, 2004). The authors suggest that this advantage of the auditory system can be explained by the fact that auditory recognition of objects occurs simultaneously in multiple parallel streams, in contrast to the visual system, which processes multiple objects serially. Sonification of EEG would prioritize temporal cues and thus allow persons to detect changes in parallel streams of activity as they occur.

Thirdly, people may find listening to music (especially as generated by their own neural activity) more motivating than visually monitoring their EEGs. The enjoyment of listening to esthetically pleasing sonifications might be an important factor in developing therapeutic uses and in improving the relationship patients have with EEG technology. A pleasant esthetic experience for potential end users of sonification technology is important for clinical utility and should thus be central to our goal. Taken together, while sonification does not add new information per se, the advantages to sonifying EEG lie in its user interface and increased usability: e.g., sonifying EEG may direct the user’s attention to features of the EEG that are not as readily available to the eye, and thus future users, who may be epilepsy patients themselves or their caregivers rather than trained experts in reading EEG, might be able to detect seizures with minimal training. Sonification may also increase the options available for future biofeedback interventions.

EARLY USES OF EEG SONIFICATION IN SOUND DESIGN

Perhaps due to these natural characteristics of the auditory system as a data monitor, electroencephalography has also been revolutionary in the field of experimental music and sound design. Alvin Lucier’s piece “Music for Solo Performer” (1965) is the first well-documented instance of using an EEG for sonification purposes. His composition used two electrodes, attached to Lucier’s temples, to transmit electrical activity (most notably alpha waves) to microphones placed inside various percussive instruments. The amplified frequencies recorded from the electrodes then caused the instruments to resonate at those same frequencies. This transformation from the electrical waveform of the brain to the acoustic waves produced by a drum’s membrane occurred in real-time and represents one of the earliest successful sonification techniques. By modifying his own state of alertness, Lucier was able to modulate the level of energy in the alpha band, thus changing the levels of sound output. Thus, Lucier used his own music composition as an early biofeedback system.

Since Lucier’s “Music for a Solo Performer,” many composers have broadened the scope and output of similar explorations, looking into making more controlled and tonal sonifications of brain waves as recorded by EEG. Pulling from work done by Dr. R. Furth and E. A. Bevers in the 1940s, Bakerich and Scully filed a patent in 1971 for the “electroencephalophone,” which they originally described as a device that can “enable the user to listen to his own brain-wave generation” (1971). In the same decade, Pauline Oliveros and David Rosenboom became seminal figures in experimental music composition by using the electroencephalophone, and other EEG-based forms of synthesis, in their compositions for sonification purposes, yielding works such as Rosenboom’s “Brainwave Music” (1976) and “On Being Invisible” (1977). Our hope is to draw on this history of ingenuity in experimental music to craft an elegant new system for the conversion of the brain’s electrical potentials into sound, for the purpose of creating positive clinical and esthetic outcomes.

APPROACHES IN EEG-TO-SOUND PARAMETER MAPPING

The processes of sonification depend crucially not only on the type of data input but also on the data-to-sound mapping process. If the pertinent data can easily be rendered as a simple variable/time graph such as the typical EEG time-voltage readings, then the signal should be easily translatable into sound. If, however, the data lend itself to simple audification or sonification that adheres to the general acoustic wave formula by displaying some form of periodicity in its sequence, then one must consider how much of the recorded data are significant and how much can be considered noise. In these cases, an algorithm that includes filtering of irrelevant noise and/or specific periodicities is necessary for optimal sonification (Hermann and Hunt, 2011).

The ability of the human auditory system to distinguish multiple voices and instruments from background noise make it well adapted to processing sonified EEG. Methods to sonify EEG data remain relatively unique as some have devised means but no method has shown extreme utility compared to any other. Over the past 10 years, new techniques such as parametric orchestral sonification have arisen that allow for the use of multiple channels of data to be sonified from EEG (Hinterberger and Baier, 2005). These approaches to processing multiparametric data allow for experimentation with parameter mapping, where the researcher can match different parameters of the EEG waveform with auditory parameters, such as pitch, duration, and volume. This level of control surpasses basic audification and allows for composition of novel musical scores from EEG data. Hinterberger and Baier (2005) have demonstrated that this technology can be used in real time, using a sample of 0–40 Hz divided into six frequency bands (namely alpha, beta, gamma, theta, and delta) assigned to individual voices in a musical instrument digital interface (MIDI) device. Subjects were able to control these voices and produce music in real time through a brain–computer interface. Musical compositions, created using similar techniques, have the potential to support clinical applications. In the case of applications toward epilepsy, these parameter mapping techniques may form the basis of monitoring systems that inform caregivers of partial seizures that might otherwise go undetected.

In fact, research is already beginning to show that sonifications are successful at representing important EEG data for diagnostic purposes. Khamis et al. (2012) showed that with limited training, non-experts were able to recognize temporal lobe seizures using audified EEG at a rate comparable to expert technicians using visual displays of the EEG waveform. Khamis’s sonification process required compression of EEG signals over time, and the frequencies were limited to 1–10 Hz range prior to time-compression. Using this algorithm, the authors successfully demonstrated the relative ease of detecting seizures from audified EEG by non-experts with minimal training. However, due to the time-compression inherent in their sonification algorithm, this technique poses challenges for real-time sonification.

In contrast to the time-compressed sonifications of Khamis et al., experiments by Baier et al. (2007) have demonstrated the potential of sonified EEG for diagnosis of epileptic seizure in real-time using a process of sonification that does not require compression. Their technique of event-based sonification works on the principle of suppressing background noise and highlighting both normal and pathological rhythms. Identifying epileptic rhythms was accomplished by exploiting amplitude of the waveform and inter-maxima intervals to trigger specific sonic elements such as volume, tone duration, and the number of harmonics. This technique relies on stereotyped EEG rhythms and may not to be used from patient to patient without adjustment. Despite this drawback, this work demonstrates that on-line use of EEG sonification is possible and can exploit the diagnostic advantages demonstrated by Khamis et al. (2012).

While certain EEG parameters are used for sonification by almost all researchers in the field, some groups have developed complex parameter analysis that happens before the data are fed into the sonification algorithm. One universal parameter is the time-frequency dimension, and different projects have found different ways to manipulate this parameter. For example, some research has utilized a sliding-window technique, where data are analyzed in increments of several milliseconds or seconds (Arslan et al., 2005). Although this technique helps remove unwanted artifacts, it introduces latency into the system, thus reducing effectiveness for real-time sonification. Another dimension used in sonification is signal amplitude. As the amplitude of EEG signals corresponds to the firing rates of neurons, this parameter is vital in sonifying ictal brain activity, which manifests itself in increased firing rate (Blumenfeld, 2003). Because of the high level of background noise during normal brain activity, measures must be taken to attenuate this noise if a system attempts to diagnose an epileptic seizure. Noise may include intense spiking caused by jaw clenching or head moving, along with other artifacts. For example, some groups have found success by linking extreme maxima and maxima values to separate noise from target activity (Väljamäe et al., 2013). Aside from the time-frequency dimension and amplitude dimension, various groups have used high-level processing of EEG data pre-sonification. These processes include, but are not limited to, quadratic distance in the feature space (McCreadie et al., 2012), Gaussian kernel based on a normal distribution (Hermann et al., 2008), and calculation of time-domain parameters (Hjorth parameters, Miranda and Brouse, 2005).

In summary, current EEG sonification applications can be placed on continuum from functional to esthetic (Väljamäe et al., 2013). While our work certainly lies on the former side, we would like to make our sonifications esthetically pleasing as well, for two main reasons. First, if an EEG sonification system is to be implemented in a public setting (e.g., a hospital or nursing home), sonifications that are dissonant and cacophonous could be undesirable. Second, creating sonifications that sound pleasing may help non-experts hear fluctuations that correspond to seizures; the more strange and unfamiliar our sonifications are, the harder it will be for someone to hear important developments in the sonified score. Thus, while the clinical outcome of seizure detection is undoubtedly the central goal of the present research, the creation of esthetically pleasing sonifications will serve the clinical goal, as sonifications will be far easier to use as a clinical device over extended periods of time if they sound pleasing, i.e., if they adhere to perceptual and cognitive principles that underpin our appreciation of music [see Lerdahl (1992)]. Thus, our aim is to develop, and test, an algorithm for real-time EEG sonification that provides an esthetically pleasing perceptual experience, while being functionally diagnostic of seizures by a listener with minimal training.

GOALS OF THE PRESENT STUDY

In the present study, we asked whether human listeners with no specialized knowledge of epilepsy, and no previous training in seizure detection, could identify seizures using the auditory modality alone. We presented sonified EEG recordings to a group of naïve listeners in a pre-post-training paradigm. We aimed to test average, non-trained subjects rather than trained experts (1) to eliminate the variable of how much experience the subject has had with using EEG or with seizures and epilepsy, and (2) to see if these non-experts could, given minimal instruction, learn to detect seizures quickly, possibly quicker than if they were learning to detect seizures visually. First, the subjects listened to EEG sonifications of both normal EEG patterns and patterns that correspond to ictal activity. After each trial, the subjects must decide whether the sonification that they just heard corresponds to normal or ictal activity in a two-alternative forced choice test. Then, subjects will receive a short training session on recognizing the auditory patterns that correspond to seizure activity, after which the subjects will take a test similar to the one administered before training. We expect that the ability to differentiate between ictal and baseline patterns of activity will be strengthened by the training session. Performing the pre-training test will help assess the efficacy of the training session, and provide the opportunity to determine what other factors (e.g., musical background, pitch-discrimination ability) might affect the ability to discriminate changes in EEG sonifications.

Our experiment differs from Khamis et al. (2012) in two important ways: (1) we use a sonification algorithm that does not require compression of EEG data, and (2) we use a very short training procedure to determine the shortest possible amount of training needed to perform above-chance levels of seizure detection. By not being restricted to compressed data, our sonification algorithm can be implemented for real-time analysis. Considering that seizure diagnosis is time-sensitive, the ability to sonify EEG data in real-time is not only desirable but also vital to the original goal of sonification.

To summarize, we predict that by listening to sonified EEGs generated by our sonification algorithm, human listeners will be able to identify seizures from baseline, non-seizure activity using the auditory modality alone, and that accuracy of seizure identification from will increase after a short training session.

MATERIALS AND METHODS

EEG DATABASE

The electroencephalography data used for this study were accessed through the Children’s Hospital Boston-Massachusetts Institute of Technology (CHB-MIT) Scalp EEG Database (Shoeb, 2009). The EEGs were recorded from pediatric epilepsy patients with intractable seizures. Recordings in the database came from 22 subjects, 5 males, ages 3–22; and 17 females, ages 1.5–19. All EEG data were recorded at 256 Hz, with 16-bit resolution, and spanned values from −800 to 800 mV. Data from both ictal and normal activity were downloaded as European data format (EDF) files, and 10 s sections of data were converted into individual text files in MATLAB.

CONVERSION

EEG data were downloaded in EDF from the CHB-MIT Scalp EEG database, which contained information concerning the recordings of the patient including whether the recording contained a seizure, when during the recording the seizure began and ended (in seconds), a listing of all the EEG channels, and the sampling rate (256 Hz) and the total length of the recording. We used 58 files containing seizure and baseline episodes of EEG recordings from 16 patients. For each patient, four EEG recordings were used, two non-seizure and two seizure. For each EEG recording, the Fz-Cz channel was selected as it was closest to Cz, which was listed as the most common electrode position used for sonification purposes (Hinterberger and Baier, 2005). Within the Fz-Cz channel recording, we isolated a 10-s epoch of EEG data that contained a seizure of at least 20 s (for the files that contained seizures), and a temporally matched 10 s epoch of EEG data that contained no seizure (for the files that contained no seizures), while avoiding pre-ictal epochs in the seizure EEGs, and epochs in the non-seizure EEGs that contained obvious EEG artifacts such as those resulting from movement. This resulted in 10 s clips of sonifications corresponding to 2560 points of data at the sampling rate of 256 Hz. EDF files were read using Matlab r2014a and the script edfread (http://www.mathworks.com/matlabcentral/fileexchange/31900-edfread). A Matlab script was then written to read the EDF files, select a 2560 value sequence and write those values, in order, in a new text file. The format of the text file was determined so that the COLL object in Max/MSP 6.1 could sequence the values. Each seizure sonification was created from a text file based off of data 10 s (2560 samples) into the seizure such that the initial stages of the seizure were not used for sonification purposes.

SONIFICATION

Each text file from MATLAB contained an array of 2560 indexed millivolt value that corresponded to that 10 s segment. These text files were then imported into Max/MSP for sonification. We constructed an algorithm within Max/MSP for assigning note values to the imported data points using various objects already available within the Max software. The sonification algorithm read every 20th data point in each set, effectively reducing the sample rate to 12.8 Hz, with the results resembling that of a low-pass filter. Examples of the pre- and post-downsampled data are shown in Figure 1B. The numerical data were then scaled linearly to values between 1 and 40 using the “scale” object in Max. These data were then fit to the nearest respective integer scale degree value that corresponded to a major pentatonic scale in the key of C. To do this, the scale degrees corresponding to the C major pentatonic scale up to degree = 40 (i.e., 0, 2, 4, 7, 9, 12, 14, 16, …, 40) were mapped out in a separate list, and the scaled data points were then compared to this list of values. A value of, say, 2, would remain a value of 2 because it matches the scale degree, but a value of 11 would be rounded up and outputted as 12 to match a value in the list of scale degrees. These degree values, now fit to (or “snapped” to) a scale, were then sent as MIDI data, to Logic Pro 9.1.8. Velocity values of MIDI notes were then randomized between 85 and 127 for amplitude variation. The midi notes were then played by Native Instruments Massive® wavetable software synthesizer, using a preset patch named “Old and Far Away.” This patch was a combination of three low-pass-filtered sine- and saw-wave oscillators triggered with fast attack and release times. Ten-second sonified segments were saved as 24 bit, 44.1 kHz audio interchange file format (AIFF) lossless audio files. Figure 1 illustrates the sonification pipeline. Examples of seizure and non-seizure audio files are provided on mindlab.research.wesleyan.edu (Figure 1).
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FIGURE 1 | The sonification process. (A) Flowchart of sonification process, showing seizure and non-seizure EEGs, and their respective sonified scores, (B) Example of a 10-s seizure EEG epoch before and after down-sampling, (C) Example spectrograms of sonified EEGs: one seizure and one non-seizure.



EXPERIMENTAL DESIGN

In order to assess the ability of subjects to detect seizures both before and after training, this experiment was composed of three separate blocks. During the first block, subjects would listen to 13 seizure and 13 non-seizure sonifications, and, for each audio file, report whether they thought the sonification corresponded to a seizure or non-seizure. Next, the subjects would undergo a brief training session, during which subjects would listen to six pre-designated training files, three corresponding to seizure activity, and three corresponding to baseline activity. While listening to the randomly presented training files, subjects would be informed as to the identity of the audio files (i.e., seizure or non-seizure), such that the subjects learn to differentiate seizure sonifications from non-seizure sonifications based on audible characteristics. After this training period, subjects would undergo a testing block identical to the first testing block, albeit with a novel set of 26 recordings (13 seizure and 13 non-seizure). This pre-post design allows for the comparison of detection success both before and after training. The order of audio files within each block was randomized for each new participant. In-house code written in Max/MSP was used to conduct the experiment and record behavioral data.

SUBJECTS

Fifty-two participants from an Introductory Psychology class at Wesleyan University participated in return for course credit. Approval for the participation of human subjects in this experiment was granted by the Psychology Ethics Board of Wesleyan University. Of these 52 subjects, 43 subjects (mean age 19.02, SD: 1.472; 25 females) provided usable data that were included in our analysis. Partial and total loss of data files, due to incorrect saving procedures, resulted in exclusion of eight participants not included in the final analysis. The nineth excluded participant did not complete the task because a personal history of seizures rendered the subject ineligible. Subjects provided basic demographic information via a survey administered prior to testing. The survey solicited data regarding past musical experience and training, as well as history of mental illness and/or cognitive impairment, and language skills. All subjects reported having normal hearing. Participants completed a pitch-discrimination test, the Montreal Battery for Evaluation of Amusia (MBEA), the Harvard Beat Assessment Test (HBAT), the Shipley Institute Living Scale for non-verbal IQ, and the Interpersonal Reactivity Index survey. These data were kept for analysis of possible correlations between specific attribute/abilities and performance on the task.

STIMULI

For the experimental interface, we used an iMac computer with Sennheiser HD280 Pro headphones and Max/MSP software. Fifty-eight audio clips were generated from sonified EEGs. These included 13 seizures and 13 baseline rhythms for pre-training testing, another 3 seizures and 3 baseline rhythms for training, and another 13 seizures and 13 baseline rhythms for the post-training test. The audio clips were created in Logic Pro 9.1.8, as detailed in the Section “sonification” above. Subjects were allowed to set the volume to a level, they considered comfortable.

PROCEDURE

The experiment comprised of three phases: pre-test, training, and post-test.

Pre-test

For the first testing block, participants were required to listen to the entire 10 s audio clip before entering either an S keystroke, to indicate seizure, or a K keystroke, to indicate non-seizure. After entering each response, participants would then press the spacebar to proceed to the next trial. After 26 trials of the first testing block were completed, the pre-test phase concluded and the participant moved on to the training phase.

Training

The training consisted of six trials, three of which were seizures and three were non-seizures. The training interface was designed to be consistent with the appearance of the testing blocks; however, during the training, the participant was informed visually via text on the screen whether the currently presented audio was derived from seizure or non-seizure EEG activity (“This is a seizure” or “This is not a seizure”) Participants proceeded through trials after hearing each 10 s audio clip by pressing the space bar as in the previous block. After the six presentations were complete, participants were informed via on-screen prompt that the training was complete, and the participant moved on to the post-test phase.

Post-test

The third and last block was identical in design to the first block, consisting of 26 new sound presentations, 13 of which were seizures, and 13 were non-seizures. Task instructions were the same as the pre-test. Once the 26 trials were completed, the data automatically saved to text files within Max/MSP.

The order of test trials was randomized for each participant. Each stimulus was presented only once and participants were not allowed to repeat individual trials or blocks.

DATA ANALYSIS

All data were imported from text files to Excel and SPSS for analysis. We used one- and two-sample t-tests with the conventional alpha levels of p = 0.05 to determine the significance of the accuracy of both testing blocks. Additionally, signal detection theory was used to assess changes in discriminability from pre-training to post-training.

RESULTS

Before training, mean accuracy in correctly categorized sonifications was 53.1% (SD = 0.17). This was not significantly higher than chance level [t(42) = 1.177, p = 0.25, one-sample t-test against chance level of 50%]. After training, subjects’ mean accuracy was 63.4% (SD = 0.13). This performance was significantly above chance [t(42) = 6.607, p < 0.001, one-sample t-test against chance level of 50%]. In addition, the difference in average accuracy before and after training was highly significant [t(42) = 3.553, p < 0.001, two-sample t-test; Cohen’s d = 0.963] (Figure 2).
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FIGURE 2 | Results of brief training on seizure identification from sonified EEGs. (A) Proportion correct of seizure identification pre- and post-training, showing improvement after training. (B) d-Prime values of the same responses, showing improvement in sensitivity. (C) Criterion values of the same data, showing reduction in bias. *p < 0.05; **p < 0.01. Error bars reflect between-subject standard error.



Signal detection theory was used to characterize sensitivity and bias before and after training. On average, subjects showed a hit rate of 50% (SD = 24%) and a false-alarm rate of 44% (SD = 18%) before training. After training, the hit rate increased to 63.5% (SD = 17%) and the false-alarm rate was 38% (SD = 18%). The increase in hit rate was statistically significant as shown by a two-tailed t-test [t(42) = 3.6, p < 0.001]. d′ measures of sensitivity were calculated for pre- and post-training blocks. Mean d′ value pre-training was 0.184 (SD = 0.95) whereas mean d′ post-training was 0.751 (SD = 0.75), significantly above-chance level of 0. The difference between these values is statistically significant [t(42) = 3,6, p < 0.01, Cohen’s d = 0.744].

The measure of response bias (C) was used to compare the response criteria adopted by subjects before and after training. Subjects showed a mean positive C of 0.11 (SD = 0.34) before training, which was slightly but significantly above chance [one-sample t-test against chance level of 0: t(42) = 2.06, p = 0.046], confirming a slight response bias toward identifying most sounds as seizures. However, after training, subjects showed a mean C of 0.017 (SD = 0.26), not different from chance level of 0 [t(42) = 0.41, n.s.], suggesting a reduction in response bias (Cohen’s d = −0.439). Taken together, these data show that with a brief training session, subjects learned to discriminate between seizure and non-seizure sonifications with increased accuracy, greater sensitivity, and reduced response bias.

The data collected in the surveys and preliminary tests were correlated with the recorded accuracy in both blocks as well as the difference between training blocks. No significant correlations were found.

DISCUSSION

In this study, we defined an algorithm for sonifying seizure and non-seizure EEGs and showed that with a small amount of training, a non-expert population can detect the difference between seizure and non-seizure sonifications with above-chance accuracy. Prior to training, the seizure and non-seizure sonifications were not easily differentiable based on audible features, given that subjects did not perform better than chance on the first block. After a very short training session, however, subjects performed significantly higher than chance, with the mean accuracy rising from 53.1 to 63.4%. The d′ values, indicating the sensitivity index, demonstrate that significant improvement in successful discrimination between seizures and non-seizures occurred after brief training. The 10.3% accuracy increase from block 1 to block 2, while statistically significant, is not a high enough level of seizure identification required for the successful future application of sonification technology. However, future experiments will manipulate factors including, but not limited to, length of training, sound design, and training parameters.

Some variables were not controlled for in this experiment. For example, the subject pool was composed of university students of a particular age group, and this pool does not represent the broad range of people that would potentially use this technology. In addition, the amount of subjects’ prior knowledge on epilepsy, EEG, or neuroscience in general was not assessed, although subjects were screened for personal histories of neurological disorder. All subjects were taking an introductory psychology course at the time of participation, and were unlikely to have encountered knowledge on epilepsy from their coursework thus far. Nevertheless, some subjects may have had some familiarity with the neurological correlates of epilepsy, and therefore, possibly better able to detect seizure sonifications from non-seizure sonifications, than others.

In addition, unaccounted-for errors may have occurred during the course of experimentation. For instance, subjects may have pressed the incorrect keystroke due to confusion, which leads to a mismatch between intended and recorded response. Also, due to technical errors, the experiment program did not save input values for 8 of the 52 subjects, and these subjects were not included in statistical analysis.

One identified source of error was the use of an incorrectly labeled audio file in the training patch. When the experiment was completed, it was determined that one of the seizure files, used for training, was sourced from a section of EEG that may not have included a full seizure. This file has been replaced in the latest version of our experiment design. It should be noted that, despite this ambiguity, the training was still successful. We can surmise that had this error been detected sooner, or if it had never occurred at all, the accuracy post-training would only have been increased.

In future studies, we hope to improve and refine the sonification algorithm and its execution. We purposely crafted a simple method to allow development, once we learned more about how subjects responded. Currently, the note is influenced by the waveform and volume is determined by the currently randomized velocity parameter of the MIDI note and could easily be mapped to a relevant parameter of the waveform. There are two separate approaches that can complement one another differently depending on implementation. The first approach is the way the data are translated into a MIDI signal and how much information the MIDI signal contains. Note value, velocity, duration of the note, and other CC values can be mapped into each note base on different parameters. On the synthesis side, we can decide how to route all the MIDI information such that the velocity of a note could correspond to the frequency of a filter, the dry/wet ratio of an effect signal, or volume, in its most simple application. The relative or absolute value of the point in the algorithm could also map velocity, reverb, phasing, and other sound characteristics. Further velocity or other MIDI messages could communicate the relative amplitude or change in amplitude or frequency envelope information. In addition, more waveform analysis could be implemented so that rather than regularly sending notes at the rate of polling (12.8 Hz), notes would be triggered only whenever a peak or trough occurs. Alternatively, a function to eliminate redundant notes series could eliminate uneventful data such that our sonification algorithm consistently causes the intervallic leaping behavior, we have seen. This would mean that extraneous data of normal activity would largely result in very few to no sounds and the sounds would be discrete blips rather than trains of temporally sequenced notes. When seizure activity occurs, the range of values would cause a series of intervals to play. Lastly, future manipulations with the timbre of our instrument may help illustrate the motion of the signal in an obvious way while playing a series of rapid notes with no distinct attack rather than notes, which have a attack such as our current instrument.

Another important area of development is to move toward the goal of a real-time system, i.e., shortening the time delay between the EEG recording and sound playback. We are currently using offline-collected data because of its availability and its validated distinction between seizure and non-seizure categories of EEGs. However, our sonification system is designed to enable a transition toward real-time use as it functions without use of time compression. Furthermore, the sonification algorithm, written in readily available software packages (Max/MSP and Logic Pro), generates sounds in real time as it is reading the EEG data, rendering it flexible toward real-time sonification and platform independence.

Another set of possible modifications to the current experiment involves enhancing or modifying the training period. Whether through visual aids, increased exposure, or repetition of training, the key to successful training will be a balance between maximizing the utility of esthetic interpretation and perfecting a training paradigm for the system. It is our intention that this work will culminate in the creation of pipeline between sonification and EEG recording technologies, allowing for a truly real-time device that may be usable for biofeedback/neurofeedback-based interventions.

CONCLUSION

In this experiment, we explored the possibility of sonifying electroencephalogram data for the purpose of seizure detection. By developing a pipeline for data importing and sonification, we constructed an audible representation of cortical electrical activity from seizure and non-seizure EEGs and showed that naïve listeners, independent of musical training, were able to learn to discriminate between baseline and seizure EEG rhythms. Participants performed at chance rates prior to training, but after a brief (1 min) training session, participants improved significantly in both accuracy and sensitivity. These results are concurrent with similar studies and advances in the field of sonified EEG recordings. Further studies will focus on refining the sonification algorithm to optimize auditory analysis for clinical applications. It is our hope that this research will help to create an EEG sonification device that could be useful in a noisy clinical environment, as an alternative to visual EEG monitoring, or in a home environment, to allow for mobile monitoring by non-expert caregivers, as well as future biofeedback/neurofeedback-based interventions.
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Despite cerebral stroke being one of the main causes of acquired impairments of motor skills worldwide, well-established therapies to improve motor functions are sparse. Recently, attempts have been made to improve gross motor rehabilitation by mapping patient movements to sound, termed sonification. Sonification provides additional sensory input, supplementing impaired proprioception. However, to date no established sonification-supported rehabilitation protocol strategy exists. In order to examine and validate the effectiveness of sonification in stroke rehabilitation, we developed a computer program, termed “SonicPointer”: Participants' computer mouse movements were sonified in real-time with complex tones. Tone characteristics were derived from an invisible parameter mapping, overlaid on the computer screen. The parameters were: tone pitch and tone brightness. One parameter varied along the x, the other along the y axis. The order of parameter assignment to axes was balanced in two blocks between subjects so that each participant performed under both conditions. Subjects were naive to the overlaid parameter mapping and its change between blocks. In each trial a target tone was presented and subjects were instructed to indicate its origin with respect to the overlaid parameter mappings on the screen as quickly and accurately as possible with a mouse click. Twenty-six elderly healthy participants were tested. Required time and two-dimensional accuracy were recorded. Trial duration times and learning curves were derived. We hypothesized that subjects performed in one of the two parameter-to-axis–mappings better, indicating the most natural sonification. Generally, subjects' localizing performance was better on the pitch axis as compared to the brightness axis. Furthermore, the learning curves were steepest when pitch was mapped onto the vertical and brightness onto the horizontal axis. This seems to be the optimal constellation for this two-dimensional sonification.

Keywords: sonification, stroke rehabilitation, auditory-motor integration, pitch perception, timbre perception, music perception, validation of rehabilitation method

INTRODUCTION

Impairments of motor control of the upper limbs are frequently the consequences of a stroke. Numerous training approaches have been designed, addressing different aspects of sensory-motor rehabilitation. For example, intensive practice of the disabled arm leads to a clear improvement, which is even more pronounced when the unimpaired limb is immobilized. However, this constraint-induced movement therapy (Taub et al., 1999),—albeit efficient (Hakkennes and Keating, 2005; Peurala et al., 2012; Stevenson et al., 2012)—is not always very motivating and may even lead to increased stress and thus sometimes fails to improve the mood and the overall quality of life of patients due to the nature of the intervention (Pulman et al., 2013). Alternatively, training programs using playful interactions in video games (Joo et al., 2010; Hijmans et al., 2011; Neil et al., 2013) point at the possibility to utilize multisensory visual-motor-convergence in order to improve motor control. Again, these rehabilitation strategies, although more motivating, have not yet gained wide acceptance in rehabilitation units (Lohse et al., 2014). Here, the possibility of using auditory information supplementary to visual feedback in order to inform patients about movements of their impaired arms is a promising new method, referred to as “sonification.” More generally speaking, sonification denotes the usage of non-speech audio to represent information, which is otherwise not audible (Kramer et al., 1999).

In a pilot project conducted together with colleagues from the departments of Sports Education and Microelectronic Systems of the Leibniz University Hannover, a portable sonification device suitable for real-time music-based sonification in a stroke rehabilitation setting was developed. This 3D sonification device is going to be evaluated in a larger stroke patient population following the preliminary 2D experiment presented in this paper. The long-term goal of this research project is to improve the rehabilitation of gross-motor arm skills in stroke patients by attaching small sensors to the arm and thereby sonifying movements onto a 3-dimensional sound map, using basic musical parameters to inform patients acoustically about the position of their impaired arm in space. The rationale behind this approach was the idea of taking advantage of three important mechanisms driving neuroplasticity. Generalizing, these three mechanisms could also be subsumed under “enriched environment conditions” for stroke patients (Eng et al., 2014). First, we believe that the emotional and motivational power of music may reinforce learning processes by making the patients compose and play “tunes” in a playful manner when moving their impaired limb (Koelsch, 2005; Croom, 2012; Karageorghis and Priest, 2012a,b; Bood et al., 2013), second, sonification may replace deteriorated proprioceptive feedback (Sacco et al., 1987) and third, sonification supports auditory sensory-motor integration by establishing brain networks facilitating the transformation of sound into movement (Paus et al., 1996; Bangert and Altenmüller, 2003; Bangert et al., 2006; Altenmüller et al., 2009; Scheef et al., 2009; Andoh and Zatorre, 2012). In order to find the most effective and intuitive musical sonification therapy, it is important to clarify how movements in different spatial dimensions should best be musically mapped in space. Dubus and Bresin (2013) reviewed 60 sonification research projects and found in most of them verticality to be associated with pitch. However, for example in pianists, pitch is associated with horizontality. Walker (2007) developed an important framework for sonification. He found that three design decisions are critical when applying sonification. First, it is crucial which sound dimension should represent a given data dimension. Second, an appropriate polarity for the data-to-display mappings has to be chosen. Third, the scaling of the mapping has to be carefully adjusted to the respective needs. For example fine motor movements of the fingers require a different scale of sound mapping as compared for example to sonification of gait.

In the present study we limited ourselves to two sound parameters namely pitch and brightness and therefore to two dimensions. Furthermore we tested only one polarity each, since we were interested in whether pitch or brightness should be on the vertical movement axis. For this aim, we mapped pitch either vertically rising from bottom (“low”) to top (“high”), since this is how it is used in our daily language. Or horizontally from left (“low”) to right (“high”) comparable to a conventional piano. Brightness was mapped horizontally from left (“dull”) to right (“bright”), comparably to turning an equalizer knob clockwise, so that the sound becomes brighter. We used the sonification dimensions pitch and brightness since in many acoustical musical instruments they can be directly manipulated by the player. Furthermore we used discrete tonal steps from the diatonic system because we wanted the participants to play simple tunes later on without practicing the more demanding intonation first.

We intended to investigate the subjects' ability to infer spatial origin of a sound from acoustic information varying in the mentioned parameters by establishing an implicit knowledge of the current parameter-to-axis mappings.

MATERIALS AND METHODS

PARTICIPANTS

Twenty-six healthy subjects (13 women) participated in this study. All subjects, aged between 52 and 82 years (M = 65.8; SD = 8.6) were recruited from homes for the elderly and at social events for older people in Hanover, Germany. We explicitly looked for subjects aged between 50 and 80 years to address a population whose age is comparable to the population with highest risk of stroke. All subjects were right-handed and had no neurological or psychiatric disorders. They all had normal hearing abilities, according to testing with test tones before starting the experiment. If necessary, sound volume was adjusted. They had no mobility limitations in the right shoulder or arm. All of the subjects had some prior musical education (e.g., music lessons at school, choir singing for 3 years, or 5 years of piano-lessons some 20 years ago, respectively), however, none of the subjects were professional musicians, or had had experience with the experiment or a similar task before. The subjects were randomized to start with one of two different experimental conditions, 1 or 2.

EXPERIMENTAL SETUP

Stimulus presentation and user interaction was accomplished with a custom-made program written in Puredata (PD, http://puredata.info), an open source programming environment running on a computer under a Debian Linux operating system (version 7, “wheezy”). A standard LCD screen and a USB mouse were used. Sound was conveyed via headphones (Sennheiser HD 437).

PROCEDURE

All sounds were synthesized in Pure Data as complex tones consisting of fundamental sine-tones plus added harmonics.

The stimulus for a given trial was synthesized online, using one pseudo-randomly picked square from an invisible 7 × 7 grid overlaid on the screen as the spatial origin of the sound. The current mapping of the sound parameters to the spatial x and y-axes was used to determine the pitch (fundamental frequency) and brightness (number of overtones) of the sound (Figure 1). Since parts of the experimental setup will later be used in a stroke rehabilitation setting for gross motor skills, resolution was limited to the small number of seven discrete steps, thus being comparable to a diatonic acoustical musical instrument on which one can play simple songs.
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FIGURE 1. Invisible overlaid 7 × 7 matrix of the sound parameters mapped onto a plane. Condition 1, in which pitch was mapped onto the y axis and brightness onto the x axis is shown. In condition 2 the square parameter grid was rotated clockwise by 90° putting pitch onto the x axis and brightness onto the y axis.



Subjects were seated comfortably on a height-adjustable chair in front of a desk, and the experimenter read out standardized instructions. Subsequently, the program was started and the subjects were presented with the exploration trial and the instruction “please explore the screen with the mouse.” Moving the mouse cursor resulted in the sound changing according to the overlaid grid and the current condition (Figure 1). This feedback served for the subjects to build-up implicit rules of the relationship between spatial coordinates of the mouse cursor and the resulting sound parameters.

During the actual test subjects saw a white screen and were presented with a sound for 4 s. The presentation of the stimulus was followed by a pause of 2 s. Subjects then were instructed to move the mouse cursor to the position on the screen where they felt the sound might have originated from based on their experience from the exploration phase. During the subsequent mouse movement the sound output changed in real-time according to the current mapping rules of pitch and brightness and the position of the mouse cursor. Subjects could use this feedback to compare their working memory trace of the target sound with the current position's sound. Subjects were asked to click the mouse at the position they felt the initial stimulus had been derived from as fast but as precisely as possible. Figure 2 shows the experimental procedure. The entire test consisted of 100 trials (lasting about 40 min in total), subdivided into 50 trials of condition. 1, a 10s-break in-between, and 50 trials of condition 2. Pitch and brightness mappings onto the two axes were presented in two blocks with the order balanced across subjects.
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FIGURE 2. Schematic timeline of one experimental block. In the left lower quadrant, the exposure phase when the sound stimulus was presented is shown. This was followed by the “finding-phase” in which the subject searched the origin of the previously heard but on the screen invisible target sound stimulus using the sonified mouse movement as feedback. Finally the subjects clicked at the supposed target position.



Condition 1

Pitch was mapped as a C-major scale onto the y axis ranging from c′ (261.6 Hz in Helmholtz pitch notation) at the bottom to b′ (493.9 Hz) at the top of the screen. Brightness was mapped onto the x axis (also in seven steps), and realized by a bandpass filter allowing harmonics ranging from 250 to 1250 Hz to either pass or not pass, resulting in a very bright sound on the right side of the screen and a dull sound at the left. This brightness filter works comparably to an equalizer so that e.g., on the very left the sound is very dull and on the very right the sound is very bright (Figure 1).

Condition 2

In condition 2 the parameter grid was rotated clockwise by 90°. Brightness was then mapped onto the y axis and pitch onto the x axis. The subjects could never see, only hear the borders between the 49 fields of the grid, and they were naive to the fact that parameter mappings changed between experimental blocks and were never told which sound parameters were manipulated.

MEASUREMENTS

The dependent variables were “Time” and “Click-Target Distance.” “Time” denotes the duration it took the subject to search and indicate the spatial origin of the sound stimulus by a mouse click. Click-Target Distance was derived as the city block distance between the mouse click and the target field on the grid. A trial was considered a full “hit” when the subject had clicked on the grid cell in which both brightness and pitch matched perfectly the previously heard sound stimulus.

DATA ANALYSIS

Raw data were collected with Puredata and then processed with Python 2.7 scripts (www.python.org). Statistical analysis was conducted using R (http://www.r-project.org, version 3.0.1) in RStudio (http://www.rstudio.com, version 0.97.551). Trial duration times were recorded. Shapiro Wilks tests showed that data were not normally distributed. Outlier elimination was conducted by removing trial duration times further away than 2.5 standard-deviations from the median. Trial duration times were binned into five 10-trial blocks for each condition and plotted in boxplots. Friedman tests were conducted to check whether there was a significant change in trial duration times over time. One-sided paired Wilcoxon tests were used as post-hoc tests to detect a potential decrease of trial duration time over time. Bonferroni correction was used to prevent alpha inflation. A F-test was calculated to compare the variances of the trial duration times for both conditions. City block distances between click and target fields were calculated separately for x and y mouse coordinates. Shapiro–Wilks tests showed that data were not normally distributed. Trials were binned into five 10-trial blocks to show a potential learning effect over time. Means, standard-errors and confidence intervals for the bins were calculated. Friedman tests were conducted to check whether there was a significant change of mean click-to-target distance over time. One-sided paired Wilcoxon-tests were used as post-hoc tests to detect whether there was a significantly smaller mean click-to-target distance in the last trial bin (#5) as compared to the first trial bin mean (#1) of a given mapping. Again Bonferroni correction was used to prevent alpha inflation. Paired Wilcoxon signed-rank tests were performed to compare the learning curves and the effectiveness of the mappings within and across the two conditions. Due to incomplete data, two participants had to be excluded from further analysis.

RESULTS

TRIAL DURATION TIME

Condition 1

Figure 3 displays participants' trial duration times over time for condition 1. Participant's times varied around 5000 ms. The medians for the trial duration time bins of condition 1 are significantly different [χ2(4) = 29.8, p < 0.001]. The paired Wilcoxon post-hoc test revealed a significant reduction of trial duration time over time for condition 1 when comparing bin #1 and #5 (V = 343, p < 0.001).
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FIGURE 3. Boxplots of participant's trial duration times for condition 1. The 50 trials were binned into 5 bins of 10 trials as shown on the x axis. Participant's trial duration times vary around 5000 ms as depicted on the y axis. There is a significant decrease of participant's trial duration times over time (**p < 0.001) when comparing Bin #1 and Bin #5.



Condition 2

Figure 4 displays participants' trial duration times for condition 2 which also varied around 5000 ms. Participant's trial duration times for condition 2 are more homogeneous and the medians for the bins are not significantly different over time [χ2(4) = 5.04, p = 0.28]. Therefore, no post-hoc evaluation seemed necessary.
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FIGURE 4. Boxplots of participant's trial duration times for condition 2. The 50 trials were binned into 5 bins of 10 trials as shown on the x axis. Trial duration times vary around 5000 ms as depicted on the y axis. There is no significant change over time.



Comparison of the trial duration times for condition 1 and 2

Overall participant's trial duration times for condition 1 are more heterogeneous than for condition 2 which can be derived from the boxplots in Figures 3, 4. Participants become significantly faster in clicking at the assumed target position in condition 1. This is not the case for condition 2.

No significant difference of the variances of the trial duration times for condition 1 and 2 was found [F(129, 129) = 1.21, p = 0.28].

LEARNING CURVES

Condition 1

In condition 1, when pitch was mapped onto the y axis and brightness was mapped onto the x axis, participants showed a significant learning effect for the parameter pitch [χ2(4) = 34.06, p < 0.001]. Learning can be assumed if the distance from participants' clicks to the target coordinates decreases over time (Figure 5). The mean click-to-target distance was lower at the end (Bin #5) as compared to the beginning (Bin #1) as shown by the results of the Wilcoxon post-hoc test (V = 285.5, p < 0.001). A significant decrease of click-to-target distance for the parameter brightness [χ2(4) = 13.14, p < 0.01] (V = 175, p = 0.005) was also shown in condition 1. The overall click-to-target distance for brightness was higher than for pitch which can be seen in Figure 5. The paired Wilcoxon signed-rank test showed that pitch was the more effective mapping in condition 1 (V = 540.5, p < 0.001).
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FIGURE 5. Learning curves for condition 1. The y axis displays the mean city-block distance between participants' clicks and the target for x and y position of the mouse. For the x axis, the 50 trials of each participant within a block were binned into 5 bins of 10 trials and averaged across participants. The error bars display the lower 99 % confidence boundary below participants' mean click-to-target distance in the respective trial bin. Participants showed a significant decrease of click-to-target distance for both dimensions, i.e., pitch (red, dashed) and brightness (green, solid) in the course of the condition. **p < 0.001.



Condition 2

For condition 2 the sound parameter grid was rotated, mapping brightness onto the y axis and pitch onto the x axis. Participants showed a significant learning effect for the parameter pitch displayed by a significant reduction of click-to-target distance over time [χ2(4) = 21.52, p < 0.001] (V = 182.5, p = 0.002) (Figure 6). They did not show a significant reduction of click-to-target distance over time for the parameter brightness [χ2(4) = 7.15, p = 0.128]. Also in condition 2 the click-to-target distances of the participants for brightness were always higher than for pitch. Participants were always further away from the goal for brightness than for pitch. So in condition 2 pitch was again the more effective mapping as displayed in Figure 6 and by the results of the paired Wilcoxon signed-rank test (V = 7896.5, p < 0.001).
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FIGURE 6. Learning curves for condition 2. The y axis displays the mean city-block distance between participants' clicks and the target for x and y position of the mouse. The 50 trials were binned into 5 bins of 10 trials as shown on the x axis. The error bars display the lower boundary of a 99 % confidence interval below participants mean click-to-target distance in the corresponding trial bin. Participants showed a significant decrease of click-to-target distance over time for the dimension pitch (red, dashed) but not for brightness (green, solid). **p < 0.01.



Comparison of the learning curves for condition 1 and 2

The performance measured in blocks for the dimension pitch across conditions 1 and 2 is not significantly different (V = 1875, p = 0.603) (see red dashed lines in Figures 5, 6, respectively) when tested binwise. This means participants learn pitch in both conditions equally well and with a comparable progress. In both conditions their click-to-target distance for the parameter pitch is significantly reduced toward the end of the 50 trials as compared to the beginning. Pitch was in both conditions the more effective mapping displayed by overall less click-to-target distance of the participants.

Whereas the performance for the dimension brightness over the two conditions is significantly different (V = 5490.5, p < 0.001) (see green solid lines in Figures 5, 6, respectively). Indicating that brightness is learned well when being mapped onto the horizontal axis. Brightness is not learned at all when being mapped vertically.

DISCUSSION

The aim of this study was to optimize a movement-to-sound mapping using musical stimuli, since there is a lack of objective evaluation of sonification parameters (Dubus and Bresin, 2011). In succession of this study Dubus and Bresin (2013) reviewed 60 sonification research projects and found that only in a marginal number of them the sonification mappings had been carefully assessed in advance. This review therefore stresses the need for validation of sonification parameter mappings as conducted in the present study.

The results of the present study are that (1) participants become faster in finding the goal when pitch is being mapped onto the vertical movement axis and brightness is being mapped onto the horizontal movement axis. (2) They learn both dimensions well if the mappings are the aforementioned. (3) Pitch is generally learned well and more precisely. Pitch is the more effective mapping in both conditions. Brightness is only learned well when being mapped onto the horizontal movement axis.

These results imply that (1) the choice of the axes is critical and (2) pitch is better matched on the vertical axis. This is also in line with the review of Dubus and Bresin (2013), who found verticality to be associated in most of the sonification paradigms with pitch.

When addressing the pioneering framework to evaluate sonification mappings of Walker (2007), our long-term goal was to enable stroke patients to produce simple folksong melodies with their arm movements. It was therefore mandatory to introduce a sonification mapping with discrete steps. In the present study, this approach was chosen in order to avoid the more difficult practice of intonation first and to enable patients to play easy folk-songs in tune and with the correct intervals from the beginning on. We strove to render the sonification as intuitive and as much as possible comparable to an acoustical musical instrument. This is one of the major differences between our and other sonification design approaches in this field (e.g., Chen et al., 2006). Later, we will encourage the patients to actively play and create music by their movements. By doing that sound will not only be a passive byproduct of e.g., a grasping motion. Our sonification training will be designed to resemble a music lesson rather than a shaping of movements while sound is being played back.

In the present experiment we focused for simplicity reasons on two (pitch, brightness) out of three sonification dimensions (pitch, brightness, volume) which will be used in a later study. A 3D mapping was too complicated for our elderly subjects, not used to work with interactive computer programs. We decided to map brightness and pitch only in one polarity because the main question of this study was to find out whether either pitch or brightness should be mapped on the vertical movement axis. Additionally, the trial number would have had to be doubled when permuting two polarities of two dimensions to gain sufficient statistical power. The experiment already took 45 min for only two dimensions with one polarity each and subject's concentration was highly committed to the demanding task.

We used a novel approach by introducing musical stimuli such as a musical major scale with discrete intervals and timbre parameters derived from the sound characteristics of acoustical musical instruments.

One of the ideas was that participants could improve control of arm positions in space via associative learning, leading to associating a given relative arm position with a specific musical sound. This sound-location association might then substitute the frequently declined or even lost proprioception. Additionally, the trajectories while moving their arms to the target point would be audible as well. Thus multimodal learning could take place because subjects are being provided with sound as an extra dimension supplying information.

In view of further clinical application, reduced gross motor functions of the arm and reduced proprioception (Sacco et al., 1987) are common disabilities in stroke patients. Hence, the advantages of continuous real-time musical feedback are first aiming at the retraining of gross motor movements of the arm, which are the most disabling challenges in early rehabilitation of stroke. Second, real-time sonification may substitute deficits in proprioception of the arm, which frequently are a consequence of stroke.

Finally we will use the advantage of a highly motivating way to transform movements into sound and thus enhance emotional well-being through the creative, playful character of such a rehabilitation device (Koelsch, 2005, 2009; Eschrich et al., 2008; Croom, 2012; Bood et al., 2013).

In contrast to brightness, pitch is more salient and has a strong spatial connotation in everyday life. This is reflected in language, denoting sounds as “high” or “low” as an example for an implicit visuo-auditory synesthetic concept. However, we have to keep in mind that the same holds for timbre, since “brighter” or “darker” sounds are adjectives taken from the visual domain. One could even argue that a mapping of brightness on the vertical axis could be understood as a metaphor for the brightness shift of an evening or morning sky. Vice versa, pitch mapping onto the x axis could be conceptualized as the mapping of conventional piano scales, placing high notes on the right and low notes on the left part of a keyboard, a distribution familiar also to non-musicians. Therefore, showing that the way how sonification parameters are mapped in space is crucial and not a trivial finding. Furthermore, we could exclude order and exhaustion effects by randomizing the mapping order.

Taken together, we have defined a useful spatial mapping of musical sound parameters, applicable in elderly non-musicians and supporting learning effects in auditory sensory-motor integration. This will be the starting point to implement multimodal learning of spatial, motor, auditory, and proprioceptive information in rehabilitation of arm motor control in stroke patients.
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Subject  Sex Age Durationof  Diagnosis Expressed as Magnetic resonance imaging  Electro-encephalogram  Auditory brainstem

years/month  therapy (Weeks) response
1 F 685 8 Static lesion nervous system  Cognitive deficit Dysplasia n left temporal region.  Epileptiform activity Normal
2 F 993 8 Static lesion nervous system  Dyskinetic cerebral palsy Cortical atrophies in insular Not indicated Unilateral

region. Vascular lesion at eft
occipito- mesial area. Caudate

nucleus lesion.
3 F 922 a Static lesion nervous system  Cognitive deficits Bilateral atrophy of Not indicated Normal
hippocampus.
4 M 879 8 Static lesion nervous system  Spastic cerebral palsy Cortical heterotopias deforming ot indicated Unilateral
lateral ventricles at oval centers.
Hypoxia signs.
5 M 543 8 Static lesion nervous system  Spastic cerebral palsy Left fronto-parietal suici absents.  Epilepiform activity Uniateral
6 M 7.67 8 Static lesion nervous system  Spastic cerebral palsy Subcortical lesions adjacentto ot indicated Normal

upper lateral ventricles. Mild
bilateral hippocampal atrophy.

Pineal gland Oyst.
7 F 16 4 Static lesion nervous system  Cerebral palsy Cortical heterotopias deforming  Not indicated Normal
lateral ventricies. Right frontal
atrophy.
8 M 8 4 Neurodevelopmental Non-verbal learning disabilty Mid right fronto-temporal Epileptiform activity Normal
disorder atrophy.
9 M 4 4 Static lesion nervous system  Language impairment Normal. Norml Normal
10 M 32 8 Static lesion nervous system  Cerebral palsy Hypoxic lesions in periventricular  Not indicated Normal
area.
1 M 31 8 Static lesion nervous system  Cerebral palsy Subcortical lesions adjacent to ot indicated Normal
lateral ventricles. Mid atrophy left
temporal lobe. Hypoplasia
Corpus Callosum.
12 F 7 4 Static lesion nervous system  Cognitive deficit Normal. Slow waves Normal
13 F 6 8 Spinal cord lesion Paraplegia Normal. Not indicated Normal
14 F " 8 Idiopathic dystonia Motor symptoms- Cortical atrophy (temporal lobe).  Not indicated Normal
Cavum vergae. Brainstem
hypoplasia.
15 M 7 8 Neurofibromatosis Motor symptoms- Tumor. Frontal atrophy. Epileptiform activity Unilateral
16 M 42 4 Static lesion nervous system  Cognitive and language Bilateral atrophy hippocampus.  Epileptiform activity Normal
impairments
17 M 58 4 Autistic spectrum disorder  Mioclonic epilepsy and attention  Left cccipital lesion related to Epileptiform activity Unilateral

deficits disorders hyperactivity heterotopia area.

1 F 948 8 Static lesion nervous system  Dyskinesia cerebral palsy Cortical atrophy. Cavum vergae.  Normal Normal
2 M 12 8 Spinal cord lesion Paraplegia Normal. Not indicated Normal
3 F a7 8 Static lesion nervous system  Cognitive deficits Left occipital lesion (heterotopia).  Epileptiform activity Normal
4 F 399 4 Autistic disorder spectrum  Rhett syndrome Mid cortical atrophy more Epileptiform activity Unilateral
evident at temporal lobes.
5 M 964 4 Static lesion nervous system  Spastic cerebral palsy Normal. Slow waves Normal
6 M 3 8 Static lesion nervous system  Spastic cerebral palsy Periventricular heterotopias. Not indicated Normal
Corpus callosum hipoplasia.
7 M 496 a Static lesion nervous system  Language disorder Diminished cranial diameter. Epleptiform activity Normal
Temporal operculum atrophy.
8 M 12 4 Static lesion nervous system  Cognitive defcit Generalized cortical atrophy. Epileptiform activity Unilateral
sequel to hypoxia Hypoxic lesion at basal ganglia.
9 M 46 a Static lesion nervous system  Spastic cerebral palsy Periventricular heterotopias. Epileptiform activity Normal
10 M 12 8 Static lesion nervous system  Cerebral palsy Periventricular heterotopias, right ~ Not indicated Normal
sequel to hypoxia hippocampal atrophy.
" F 12 a Static lesion nervous system  Cerebral palsy Periventricular heterotopias. Not indicated Normal
sequel to hypoxia
12 F 10 a Static lesion nervous system  Spastic cerebral palsy Cortical heterotopias. Not indicated Normal
13 F 2.4 4 Friederich's ataxia Motor symptoms Cerebellar atrophy. Notindicated Normal
14 F 122 a Static lesion nervous system  Spastic cerebral palsy Cortical atrophy. Not indicated Normal
15 M 4 4 Miglomeningocele Spastic paraparesis Mielomeningocele malformation.  Not indicated Normal
16 M 3.10 a Static lesion nervous system  Spastic cerebral palsy Periventricular heterotopias and  Not indicated Normal
hypoxic lesions.
17 M 47 4 Static lesion nervous system  Cerebral palsy Periventricular heterotopias and  Not indicated Normal

hypoxic lesions.
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Session: Group 0373 0.046 4.09 4.64760-07
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ftem j 4 9,2 93 9.4 95
Attention 2621 6078 3,964 1902 1399
Receptive 2934 4739 2035 o1 -3.008
Playing games 3066 4123 2601 0641 2554
Interested and motivated 331 502 2638 0339 -2.508
Cooperative 3728 447 2888 0,658 -2.98
Aware of other children 4.067 7.608 5220 2714 ~1513
Spontaneous verbal communication with other chidren 584 4887 2889 -0013 —4.075
Spontaneous non verbal communication with other children 2751 2279 074 -0981 -3.643
Reactive verbal communication with other chidren 5.489 4243 2,666 ~0.438 —a714
Reactive non verbal communication with other chiidren 2831 2493 1.072 -083 -4.206
Spontaneous verbal communication with the therapist 7.161 6699 3774 0558 —5.496
Spontaneous non verbal communication with the therapist 22 2.367 1.239 ~0.539 281
Reactive verbal communication with the therapist 5.443 5.985 3334 —0.172 —4.078
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Motor active 0308
Attention 0842
Slespiness 0144
Receptive 0869
Reactive 0745
Repetitive movements 0240
Playing games. 0876
Interested and motivated 0892
Calm and relaxed 0561
Cooperative 0909
Avare of other children 0921
Spontaneous verbal communication with other children 0955
Spontaneous non verbal communication with other children 0854
Reactive verbal communication with other children 0952
Reactive non verbal communication with other children 0862
Spontaneous verbal communication with the therapist 0970
Spontaneous non verbal communication with the therapist 0801
Reactive verbal communication with the therapist 0956
Reactive non verbal communication with the therapist 0788
Happy -0877
Crying 0528
Aggressive 0626
Emotionaly labile 0.483

The items with Fy < 0.8 (highlighted) were not included in further analyses.
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DEMOGRAPHICAL CHARACTERISTICS
Age (years)

Gender (male/female)

Education (years)

CLINICAL CHARACTERISTICS
Time from stroke onset to acute MRI (days)
Time from stroke onset to 6-month MRI (days)
Hemiparesis (yes/no)

Aphasia (yes/no)

Lesion size (max. diameter in cm)

Left hemisphere damage (n=23)

Right hemisphere damage (n=26)

OTHER REHABILITATION DURING THE 6-MONTH FOLLOW-UP?

Physical therapy

Occupational therapy

Speech therapy
Neuropsychological rehabilitation

MG ABG
(n=7) (n=8)
55.3 (11.0) 579 (74)
3/4 6/2
0.9 (4.4) 2.9(3.1)
70 (3.2) 76 (3.7)
84.4(6.2) 184.6 (15.9)
5/2 4/4
4/3 6/2
470 (178)  39.7 (18.8)
9.7 (30.5) 11.3 (30.0)
4.3(22.7) 0.4(0.8)
5.3(20.5) 3.7 (9.4)
4.0(109) 2.3(4.3)

CG
(n=8)

60.0 (8.9)
5/3
9.9 (3.4)

76 (2.8)
192.4 (16.2)
3/5

6/2

52.5 (176)

4.0(9.4)
8.0 (20.3)
10.9 (11.5)
1.0 (1.9)

p-value

0.615 (F)
0.439 (x2)
0.262 (F)

0.922 (F)
0.449 (F)
0.409 (x2)
0.701 (x2)
0.384 (F)

0.732 (K)
0.627 (K)
0.340 (K)
0.851 (K)

MG
(n=9)

59.6 (7.9)
6/3
1.1 (4.5)

6.9 (1.6)
189.0 (5.9)
9/0

573 (28.9)

26.9 (41.6)
9.8 (12.9)
15.3 (20.5)
2.9(5.1)

ABG

(n=10)

59.4 (9.0)
2/8
1.3 (2.9)

9.1(3.4)
182.7 (8.8)
10/0

58.5 (20.5)

30.2 (37.7)
10.0 (14.7)
3.7 (9.4)
2.5(4.9)

CG
(n=7)

63.4 (4.7)
3/4
9.3 3.9

8.2 (4.3)
193.9 (22.0)
7/0

62.1(25.3)

20.1 (26.5)
5.9 (6.4)
10.9 (11.5)
0.7 (1.0)

p-value

0.519 (F)
0.111 (x2)
0.518 (F)

0.366 (F
0.228 (F

0.924 (F

0.991 (
0.886 (
0.340 (
0.976 (

z

Data are mean (SD) unless otherwise stated. MG, music group; ABG, audio book group; CG, control group; F, one-way ANOVA; x?, chi-square test (likelihood ratio),

K, Kruskal-Wallis test.
aNumber of therapy sessions.
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CG

ABG

MG

Anatomical area

Left cerebellum

Right temporal pole (BA 38)
Right cerebellum

Left pons

Right posterior cingulate gyrus

Right calcarine/cuneus (BA 17, 18)
Left cerebellum

Right pons

Right calcarine (BA 17)

Right precentral gyrus (BA 6)

Left ventral/subgenual anterior cingulate cortex (BA 10)
Right superior frontal gyrus (BA 32, 6)
Right middle frontal gyrus (BA 32, 9)
Right inferior frontal gyrus

Right ventral striatum

Right fusiform gyrus (BA 19)

Right orbitofrontal cortex (BA 11)

Right superior frontal gyrus (BA 10)

Right superior medial frontal gyrus (BA 8)
Right precuneus (BA 7)

Right posterior cingulate gyrus

Right ventral striatum/globus pallidum

Left supplementary motor area

MNI coordinates

—14 —59 —40
345-20

14 —59 —42
—7-29-35
12 —40 24

17 =77 12
-7 -53-17
—18 —35 —42
9-824
47031

-1034 -3
19451
212439
311321
1216 -11
32 —45 -9
2844 —6
22512
83251

19 —53 46
14 —-40 25
146 -2
—1110 50

Cluster size

189
m
59
203
83

1084
166
85
239
10

471
262
54

t-value

4.75
4.46
4.27
4.08
3.96

5.14
4.75
4.71
4.66
4.18

5.75
5.564
5.39
5.35
4.85
4.82
4.80
4.74
4.67
4.60
4.46
4.43
4.07

Results are reported at a p< 0.001 (uncorrected threshold) with 50 voxels of spatial extent. CG, control group; ABG, audio book group, MG, music group, BA,

Brodmann area





OPS/images/fnhum-08-00592/fnhum-08-00592-t002.jpg
FL

MT-86 aphasia battery (Nespoulous et al., 1992)
Expression

Naming/31 17 (28]
Narrative discourse/18 9 [9]

Global reduction of fluency Moderate

Agrammatism Severe

Syntactic deviations Moderate

Anomia Moderate

Phonetic deviations Moderate

Phonemic deviations Moderate

(and/or jargon)

Semantic deviations Moderate
Repetition/30 16 [24]
Comprehension/47 24 [40]

Words/9 9
Sentences/38 15

Verbal fluency test (Cardebat et al., 1990)
Phonemic fluency 2(-2.6)
Semantic fluency 6 (—3.9)

Abbreviated MBEMA (Peretz et al., 2013)

Pitch/20 15

Rhythm/20 17

Memory/20 15
PEGV (Agniel et al., 1992)

Visual agnosia/66 62
WAIS (Wechsler, 1997a)

Matrix reasoning/26 22

WMS (Wechsler, 1997b)
Spatial span/32 10

FS

8 (28]
2[9]
Severe
Severe
Severe
Severe
Severe
Severe

Mild
9[24]
33 [40]

8
25

8(-2.2)
7(=-3.7)

9 (-4.1)
16
13 (-3.6)

62

"

15

JPL

17 (23]
718]
Moderate
Severe
Moderate
Moderate
Moderate
Moderate

Mild
12 (27]
34 (39]

9
25

8(-2.2)
23 (-2.3)

14
17
17

66

23

17

Tower of London — Drexel University (Culbertson and Zillmer, 2001)

Total move score 7

32

20

When available, the maximum score is indicated next to the test name. Measures
considered below the relevant norms for patient’s demographics are printed in
bold and number of standard deviations (SD) to the mean is indicated next to
the scores in parentheses. Cut-off scores for patients’ age and education are
in square brackets. MBEMA, Montreal Battery of Evaluation of Musical Abilities;

PEGV, Protocole d’évaluation des gnosies visuelles (Visual agnosia diagnostic bat-
tery);, WAIS-1I, Wechsler Adult Intelligence Scale - third edition; WMS, Wechsler

Memory Scale — third edition.
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Partic-
ipant

FL

FS

JPL

Sex Age Educa-

M b7
M B0
M 48

tion (in
years)

17

13

Years of
formal

musical
training

0

Months
post-

stroke (at
recruitment)

20

24

21

Aphasia
diagnosis

Moderate Broca's
aphasia

Severe Broca's
aphasia

Moderate Broca's
aphasia
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Anatomical area MNI coordinates Cluster size t-value

Right superior frontal gyrus (BA 32) 222538 347 4.88
Left ventral/subgenual anterior cingulate cortex (BA 10) —-1037 -4 53 4.51
Right medial superior frontal gyrus (BA 8) 73251 57 4.31
Right ventral striatum/globus pallidum 145 -3 57 4.03
Left superior frontal gyrus (BA 32) —132138 51 4.01

Time x Group interaction (MG > ABG and CG) at a p < 0.001 (uncorrected threshold) with 50 voxels of spatial extent. BA, Brodmann area.





OPS/images/fnhum-08-00592/fnhum-08-00592-t004.jpg
Treatment

Melodic
therapy

Rhythmic
therapy

Spoken
therapy

Participant

Trained Non-trained
Pre- Post- Pre-post Increase Pre- Post- Pre-post Increase
comparison comparison

2.50 (1.00) 3.58(0.91) = .09(1.44) 2.12(1.08) 3.10(0.76) * 0.98 (0.84)
2.92(0.88) 3.95(0.75) N .03(0.68) 2.38(0.81) 3.08(0.84) ® 0.71(0.78)
2.08(0.85) 4.22(0.69) = 2.13(1.05) 2.50(0.73) 3.85(0.64) * 1.35 (0.54)
2.73(0.79) 3.75(0.55) * .02 (0.97) 2.97 (1.01) 3.50(0.81) NS 0.53 (1.35)
1.72 (0.75)  3.87(0.85) * 2.15(0.72) 2.03(0.61) 3.03(0.68) * 1.00 (0.66)
3.00(0.92) 4.35(0.69) * .35(0.66) 3.38(0.61) 4.00 (0.36) * 0.63 (0.70)
3.37 (0.54) 4.18(0.56) * 0.82(0.82) 3.48(1.02) 3.72(0.71) NS 0.24 (1.02)
2.18 (1.03) 4.00 (0.67) * 1.82(0.96) 2.30(0.81) 2.93(0.77) * 0.63 (0.78)
2.51(0.54) 3.98(1.07) * 147 (1.05) 2.25(0.88) 2.58(1.02) NS 0.33(1.29)

Standard deviations (SD) are indicated in parentheses. *Significant differences in non-parametric statistical tests when p < 0.05.

Comparison
of increases

NS
NS
NS

Trained >
non-trained
Trained >
non-trained
Trained >
non-trained

Trained >
non-trained
Trained >
non-trained
Trained >
non-trained
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Anatomical area MNI coordinates Cluster size t-value

CG Left supramarginal gyrus (BA 40) —44 —28 28 1597 6.13
Left thalamus —15-66 946 5.97
Left brainstem —4 -20-10 695 5.27
Left inferior temporal lobe (BA 20, 21) —44 —5 -35 208 4.42
Right cerebellum 14 —42 -25 93 4.19
Left sup./mid. occipital gyrus —21-8612 405 4.18
Left cuneus (BA 18) -5 —8522 340 4.18
Left orbitofrontal cortex (BA 47) —16 25 -21 85 3.97

ABG Left cerebellum -9 —52 —-40 874 6.42
Left posterior cingulum —12 -4321 322 5.85
Right posterior cingulum 20 —43 26 79 4.83
Left middle cingulum —12-1135 546 4.78
Right orbitofrontal cortex (BA 10) 165631 85 4.66
Right cerebellum 16 =71 =51 268 4.64
Left thalamus —-15-61 05 4.40
Left insula —33-1410 61 4.21
Left precuneus —20 —-50 14 59 4.19
Left precentral gyrus (BA 6) —29 -1145 02 4.18
Left postcentral gyrus (BA 4) —43 —17 51 69 413

MG Right precuneus (BA 31) 16 —45 21 1544 6.35
Left post/middle/ant cingulate gyrus; left sup./mid. frontal gyrus; left supp. —-10-12 34 11173 6.16
motor area; left inferior frontal gyrus; pars triangularis (BA 32, 31, 24, 9)

Left supramarginal gyrus; left postcentral gyrus (BA 40) —48 —-23 27 1472 6.09
Left inferior frontal gyrus; left precentral gyrus (BA 6) —42917 799 5.92
Right middle cingulate gyrus (BA 24) 18 30 26 970 4.90
Left orbitofrontal cortex (BA 47, 11) —2523 -16 1661 4.85
Left inf./mid. temporal gyrus (BA 20) —46 -5 -31 717 4.56
Left fusiform gyrus —34 17 =27 266 4.42
Left insula —34 -12 -7 387 4.39
Left parahippocampal gyrus 26 —65 —38 191 4.21
Right cerebellum 131 -1 280 4.18
Right anterior cingulate (BA 32) 19434 72 4.14
Left precentral gyrus —-34535 188 412
Left middle temporal gyrus —56 —46 —8 372 4.06
Right fusiform gyrus 36 —42 —16 246 4.05

Results are reported at a p< 0.001 (uncorrected threshold) with 50 voxels of spatial extent. CG, control group; ABG, audio book group, MG, music group; BA,
Brodmann area
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Presentation Item status Number of Sentences

order syllables
1 New 2 Parfait (All right)
2 New 3 | fait froid (/t's cold)
3 New 4 Je te regarde
(I’'m watching you)
4 New 4 Prends le courrier
(Take the mail!)
5 New 5 La porte est ouverte
(The door is open)
6 New 5 Voici mon adresse
(Here is my address)
7 New 6 Donne-moi de tes nouvelles
(Give me some news of you)
8 New 6 J'écoute de la musique
( listen to music)
9 New 7 Dis bonjour a ta famille
(Say hi to your family)
0 New 8 Je n’ai pas fini de manger
(I have not finished eating)
1 Trained at 4 Ala prochaine
each session (See you later)
2 Trained at 4 Bon appétit
each session (Enjoy your meal)
3 Trained at 4 Ca me fait mal (/t hurts)
each session
4 Trained at 4 Combien ca colte
each session (How much is it)
5 Trained at 4 Prends soin de toi
each session (Take care)
6 Trained at 5 J'ai de la visite
each session (I have visitors)
7 Trained at 5 J'ai un rendez-vous
each session (I have an appointment)
8 Trained at 5 Je ne comprends pas
each session (/ don’t understand)
9 Trained at 5 e ne viendrai pas
each session (/ won't come)
20 Trained at 5 Pouvez-vous m'aider

each session (Could you help me)
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Anatomical area Behavioral measure r-value p-value

Frontal clusters pooled together Language 0.51 0.012

Verbal memory 0.56 0.009

Focused attention (correct responses) 0.63 0.005

Focused attention (reaction times) —0.45 0.063

Right superior frontal gyrus Language 0.52 0.011

Verbal memory 0.59 0.004

Focused attention (correct responses) 0.60 0.009

Left superior frontal gyrus Language 0.42 0.044

Verbal memory 0.41 0.050

Focused attention (reaction times) —0.61 0.008

Right medial superior frontal gyrus Focused attention (correct responses) 0.62 0.006
Limbic cluster spooled together - - -

Left ventral/subgenual anterior cingulate gyrus Depression —0.61 0.003

Confusion —-0.41 0.061

Tension —0.48 0.029

Fatigue —0.65 0.001

Forgetfulness —0.55 0.008

rritability —0.45 0.038

Right ventral striatum - = _

Significant (p < 0.05) correlations and linear trends (p < 0.1) between the GM volume increases and changes in the summary scores of cognitive tests and the Profile
of Mood States (POMS) mood scores [see Sirkdamo et al. (2008) for details] during follow-up (6 months — acute). Correlations are shown for individual clusters and
for groups of clusters within frontal and limbic areas.

ar
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Task

Auditory scene analysis

Auditory working memory

Phonological discrimination

*n<0.05 **p<0.01, ***p< 0.001.

Music
lessons
(Yes/no)

t(22)=3.37,
B=1.20%*

t(23)=5.16,
B=0.83%**

t(24) = 2.63,
B=0.52*

Duration of
music lessons
(in months)

t(
B

22)=2.69,

=-107*

Age at
correction
(in months)

t(22)=2.88,
B=0.60%*

Duration of
use of device
(in months)

t(22)=5.11,
B=0.98%**

Threshold
4000 Hz
(<50dB)

1(23)=2.39,
B=0.47*

Full Model

R2=0.67,
F(5,22)=8.81***

R2=0.60,
F(4,23)=8.57***
R2=0.27,
F(3, 24)=2.96,
p=0.053
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Participants Sex

MUSIC GROUP
S1
S2
S3
sS4
S5

o nu un unum
© o N o o

S20
S21
S22
S23
S24
S25
S26
S27
S28
Mean
SD

M

nZTmmMZT NI

CONTROL GROUP

M

nZ

nZ Zm

n Z

n <<

Age in
months
(years)

14 (9.5)
13 (9.4)
19(9.9)
11 (9.3)
04 (8.7)
12 (9.3)
97 (8.1)
84 (7)
99 (8.3)
08 (9)
95 (7.9)
87 (7.3)
84 (7)
12 (9.3)
102.8 (8.6)
1.8 (1.0)

88 (73)
112 (9.3)
83 (6.9)
75 (6.3)
95 (79)
9 (78)
78 (6.5)
91 (76)
79 (6.6)

123 (10.3)
77 6.4)
90 (75)
116 (9.7)

124 (10.3)
94.6 (79)
172 (1.4)

Age at

correction
in months

a1 O
o

N w
N o B~ B B OO O OO O

N
N

2

2

N

4

2

2

2.93

b
N
N

8
8
2
1
7
1
8
6
7
6
6
0
9

8
9.07
8.84

Duration of
use of the
device in months

54
54
10
10
65
94
87
66
75
104

77
88
79.86
16.77

60
94
61
4
78
83
60
65
72
17
61
70
97
106
73.43
27.21

Threshold
2000 Hz
<50dB

Yes
Yes
Yes
Yes
Yes

No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Duration of use of the device for HA+ Cl corresponds to the duration of utilization of Cl.

Threshold
4000 Hz
<50dB

Yes
Yes

Yes
Yes
Yes

Yes
Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes

Threshold
8000 Hz
<50dB

Yes

Yes
Yes
Yes

Yes
Yes

Yes

Yes

Type of
device

Brand and
processor of Cl

ucleus CP 810

ucleus freedom
ucleus CP 810
ucleus CP 810

Bionics harmony

ucleus freedom

Nucleus freedom

Medel Sonata

Nucleus CP 810

Nucleus CP 810
Nucleus freedom
Nucleus CP 810

Nucleus CP 810
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Brain region Electrodes

Left hemisphere A1, C3, F3, F7, Fp1, O1, P3, T3, T5
Right hemisphere A2, C4, F4, F8, Fp2, 02, P4,T4,T6
Left frontal F3, F7 Fp1

Right frontal F4, F8, Fp2

Frontal F3, F4, F7, F8, Fp1, Fp2

Left temporal T3,T5

Right temporal T4,T6

Temporal T3,7T4,T5,T6

Left parietal P3

Right parietal P4

Parietal P3, P4

Posterior left 01, P3,T5

Posterior right 02, P4,T6

Posterior 01, P3,T5, 02, P4,T6

Occipital 01, 02

Central left C3

Central right ca

Central C3,C4

Frontal midline F3, Fz, F4
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Coma  Unresponsive Minimally conscious

wakefulness state (MCS)
syndrome (UWS)
mcs— MCS+

Reflex behavior + + - -
Eve opening - + ¥ +
Functional - - - -
communication

Low-level signs of ~ — - + +
consciousness

High-level signs of ~ — . = +

consciousness

Visual pursuit, noxious stimulation localization, appropriate emotional response.
Command following, non-functional communication.
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Left MTL Right MTL

LTLE RTLE LTLE RTLE
Region Mean/ £+ SD Reduction Mean/ + SD Reduction Mean/ + SD Reduction Mean/ + SD Reduction
(%)? (%) (%)? (%)?
Hippocampus 2606.17/506.82 24.51 3467.95/245.68 —0.46 3589.04/678.97 —2.72 2455.90/414.39 29.71
Entorhinal cortex 1802.67/613.03 3.86 1847.25/218.17 1.48 1901.42/408.28 3.73 1802/246.24 8.76
Parahippocampal gyrus  2165.42/386.72 8.56 2304.17/222.16 2.70 2249.92/266.37 3.26 2026/268.47 12.89

s Percentage of reduced volumes as compared to control group volumes.
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Group

Control

LTLE

RTLE

Control vs. LTLE

Adaptation for lyrics

Adaptation for melody

Area

Left hemisphere
STG/STS
Temporal pole
Right hemisphere
STG/STS
Cerebellum

Left hemisphere

STG/STS

Right hemisphere
STG/STS

Left hemisphere
STG/STS

Right hemisphere
Temporal pole
STG/STS

Left hemisphere
STS

Size(k) X, ¥,z (mm)
2474 —58, -6, —6
—62, -17,0
—48, -39, 6
1 51,9, —18
2423 62, -9, —6
60, -0, —13
62, —24, 2
10 16, —80, —46
541 —58, -5, -9
—56, —15, -3
—66, —33, 9
388 62, -9, -7
62,2, —13
201 —63, -6, —6
165 62,3, -10
63, -9, —10
25 —46, -39, 6

5.75
5.62
5.04
3.86

5.69
4.76
4.39
3.26

4.60
4.056
3.65

4.41
3.85

4.26

4.13
3.29

3.60

Area Size(k) X, ¥, z(mm)
Left hemisphere
STG/STS 2380 —64, —29, 3
—54, -39, 3
—66, —39, 12
PrCG 52 —52, -5, 51
Cerebellum 55 —26, —62, —55
Right hemisphere
STG/STS 1830 60, —17, -3
46, —36, 2
62, -0, —10
Cerebellum 148 34, —63, —58
Cerebellum 27 30, —57 -27
Left hemisphere
STG 245 -57, -21, -3
Right hemisphere
STG/STS 295 62,2, -9
57, —11, -9
58, -5, —1
STG/STS 92 54, —24,0
Cerebellum 134 26, —74, —60
Left hemisphere
STG/STS 106 —66, —26, 2
—58, —18,6
Cerebellum 20 —24, —66, —60
Right hemisphere
STG/STS 61 62, -0, —12
STG/STS 50 58, —17 —4
STG/STS 21 69, —36, 3

Left hemisphere

5.12
4.75
4.68
3.94
3.75

5.85
4.26
4.12
3.91
3.59

4.68

3.69
3.67
3.44
3.69
3.67

3.55
3.24
3.30

3.95
3.65
3.41
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Left hemisphere Right hemisphere

BL LM El DM WN BL LM El DM WN
BETA
Healthy 2.2(1.7) 3.1(3.4) 2.5(2.1) 2.6(2.7) 2.9(2.7) 3.2(3.8) 6.1(12) 4.3(6.3) 4.5(6.1) 3.7(6.2)
CS 3.4(7.4) 3.1(6.9) 2.6(4.2) 5.4(19) 4.8(73.6) 6.8(30) 2.7(4.6) 4.2(11.7) 3.7(11.9) 1.5(65.4)
VS 1.6(17.1) 2.6(4.4) 1.1(0.7) 1.1(1) .9(1.4) 1.5(11) 2.5(2.9) 1.3(1.1) 1.1(0.8) 2(2.2)
ALPHA
Healthy 11.9(16) 11.9(16) 10.4(14.7) 11.4(16) 2(15.7) 1.2(17.7) 13.4(18.9) 10.4(16) 10.3(16.3) 2.4(19.2)
CS 2(9.8) 2.6(4.2) 1.7(1.6) 1.7(1.6) 2.3(3.3) 1.6(6.4) 2(2.5) 1.7(1.6) 1.5(1.3) .9(2.3)
VS 1.3(12.3) 2(2.9) 1(1) 0.9(0.8) .7(2.5) 1(7.9) 1.5(1.5) 1(1.1) 0.8(0.7) 4(2.4)
THETA
Healthy 2.2(2.3) 2.4(2.7) 2.3(2.4) 2.4(3) 2.41(3.8) 2.3(2.7) 2.7(3.6) 2.1(2.1) 2.4(2.9) 2.3(2.7)
CS 6.4(5.7) 7(17.8) 7(12.2) 8(9.5) 7.5(27) 6(9.5) 6(11) 7.3(10.1) 10.6(18) 8(29.4)
VS 4.9(23.6) 5.2(8.4) 4.9(6.6) 4.4(6.4) 6(9.6) 4(16.5) 4(16.5) 4.7(7.3) 3.5(4.9) 5(8.6)
DELTA
Healthy 2.9(3) 3.6(4.4) 3.1(4.4) 2.9(8.1) 3.7(4.4) 2.6(2.4) 3.7(6.2) 3.2(3.7) 3(3.4) 3.7(6.1)
CS 32.6(54) 81(550) 42(198) 45(193) 62.6(890) 47.7(381) 53.5(286) 43(258) 63(493) 62.2(887)
VS 356.2(144) 34.2(89) 43.3(72.5) 43(71.6) 48.8(85) 27.2(127) 29.2(73.7) 40(277) 25.2(41.5) 34.4(55.6)

SD > 100 rounded to 0 decimal point.
BL, baseline silence; LM, liked music,; El, entrained improvisation; DM, disliked music; WN, white noise (standard deviation in parentheses).





OPS/images/fnhum-08-00111/fnhum-08-00111-t001.jpg
Group N  Sex (males/females) Mean age Mean education  Musical expertise  Full scale IQWAIS-R?  RAVLT forgetting%?

Control 19 9/10 32.63+7.90 14.63+2.99 5.02+3.68 -
LTLE 12 5/7 34.17£8.71 12.26+1.42 6.76+4.46 92.6641.33 20.56 +22.99
RTLE 12 5/7 39.92+1.23 12.67+2.71 6.83+5.45 96.43+1.79 9.07£10.76

aMean for all except two RTLE patients due two missing data. RAVLT: Rey Auditory Verbal Learning Test.





OPS/images/fnhum-08-01077/math_8.gif
VE(D) = J(RO-Fy P +H(BO-Fp) @)





OPS/images/fnhum-08-01077/math_9.gif





OPS/images/fnhum-08-00111/fnhum-08-00111-t004.jpg
Group

Control

Control vs. LTLE

INTEGRATION

Area

Left hemisphere
STG

TG

Right hemisphere
STG

STG
STG
Right hemisphere
STG

LYRICS INDEPENDENCE

Control

Left hemisphere
STG

STG

Right hemisphere
STG

MELODY INDEPENDENCE

LTLE

RTLE

Left hemisphere
Cerebellum

Left hemisphere
Cerebellum
Cerebellum

Right hemisphere
Cerebellum

Size (k)

164

235

82

o]

196

10

18

X, ¥, z (mm)

—63, -23,2
—63, —36, 3

56, —32, 0
51, -38,5
66, —11, -3
66, —20, 0
63, -9, 0
—63, -5, -6

—46, -41, 8

63, -6, —15

—18, —66, —61

—12, —83, —46
—24, —66, —61

14, —81, —46

4.39
3.18

3.98

3.65

3.76

3.18

3.19

3.29

3.32

3.79

3.58

3.77
3.21

3.62
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Test

Score

Wechsler Adult Intelligence Scale IV (WAIS-IV)

Full scale

Verbal comprehension
Perceptual reasoning
Working memory
Processing speed

Wechsler Memory Scale [l (WMS-II1)

Auditory immediate

Visual immediate

Immediate memory
Auditory delayed

Visual delayed

Auditory recognition delayed
General memory

Working memory

92 (30th percentile)
96 (39th percentile)
104 (65th percentile)
83 (13th percentile)
86 (18th percentile)

56 (0.2 percentile)
57 (0.2 percentile)
47 (<0.1 percentile)
58 (0.3 percentile)
56 (0.2 percentile)
55 (0.1 percentile)
47 (<0.1 percentile)
76 (5 percentile)

Montreal Battery of Evaluation of Amusia (MBEA)

Scale
Contour
Interval
Rhythm
Meter
Incidental

25
25
27
26
28
16

mpaired
mpaired
mpaired
mpaired
mpaired
mpaired
mpaired
mpaired

Pass
Pass
Pass
Pass
Pass

Fail
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Note type

Dotted quarter notes
Eighth notes

Half notes

Quarter notes
Quarter triplets
Whole notes

Total

Quarter notes in treble clef

Half notes in treble clef

Eighth notes in treble clef

Total number of notes in treble clef
Total number of notes in alto clef
Total

145

220
248

145

219
247

145

220
248
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Musical event

Quarter-note double-stops
Half-note double-stops
Eighth-note double-stops
A# accidentals

D# accidentals

Bb accidentals

Quarternote slurs
Eighth-note slurs

Harmonics

Notes played with 4th finger
String crossings

Hand position shifts

Notes played in third position

Piece

A B Cc
4 4 4
6 6 6
2 2 2
1 1 1
3 3 3
2 2 2
6 6 6
52 52 52
2 1 1
6 6 5
19 19 119
4 4 4
24 24 21
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Gender

Male
Male
Male
Male
Male
Male
Male
Female
Female
Female
Female
Female

Male
Male

Male
Male
Male
Female
Female
Female
Female

Age SMART
diagnosis diagnosis

49
23
42
42
23
22
65
59
54
24
34
69

62
47

61
76
55
29
28
23
58

VS
VS
'S
VS
VS
VS
VS
'S
VS
VS
VS
VS

MCS
MCS

MCS
MCS
MCS
MCS
MCS
MCS
MCS

MATADOC Months

since
injury

VS 0
VS 22
VS 3.7
VS 2.2

VS 4
VS 6.3
VS 8.2
VS 6.5
VS 0.1
VS/MCS 7.2
VS 9.7

VS 4
VS/MCS 7.7
MCS 4.3
VS 57
MCS 6.3
MCS 8.6
MCS 5.4
MCS 9.2
MCS 57
MCS 6.7

Etiology

Hypoxic brain injury

Traumatic brain injury
Traumatic brain injury

Hypoxic brain injury

Traumatic brain injury

Hypoxic brain injury
Hypoxic brain injury
Hypoxic brain injury
Hypoxic brain injury

Traumatic brain injury

Traumatic brain injury
ntracerebral
hemorrhage

Hypoxic brain injury
ntracerebral
hemorrhage

Hypoxic brain injury

Traumatic brain injury
Traumatic brain injury
Traumatic brain injury
Traumatic brain injury
Traumatic brain injury
Traumatic brain injury
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Test trial Piece A Piece B Piece C

correct (%) correct (%) correct (%)
1. Before practice 39 21 26
2. After practicing A 66 39 45
3. Before practicing B 35 34 47
4. After practicing B 59 70 41
5. After 14-day delay 76 64 43

Piece A was practiced between trials 1 and 2, and Piece B between trials 3 and
4. Piece C was not practiced.
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Performance Test Piece A Piece B Piece C
dimension trial

Intonation 1 2.83 3.67 2.83
2 3.33 3.00 2.50
3 3.33 2.67 2.67
4 3.17 417 3.00
5 3.33 3.00 1.67
Rhythm 2.83 2.33 2.50
2 4.00 2.83 2.33
3 2.83 217 2.67
4 3.67 3.83 3.00
5 4.33 2.67 2.67
Tone 3.17 3.00 3.33
2 3.67 2.83 2.50
3 3.50 2.83 2.67
4 3.17 4.00 3.17
5 3.83 3.17 2.50
Overall 2.83 2.83 2.50
2 3.83 3.00 2.67
3 3.17 2.17 2.67
4 3.17 4.00 3.00
5 3.67 3.00 2.00

Piece A was practiced between trials 1 and 2, and Piece B between trials 3 and
4. Piece C was not practiced.
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Spoken Sung t(52) P

Age (years) 53.3(9.3) 50.3 (10.1) 0.98 n.s.
Education (years) 15.3 (2.6) 14.7 (2.0) 1.15 n.s.
Private music training (years) 8.9 (13.9) 5.2 (4.5) 0.72  ns.
EDSS 4.3(0.9) 4.9 (1.3) 153  ns.

EDSS, extended disability status scale (I
ment. 10= death due to MS).

ke, 1983) (0= no neurologic impair
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A Example of gestures.

Gesture 1

Gesture 2

Gesture 3

Q

esture 4

Gesture 5

Gesture 6

B Illustration of the learning procedure

Learming trials

STEP2

§ S 3
Tl TPE gummmeyensionor I
sequence e Reproducetogether (synchrony condition) o
1 Gestures 1 and 2 > Gestures 1 and 2 —> Gestures 1 and 2
2 stures 3 and 4 —>» Gestures 3 and 4 —> Gestures 3and 4
3 Gestures L to 4 —> Gestures 1 to 4 — Gestures 1 to 4
4 stures 5 and 6 > Gestures S and 6 Gestures 5 and 6
5 Gestures 1 to 6 Gestures 1 to 6 —> Gestures 110 6
——Stopif score < 65 %
6 Gestures 7and 8 > Gestures 7and 8 > Gestures 7and 8
7 Gestures 1 to 8 > Gestures 1 to 8 Gestures 1 to 8
——Stopif score < 65%
8 Gestures 9 and 10 - Gestures 9 and 10 > Gestures 9 and 10
(4 Gestures 1 to 10 e 4 Gestures 1 to 10 > Gestures 1 to 10
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Test Unit Patient 1 Patient 2

Average Average Mean Follow-up Average Average Mean Follow-up
pre post baseline pre post baseline
Mesulam shape Left Omissions 24 13 26 1 5 2 8 1
Total Omissions 27 13 27 13 6 2 8 1
BIT star Left Omissions 8 6 18 8 5 3 3 1
Total Omissions 10 7 19 10 6 3 5 1
TAP Left Omissions 21 20 19 19 21 21 21 20
Total Omissions 29 27 30 23 22 22 22 24
Line bisection® mm n 14 10 17 20 10 19 16

Bold typeface indicates a significant improvement.
2 Average rightward deviation from the true center from three separate 180 mm lines during each testing session.
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Contrast

Music > self-
paced

Imagined
music > self-
paced

Music >
imagined
music

Imagined
music > music

Anatomical
region

Left cerebellum VI

Right globus pallidus
Right pre-SMA

Left cerebellum Vlla

Cerebellar vermis IX

Bilateral Pre-SMA

Cluster

size

28

19
20

218

37

17

Peak voxel
(%, y, 2)

—27, -58, -23
—18, —64, —23

18, —4,1
9,11, 64
12,5,73

—24, -76, —32
—18, —=70, —32
-30, —76, —38
3, —b5, —47
12, —43, —47

-9, 8,67
12,8, 67

z-Value

297
2.95

5.24
3.17
3.40

4.03
3.98
3.97
3.28
3.1

4.16
3.20

See Section “Statistical Analysis” for details of analysis and thresholding.





OPS/images/fnhum-08-00301/fnhum-08-00301-g001.jpg
rest
30s)

(155)

a5

time

rest
30s)






OPS/images/fnhum-08-00413/fnhum-08-00413-t001.jpg
Test Patient 1 Patient 2

Unit Max. score Mean SD Mean SD
Mesulam shape Left Omissions 30 26 2.65 82 1.00
Right Omissions 30 1.33 1.53 0.33 0.58
Tota Omissions 60 27332 4.04 8.332 1.53
BIT star Left Omissions 27 17678 2.52 3 2.00
Right Omissions 27 1.67 1.53 2 2.65
Tota Omissions 54 19.332 4.04 52 3.61
TAP Left Omissions 22 192 N/A 218 N/A
Right Omissions 22 10.67° 4.73 1.33 0.58
Tota Omissions 44 29.67° 4.73 22.33¢ 0.58
TAP (mean reaction time) Left ms [} 1276° 386.99 N/A N/A
Right ms 00 869 135.35 903.67 113.32
Tota ms 00 10732 174.79 946.70° 66.32
Line bisection® mm 10.22° 6.43 18.56° 9.14

2Within pathological range as reported in previous studies: Mesulam shape (Mesulam, 1985; Machner et al., 2012), BIT Star (Wilson et al., 1987), TAP (Zimmermann
and Fimm, 2007), line bisection (Halligan et al., 1990; Mort et al., 2003).

bAverage rightward deviation from true center from nine separate 180 mm lines (three each testing session).

N/A, not available; unable to compute as either no variation between baseline scores (left TAP omissions) or unavailable mean reaction times resulting from either
zero or only one detected stimuli on the left side.
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Condition Wrist Amplitude Period (s) Velocity Maximum velocity

flexions (z-scores) (arbitrary units) (arbitrary units)
Self-paced 15.56 (1.37) 2.84 (0.07) 1.07 (0.09) 0.05 (0.005) 0.16 (0.005)
Music 16.09 (0.94) 2.83(0.07) 0.99 (0.04) 0.05 (0.003) 0.18 (0.003)
Imagined music 16.12 (1.29) 2.85(0.08) 1.02 (0.07) 0.05 (0.005) 0.17 (0.005)

The number of movements, the mean amplitude, and mean period of each back and forth flexion, and mean and maximum velocity over the whole block of movement
are shown with SD in brackets. Between-condition comparisons did not reveal any significant differences (P> 0.05, Friedman test).
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Preferred tempo

STRIDE VELOCITY (CM/S)
Uncued 95.4 (14.4)
Low groove 88.4 (16.8)*
High groove 95.5 (18.6)
Metronome 95.2 (17.3)
STEP LENGTH (CM)
Uncued 61.9 (6.5)
Low groove 61.0 (74)*
High groove 59.8 (74)
Metronome 60.8 (70)
STEPTIME (S)
Uncued 0.37 (0.17)
Low groove 0.41 (0.18)*
High groove 0.37 (0.17)
Metronome 0.37 (0.17)
STRIDEWIDTH (CM)
Uncued 70 (2.5)
Low groove 8.6 (2.9)*
High groove 78 (2.9)*
Metronome 8.1 2.7)*
DOUBLE SUPPORT (%)
Uncued 25.62 (2.82)
Low groove 25.55 (3.04)
High groove 25.26 (3.23)
Metronome 24.97 (3.13)*
STRIDE LENGTH VARIABILITY (CV)
Uncued 0.051 (0.021)
Low groove 0.068 (0.022)*
High groove 0.062 (0.018)*
Metronome 0.055 (0.019)

Faster tempo (22.50% faster)

N/A
93.3 (22.0)
107.7 (20.9)*
103.8 (19.2)*

N/A
61.2 (8.2)*
58.8 (8.0)*
59.9 (77)

N/A
0.29 (0.24)*
0.34 (0.16)*
0.22 (0.25)*

N/A
8.5 (2.7)*
8.0 2.9*
72 (2.4)

N/A
25.22 (3.18)
24.92 (3.49)
24.23 (3.33)*

N/A
0.070 (0.027)*
0.072 (0.026)*
0.057 (0.015)

Asterisks (*) indicate that the gait parameter for the cueing condition differed

significantly (p < 0.05) from uncued gait.
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Observed
power

Group Fu. 481 = 2.85; p = 0.098 038

Listening condition Fir.ag =3771.1;p < 0.001* 100

Noise type Fuse, mon =95.01; p < 0,001 100
Noise type x listening Firs0. 8050 = 273.90; p < 0.001*  1.00
condition

Noise type x group Fo.s6. mon = 0.46; p = 0.587 o1
Listening condition x Fu. 41 = 0.17; p= 0682 007
group

Listening condition x Fo.g0. 8650 = 1.05; p = 0.350 022

noise type x group

*Significant (p < 0.05).
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Observed

power
BETWEEN-SUBJECTFACTOR
Group Fo. ag = 7.76; p = 0.008" 0.78
WITHIN-SUBJECTFACTORS
Listening condition Fir, a8 = 1098.56; p < 0.001* 100
SNR Fioa. 12636 = 409.85;p < 0.001* 100
SNR x listening condition Fg1, 13467 = 148.54;p <0.001* 100
SNR x group Fiogs, 12636 = 2.02; p = 0.449 020
Listening condition x Fo. ag = 102, p = 0.051 050
group

Listening condition x  Fpe1, 13467 = 0.95; p = 0.416 025
SNR x group

*Significant (p < 0.05).
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Duration discrimination BAT D-prime 600 ms Paced tapping accuracy Paced tapping accuracy

z-Score z-Score z-Score 450 ms z-Score 750 ms z-Score
Patient Pre Post Follow-up Pre Post Follow-up Pre Post Follow-up Pre Post Follow-up Pre Post Follow-up
1 227 204 ~0.14 216  -216 058 ~0.23 0.43 0.43 028 —0.40 2.28 —023 —048 ~0.69
2 051 243 ~0.47 230 -202  -1.15 S 0.43 046 026 ~0.04 0.11 0.04 —0.42
3 044  —0.14 ~0.14 0.72 0.86 0.86 0.43 0.43 0.43 043 030 0.33 077  —0.90 ~0.18
4 093 057 0.89 072 0.86 043 075  -023 —0.23 100  -037 0.18 —043  —061 ~030
5 147 223 0.68 187 173 -043 0.42 0.43 0.43 122 026 —0.85 _050 —0.69 ~0.97
6 2107 047 —053 000 -08  -130 139 -023 0.43 - 1.88 - _034 —046 _0.64
7 020 1.8 ~075 NaN NaN NaN 043  —2.05 0.43 114 —053 0.36 230 059 0.40
8 227 | 836 1.62 27 -2.16 0.14 043 043 -075 |68l 079 -051  [J886] 030 0.38
9 116 051 ~0.59 0.29 0.43 0.14 ~0.23 0.43 0.43 034 —024 ~1.05 059 —0.26 1,02
10 332 [2lss 0.58 0.86 0.43 11 —023 ~0.10 112 o 227 1.93 - 3.25
11 023 259 - - 216 - 0.49 0.43 - 0.12 3.19 - 2.39 2.45
12 348 —0.417 —0.56 0.58 0.00 072 0.43 0.43 0.43 009 —0.80 ~0.57 0.21 0.21 074
13 107 323 —0.24 086  -1.30 0.29 0.43 0.43 0.43 110 079 2.13 178 198 182
14 064 044 0.47 230 - ~331 —2.79 - 139 042 058 ~0.46 117 125 0.46
15 093 020 ~1.00 0.58 0.29 0.29 0.43 0.43 0.43 104 —0.11 ~0.09 004 024 —0.46

Values highlighted in gray indicate significant differences between the performances of patients and of healthy controls, as assessed with corrected t-tests (Crawford and Garthwaite, 2002). ‘NaN’ indicates missing
values.
<0051 p<0.01:0 p<0.001.
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Musicians

Non-musicians

Comparison of the two groups

Mean age (range)

Gender

Mean years of musical training (range)

Mean age of the start of musical training (range)

22.9 years (18-27)
7 meles; 18 females
14.6 years (10-20)
5.8 years (3-7)

22.4 years (19-28)
7 males; 18 females
16 years (0-10)

9.1 years (6-13)

(t-test)
tug = —0.78; p = 0.440
NA.
tug) = —15.96; p < 0.001

tag = 3.26; p < 0.001
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Pre Post Follow-up
Perceptual only 5/15 (33%) 6/15 (40%) 1/15 (7%)
Motor only 3/15 (20%) 1/15 (7 %) 3/15 (20%)
Perceptual and motor 3/15 (20%) 3/15 (20%) 2/15 (13%)
No impairment 4/15 (27 %) 5/15 (33%) 9/15 (60%)
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Demographics
Females
Males
Handedness
Right
Age
Years of education
Age at onset
Disease duration
Clinical Characteristics
UPDRS
| (mentation, behavior, and mood)
1| (activities of daily living)
Il (motor examination)
Total score
Hoehn and Yahr
0.5
1
2
2.5
3
Schwab and England
Medication
L-Dopa LED
Ago LED
Total LED

Patients

Controls

Mean (SD)

67.2 (75)
14.7 (2.7)
59.3 (74)
7.92.7)

2.47 (1.8)
12 (6.11)
23.3(12.4)
37.7(18.8)
2.0(0.7)

87.9 (56.8)

136.0 (1569.3)
253.0(201.2)
363.0(260.5)

o

o o o o o

o = oo N = o oo o a

14
14
15

Mean (SD)

66.4 (7.8)
14.4 (3.0)

10
10

20
20
20
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Observed

power
BETWEEN SUBJECT FACTOR

Group Fir. a8 = 59.52; p < 0.001* 1.00
WITHIN SUBJECT FACTORS

Target timbre Fir. a@) = 69.60; p < 0.001* 1.00
Cl simulation Fi a8 = 993.84;p <0.001* 100
Masker pitch Fogs, a7 = 14.66; p < 0.001* 1.00
Target timbre x masker  F.75, sa.69) = 56.67; p < 0.001* 1.00
pitch

Target timbre x Cl F1, 48 = 55.55; p < 0.001* 1.00
simulation

Target timbre x group Fi. as = 2.90; p = 0.095 039
Cl simulation x group Fir. ag) = 11.19; p = 0.002* 091
Cl simulation x masker g6, s32) = 27.51; p < 0.001* 1.00
pitch

Masker pitch x group  F.es, ge7n) = 10.45; p < 0.001* 098
Target timbre x CI Fir. ag) = 19.86; p < 0.001* 099
simulation x Group

Target timbre x CI Fin5, 0062 = 46.22; p < 0.001* 099
simulation x Masker

Target timbre x masker .76, sase) = 3.21; p= 0.051 056
pitch x group

Target timbre x CI Fiuo5, 0362 = 1.56; p = 0217 032
simulation x masker

pitch x group

*Significant (p < 0.05).
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Observed

power
Group Fo. ag) = 4.66; p = 0.036" 056
Cue aveilability Fo. 41 = 18.59; p < 0.001" 099
Listening condition Fu. a8 = 32385, p<0001* 100
Cue availability x group Fo. 49 =012, p=0733 006
Listening condition x group  Fi, a8 = 0.21; p = 0.648 007
Cue availability x listening ~ Fis, ag = 1.19; p = 0.281 0.19
condition

Cue aveilability x listening ~ Fis, ag) = 0.03; p = 0.863 005

condition x group

*Significant (p < 0.05).
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Gait parameter — Uncued gait parameter
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Uncued gait parameter
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Normal speech
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2.819
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Rhythmic speech
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ASD

Age 26.16
(SDirange) (5.63/20-36)
Gender 2F17M
Full-scale 108.32
1Q*(SDhrange) (14.56/78-135)
Verbal 10° 112.68
(SDirange) (23.7/74-186)
MET® melodic 3547
(SDirange) (6.22/24-49)
MET® thythmic 3679
(SDirange) (5.67/24-45)

* WAIS-ll fullscale 1Q (V/echsler, 1997).
® Verbal subscale of WAIS-II.

NT

24.45
(4.57/19-41)
2F18M

114.50
(12.37/92-137)
1830
(13.8/90-143)
3710
(6.05/28-50)
3735
(4.43/28-48)

t-value
p-value

1.04
ns
-0.05
ns
-143
ns
-105
ns
-0.90
ns
-032
ns

¢ The Musical Ear Test (Wallentin et al,, 2010). ns, not significant at p < 0.05.





OPS/images/fnins-08-00192/fnins-08-00192-t002.jpg
ADOS total n2

(SDIrange) (4.5/3-18)
Communication 35
(SDrange) (1.7/1-6)
Social interaction 72
(SDrange) 3.9/1-12)
Imagination and creativity 033
(SDrange) (0.5/0-1)
Stereotyped and repetitive behaviors. 16
(SDrange) (1.8/0-6)

Scores from the Autism Diagnostic Observation Schedule (ADOS, module 4,
Lord et al, 2000) for 14 out of the 19 ASD participants. The remaining 5 ASD par-
ticipants did not complete ADOS testing, see participant information for further
information on this.
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Superior temporal gyrus
Superior temporal gyrus
Middle frontal gyrus
Anterior cingulate cortex
Subcallosal gyrus.

Extra nuclear

Superior temporal gyrus
Medial frontal gyrus
Postcentral gyrus.
Superior temporal gyrus
Cingulate

FrC2D - D

BA

22
22
9
32
n
38
9
3
22
31

v

-10
-2
3
46
24
2
10
50
-10
-60
-22

z

2

4
a2

0
-10
~10
-22
26
52
16
a2

2566
3275
256
398
24
97
a3
25
15
10
n

T

16.03

14.54
9.1
8.15
7.96
7.90
6.96
6.63
6.55
6.51
632

Peak coordinates from significant clusters after FWE correction at the peak level,

p < 0.01, extent threshold = 10 voxels (Fri

n et al., 1996).
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Group Muscle Transform

Healthy BR Cart. 0810 Almost perfect
polar 0580 Moderate
FPB Cart. 0817 Almost perfect
polar 0616 Substantial
cp BR Cart. 0539 Moderate
polar 0459 Moderate

“The quality of raters agreement is assessed according to Landis and Koch

(1977).
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Group Muscle Transform Correct (%) x (SD) Quality*
Healthy BR Cart, 88.02 0.863(0.042) Almost perfect
polar 6140 0.520(0.014) Moderate
FPB. Cart, 89.20 0.866(0.021) Almost perfect
polar 71.20 0.841(0.038) Substantial
cp BR Cart 6700  0.473(0.083) Moderate
polar 4675  0.281(0.050) Fair

“The quality of raters agreement is assessed according to Landis and Koch

(1977).
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BA x y z k

Middle frontal gyrus L 9 -24 3¢ a2 27
Rorlandic operculumyinsula L 44 -50 -2 8 27
Superior frontal gyrus. L 9 -26 5 32 58

T

775
7241
723

Peak coordinates from significant clusters after FWE correction at the peak level,

p < 0.01, extent threshold = 10 voxels (Friston et al., 1996).





OPS/images/fnhum-08-01077/fnhum-08-01077-t002.jpg
Vowel Example F1 F2 EMG1 EMG2 EMG1 EMG2

1PA Cart.  Cart. polar polar
fal “hot” 768 1333  0.71* 0.30 0.28 0.62*
lel “get” 580 1799 0.44 0.52 0.23 0.27
il “bee” 342 2322 0.10 0.77* 0.72* 0.21
Pl “bought” 652 997 0.54 0.14 0.51 0.72*
ul “boot” 378 997 0.15 0.14 0.63 0.80

*High muscle contraction level required.
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Superior temporal gyrus
Superior temporal gyrus
Precentral gyrus

Medial frontal gyrus
Midbrain

Inferior frontal gyrus
Precentral gyrus

Medial frontal gyrus
Parahippocampal gyrus
Ventral striatum

Inferior frontal gyrus
Inferior frontal gyrus
Inferior orbitofrontal gyrus.
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L
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R

BA

22
22
6
n

47
4
6

28

25
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T

2224
18.97
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9.50
8.46
8.36
8.22
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Patient

Gender

Male

Male

Female

Female

Age

12

18

20

12

Clinical diagnos

Ataxia, severe dysarthria, mild bradykinesia, normal
cognition

Left arm dystonia, dyspraxia, normal cognition

Generalized secondary dystonia, normal cognition

Right hemiplegia, chorea, right eye impaired vision,
milld to moderate cognition

Motor defi

Slow movements, hand dystonia, intention tremor,
bilateral hand athetosis; Mild gait instability

Stiff arms and hands, impaired fine movements due to
dyspraxia; Tight hamstring during walking, excessive
dorsiflexion in ankles, hips adducted in stance

Occasional shoulder jerk, mild torticolls, writing with
stiff posture and easily fatigued; Normal walking

Tremor of right upper extremity, very stiff right arm and
hand; Impaired gait with foot drop
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Auditory Musical Musical abilities Memory for Recognition of musical

test background (adapted from MBMEA) familiar music emotions (% correct)

Repetition of Questionnaire/27 Scale/20 Interval/ Rhythm/20 Recognition/8 Joy Sadness Fear

sentences/24 contour/20
AD
HD 23 4 6 15 4 7 - - -
JO 21 7 8 17 8 7 81.3 18.8 25
JL 23 4 8 14 6 8 81.3 62.5 56.3
AM 22 6 9 20 8 8 93.8 56.3 43.8
JE 24 3 9 19 9 7 31.3 6.3 31.3
JR 23 9 8 19 9 8 93.8 375 43.8
RL 23 3 7 18 7 6 93.8 43.8 25
HU 24 10 9 20 9 8 100 43.8 18.8
Average 229 5.8 18 17.8 175 74 82.1 384 34.8
sb 1 2.7 11 23 1.8 0.7 235 20 134
CONTROLS
RJ 24 5 8 16 8 8 100 56.3 25
RD 23 4 20 20 20 8 56.3 31.3 62.5
AL 23 3 8 19 8 5 87.5 50 50
LA 22 3 8 17 8 6 93.8 43.8 68.8
CB 23 4 7 14 5 4 81.3 25 43.8
AD 24 7 7 14 20 8 - - -
Average 23.2 4.3 18 16.7 18.2 6.5 83.8 41.3 50
sD 0.8 15 11 25 18 18 16.9 13 171
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Sex Age Education  Cognitive Verbal memory Working Attention Language Praxis Mood and
F/M (years) level (Rev’s 15 words) memory well-being

MMSE30 Sumof5 Recogn. Digit span Digit span  TEA (elevator Token Praxis/12  Geriatric depression =~ Well-being

recalls/75 0.15 (forward)  (backward) task)/7 test/44 scale (GDS)/30 scale 100
AD
HD F 79 9 23 25 9 5 3 7 40 2 2 80
JO M 77 7 23 12 5 3 6 29 1 0 84
JL F 67 7 25 32 12 5 5 7 39 2 1 84
AM F 84 2 25 22 7 4 6 32 2 7 54
JE M 77 7 26 22 9 5 3 7 36 0 17 39
JR M 79 6 26 17 7 6 4 7 42 2 5 69
RL M 76 9 27 32 13 5 4 7 37 9 64
HU F 83 6 27 19 4 6 5 7 35 6 94
Average 778 11.6 25.2%** 22.6%** 8x* 55 3.9 6.8 36.3%* 1.4 5.9 71
SD 5.2 4.2 1.6 7 3.7 0.8 0.8 0.5 43 0.8 5.5 18.2
CONTROLS
RJ F 77 5 28 63 15 5 4 7 44 1 85
RD M 65 1 29 51 15 6 5 7 44 3 92
AL F 70 5 29 62 15 5 4 7 43 1 68
LA M 84 9 29 43 8 7 5 7 42 1 87
CB F 70 8 30 45 12 5 4 7 36 4 79
AD F 82 4 30 61 15 6 4 7 44 2 2 87
Average 74.7 12 29.2 54.2 133 5.7 4.3 7 422 1.5 2 83
SD 75 3.1 0.8 9 2.9 0.8 0.5 0 3.1 0.5 13 85

Asterisks represent differences between AD and controls (**p < 0.05; ***p < 0.01).
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BEFORE STROKE
Listening to music
Never
Rarely
Once a month
Once a week
2-3Times a week
Daily
Listening to radio
Never
Rarely
Once a month
Once a week

2-3Times a week
Daily
Reading
Never

Rarely
Once a month
Once a week

2-3Times a week
Daily

Left hemisphere damage (n=23)

Right hemisphere damage (n=26)

MG (n=7) ABG (n=8)

0)

4.3)
0)
(14.3)
42.9)
28.6)

N W = O = O

0)
(14.3)
0)
4.3)
0)

(71.4)

o o = O = O

w O O o o
o

4 (57.1)

DURING THE FIRST 3 MONTHS POST-STROKE

Listening to music
Data missing
Never

Rarely

Once a month
Once a week
2-3Times a week
Daily

Listening to audio books
Data missing
Never

Rarely

Once a month

Once a week

2-3Times a week

Daily

Hours per day listening to group material®
DURING 3-6 MONTHS POST-STROKE
Listening to music

Data missing

Never

Rarely

Once a month

Once a week

2-3Times a week

Daily

1(14.3)
0(0)
0(0)
0(0)
0(0)
0(0)
6(85.7)

14.3)
(71.4)
14.3)
0)
0)
0)
0(0)
1.6(0.7)

o O O = o =

0(0)
0(0)
0(0)
0(0)
0(0)
3(42.9)
4 (57.1)

25)
12.5)
(62.5)

0(0)
0(0)
0(0)
1(12.5)
1(12.5)
4 (50)

0 (0)

6 (75)
1(12.5)
0(0)

0 (0)
0(0)
1(12.5)

0(0)
0(0)
0(0)
0(0)
1(12.5)
2 (25)
5 (62.5)
1.3(0.5)

0(0)
0(0)
1(12.5)
2 (25)
1(12.5)
0(0)

4 (50)

CG (n=8) p-value

0(0)

2 (25)
1(12.5)
1(12.5)
2 (25)
2 (25)

0(0)
1(12.5)
1(12.5)
0(0)
0(0)
6 (75)

01(0)
01(0)

0(0)
5 (62.5)
1(12.5)
0(0)
0(0)
1(12.5)
1(12.5)

0(0)
6 (75)
2 (25)
0(0)
0(0)
0(0)
0(0)

1(12.5)
2 (25)
2 (25)
0(0)

2 (25)
1(12.5)
0(0)

0.592 (K)

0.991 (K)

0.686 (K)

0.003 (K)

<0.001 (K)

0.484 (T)

0.010 (K)

MG (n=9) ABG (n=10) CG (n=7) p-value

(0)
(22.2)
(0)
0(0)
2(22.2)
5 (565.6)

o N O

0(0
0(0)
0(0
0(0
1(11.1)
8(88.9)

(0
(0
(11.1)
4 (44.4)
2(22.2)
2(22.2)

- O O

1(11.1)
0(0)

0(0)

9 (100)
0(0)
0(0)
0(0)
0(0)
0(0)
2.1(0.6)

1(11.1)
0(0)
0(0)
0(0)
1(11.1)
3(33.3)
4 (44.4)

1.4(0.7)

0(0)

2 (20)
1(10)
3(30)
2 (20)
1(10)
1(10)

1(14.3)
0(0)
0(0)
2 (28.6)
0(0)
4 (57.1)

01(0)
0(0)
0(0)
1(14.3)
3(42.9)
3(42.9)

0(0)
0(0)
0(0)
0 (0)
3(42.9)
4 (57.1)

0 (0)
3(42.9)
1(14.3)
0(0)
0 (0)
2(28.6)
1(14.3)

0(0)
6 (85.7)
0(0)
0(0)
0(0)
01(0)
1(14.3)

0(0)

2(28.6)
1(14.3)
1(14.3)
0(0)

2 (28.6)
1(14.3)

0.617 (K)

0.163 (K)

0.220 (K)

0.001 (K)

<0.001 (K)

0.076 (T)

0.018 (K)
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Table 2 | Continued

Left hemisphere damage (n=23)

Right hemisphere damage (n=26)

MG (n=7) ABG (n=8) CG(n=8) p-value

Listening to audio books

Data missing 0(0) 0(0) 1(12.5)
Never 6 (85.7) 0(0) 5 (62.5)
Rarely 1(14.3) 0(0) 2 (25)
Once a month 0(0) 2 (25) 0(0)
Once a week 0(0) 0(0) 0(0)
2-3Times a week 0(0) 3(375) 0(0)
Daily 0(0) 3(37.5) 0(0)

<0.001 (K)

MG (n=9)

0(0)
8(88.9)
0(0)
0(0)
0(0)
1(11.1)
0(0)

ABG (n=10) CG (n=7) p-value

0(0)

2 (20)
1(10)
0(0)

2 (20)
1(10)
4 (40)

0(0)
6 (85.7)
0(0)
0(0)
0(0)
1(14.3)
0(0)

0.004 (K)

Data shown as frequency (percentage) unless otherwise stated. MG, music group, ABG, audio book group, CG, control group; K, Kruskal-Wallis test; T, t-test.

2Music listening in the MG and audio book listening in the ABG [data are mean (SD)].
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Music Enhances Frontal EEG Synchrony during Learning in MS

Alpha, (-9 Beta (20-34 H2) /\

Change
tog(spectral
power) over
leaming trials

* p<0.05. two-
tailed t-test

music

spoken II

* Music learners exhibit a bilateral frontal increase in alpha power, non-music learners a decrease.
* Music learners exhibit less left posterior beta synchronization than non-music learners.

 The music group’s enhanced word order learning and memory may result from enhanced
recruitment of oscillatory prefrontal networks during learning.
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Percent 5-Word Chunks in Correct Order

Multiple Sclerosis: Music enhances post-learning
memory for long word sequence order

[

|
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Learning Trials

Percent Chunks in Correct Order

Change in % of Chunks in Correct Order
5 3

Learning 6:10 M M2

Learning 6:10 ML M2
** p<0.001, two-tailed T-test
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Multiple Sclerosis:
Music enhances pairwise word order learning and memory

Main effect due
to group
(F(1,2)=4.51,
p=0.038)
[2-way ANOVA]

Percent Word Pairs in Correct Order (%)
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Tapping Rhythm Meter Rise time Temporal

reproduction perception anisochrony

Pseudoword reproduction, accuracy -0.380 0.380 0.131 -0.209 -0.246
(~0.606/-0.097) (0.100/0.603) (~0.165/0.406) (~0.470/0.087) (~0.500/0.048)

Phonemic segmentation accuracy -0.252 0.340 0.200 ~0.090 -0.015
(~0.508/0.045) (0.056/0.574) (~0.095/0.464) (~0.371/0.208) (~0.304/0.277)

Phonemic blending accuracy -0527 0.442 0.259 -0.015 -0.101
(=0.710/-0.276) (0.173/0.649) (~0.034/0.511) (~0.304/0.277) (~0.380/0.195)

Critical p values are the same as in Table 1 exception made for the Bonferroni corrected p value, here 0.428. Values with a non-corrected p value < 0.01 (reasonably
controlling for false positive) are reported in bold.
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MT text accuracy

MT text speed

Word accuracy

Word time
Pseudoword accuracy

Pseudoword time

Tapping

0.006
(~0.288/0.299)
—0.346
(~0.578/-0.062)
0.360
(0.074/0.691)
0.452
(0.182/0.658)
0.191
(~0.108/0.459)
0.292
(~0.001/0.539)

Rhythm reprod.

~0.280
(~0.528/0.011)
0.387
(0.109/0.609)
—-0.445
(~0.651/-0.178)
-0.438
(~0.646/-0.170)
-0.357
(~0.586/-0.074)
.229
(~0.487/0.065)

Meter percep.

~0.154
(~0.425/0.143)
0.269
(~0.023/0.519)
—0.245
(~0.499/0.049)
-0.317
(~0.556/—0.029)
~0.162
(~0.432/0.134)
~0.284
(~0.530/0.007)

Rise time

0.301
(0.012/0.544)
—-0.274
(~0.523/0.018)
0.204
(~0.091/0.467)
0.239
(~0.055/0.495)
0.303
(0.014/0.545)
0.069
(~0.226/0.352)

Temporal
anisoch.

-0.135
(~0.409/0.162)
-0.161
(~0.431/0.135)
0.278
(~0.013/0.526)
0.189
(~0.108/0.454)
0.000
(~0.290/0.291)
0.159
(~0.138/0.429)

Pseudo-word
reproduct.
accuracy

~0.165
(~0.434/0.132)
0.240
(~0.054/0.495)
-0.224
(~0.483/0.071)
-0.238
(~0.495/0.056)
—0.285
(~0.531/0.006)
~0.123
(~0.399/0.174)

Phonemic
segment.
accuracy

-0.342
(~0.675/-0.057)
0.065
(~0.229/0.349)
-0.168
(~0.437/0.128)
~0.025
(~0.313/0.267)
-0.189
(~0.454/0.107)
~0.020
(~0.308/0.272)

Phonemic
blending
accuracy

~0.131
(~0.406/0.166)
0.305
(0.0159/0.547)
-0.380
(~0.603/-0.101)
-0.396
(~0.615/-0.119)
-0.170
(~0.439/0.126)
0312
(-0.653/-0.024)

In parenthesis the 95% confidence interval. Critical values (double-tailed) levels of significance for our sample size are 0.294 and 0.347 for p values of 0.05 and 0.01 respectively (not corrected for multiple

comparisons) and 0.472 for p

05 Bonferroni corrected for multiple comparisons. Values with a non-corrected p value < 0.01 (reasonably controlling for false positive) are reported in bold.
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Pseudoword reading Odds ratio Std. Er. P> |z] 95% Confidence

accuracy interval

City 1386 1137 0690 0278 6920
School level 1.081 0329 0797 0595 1964
Q 0937 00368 0099 0868 1012
Sex 0.871 0708 0865 0.177  4.283
Rhythm Reproduction ~ 0.429 0.163 0.026 0203  0.903

Values with a non-corrected p value < 0.01 are reported in bold.
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MT Text Accuracy Odds ratio  Std.Er. P> |z] 95% Confidence

interval
City 0.343 0268 0170 007 1584
School level 1.085 0295 0763 0637 1849
Q 0.939 0036 0096 0872 10m
Sex 0.238 0200 0088 0046 1238
Metrical task 0.641 0124 0022 0439 0938

Values with a non-corrected p value < 0.01 are reported in bold.
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MT text reading speed
Word reading accuracy
Word reading time
Pseudoword reading accuracy
Pseudoword reading time
Phonemic segmentation
Phonemic blending
Pseudoword repetition
Auditory attention

Digit span

Metrical task

Tapping

Rhythm reproduction
Rise time

Temporal anisochrony

(6.112)

-0.816
0.803
0.874
0.813
0.826

~0.443

0.540

Component

2
(1.644)

0.671
0.486
0.548
~0.586
0.551

-0.802

The initial eigenvalues for each factor are reported in parenthesis.

(1.453)

0.842
0.818
0.527

051
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Tapping Rhythm Meter MLP Rise time MLP Temporal

reproduction Perception anisochrony
Tapping
Rhythm reproduction -0618

(~0.771/-0.396)
Meter Perception -0425 0319

(~0.639/-0.151) (0.028/0.560)
MLP Rise time 0203 -0.186 -0294

(~0.096/0.468) (~0.455/0.113) (~0.540/-0.000)
MLP Temporal anisochrony 0385 -0379 -0354 -0.084

(0.103/0.610) (~0.605/-0.097) (~0.586/-0.067) (~0.369/0.214)

Critical p values are the same as in Table 1 exception made for the Bonferroni corrected p value, here 0.411. Values with a non-corrected p value < 0.01 (reasonably
controliing for false positive) are reported in bold.
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Deviant

Pitch1pq
Pitch2p,
Guitpg
SaxD4
Intps
Rhyps

Interval (ms)

180-220
180-220
140-180
140-180
138-178
128-168

*n—0.01: **p < 0.001.

Cl users NH controls

Amplitude t SD latency Interval (ms) Amplitude t SD latency

mean (pV) (ms) (SD) mean (pV) (ms) (SD)
—0.61 —-2.81* 0.75 202 (15.3) 136-176 —1.80 —7.45%* 0.83 148 (14.4)
-0.71 —-3.1* 0.79 206 (19.7) 136-176 —2.48 —748** 1.15 148 (12.3)
—1.38 —5.07** 0.94 165 (14.1) 120-160 —2.72 —776%* 1.23 134 (14.0)
-1.10 —5.22%* 0.73 169 (14.7) 140-180 —-1.71 —4.53*%* 1.31 165 (13.0)
—1.49 —4.77%* 1.08 150 (17.3) 138-178 —-1.39 —4.22%* 114 162 (16.4)
—-0.24 —-1.41 0.74 143 (11.1) 128-168 —-1.91 —6.50%* 1.01 140 (14.1)
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Subject Age Sex Implant type Duration of profound Age at implantation Etiology Freiburger monosyllabic  Implanted

deafness (years) (years) in quiet (%) ear
P1 34 F AB Clarion ClI 1.59 26 Sudden 90 Right
P2 55 M AB HiRes 90 K 6.76 53 Progressive 65 Right
P3 56 F AB HiRes 90K 10.3 52 Genetic 90 Right
P4 44 F Nucleus RE 24 17 39 Measles 85 Right
P5 43 M AB HiRes 90 K 0.34 42 Progressive 90 Left
P6 40 M Medel SONATA <0.2 35 Hypoxia 65 Right
P7 50 M Nucleus RE 24 <0.2 47 Otosclerosis 45 Right
P8 46 F Nucleus RE 24 3.17 40 Genetic 90 Right
P9 35 F Nucleus RE 24 5.67 29 Progressive 90 Right
P10 21 F Nucleus RE 24 7 13 Genetic 65 Left
P11 48 F Nucleus RE 24 17.75 43 Mumps 90 right
P12 51 M Medel SONATA 1.25 46 Sudden 80 Left






OPS/images/fnhum-08-00392/fnhum-08-00392-t008.jpg
Word reading
time

City

School level
1

Sex

Metrical Task

Odds ratio

24.179
5.789
0.830
3.764

0.2698

Std. Em.

47008
5.443
0.079
6.777
0.165

P>z

0.101

0.062
0.052
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Values with a non-corrected p value < 0.01 are reported in bold.
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