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Editorial on the Research Topic 
Reactor Fuels, Materials and Systems Under Extreme Environments

The safe and economical operation of any nuclear power system relies, to a great extent, on the success of the fuel and the materials of construction (Allen et al., 2010). Distinct from conventional power generation methods, a nuclear reactor is characterized by a harsh level of irradiation, very high operating temperature, and extremely corrosive environments. The behavior of fuels and materials as well as systems for fission reactors is thus complex due to the changes that the extreme environments generate on them. These kinds of changes may be seldom seen in other engineering disciplines, but this poses demanding requirements over reactor fuels, materials and systems. The design of reactor fuels, materials and systems subject to extreme environments is a major obstacle to enhancing reactor safety and economic performance of nuclear power systems. It is also essential in increasing innovation for current reactor operation improvement and future reactor design optimization. To address the challenges related to extreme reactor environments, the team of editors organizes the Research Topic “Reactor Fuels, Materials and Systems under Extreme Environments” in the journal Frontiers in Energy Research. Finally, 28 articles are collected, covering the theoretical, numerical and experimental studies on reactor fuels, materials and systems under extreme environments.
There are eleven articles about multiphysics/multiscale modeling and simulations of nuclear fuels and materials under extreme reactor environments, for light water reactors, liquid metal cooled fast reactors, and research reactors. In light water reactor studies, Zeng Z. et al. present three-dimensional modeling of thermal-mechanical behavior of accident tolerant fuels; Lu W. et al. deliver coupled modeling and simulation of phase transformation in zircaloy-4 fuel cladding under loss-of-coolant accident conditions; Liu S. et al. work on multiphysics modeling of thorium-based fuel performance with Cr-coated SiC/SiC composite under normal and accident conditions; Yu M. et al. show multiphysics investigation on coolant thermohydraulic conditions and fuel rod behavior during a loss-of-coolant accident; Zhang X. et al. write 3-dimensional multiphysics modeling of behaviors of pressurized water reactor fuel rods with missing pellet surface; Li X. et al. investigate hydrogen atom and molecule adsorptions on FeCrAl (100) surface by a first-principle study. In liquid metal cooled fast reactor investigations, Yuan H. et al. contribute lead-cooled fast reactor annular UN fuel design and development of performance analysis program; Deng L. et al. write multiphysics model development for polonium transport behavior in a lead-cooled fast reactor. Wang G. et al. convey preliminary multiphysics performance analysis and design evaluation of UO2 fuel for LBE-cooled subcritical reactor of China Initiative Accelerator Driven System. Meanwhile, in research reactor approaches, Mao X. et al. study the effects of U-Mo irradiation creep performance on the thermo-mechanical coupling behavior in U-Mo/Al monolithic fuel assemblies; Kong X. et al. research on macro-mesoscale in-pile thermal-mechanical behavior simulation of a UMo/Zr monolithic fuel plate.
Six articles focus on experimental accident tolerant fuels trying to overcome the challenges by the extreme reactor environments from the materials aspect. Ma X. et al. investigate elastoplastic deformation and fracture behavior of Cr-coated Zr-4 alloys for accident tolerant fuel claddings; Ma B. et al. study friction and wear properties of CrAl-based coatings for nuclear fuel cladding; Lai H. S. et al. work on the effect of rolling deformation on creep properties of FeCrAl alloys; Xiong Z. et al. present giga-cycle fatigue behavior of the nuclear structure of 316L weldments; Shi T. et al. contribute the formation of bubble-loop complexes during helium radiation in Fe-9Cr steel; Huang X. et al. show their experimental investigation on the cleaning effect and influence rule of hydrogen peroxide–acetic acid on the lead-bismuth eutectic alloy.
Six articles emphasize reactor thermal hydraulics, severe accidents, and multiphase flow and heat transfer, which is vital in addressing extreme reactor conditions. Liu Y. et al. present their experimental measurement on pebble flow discharge in a hopper silo based on a drainage method; Hao Y. et al. deliver a study on the calculation method of molten pool decay heat distribution under IVR condition. Hu P. and Hu Z. contribute a numerical study of the impingement of water film on a small attached bulging plate on a vertical plane; Di Ronco et al. theoretically work on an Eulerian single-phase transport model for solid fission products in the molten salt fast reactor to develop an analytical solution for verification purposes; Salmassian B. et al. perform a transient parameter analysis of non-scrammed local melting accidents with a VVER 1000 case study; Yang T. et al. convey a study on thermophysical properties of a lead–bismuth-based graphene nanofluid.
Neutronics and reactor engineering analysis under extreme environments includes three articles. Düz M. presents neutronic calculations for certain Americium mixed fuels and clads in a boiling water reactor; Li H. et al. introduce an approach to optimize the RMC code Using the decay chain method for large-scale decay calculations; Cai B. et al. present a neutronic design for heat pipe reactor with annular and accident tolerant fuels.
Finally, this research topic also includes two review articles to overview state-of-the-art research approaches on extreme reactor environments. Li K. et al. deliver a review on BeO utilization in reactors for the improvement of extreme reactor environments; Guo J. et al. contribute a review of models and experiments on fission gas behaviors and relevant phenomena in different nuclear fuels.
After almost 1 year’s revisions and updates, this research topic finally selected those 28 articles and published them in the journal Frontiers in Energy Research. The collection shows the ongoing research on reactor fuels, materials and systems under extreme environments from different perspectives, and also allows us to exhibit the high-quality work to the public. More high-quality topics and articles are welcomed at this open platform in the future. All the editors are open to further information and communications.
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Friction and wear performance is one of the key mechanical properties of accident tolerant fuel cladding coatings. In this study, reciprocating sliding wear tests had performed on two types of CrAl and CrAlN coatings with two different Al content ratios and Zr-4. The coefficient of friction, wear depth, and abrasion loss were measured and compared. The results indicated that the CrAl-based coatings improve the wear behavior significantly and nitrogen has an obvious improvement on the wear resistance of the coating. The friction and wear performance was also studied in a water environment. The results show that the presence of water degrade the wear performance of Zr-4 and CrAl coatings but ameliorates the friction and wear performance of CrAlN coatings. The feasibility of depositing ATF coating on conventional Zr-4 substrates to mitigate the influence of grid-to-rod fretting was demonstrated.
Keywords: accident-tolerant fuel, coating, chromium-aluminum coatings, friction and wear behavior, reciprocating wear
INTRODUCTION
Zr alloys are widely used in the nuclear area because of its low neutron absorbing cross-section, good mechanical properties, and high corrosion resistance in reactor water (Choudhuri et al., 2012; Cekić et al., 2013; Kuprin et al., 2015). However, in the Fukushima nuclear accident, under the loss of coolant accident condition, zirconium reacts violently with water to produce a large amount of hydrogen, which causes the explosion and the radiation leak (Buesseler et al., 2011; Blandford and Ahn, 2012; Buesseler et al., 2012). These risks show that it is essential to improve the fuel safety and continually study the fuel degradation phenomena (Kurata et al., 2018). Hence, the researchers propose a new fuel system named accident-tolerant fuel (ATF). The ATF can be defined as a new system that increases the accident tolerance of loss of coolant accident condition over a long period of time while maintaining or improving fuel performance during normal operation condition (Zinkle et al., 2014; Kim et al., 2016; Terrani, 2018). One of the currently recognized method of the investigation of ATF is to deposit a coating on the Zr-4 cladding. A number of studies have exposed that ceramic coatings have excellent resistance to oxidation at high temperature, such as silicon carbide coating (Katoh et al., 2014; Deck et al., 2015; Stone et al., 2015), TiAlCrN (Ma et al., 2019), and CrN (Meng et al., 2019), thus avoiding the oxidation of Zr-4 at high temperature. The other is to use the metallic coatings. For example, FeCrAl coatings, as Fe-based alloys have a high oxidation resistance (Zinkle et al., 2014; Pint et al., 2015; Massey et al., 2016). Cr coating is also used, because it has excellent corrosion resistance under severe condition on Zircoloy (Park et al., 2015; Brachet et al., 2016; Tang et al., 2017; He et al., 2019). Nowadays, CrAl-based coatings have attracted remarkable attention due to their excellent oxidation resistance. Zhong et al. (Zhong et al., 2018) performed high-temperature steam exposure to assess the oxidation behavior of CrAl coatings. It was demonstrated that CrAl coatings with higher Al composition has lower weight gain in high temperature steam. Chen et al. (Chen et al., 2016) introduced TiN and ZrN insertion layer into CrAlN coating to study its mechanical and thermal properties. The results exhibit that CrAlN/TiN coating have a higher hardness than CrAlN/ZrN coating and TiN insertion layer have an improvement on the thermal stability of CrAlN coatings. Li et al. (Li et al., 2014) deposited CrAlN coatings with Zr alloying (Zr contents from 0 to 29.5 at.%) by d.c. reactive magnetron sputtering and investigated their mechanical properties, thermal stability, and oxidation resistance. They suggested that the coating hardness is improved by alloying of low contents of Zr. Zhang et al. (Zhang et al., 2019) used high current pulsed electron beam to deposit a CrAl coating on Al to study its microstructure and properties. They found that the microhardness and corrosion resistance were ameliorated because of the presence of Cr element.
Most published work mainly focused on the oxidation behavior and corrosion behavior of CrAl-based coatings nowadays. However, there are few studies on the friction and wear behavior of this coating. Furthermore, the influence of the water environment on the friction and wear behavior of this coating has not been investigated in details. In fact, in addition to oxidation performance, the mechanical properties of ATF also play an important role. In nuclear reactor components, such as fuel assemblies, flow induced vibrations can cause severe fretting wear (Rubiolo, 2006; Rubiolo and Young, 2009). Fretting is a low amplitude oscillatory motion between contacting bodies which leads to wear and fatigue damage (Neu, 2011). Many parameters such as amplitude, normal force, and coefficient of friction affect the type of wear and fatigue damage (Waterhouse, 1992). The grid-to-rod fretting (GTRF) is the most common cause of the fuel failure, and fuel rod fretting is a significant issue for designers of pressurized water reactor fuels (Edsinger et al., 2009). It is generally acknowledged that the turbulence from flow induced vibrations will cause the GTRF at the contact point between the grid and the fuel rod (Kim et al., 2016). According to the past research, the mechanism of GTRF degradation depends extremely on the grid-to-rod gap as a function of burnup, in particular under condition of high flow rates which is the vibration caused by the excessive flow (Kim and Lee, 2003; Kovács et al., 2009, Kovács et al., 2013; Jiang et al., 2016). Though the reliability of nuclear fuels can be increased by the new design features to strengthen the wear resistance of spacer grids with the same Zr alloy, the irradiation causes the fuel rod to elongate in the axial direction, and the thermal creep caused by the pressure difference between the inside and outside of the cladding results in radial contraction. These two factors lead to a gradual increasement of the grid-to-rod gap. It is excessively difficult to avoid this phenomenon under condition of operating temperature and high neutron irradiation. As a result, the wear behavior becomes the important parameters of the ATF and the tribological properties of new ATF material is not clearly understood. Therefore, it is worthy to study on the friction and wear behavior of new ATF materials.
In this work, CrAl-based coatings were deposited on Zr-4 by multi-arc ion plating. The GTRF situation is characterized by the friction and wear of the coating with a zirconia ball under different conditions, i.e., unlubricated condition and water lubrication condition. The results show that CrAlN coatings’ friction and wear performance is more predominant than that of CrAl coatings, and the CrAlN coating with lower Al composition have the best friction and wear performance.
EXPERIMENT PROCEDURE
In this study, four ATF candidates (two CrAl coatings and two CrAlN coatings with different Al content the detail is exhibited in Table 1) and a conventional Zr-4 alloy with a length of 25 mm, a width of 15 mm and a thickness of 2 mm were prepared and tested. The coatings are deposited on the Zr-4 alloy substrate by multi-arc ion plating. The deposition time of CrAl coatings is 2 h and 6 h, and for CrAlN coatings, the deposition time is 2 h. The hardness of Zr-4 and four CrAl-based coatings were measured by Vickers hardness tester and the results are shown in Table 1. The friction and wear tests were in progress in a reciprocating sliding tester at room temperature (27°C) in unlubricated (air) condition and in water lubrication. For the water lubrication condition, the specimens were placed in a tank filled with deionized water. The effects of water fluidity, temperature, and hydrochemistry on the results were not taken into account. The schematic diagram of test machine is shown in Figure 1. Each specimen is subjected to a friction test with a zirconia ball. The reciprocating stroke is fixed at 10 mm, the reciprocating frequency is 13 Hz, and the friction time is 3 min and 10 min. Since the friction and wear properties of coatings cannot be clearly compared with either too large or too small loads, the contact normal forces of 1 and 5 N are applied under the experiment condition. During the experiment, the coefficient of friction (COF) was continuously monitored in order to observe the relationship between the change of COF curve and the wear amount of each sample. After the wear test, the worn surface of each sample is observed by the surface profilometer to measure the wear depth and the amount of friction wear. The amount of wear volume was detected using a non-contact three-dimensional laser interferometer.
TABLE 1 | Concentration of Cr, Al, and N in the CrAl-based coatings and echanical properties for ATF candidates and Zr-4.
[image: Table 1][image: Figure 1]FIGURE 1 | CFT-I type friction wear testing machine.
To characterize the coatings, X-ray diffraction (XRD) was conducted to determine the phase composition of samples. The energy-dispersive X-ray spectroscopy (EDS) profiles were performed to study the distribution of Cr, Al, and N elements. The scanning electron microscopy (SEM) was applied to assess the coatings thickness and adhesion with substrate. Meanwhile, nanoindentation test was performed to assess the mechanical properties of coatings.
RESULTS AND DISCUSSION
Wear Behavior
After the reciprocating sliding friction test, the wear depth was obtained from the bottom sample. Figure 2 depicts the measurements of the maximum wear depth for various ATF coating under different loads in unlubricated and water lubrication condition, the experiment time is 10 and 3 min. The difference in wear depth of different samples is considered as the difference in the friction and wear performance of the samples. It can be found that the wear depth under different loads is quite different, which indicates that different loads have different effects on the damage of the coating. Under a load of 5 N, it will be found that Zr, Cr32.1Al67.9, and Cr45.8Al54.2 have similar wear depths. Under a load of 1 N, the wear depth of the CrAl coating will be smaller than that of Zr. This shows that when the load is small, the CrAl coating has a protective effect on the Zr substrate. However, the coating was destructed by relatively large load, which will lead to the disappearance of the protective effect of the CrAl coating on the Zr substrate. Furthermore, it can be found that under the load of 5 N, the CrAlN coatings have a more significant protective effect on the Zr substrate compared to the CrAl coatings. At the same time, the wear performance of the Cr35.1Al25.6N39.4 coating is better than that of the Cr17.4Al36.7N46.0 coating due to the smaller wear depth.
[image: Figure 2]FIGURE 2 | Wear depth for various ATF candidates as a function of load and time under unlubricated and water lubrication condition: (A) 5 N, 10 min; (B) 1 N, 3 min.
The presence of water also has influence on wear performance, in addition, the impact on CrAl coatings and CrAlN coatings is distinct. For Zr, Cr32.1Al67.9, and Cr45.8Al54.2 coatings, under 1 and 5 N loads, the wear depths under water lubrication are more significant than that under unlubricated condition. For Cr17.4Al36.7N46.0 and Cr35.1Al25.6N39.4, the wear depths under water lubrication are less than that under unlubricated condition. It is considered that the wear behavior of CrAl coatings and CrAlN coatings in water environment is different (He et al., 2020). For the CrAl coatings and Zr-4, the wear behavior is abrasive wear, during this process, there will be debris attached to the scratched surface, which lead to the increasement of wear depth. For the CrAlN coatings, the wear behavior is adhesive wear, the lubrication during friction reduce the degree of wear.
In order to assess the lubricant effect to the wear of various coatings more accurately, for the CrAl coatings, a 3-minute friction and wear under water lubrication and unlubricated condition was carried out under a load of 1 N. Zr-4 was also tested as a control group under the same condition. For the CrAlN coatings, a 10-minute friction and wear test under water lubrication and unlubricated condition was conducted, identically, Zr-4 had the experiment under the same condition. After the experiment, the scratches were measured using noncontact three-dimensional optical profilometry.
According to Figure 3, the wear shapes of various ATF candidate coatings and Zr-4 are substantially similar under the presence or absence of lubrication condition. The wear shape of the Zr-4 and the CrAl coatings is largely different from the wear shape of the CrAlN coatings, which can be rationalized by the degree of damage of the coatings. As can be seen from the results of the noncontact three-dimensional optical profilometry, the surface of the coating is relatively rough. The shallower the scratch, the rougher the surface is observed. For the Cr32.1Al67.9 and Cr45.8Al54.2 coatings under unlubricated condition, the wear depth is too small, which has exceeded the lower limit of the noncontact three-dimensional optical profilometry measurement. Compared with unlubricated condition, the uncoated Zr-4, Cr32.1Al67.9, and Cr45.8Al54.2 coatings wear more under water lubrication condition. Meanwhile the wear depth of CrAlN coatings under water lubrication condition are less than that of unlubricated condition, which is consistent with the results obtained by the scratch measurement instrument. Under the same condition, it can be realized that the Zr-4 with coatings have less wear debris than uncoated Zr-4. Thus, the CrAl-based coatings has a protective effect on the substrate and enhances the wear resistance.
[image: Figure 3]FIGURE 3 | Results of noncontact three-dimensional optical profilometry under different conditions.
As can be seen from the results of the noncontact three-dimensional optical profilometry, the surface of the coating is relatively rough. When the wear depth is smaller, the surface roughness observed in the noncontact three-dimensional optical profilometry is more obvious, because the sample surface has an unevenness of about 0.5 μm, which is not negligible in the noncontact three-dimensional optical profilometry result when the wear depth is small. Whereas the wear depth under 5 N is deep, and the unevenness of the surface is negligible, thus this difference is produced in the picture results of the noncontact three-dimensional optical profilometry.
The abrasion loss of Zr-4 and two CrAl coatings increased under the condition of water lubrication. According to the results of the noncontact three-dimensional optical profilometry, water lubrication has influence on the scratch shape, hence, the main reason for this result was the change of wear depth. This is consistent with previous results. Figure 4 reveals the wear volume of each ATF coatings after experiment with different conditions. The abrasion loss of CrAlN coating has little change, among which the abrasion loss of Cr35.1Al25.6N39.4 has almost no change, which indicates that it has good wear resistance under both conditions.
[image: Figure 4]FIGURE 4 | Abrasion loss for Zr-4 and various ATF coatings under different loads: (A) 5 N, (B) 1 N.
Under a load of 1 N, the abrasion loss of the CrAl coating is much less than that of Zr under unlubricated and water lubrication conditions, and shows a good protective effect on the Zr substrate, which is consistent with the previous results.
Coefficient of Friction
Figure 5 shows the friction coefficient for different ATF candidates and Zr-4 under water lubrication and unlubricated condition with different loads. The friction coefficient curve showed fluctuations under water lubrication and unlubricated conditions, which lasted until the end of tests. It can be rationalized that under unlubricated condition, since there are worn debris detached from the contact surface and remains on the surface, the worn surface becomes rougher, and then small worn debris may gather in an appropriate position on the irregular worn surface, which may form a worn debris layer. Therefore, the irregularity and fluctuation of the friction coefficient curve are closely related to the fracture of the worn debris layer and the interaction between the worn debris and the contact surface. It is possible that the frictional debris layer is difficult to be formed under the condition of a small load due to water lubrication. As a result, the fluctuation of the friction coefficient curve is caused by the damage of a surface coating and the periodic accumulation and damage of debris layer on the coating surface.
[image: Figure 5]FIGURE 5 | Coefficient of friction of various ATF candidates and Zr-4 under different load: (A) 5 N, (B) 1 N.
Under a load of 1 N without water lubrication, the friction coefficient of Cr32.1Al67.9 and Cr45.8Al54.2 is always around 0.15, indicating that the surface of the CrAl-coating was not severely damaged during the experiment, which is consistent with the previous results of wear depth and wear volume as shown in Figures 2, 3, respectively. Under water lubrication, the friction coefficient is quite different from that under the condition without water lubrication. It can be observed that when other conditions are the same, the coefficient of friction under water lubrication is more significant than that in air condition, which may be related to the viscosity of water. The fluctuation of the friction coefficient curve also reflects a certain change for the coating surface.
Under a load of 5 N, it is noticed that the friction coefficient curves of CrAl coating and CrAlN coating are distinct. This is due to the fact that the CrAl coating is a metallic coating and the CrAlN coating is a ceramic coating and their surface properties are different. Meanwhile, the coefficient of friction does not increase significantly under water conditions compared to 1 N with the same condition.
X-Ray Diffraction Analysis
XRD patterns of Cr32.1Al67.9 and Cr45.8Al54.2 coatings with different deposition time and Cr17.4Al36.7N46.0, Cr35.1Al25.6N39.4 coatings with 2 h deposition are presented in Figure 6. According to Figures 6A,B, the c-AlN, w-AlN and CrN pattern can be detected in the results of Cr35.1Al25.6N39.4 and Cr17.4Al36.7N46.0 coating. The Cr35.1Al25.6N39.4 and Cr17.4Al36.7N46.0 coating have the same composition, nevertheless, their peak distributions are quite different. Strong Al8Cr5 peaks can be observed on both Cr32.1Al67.9 and Cr45.8Al54.2 coatings, meanwhile Al3Cr7 peak is only observed on Cr45.8Al54.2 coating. Compared with the results of Cr32.1Al67.9 and Cr45.8Al54.2 with 2 h deposition, the XRD results indicate that CrAl coatings with 6 h deposition have the same composition, however, the coatings with 6 h deposition have weaker peak of Zr. The XRD results above indicate that Cr, Al and N elements are well involved in the crystal structure in the coatings, and the crystal structure will change with the change of element type and content. In addition, with the extension of deposition time, the diffraction signal of CrAl coating also increases, which is the result of the increase of coating thickness.
[image: Figure 6]FIGURE 6 | XRD patterns of (A) Cr35.1Al25.6N39.4, (B) Cr17.4Al36.7N46.0, (C) Cr45.8Al54.2, and (D) Cr32.1Al67.9 coatings.
Scanning Electron Microscopy and Energy-Dispersive X-Ray Spectroscopy Analyses
Figure 7 shows the results of SEM for four ATF candidate coatings. The measured thickness of each ATF candidate coating is shown in the Table 2 according to the results in Figure 7. The thickness of each coating does not exceed 10 μm, the hardness of the CrAl coating is larger than that of Zr-4, meanwhile, the wear depth of CrAl coatings with 2 h deposition time is pretty close to that of Zr-4, which is due to the coating is relatively thin. When the coating is destroyed, its protective effect on the substrate disappears. The thickness of Cr32.1Al67.9 and Cr45.8Al54.2 coating with 2 h deposition time are thinner than that of Cr17.4Al36.7N46.0 Cr35.1Al25.6N39.4. It can be rationalized by the material compatibility of different coatings, which means the presence of nitrogen accelerates the deposition rate of particles, resulting in a better adhesion for CrAlN with Zr-4. Figure 8 exhibits the SEM result of CrAl coatings with 6 h deposition. Table 3 reveals the thickness of CrAl coatings with 6 h deposition time. As the deposition time increases, the coating remains highly dense, the thickness of the coating increases, and the wear depth does not exceed the thickness of the coating. This also explains the protective effect of the CrAl coating on the Zr substrate, that is, it can significantly enhance the wear resistance before the coating is severely damaged.
[image: Figure 7]FIGURE 7 | Cross-sectional SEM images of each ATF candidate cladding (deposition time: 2 h), (A) upper side and (B) lower side of Cr32.1Al67.9, (C) upper side and (D) lower side of Cr45.8Al54.2, (E) upper side and (F) lower side of Cr32.1Al67.9N, (G) upper side and (H) lower side of Cr45.8Al54.2N.
TABLE 2 |  Thickness of various ATF coatings with 2 h deposition.
[image: Table 2][image: Figure 8]FIGURE 8 | Cross-sectional SEM images of each ATF candidate cladding (deposition time: 6 h), (A) upper side and (B) lower side of Cr32.1Al67.9, (C) upper side and (D) lower sides of Cr45.8Al54.2.
TABLE 3 | Thickness of various ATF coatings with 6 h deposition.
[image: Table 3]The distribution of various elements on the coating with 2 h deposition is shown in the EDS results in Figure 9. The coating and the Zr-4 substrate have a distinct boundary. The substrate does not contain Cr, Al, and N elements, and the coating does not contain Zr elements, which means that the coating does not affect the properties of the Zr substrate, this also proves that it is feasible to prevent GTRF by physical vapor deposition. When compare the result of Figures 9A–D, it can be seen that the content of Cr and Al in the coating is significantly less in the CrAlN coatings. This is consistent with the conclusion that the presence of nitrogen changes the properties of the coating. Figure 10 reveals the distribution of elements on CrAl coatings with 6 h deposition. The distribution of coating elements did not change, indicating that the coating structure would not be affected by the deposition time.
[image: Figure 9]FIGURE 9 | EDS results of cross-section of each ATF candidate cladding with 2 h deposition: (A) Cr32.1Al67.9, (B) Cr45.8Al54.2, (C) Cr32.1Al67.9N, and (D) Cr45.8Al54.2N.
[image: Figure 10]FIGURE 10 | EDS results of cross-section of each ATF candidate cladding with 6 h deposition: (A) Cr32.1Al67.9, (B) Cr45.8Al54.2.
Young’s Modulus
The results of nanoindentation test are presented in Figure 11. Young’s modulus of CrAl coatings are close to that of Zr-4, while the Young’s modulus for CrAlN coatings are much higher than that of Zr-4. Considering the Young’s modulus and hardness of the samples, the indentation depth of 3,000 nm and 2000 nm for CrAl and CrAlN coatings was chosen, respectively. The Young’s modulus of Cr35.1Al25.6N39.4 coating is the highest, followed by Cr17.4Al36.7N46.0 coating. The larger Young’s modulus means the smaller elastic deformation under the same stress, which is also consistent with the results of previous friction and wear tests. The larger the Young’s modulus is, the substrate will have more efficient protection. However, if the difference of Young’s modulus between coating and substrate is huge (e.g., Cr35.1Al25.6N39.4 and Cr17.4Al36.7N46.0 coatings), a superior adhesion between coating and Zr-4 is required. The results of SEM and friction experiment show that the CrAlN coatings have an excellent adhesion, hence, they have a significant protective effect. Meanwhile, for CrAl and CrAlN coatings, the Young’s modulus of the coating with high content is larger. This is consistent with the results of hardness and wear behavior of coatings.
[image: Figure 11]FIGURE 11 | Relationship of Young's modulus‐indentation depth for Zr‐4 and coatings.
SUMMARY AND CONCLUSION
Various types of accident-tolerant fuel coatings are examined to improve the resistance to grid-to-rod fretting degradation. It was found that CrAl-baesd coatings have a pretty protect effect to Zr-4 substrate, which improve the resistance to GTRF degradation. Furthermore, CrAlN coatings have a better protective effect than CrAl coatings. When the coating is severely damaged, this protective effect of CrAl coatings will disappear. Under water lubrication, the CrAl coatings’ resistance decrease, whereas the CrAlN coatings’ resistance improve. The presence of nitrogen significantly affects coating properties, including coating hardness, abrasion resistance, and coating deposition rate.
Therefore, in order to improve the resistance to grid-to-rod fretting degradation, it is suggested to use coatings with higher hardness (e.g., CrAlN coatings) to deposit on current Zr-4, and the coating should be deposited thicker. Deposit coatings on Zr-4 is a feasible method to improve the resistance to GTRF degradation.
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In this study, a Boiling Water Reactor (BWR) design was made using the Monte Carlo (MCNPX) method. The reactor core in the designed BWR system was divided into an 8 × 8 square lattice with a constant pitch of 30.48 cm. In this study, americium (Am), which is found in the minor actinidine (MA) of spent nuclear fuel known as nuclear waste from existing reactors, was used as fuel with the addition of oxygen and fluorine. In this study, AmO2 and AmF3 fuels at the rate of 0.02–0.1% were used as Americium Mixed Fuels, and Zircaloy-2 (Zr-2), SiC, and VC were used as clad. Neutronic calculations for certain Americium Mixed Fuels and clads were compared in the designed BWR system. In the BWR system designed in the study; keff, neutron flux, fission energy, heating, and depleted Am were calculated. The three-dimensional (3-D) modeling of the designed BWR system was performed by using MCNPX-2.7.0 Monte Carlo method and the ENDF/B-VII.0 nuclear data library.
Keywords: boiling water reactor, keff, neutron flux, fission energy, heating, MCNPX-2.7.0
INTRODUCTION
BWR is a type of light water reactor (LWR) from the fission reactors used today. BWR uses water as a coolant for electric energy production and fissile fuel as a fuel. Today, fission reactors generally use 235U fuel enriched with 2–5%. Current fission reactors around the world consume about 60,000 tons of uranium per year (Doligez et al., 2017). Considering that there are nuclear reactors available in different parts of the world, it is estimated that there will be problems with uranium supply in the future. Nuclear reactors in the European Union produce around 2,500 tons of nuclear spent fuel per year (The European Technical Working Group on ADS, 2001; Biarrotte et al., 2009; Bouly et al., 2009). Nuclear spent fuel from fission reactors contains uranium (about 95 wt%), plutonium (0.9 wt%), MA; Np, Am, and Cm (0.1 wt%), and fission products (4 wt%). Nuclear spent fuel is considered to be a good energy source for existing reactors and is stored as nuclear waste. However, nuclear spent fuel management is one of the major problems in the use of nuclear energy (Waris and Sekimoto, 2001; Warin, 2007; IAEA, 2009). In order to solve this problem, this spent fuels has high radiotoxicity should be converted into stable or short-lived isotopes by nuclear reactions (Fridstrom, 2010; Loberg, 2010; Loberg et al., 2010; Zakova and Wallenius, 2013; Kumari et al., 2020). This situation can be created naturally or artificially, such as through human intervention (Günay, 2016).
MA, which has a low rate of nuclear fuel spent, is the most dangerous radioactive waste for public health due to its long life and high level of radioactivity (Şahin et al., 2011). In addition, some of the Mas, such as 242mAm (σf = 5700 barns) (Pfennig et al., 2006), and 245Cm (σf = 2,145 barns) (Pfennig et al., 1998), have high fission cross-sections with thermal neutrons, and this makes MAs very valuable fissile fuel alternatives for reactors. One tonne of spent nuclear fuel remaining from existing reactors (LWR) contains approximately 100 g of americium in MAs (Narbutt, 2020). The isotopes of americium have half-lives of 241Am (t1/2 = 432.2 years) (Audi et al., 2003), 242Am (t1/2 = 16 h), 242mAm (t1/2 = 141 years), and 243Am (t1/2 = 7370 years) and 3.43 Ci/g for 241Am, 808 Ci/g for 242Am, 10.5 Ci/g for 242mAm, 0.199 Ci/g for 243Am activities (Keith et al., 2004). For this reason, in this study, we aimed to use americium mixed fuels to reduce the amount of long-lived and radioactive americium in MAs.
The fuel cladding of nuclear reactors can crack as it is exposed to the corrosive effects and stresses of the fission products. Zr-2 (98% Zr, 1.6% Sn, 0.15% Fe, 0.1% Cr, 0.05% Ni) (Nishino et al., 1996; Masterson, 2017), SiC (48.3% Si, 51.7% C) (Sauder et al., 2013), and VC (80.9% V, 19.1% C) were developed as fuel cladding in LWRs to solve this undesired situation in reactor life and energy production. Zr-2, SiC, and VC have outstanding properties of not spreading cracks throughout the cladding, irradiation stability, low stress levels, the ability to maintain their mechanical properties and chemical inactivity at high temperatures, and resistance to vapor oxidation (Williams et al., 1996; Edsinger and Murty, 2001; Korkut et al., 2016; Jha et al., 2019; Singh et al., 2019). In nuclear reactors, a low thermal neutron absorption cross-section is preferred to increase energy production. Zr-2, SiC, and VC have thermal neutron cross-sections of 0.18 barn, 0.12 barn (Zhou and Feng, 2018), and 5.1 barn (Finley et al., 1960), respectively.
Experimental and theoretical studies have been conducted on nuclear reactor core and fuel assembly for nearly 50 years. In recent years, studies have focused especially on the recycling of MAs (OECD-NEA, 2013). Maldonado et al. (2010) investigated MA as burnable poison using americium and UO2 in the BWR fuel assembly. François et al. (2011) suggested a MOX fuel in which all fuel pins contained MA and plutonium in the BWR fuel groups. Masumi et al. (1995) suggested the use of a Mixed oxide (MOX) fuel assembly with MA in BWR.
The reuse of long-life MAs as a MOX fuel (such as NpO2, AmO2, and CmO2) and fluoride compounds (such as NpF3, AmF3, and CmF3) in nuclear reactors reduces both energy production and the burden of keeping them for many years (IAEA, 2009; Lu et al., 2013; OECD-NEA, 2015; Van Rooijen et al., 2015; Dolan, 2017; Vigier et al., 2018). Technically, AmO2 is used as a source for alpha particles in a typical smoke detector (Kostecka, 2008). MOX and fluoride compound fuels provide cladding concepts compatible with cladding (such as SiC) (Dolan, 2017). In this study, AmO2 and AmF3 fuels were used in the ranges of 0.02–0.1% as americium mixed fuels, and Zr-2, SiC, and VC were used as clad. In this study, neutronic calculations were made as keff, neutron flux, fission energy, heating, and depleted Am. The aim of this study is to investigate the effects of americium mixed fuels and clads on neutronic calculations in the designed BWR system. In the present study, the MCNPX-2.7.0 Monte Carlo method and the ENDF/B-VII.0 nuclear data library were used for 3-D numerical calculations in the designed BWR system.
MATERIALS AND METHODS
Geometry Description
In this study, parameters of the Peach Bottom-2 nuclear power plant (Solis et al., 2001) were used in this BWR model. The designed BWR system is a cylinder, and the radius of the cylinder is 264.08 cm. The total active core height is 365.76 cm. The reactor core was divided into the square lattice 8 × 8 type with a constant pitch of 30.48 cm. The core was surrounded by the reflector, which was graphite. The outboard side of the reflector was surrounded by SS316LN ferritic steel with a width of 5 cm. The core design of the designed BWR system in this study is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The core design of the designed BWR system in MCNPX.
The core consists of 185 fuel assemblies surrounded by approximately 40 reflector assemblies. Every square lattice for the fuel rods was separated into four small square zones with a size of 13.40612 cm. Every small square zone was divided into the small square lattices 7 × 7 type with a constant pitch of 1.94084 cm. The square lattice (fuel assembly) in the core of the designed BWR system is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The square lattice in the core of the designed BWR system in MCNPX.
It was put fuel pins in cylinder shape into the small square lattices. The fuel pins were created from the fuel rod, gap, and clad. It was made the fuel rod radius 0.60579 cm and the clad radius 0.71501 cm in the fuel pins. The gap had a width of 0.01524 cm in between the fuel rod and the clad. The pin cell geometry in the small square lattice of the designed BWR system is shown in Figure 3 (Günay et al., 2015).
[image: Figure 3]FIGURE 3 | Pin cell geometry of the designed BWR system in MCNPX.
A total of 49 fuel rods were placed inside every small square lattice with 196 fuel rods inside every square lattice. Thus, 36,260 fuel rods were put into the designed BWR system. The control rods provided reactivity control was put inside the cruciform in between four of the small square lattices. The blade radius of the control rod was 0.39624 cm, and the blade half length was 11.98626 cm. The absorber pins were made in cylinder shape into the cruciform (Figure 2). The absorber pins were used with a 0.23876 cm radius. A total of 185 cruciforms were used in the designed BWR system. In every cruciform, 84 absorber pins were used (21 per wing). Thus, 15,540 absorber pins were used in the designed BWR system.
Around 0.02–0.1% AmO2 and AmF3 was used in the fuel rods, and Zr-2, SiC, and VC were used as the clad. In the cruciform, Type-304 stainless steel was used as the structural material. H2O was used as a coolant in the designed BWR system. The control rods were filled by B4C.
Numerical Calculations
Nuclear data for reactor simulation are required. Nuclear data are obtained by experimental, theoretical, and Evaluated Nuclear Data Files (ENDFs). ENDF has been formed by compiling experimental data and calculations from different countries. ENDF is used with model calculations to make the reactor simulation (Şarer et al., 2009; Günay, 2013; Günay, 2015; Kabach et al., 2019; Wooten, 2019; Wan et al., 2020).
The Monte Carlo method (Pelowitz, 2011; Pelowitz et al., 2011) was developed for reactor simulation and modeling, many physical problems of deterministic methods, and three-dimensional complex configurations of materials. The MCNPX (MCNP eXtended) (Waters, 2002) transport code from the Monte Carlo method examines neutron, proton, and photonuclear interactions using cross-section libraries from ENDF/B. The process of neutron transport should be investigated to determine the neutron distribution in the reactor. For this purpose, the Boltzmann equation is commonly used for neutronic calculations in a reactor.
[image: image]
[image: image]= Change of neutron flux in unit time, [image: image] = Neutron loss because of convection, [image: image] = Neutron loss because of nuclear reactions.
Terms in Eq. 1 for [image: image] can be defined as follows [Eq. 2]:
[image: image]
[image: image]= Contribution of neutrons on neutron flux due to scattering. [image: image]= Contribution of neutron source independent on the neutron flux
In this study, the 3-D modeling of the reactor core and fuel assembly into the designed BWR system was performed by using the ENDF/B-VII.0 (Chadwick et al., 2006) nuclear data library and MCNPX-2.7.0 Monte Carlo method to solve the Boltzmann Eqs 1, 2. The BWR system was designed with MCNPX-2.7.0 and was operated for 2000 MWth thermal power output and 1.105 particle history.
3 RESULTS
In this study, keff, neutron flux, fission energy, heating, and depleted Am neutronic values were calculated by using Zr-2, SiC, and VC as clad and AmO2 and AmF3 at the rate of 0.02–0.1% as fuel.
The effective neutron multiplication factor (keff) is important for the critical status effective in determining the contribution of nuclear reactions to neutron multiplication of a nuclear reactor. keff [Eq. 3] is defined as the net increase in the number of neutrons from one generation to the next. keff = 1 is the desired critical operating mode of a reactor. If keff <1, the number of neutrons will decrease exponentially. If keff >1, the number of neutrons will increase exponentially, which will be dangerous to operate the reactor (Duderstadt and Hamilton, 1976; Ouahdani et al., 2018).
[image: image]
Figure 4 shows the keff value for AmO2, AmF3 fuels at 0.02–0.1% rates, and Zr-2, SiC, VC clads. Figure 4 shows that the keff value increases with the increase in the rates of AmO2 and AmF3 fuels. SiC (σ = 0.12 b) contributes more to keff as it captures less thermal neutrons than Zr-2 (σ = 0.18 b) and VC (σ = 5.1 barn). In a nuclear reactor, keff must be greater than 1 for its power to reach its maximum value from zero during start-up (Şahin and Şarer, 2019). But, the effective multiplication constant must keff ≤1 with the help of control rods throughout the operation of the reactor to avoid the critical accident. As a result, it is seen that this reactor design for 0.08–0.1% AmO2 fuel, SiC clad (keff = 0.918–1.037), and Zr-2 clad (keff = 0.914–1.031) reaches the desired critical operating mode. It is also seen that keff is very small in VC clad for AmO2 and AmF3 fuels at 0.02–0.1% rates.
[image: Figure 4]FIGURE 4 | The keff values for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 in the BWR system.
Figure 5 shows the neutron flux value for AmO2 and AmF3 fuels at 0.02–0.1% rates and Zr-2, SiC, and VC clads. Neutron flux distribution for a nuclear reactor is an effective parameter for neutronic calculations as fission energy, heating, and fissile fuel production. Neutron flux is the total length traveled by neutrons per unit time and volume (Stamm'ler and Abbate, 1983). In this study, in the BWR system simulation designed with MCNPX-2.7.0, which F4 tally was used to calculate the neutron flux distribution by track-length estimates of the total cell flux. Figure 5 shows that the neutron flux value increases with the increase in the rates of AmO2 and AmF3 fuels. Figure 5 (for SiC captures less thermal neutrons than Zr-2 and VC) shows the highest neutron flux (1.7609.1013 n/cm2.s) result from 0.1% AmO2 fuel for SiC clad and the lowest neutron flux (1.1564.1013 n/cm2.s) result from 0.02% AmF3 fuel for VC clad.
[image: Figure 5]FIGURE 5 | The neutron flux values for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 in the BWR system.
Figure 6 shows the fission energy values for AmO2 and AmF3 fuels at 0.02–0.1% rates and Zr-2, SiC, and VC clads in the designed BWR system. Fission energy released by the fission reaction consists of various energy modes, such as kinetic energy from fission products and fission neutrons, fast gamma rays, and energy from subsequent neutron capture. The fission energy in this regard is an important parameter for neutronic calculations of a nuclear reactor (Günay and Kasap, 2014; Liu et al., 2019). In this study, the F7 tally was used to calculate fission energy in the BWR system designed with MCNPX-2.7.0. Figure 6 shows that the fission energy value increases with the increase in the rates of AmO2 and AmF3 fuels. In addition, since the thermal neutron cross-section of SiC is less than Zr-2 and VC, more thermal neutrons in SiC contributed to fission energy production. As a result, it was seen in Figure 6 that the highest fission energy (60.32 MeV/n) from 0.1% AmO2 fuel for SiC clad and the lowest fission energy (5.78 MeV/n) from 0.02% AmF3 fuel for VC clad.
[image: Figure 6]FIGURE 6 | The fission energy values for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 in the BWR system.
Figure 7 shows the heating value in the relevant regions of the designed BWR system for the rates of AmO2 and AmF3 fuels, and Zr-2, SiC, and VC clads. In addition, Table 1 shows the integrated heating for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 in the BWR system. The F6 tally was used to calculate the heating by track-length estimates of the total cell heating, in this BWR system. Heating is produced through neutron flux, fission, and other reactions. Most of the fission energy released in the fuel region of a nuclear reactor turns into heating. Therefore, the neutron flux in the fuel region is more intense than the other regions for fission reaction occurs in the americium-mixed fuel rods in the fuel region of the designed BWR system. Hence, Figure 7 shows that the heating value in the fuel region is higher than the other regions. It was seen in Figure 7 that the heating value increased with the increase of fuel rates in the fuel region, and the AmO2 heating value was higher than AmF3 for Zr-2, SiC, and VC clads. In Figure 7 for the fuel region, it is seen that the highest contribution to heating comes from 0.1% AmO2 with values of 8.0392 Watt/gr for Zr-2, 8.0782 Watt/gr for SiC, and 5.0597 Watt/gr for VC, while the lowest contribution to heating comes from 0.02% AmF3 with values of 1.5815 Watt/gr for Zr-2, 1.5938 Watt/gr for SiC and 0.7738 Watt/gr for VC. As a result, the highest heating value in the fuel region was obtained from 0.1% AmO2 fuel content and SiC clad. A small heat release will occur through neutron and γ-ray radiation in the coolant around the fuel rods (Şarer et al., 2013; Şahin et al., 2016). Figure 7 shows that the heating value in the coolant region (water) around the fuel rods increased slightly with the increase of fuel rates. When this increase is examined for the water region in Figure 7, we can see that the highest contribution (0.2614 Watt/gr) to heating comes from 0.1% AmO2 and SiC clad, and the lowest contribution (0.2539 Watt/gr) comes from 0.02% AmF3 and VC clad. In Figure 7, it is seen that the heating values in the clad and cruciform region decreased with the increase of fuel rates for Zr-2, SiC, and VC clads. It was seen in Figure 7 that the greatest contribution to the heating value comes from the fuel region and the smallest contribution comes from the clad region. It was observed in Table 1 that the integrated heating value increased due to the increase in the fission reaction with increasing fuel rates for Zr-2, SiC, and VC clads. It was seen in Table 1 that the heating values for Zr-2 and SiC clads of AmO2 fuel and heating values for Zr-2 and SiC clads of AmF3 fuel are similar results because of the similar thermal neutron cross sections of Zr-2 and SiC clads. But VC contributes less to the integrated heating value (both AmO2 and AmF3 fuel), as it captures more thermal neutrons than Zr-2 and SiC. As a result, it was seen in Table 1 that the smallest contribution to the integrated heating value comes from 0.02% AmF3 fuel for VC clad with 1.113 Watt/gr and the greatest contribution to the integrated heating value comes from 0.1% AmO2 fuel for SiC clad with 8.428 Watt/gr.
[image: Figure 7]FIGURE 7 | The contribution of each zone to the heating for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 (639416fx1 0.02%, 639416fx20.04%, 639416fx30.06%,639416fx4 0.08%,639416fx50.1%) in the BWR system.
TABLE 1 | The integrated heating (Watt/gr) for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 in the BWR system.
[image: Table 1]Figure 8 shows the amount of depleted Am for AmO2 and AmF3 fuels in 0.02–0.1% rates and Zr-2, SiC, and VC clads in the designed BWR system. Figure 8 shows that the depleted Am value increases with the increase in the rates of AmO2 and AmF3 fuels for Zr-2, SiC, and VC clads. In Figure 8 is seen that the amount of depleted Am is the highest for 0.1% AmO2 and AmF3 fuels and the lowest for 0.02% AmO2 and AmF3 fuels. The thermal neutron cross-section of SiC is less than Zr-2 and VC. Thus, when using SiC cladding, more thermal neutron contributes to the amount of depleted Am. As a result, it was seen in Figure 8 that the highest depleted Am (0.939 gr) from 0.1% AmO2 fuel for SiC clad and the lowest depleted Am (0.059 gr) from 0.02% AmF3 fuel for VC clad after the fuel was discharged.
[image: Figure 8]FIGURE 8 | The depleted Am values for Zr-2, SiC, and VC clads, the fuel components AmO2 and AmF3 (639416fx1 0.02%, 639416fx20.04%, 639416fx30.06%, 639416fx40.08%, 639416fx50.1%) in the BWR system (the red color indicates the initial Am amount before the fuel is discharged; the black, green and blue colors indicate the depleted Am amount after the fuel is discharged for the clads).
DISCUSSION
In this study, a BWR system in 8 × 8 type square lattice was designed by using MCNPX-2.7.0 Monte Carlo method for modeling, ENDF/B-VII.0 nuclear data library for neutronic calculations, AmO2 and AmF3 for fuel rods, Zr-2, SiC, and VC for clad. Neutronic calculations such as keff, neutron flux, fission energy, heating, and depleted Am were made for 0.02–0.1% AmO2 andAmF3 fuels and Zr-2, SiC, and VC clads.
In the study, it was observed that keff, neutron flux, fission energy, heating, and depleted Am values increased with the increasing rates of Am mixed fuels in Zr-2, SiC, and VC clads. It was found that neutronic results calculated with AmO 2 fuel and SiC clad were higher than AmF3 fuel and Zr-2, VC clads. As a conclusion, considering the neutronic results obtained in this study, it is recommended to use AmO2 fuel and SiC clad in BWR reactor models.
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Considering the safety issues of the traditional UO2-Zr fuel, a variety of accident-tolerant fuel (ATF) candidates have been proposed in recent years. Among the several ATFs, U3Si2, and UN are the two promising candidates for fuel materials owing to their high thermal conductivity and high uranium density. The FeCrAl alloy and the SiC/SiC composite material are the two promising candidates for cladding owing to their high oxidation resistance and high strength. In order to quantitatively evaluate the performance of ATFs, this study summarizes the physical models of typical ATF cladding materials (FeCrAl and SiC) and pellet materials (UN and U3Si2). Then a three-dimensional non-linear finite element method is applied to simulate the thermal-mechanical behavior of several typical fuel-cladding combinations, including UO2-FeCrAl, UN-FeCrAl, U3Si2-FeCrAl, U3Si2-Zr, and U3Si2-SiC. The important physical quantities, such as the fuel centerline temperature, the deformation of the pellet and the cladding as well as the pellet-cladding mechanical interaction (PCMI) were studied. The fission gas release model was also verified and improved.
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INTRODUCTION

The performance of fuel elements is a key factor ensuring the safety and economy of nuclear reactors. After the Fukushima accident in 2011, great efforts have been put on investigating various accident tolerant fuels (ATFs) to improve the safety of fuels. In order to fully or partially replace the traditional UO2-Zircaloy fuels, ATF not only needs to provide higher safety and reliability but also is expected to have a competitive economic benefit (such as higher burnup, longer lifetime, etc.). Among the several ATF materials, U3Si2 and UN are the two promising candidates for fuel owing to their higher thermal conductivity and higher uranium density (Metzger, 2016), the FeCrAl alloy and the SiC/SiC composite material are the two promising candidates for cladding owing to their high oxidation resistance and high strength (Sweet, 2018; Qiu et al., 2020).

Since the in-pile test is an extremely expensive and long-term process, high-fidelity multiphysics modeling has become an indispensable tool for evaluating the performance of nuclear fuels. With the support of the Consortium for Advanced Simulation of Light Water Reactors (CASL) project, the Idaho National Laboratory has begun to develop a new generation of multiscale and multiphysics simulation program for fuel performance evaluation, i.e., BISON, since 2010. The French Atomic Energy Commission (CEA) and Electricite De France (EDF) have also jointly developed a multiscale and multiphysics fuel performance analysis program, i.e., ALCYONE, for pressurized water reactor (PWR). In recent years, several studies have been conducted for modeling the performances of ATFs. Liu et al. (2018) studied the performance of U3Si2-FeCrAl fuel in LWR using the CAMPUS code based on the COMSOL framework. He et al. (2018) also did a preliminary evaluation of the performance of U3Si2-FeCrAl using the BEEs code based on MOOSE framework. U3Si2-SiC fuel performance analysis was also done by Li and Shirvan (2019) using BISON.

However, a comprehensive study is still absent for the thermal-mechanical performance and fission gas release behavior of ATF materials under LWR conditions. In order to quantitatively evaluate the thermo-mechanical behavior of typical ATFs, this study evaluated the typical fuel-cladding combinations such as UN-FeCrAl, U3Si2-FeCrAl, UO2-FeCrAl, U3Si2-Zr, and U3Si2-SiC by using the non-linear three-dimensional finite element method. The fuel centerline temperature, the deformation of the pellet and the cladding, as well as the pellet-cladding mechanical interaction (PCMI) of different fuel-cladding combinations are analyzed and compared. In addition, this study verified and improved the fission gas release (FGR) model, and investigated the fission gas release behavior of ATF pellets during normal operations of PWR.



THEORY AND MODELS


Thermo-Mechanical Modeling by Finite Element Method

The thermal-mechanical behaviors of the fuel elements are described by the equations of energy conservation and momentum conservation. The equation of energy conservation is given as:

[image: image]

where ρ is the mass density, c is specific heat, T is the temperature, k is the thermal conductivity, g is the rate of heat generated per unit volume, Ω is the spatial domain, and I is the temporal range.

And the equation of momentum conservation is given as:

[image: image]

where σij is the stress, fi is the body force.

The stress is given as:

[image: image]

where σ is the stress tensor, C is the stiffness matrix, ε is the strain tensor, εin is the component of the inelastic strain tensor, α is the coefficient of linear expansion, and “:” denotes the contraction operation.

Under the conditions of irradiation and high temperature, the density, the specific heat and the thermal conductivity of fuel materials are dependent on temperature and burnup. Thus, the above-mentioned equation of energy conservation is non-linear. At the same time, the fuel and the cladding materials undergo complex non-linear deformations such as creep and swelling. Therefore, the above equation of momentum conservation is also non-linear. In this study, the general-purpose non-linear finite element software, i.e., ABAQUS, is used to solve the above conservation equations. The thermal and the mechanical constitutive behaviors of the material are defined by user-defined subroutines in ABAQUS (Figure 1). The heat conduction of the pellet-cladding gap and the pressure of the gas filling the gap are related to the released fission gas. The gas release behavior is also defined by subroutines. The local power distribution and the local burnup distribution of the fuel are obtained by Monte Carlo simulation and embedded in the subroutines in the form of fitted polynomials.


[image: Figure 1]
FIGURE 1. Flowchart of computation.


In this study, the sequential coupling technique is adopted to solve the coupled thermo-mechanical problem. The calculation results show that the efficiency and numerical stability of the sequential coupling algorithm are better than the fully coupled algorithm. The Newton algorithm is used for non-linear iteration, and the subroutines are called at each integration point in each iteration to obtain the physical parameters required to compute the elemental mass matrix, the stiffness matrix and the load vector. The flowchart of solving the above-mentioned equations by the non-linear finite element method is shown in Figure 1. It should be noticed that this paper uses an explicit method to calculate and update the fission gas release.



Thermo-Mechanical Model of ATF Materials
 
Thermal Models
 
Thermal Conductivity

Thermal conductivity is a determinant parameter of the thermo-mechanical properties of fuel materials. It affects both the thermal behavior and the mechanical behavior (such as thermal creep) of the fuel. High thermal conductivity can effectively reduce the temperature and its gradient of the fuel, which is generally beneficial to improve the performance of fuels.

In this study, the model of the thermal conductivity of U3Si2 from the Handbook (White, 2018) is adopted. The Hayes Model (Hayes et al., 1990a) is adopted for the model of thermal conductivity of UN. The thermal conductivity of FeCrAl is described in the report of Yamamoto et al. (2017). The thermal conductivity of SiC/SiC composite is described in the report of Koyanagi and Katoh (2018). Figure 2 shows that the thermal conductivity of fresh UN and U3Si2, which is remarkly higher than that of UO2. The high thermal conductivity is one of the most prominent features of ATFs.


[image: Figure 2]
FIGURE 2. Thermal conductivities of fresh U3Si2 (White, 2018), UN (Hayes et al., 1990a), and UO2 (Williamson, 2011).




Specific Heat

In this work, the specific heat model of U3Si2 is also adopted from the Handbook (White, 2018) for consistency with the thermal conductivity model. For UN, the Hayes Model (Hayes et al., 1990b) is adopted. The fitting formula of the specific heat of FeCrAl consists of two segments. The first segment is applicable to the temperature above the Curie temperature but below the melting point, while the second segment is a third-order polynomial applicable to the temperature below the Curie temperature (Raju et al., 2009). With the temperature range from 200 to 2,400 K, the specific heat of SiC can be approximately expressed by a temperature-dependent function (Snead et al., 2007).




Mechanical Models
 
Creep Model

As fuel rods are exposed in an environment with high temperature, high pressure and high irradiation, the creep effect has a significant influence on the deformation of fuels. For U3Si2, Metzger (2016) proposes a creep model which accounts for athermal and thermal creep, i.e., when the temperature is below 0.45Tmelt(=872.0 K, where Tmelt is the melting point), athermal creep is activated. Above 872.0 K, creep is thermally activated. Thermal creep is driven by two different mechanisms that under low stress, i.e., σ/G ≤ 10−4, where σ is the stress and G is the shear modulus, the creep is governed by grain boundary diffusion (Coble creep). And under high stress, i.e., σ/G > 10−4, the creep is driven by dislocation slip and climb (dislocation creep).

For UN, the irradiation creep is dominant under PWR conditions. Therefore, it is acceptable to neglect thermal creep in the present study. The irradiation creep rate in s−1 for UN is given as (Feng et al., 2011):

[image: image]

where σ is the stress in MPa, p is the porosity, f is the fission density in fissions/cm3s.

Yamamoto et al. (2017) proposes a generalized thermal creep equation for all types of FeCrAl alloys:

[image: image]

where [image: image]is the strain rate in s−1, σ is the stress in MPa and T is the temperature in K with 623 K ≤ T ≤ 1473 K, 1 MPa ≤ σ ≤ 150MPa.

The irradiation creep of FeCrAl is the same as that adopted by BISON (Hales et al., 2015),

[image: image]

where [image: image] is the strain rate in s−1, σ is the effective stress in MPa and Φ is the neutron flux in n/m2s.

It is proposed by Koyanagi et al. (2017) that the thermal creep rates of SiC-based materials are very low at the temperature below ~1,000°C. Therefore, for normal operation temperatures, the thermal creep can be neglected for thermo-mechanical modeling of SiC cladding. Moreover, the irradiation creep of SiC can be neglected for modeling purpose as well (Koyanagi et al., 2016).



Swelling

Swelling is an important form of deformation of fuel materials. The swelling of pellets directly affects the gap width, thereby affecting the gap heat conduction and the PCMI.

An empirical burnup-dependent expression for the swelling of U3Si2 has been proposed by Metzger et al. (2014) by using the experimental data from Finlay et al. (2004). The total volumetric fuel swelling consists of the normal swelling part and the densification part. It is assumed that the densification behavior of U3Si2 is the same as that of UO2 which is modeled by the ESCORE empirical model (Gamble et al., 2019).

It is recommended by Feng et al. (2011) that the total swelling rate of UN is,

[image: image]

where Bu is burnup in FIMA. Irradiation-induced densification is neglected for UN fuel (Feng et al., 2011).

For cladding, the main contribution of the swelling is the irradiation-induced swelling. A simple linear model scaling with neutron flux is used to describe the FeCrAl swelling behavior according to the report by Sweet et al. (2018) and BISON's manual (Hales et al., 2015):

[image: image]

where [image: image] is the strain rate in s−1 and Φ is the neutron flux in n/m2s.

The irradiation swelling of SiC is expressed by the model of Katoh et al. (2018):

[image: image]

where S is swelling strain, γ is displacement damage in dpa, γC and SS are functions of temperature:

[image: image]
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where T is the temperature in K with a valid range from 473 to 1,073 K.




Fission Gas Release

The release of fission gas mainly includes two parts, i.e., the thermal release and the athermal release (Olander, 1976). Both the two release mechanisms are considered by adding the individual release fraction.

Forsberg-Massih model proposed by Forsberg and Massih (1985) is chosen as the thermal release model in this paper. Considering the predicted release ratio by the Forsberg-Massih model is conservative, this paper calibrates the dominant parameters according to the experimental measurement of UO2 fuel. For different fuel materials, the gas atomic diffusion coefficient within the grain may vary.

The diffusion coefficient of fission gas within U3Si2 grains was proposed by Barani et al. (2019)):

[image: image]

where k = 1.380649 × 10−23 J/K is the Boltzmann constant, T(K) is the temperature.

The diffusion coefficient of fission gas within UN grain was proposed by Feng et al. (2011):

[image: image]

where D (cm2/s) is the diffusion coefficient of UN, [image: image] is a factor related to the relative density ρ (%TD), FB = 30+Bu with Bu the burnup in MWd/kgU, f (fissons/cm3s) is the fission rate density, K (W/mK) is the thermal conductivity, T(K) is the temperature.

The athermal release of fission gas can be described by the COPERNIC FGR model (Bernard et al., 2002). Neglecting the recoil contribution, the athermal FGR fraction is of the form,

[image: image]

where F is the athermal FGR fraction, [image: image] is a model parameter, S/V is the specific surface of the fuel grain (cm−1) and B is burnup (MWd/kgU).



Fuel Rod Model

The simplified fuel rod with three pellets is considered in the simulation. The axisymmetric geometric configuration is illustrated in Figure 3. The major operation parameters are listed in Table 1.


[image: Figure 3]
FIGURE 3. The geometry and the mesh of the fuel rod.



Table 1. Operation parameters.

[image: Table 1]

The axisymmetric thermal-mechanical coupling element, i.e., CAX4T, is adopted. An element size of around 0.2 mm has been assigned for both the pellet and the cladding. Mesh-insensitivity has been ensured. The coupled temperature-displacement procedure is chosen to perform the analysis.



RESULTS AND DISCUSSION



Model Validation

Considering experimental data of ATFs is rather limited, comparison with other literature work can provide a reference for the reliability of the present results. The predicted behavior of the U3Si2-FeCrAl combination is compared with that reported in He et al.'s work (2018). The geometry of the fuel and the boundary conditions (LHGR, coolant pressure, coolant temperature, etc.) are set the same as those in He's work, i.e., the pellet radius, the cladding thickness and the initial gap width are set as 4.3, 0.37, and 0.08 mm, respectively. The fuel centerline temperature, the evolution of the gap width, the gap heat transfer coefficient and the plenum pressure are compared in Figure 4. The maximum average burnup in He's work is around 40 MWd/kgU while it reaches 60 MWd/kgU in the present study.


[image: Figure 4]
FIGURE 4. Comparison of (A) Fuel centerline temperature, (B) Gap width, (C) Gap heat transfer coefficient, (D) Plenum pressure.


As shown in Figure 4, fairly good agreement is obtained for fuel centerline temperature because similar thermal conductivity models of fuel and cladding are adopted by both work. The tendency of the evolution of gap width is similar because the same fuel densification model and fuel swelling model are adopted. The deviation of the gap width is mainly due to the different mechanical models of the cladding. In He's work, the thermal expansion of cladding adopts Shimizu's model (1965). While in our work, the thermal expansion of cladding is taken from Yamamoto's work (2017) and the value is much higher than that of Shimizu's model. The gap heat transfer coefficient is similar at the beginning due to the same gap heat transfer model are adopted. However, it is influenced by the gap width after 20 MWd/kgU burnup. As for plenum pressure, the growth of plenum pressure of the present work is more rapid than that in He's work due to an earlier gap closure and the fission gas release.



Influence of Pellet Materials

In order to compare the performance of the advanced fuels, the cladding material is fixed as FeCrAl and the behaviors of UO2, U3Si2, and UN are, respectively studied. The fuel centerline temperature, the gap width, the stress distribution as well as the pellet-cladding mechanical interaction (PCMI) are studied.

Figure 5 shows the evolution of the fuel centerline temperature of the three combinations. It is obvious that the centerline temperatures of the two ATFs is 400 ~600 K lower than that of UO2, due to their relatively high thermal conductivity. It is also noticed that for the U3Si2-FeCrAl combination, the temperature remains nearly constant after 55 MWd/kgU when the PCMI occurs. Owing to a much smaller gap size of U3Si2-FeCrAl shown in Figure 6, the heat conduction of the gap is significantly higher than that of UO2-FeCrAl. It can reduce the thermal resistance of the fuel rod thus resulting in a decrease of the fuel centerline temperature.


[image: Figure 5]
FIGURE 5. Comparison of fuel centerline temperature of UO2, UN, and U3Si2 with the FeCrAl cladding.



[image: Figure 6]
FIGURE 6. Evolution of gap width of UO2-FeCrAl, UN-FeCrAl, and U3Si2-FeCrAl with burnups.


Figure 6 illustrates the variation of gap width with the average burnup. In the beginning, thermal expansion is dominant and as a consequence, U3Si2-FeCrAl has the smallest initial gap width which can be attributed to the highest thermal expansion coefficient of U3Si2. As the densification of UN is not considered, an increase of the gap width does not appear. It was also found that the gap becomes small gradually with burnup due to the fuel swelling. U3Si2 has the highest swelling rate, which results in the earliest gap closure.

The distribution of the temperature and the maximum principal stress at the initial burnup is shown in Figures 7, 8 respectively. It is noticed that the maximum principal stress of UO2 is nearly 650 MPa due to its higher temperature gradient. It will cause the fuel cracking in the radial direction considering the tensile strength of UO2 is only 110 MPa. It can be seen that U3Si2 and UN have a much flatter distribution of temperature, which results in a much lower temperature gradient. Thus, the maximum principal stress for both U3Si2 and UN is < 200 MPa which greatly reduces the fuel fragmentation and relocation.


[image: Figure 7]
FIGURE 7. Fuel temperature (K) of (A) UO2 (B) UN, and (C) U3Si2 at BOC with FeCrAl cladding.



[image: Figure 8]
FIGURE 8. Maximum principal stress (MPa) of (A) UO2 (B) UN and (C) U3Si2 at BOC with FeCrAl cladding.




Influence of Cladding Materials

In order to compare the effects of cladding materials, the fuel material is fixed as U3Si2 and three types of cladding materials, i.e., FeCrAl, SiC, and Zr, are respectively investigated. The evolution of the fuel centerline temperature of the fuels with different claddings is shown in Figure 9. For all the claddings, there is a continuous temperature decrease until the closure of the pellet-cladding gap. During the whole evolution, the fuel centerline temperature of U3Si2-SiC is evidently higher than that of U3Si2-FeCrAl and U3Si2-Zr. This is because the thermal conductivity of the irradiated SiC (about 3.6 W/m.K) (Koyanagi and Katoh, 2018) is notably lower than that of FeCrAl and Zr (both range from around 12–22 W/m·K when temperature varies from 400–1,000 K) (Yamamoto et al., 2017).


[image: Figure 9]
FIGURE 9. Fuel centerline temperature of three types of cladding with U3Si2.


It is also noticed that there is no apparent difference between the maximum fuel centerline temperatures of U3Si2-FeCrAl and U3Si2-Zr due to the similar thermal conductivity of FeCrAl and Zr. The fuel centerline temperature of U3Si2-Zr decreases more rapidly than that of U3Si2-FeCrAl due to the higher pellet-cladding gap heat transfer which is mainly caused by their different gap widths. Moreover, due to a later gap closure of U3Si2-FeCrAl, the fuel centerline temperature of U3Si2-FeCrAl finally reaches a lower level.

The evolution of the pellet-cladding gap width is shown in Figure 10. The U3Si2-Zr combination is found to have the earliest gap closure, indicating an earliest pellet-cladding mechanical interaction. This also signifies that the adoption of ATF claddings can effectively delay the gap closure as well as the PCMI.


[image: Figure 10]
FIGURE 10. Influence of cladding material on evolution of gap width (fuel: U3Si2).


In order to find out the influences of different claddings on the gap width, the radial displacement at the inner surface of cladding is presented in Figure 11. Under the pressure of coolant, the Zircaloy cladding has a displacement toward pellets due to the creep effect. After the PCMI occurs, its displacement has an outward increase driven by the fuel deformation. For FeCrAl and SiC claddings, the pressure of coolant has a negligent effect on the radial displacement due to the lower creep rate. For the radial displacement of SiC cladding, there is an apparent increase at first due to its much higher irradiation swelling until the swelling is saturated.


[image: Figure 11]
FIGURE 11. Radial displacement at inner cladding surface of three types of cladding.


Figure 12 presents the evolutions of hoop stress of ATF claddings compared with that of Zircaloy cladding. The stresses are extracted from the outer radius of cladding at the mid-plane of the fuel rod. The hoop stress is negative (compressive) due to the pressure of coolant before the gap closure, and shows a sudden increase when the fuel and the cladding contacts. It is evident that the stress in both FeCrAl and SiC cladding is higher than that in Zircaloy cladding after the contact. This is expected because of the higher stiffness as well as the lower creep of both FeCrAl and SiC.


[image: Figure 12]
FIGURE 12. Comparison of cladding hoop stress evolution of U3Si2-FeCrAl and U3Si2-Zr (A) and of U3Si2-SiC and U3Si2-Zr (B).




Gas Release Behavior
 
Model Validation

In this paper, the fission gas release of different ATF fuels is simulated by choosing appropriate fission gas atomic diffusion coefficient. Considering the insufficient experimental data, this paper only compares the results by other software for the UN-SiC fuel combination. For convenience of comparison, the parameters used in the study are consistent with those in the literature (Rice, 2015).

In this paper, the simulation results of UN-SiC fission gas release behavior and the comparison with the simulation results of other programs are shown in Figure 13. It can be found that the results of this paper are similar to the results of BISON program and FRAPCON program. The simulated thermal release in this program starts at the burnup of 32MWd/KgU and reaches a total release ratio of about 3.3% at 60MWd/KgU.


[image: Figure 13]
FIGURE 13. Fission gas release for UN/SiC at 20 kW/m.





Comparison of Fission Gas Release Behavior of Different Fuels

In order to study the fission gas release behavior of different fuels, FeCrAl is chosen as the cladding material. The predicted fission gas release of U3Si2, UN, and UO2 are shown in Figure 14.


[image: Figure 14]
FIGURE 14. Fission gas release for different materials at 20 kW/m.


In this case, UO2 begins the thermal release at about 20MWd/KgU, much earlier than the 60MWd/KgU of UN. The fission gas release of U3Si2 is dominated by athermal release at burnup to 66MWd/KgU. The final fission gas release ratio of UO2 reaches about 8%, which is much higher than that of UN and U3Si2. As can be seen from Figure 5, the temperature of UO2 fuel is about 500 K higher than that of the other two fuels. This is the main reason that leads to the difference of fission gas thermal release and finally causes the great difference in total release ratio.





SUMMARY

The thermal-mechanical models of typical ATFs, including U3Si2, UN for fuel materials, FeCrAl and SiC for cladding materials are summarized. Furthermore, the fission gas release models have been investigated and analyzed. Using non-linear finite element simulation, the thermal-mechanical behaviors of UO2-FeCrAl, UN-FeCrAl, U3Si2-FeCrAl, U3Si2-Zr, and U3Si2-SiC combinations have been studied.

The conclusions are summarized as follows,

1. Compared with UO2, the ATFs have a lower fuel centerline temperature and flatter radial temperature profile owing to the higher thermal conductivities of ATFs. A lower temperature gradient contributes to a flatter stress distribution and thus reducing the severity of fuel fragmentation. Even though the high swelling rate of U3Si2 and UN causes an earlier PCMI, the gap closure can further reduce the fuel centerline temperature.

2. Compared with the Zircaloy cladding, the SiC cladding causes higher fuel centerline temperature due to the degradation of SiC thermal conductivity under irradiation. Adoption of FeCrAl cladding causes lower fuel centerline temperature at high burnup when compared with the case of Zircaloy cladding. It is noticed that the adoption of ATF claddings can effectively delay the gap closure as well as the PCMI. A significant rise of hoop stress is found in both FeCrAl and SiC claddings after PCMI due to their higher stiffness and lower creep rate.

3. Under the same conditions, the fission gas release rates of UN and U3Si2 are lower than UO2.
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Ceramic material is one of the essential materials used in reactors. Beryllium oxide ceramics have good high-temperature radiation stability, high density, high strength, and thermal conductivity at high temperatures, and the price of beryllium oxide is relatively moderate. This makes it more suitable for use as a reflector, moderator, and dispersion phase fuel matrix in a reactor. In recent years, beryllium oxide has attracted widespread attention due to its high hardness, high resistivity, high thermal conductivity, high melting point, and high radiation resistance. Because of its excellent mechanical properties, beryllium oxide materials also have a long history in the field of nuclear energy. Reactor extreme environments have become a significant challenge for optimizing reactor operation and safety performance. The utilization of beryllium oxide can significantly alleviate extreme reactor environments. According to research, the coupling of beryllium oxide material can effectively improve nuclear fuels' thermal conductivity, such as uranium dioxide. Beryllium oxide also has good radiation resistance and neutron scattering properties, which increases its applications in nuclear energy. The article comprehensively reviews the BeO utilization approaches in reactors to improve extreme reactor environments for current reactor operation and future reactor design optimization.
Keywords: beryllium oxide, moderator, reflector, accident tolerant fuel (ATF), extreme reactor environment
INTRODUCTION
Since the beginning, the beryllium oxide (BeO) material has attracted attention because of its excellent performance, such as high thermal conductivity, high neutron reflection cross-section, low neutron capture cross-section (Manly, 1964). BeO can meet the required strength as a reactor material. It can also maintain properties' stability under the high-temperature environment and improve the nuclear system's neutron economy under the (n, 2n) reaction. These are all critical indexes to determine whether nuclear materials are excellent. BeO is extracted from beryllium minerals, and the first BeO ceramic product was made in 1939 (Hey and Livey, 1966). Much research has been performed on the performance of BeO in the extreme environment. Rothman (1962) discussed the application of BeO ceramics in space reactor (the Pluto Project). Smith et al. (1962) investigated changes in the crystal structure of BeO at high temperatures. Then Snead (2005) reviewed the utilization of BeO in space reactors. Chen and Yuan (2020) studied the neutronics of the UO2-BeO fuel with various claddings. It can be seen that the research on the BeO material has always been ongoing for its applications in the nuclear industry. However, BeO is a toxic material, and the small particles of BeO have a profound influence on the human body and the environment. The researchers are interested in finding a new material that can replace BeO ceramics entirely. For instance, Aluminum nitride (AlN) has high thermal conductivity and moderate dielectric constant, the same as BeO material. It can replace BeO sometimes in cooling parts of integrated circuits (Koba et al., 1997; Kettner et al., 2001). However, it is still challenging for other fields, such as nuclear systems. The BeO ceramics remains to play an essential role in the nuclear industry.
In 1945, the Daniels reactor's design was proposed (Manly, 1964) to use the BeO material as moderator and fuel matrix material. This was the first time in history the BeO material was proposed for reactor systems. It opened a new chapter for BeO utilization in reactor systems. Although BeO has excellent potential in terms of performance, many challenges always exist about its application in nuclear power plants, such as the BeO ceramics' cost and the technical concern of water vapor reaction (Aitken, 1960), chemical retreatment, and radiation damage.
The choice of materials for a nuclear reactor is very demanding because of the extreme nuclear reactor environments. During the reactor operation, the chain fission releases a large amount of energy continuously, resulting in a high-temperature environment, which the selected structural materials need to endure. Not only that, suitable material should not affect the process of the fission reaction. This will eliminate many alternative materials. Another aspect of selecting a moderator is that the macroscopic absorption cross-section of neutrons should be small, the macroscopic scattering cross-section should be large, and there are also high standards for thermal conductivity, density, and irradiation stability (Gao, 2006). These conditions also apply to the reflector and coolant. BeO has the potential to be an excellent material for nuclear systems. In terms of performance, it has good properties under neutron moderation. So now, it has played a significant role in many structures of the nuclear reactor system. However, there are also technical challenges to be solved for the specific applications. For example, the BeO ceramics may expand or crack due to neutron radiation, which will affect the normal operation of the reactor system. Due to its more complex fabrication process, BeO has a higher cost compared with graphite. These all need to be considered in the reactor design.
This paper summarizes the BeO ceramics' applications in nuclear reactors to improve extreme reactor environments in recent years. It gives some concrete examples for their reactor applications, and the advantages and existing problems are also discussed. The BeO material will first be introduced being moderator/reflector materials in different reactor projects, and then the BeO material’s application will be discussed as dispersion phase fuel matrix together with UO2 to promote accident-tolerant fuels (ATFs)’ development. The fabrication of BeO material and the latest application progress will also be reviewed. As moderator material competitors, the BeO material will also be compared with the graphite material regarding their benefits and drawbacks. Finally, there will be some conclusions, suggestions, and discussions on the BeO material's utilization in reactor systems to improve the extreme reactor environments.
BEO AS MODERATOR/REFLECTOR MATERIALS
The moderator and reflector are essential components of a nuclear reactor system. In order to maintain the chain fission reaction in the reactor, a constant source of thermal neutrons is required, and the neutrons released by fission are fast neutrons, which cannot facilitate the fission reaction and need to be rapidly moderated to thermal neutrons by the moderator. The role of the reflector is, as the name implies, to reflect neutrons to reduce neutron leakage from the reactor. It is like an extension of the moderator to slow down and/or to retain the neutrons. The moderator and reflector should meet the requirements of a small neutron absorption cross-section and a large neutron scattering cross-section and also attain good thermal conductivity, high stability, and slight corrosion to the core structures.
Compared with other moderated materials, beryllium and beryllium oxide have excellent performance in nuclear properties, especially in the moderation capacity, as shown in Table 1. There is no doubt that BeO is an excellent refractory material too. The heavy-water properties are excellent as a neutron moderator, but it is too expensive to afford sometimes. Moreover, BeO has an excellent thermal conductivity in an environment above 1,000°C, which is more than twice that of magnesium and aluminum metal oxides. In Figure 1 [interpolated by Zhou and Zhou (2018)], the thermal conductivity of material decreases with increasing temperature and is much higher than the traditional nuclear fuel UO2.
TABLE 1 | The comparison of different moderator materials.
[image: Table 1][image: Figure 1]FIGURE 1 | The thermal conductivity of BeO and UO2 (Zhou and Zhou, 2018).
Nevertheless, the BeO material can maintain enjoyable thermal conductivity at high temperatures. With a melting point of 2570°C (Rothman, 1962), BeO can withstand the reactor's high operational temperature and even extreme accident scenarios. The stability of physical and chemical properties is also crucial for BeO to serve as structural materials. BeO has a very stable performance with O2 and H2 even at a temperature of 2000°C.
The excellent material properties from these aspects have made BeO a top candidate for reactor moderator/reflector material. Besides, it has a high hardness as a reflector, which ensures the stability of the reactor. Excellent moderator and reflector materials can significantly improve the efficiency of the reactor. Nowadays, BeO has been chosen as moderator and/or reflector material in many reactor systems, and more details are described as follows.
Daniels Reactor Project
The history of the application of BeO to nuclear reactors can be dated back to 1945 when Farrington Daniels conceptualized and led the pioneering studies on a high-temperature pebble-bed reactor, which was envisioned to have a BeO moderator/reflector, a helium coolant, and BeO-filled graphite spherical fuel elements (Manly, 1964). This was a novel idea, the first time that BeO was proposed to combine with a nuclear reactor. Researchers were then beginning to investigate the BeO material in nuclear reactors. These efforts included the Clinton Laboratory in Oak Ridge, Tennessee, to study and push high-temperature ceramic reactors' feasibility. This project planned to build a 12 MW power plant, but eventually, it supplied only one-fifth of the planned power, i.e., 2.4 MW. The original idea was to successfully build a small power reactor at first. After demonstrating the reactor materials' performance, it would operate at a higher level of power output. The Daniels reactor had a modern appearance, as shown in Figure 2. This project planned to use a lot of hexagonal blocks to build the main body. The BeO piece's size was required to reach the maximum size producible at that time.
[image: Figure 2]FIGURE 2 | The view of the Daniels reactor and its core layout (Manly, 1964).
Meanwhile, the central core program consisted of 228 fuel lines and 12 control rods, and the BeO piece should be fabricated in a unique shape to use. However, it was too expensive to execute at that time. Besides, not much information is available on BeO and the behavior of BeO in a reactor at that time. The high reactor operating temperature, as well as the temperature span of the helium coolant, made core material selection more difficult. So, there was much uncertainty in practice.
Additionally, considering the irradiation environments in reactors, people cannot solve the problems and design the core structure correctly without sufficient experimental validations. There is no doubt that the project's idea was advanced, which confirmed the BeO material's excellent properties as a moderator. However, as mentioned above, people only knew that BeO has an excellent ability to moderate neutron but did not have enough experience solving possible problems under extreme reactor environments. The complex structure of nuclear reactors also made the design more complicated. The lack of sufficient experience in reactor design, the uncertainty of helium coolant properties, and more attention to the other projects led to this project's termination. Until 1950, a new project about the use of BeO in reactors continued (McCullough, 1947).
Aircraft Reactor Experiment/Test (ARE/ART) Projects
In 1954, a new project was operated by Oak Ridge National Laboratory (ORNL). The Aircraft Reactor Experiment (ARE) used molten salt as fuel, BeO as moderator, liquid sodium and liquid fuel as a coolant at the same time (Bettis et al., 1957). Several BeO blocks procured for the Daniels Reactor were used in the materials investigations supporting the ARE (Slaughter et al., 1957). This was the world's first experimental prototype of a molten salt reactor, as shown in Figure 3 (Robertson, 1965). The core's height is 90.93 cm (cm), the diameter around 84.60 cm, and the thermal power is 2.5 MWt. The ARE reached its critical mass on November 3, 1954. It operated for ten days. During the ARE experimental reactor operation, a series of experiments, such as critical experiment, high power experiment, and low power experiment, were carried out. Based on the ARE's design and operational experience, ORNL also designed and built spherical space reactors - Aircraft Reactor Test (ART). The ART is a 60-MW reflector-moderated circulating-fuel type whose basic design is suitable for aircraft use. Its thermal power is higher than ARE (Cottrell et al., 1955). It also had a more sophisticated and more stable system. However, the military ended their cooperation because of the concession of Aircraft Nuclear Propulsion (ANP) (James, 2000). Of course, the project of ART also expired. Although the ART and ARE projects did not finish successfully, these projects' experimental results have significantly contributed to nuclear power development. The ARE project's research had given a boost to the development of molten salt reactors. This established the applicability of the BeO material to molten salt reactors and promoted molten salt reactor research. Until now, the molten salt reactor has not only been selected as one of the six candidates for the fourth generation reactor but has also developed several different designs based on the traditional molten salt reactor for different purposes. Besides, the ART project demonstrated the potential of BeO for nuclear propulsion in space.
[image: Figure 3]FIGURE 3 | The elevation section of the Aircraft Reactor Experiment (Slaughter et al., 1957).
Meanwhile, space reactors are operated under more complex and extreme environments. So, the selection of materials is more stringent than other reactors. In these extreme environments, the BeO material, as a solid, is easier to be carried into space than heavy water; and it is more reliable than graphite, which may catch fire in accident scenarios. So, the BeO material is still employable because of its excellent performance. From the ARE operation experience, the material properties of coolant and moderator were stable, and no compatibility problems existed. However, some erosion occurred in the dynamic tests. Interestingly, the structure of BeO was not appreciably changed and was intact (Slaughter et al., 1957). However, more research is needed for the BeO material to be applied in these reactors.
Pluto Project
On January 1, 1957, the U.S. Air Force and the U.S. Atomic Energy Commission (AEC) selected the Lawrence Radiation Laboratory to study the feasibility of applying heat from nuclear reactors to ramjet engines, which was called the Pluto Project. The designers came up with a ramjet engine concept (Merkle, 1961), intending to develop nuclear-powered missiles. They planned to build a 513 MW unshielded nuclear reactor and to fully utilize the combination of the ramjet engine and air heating to provide the missile's power. Considerably, the maximum temperature of this project operating environment reached a temperature of 1,600°C. The heavy-water properties are excellent as a neutron moderator, but it is too expensive for this project. The designers should find a unique ceramic for the reactor's structural components to ensure normal operation at high temperatures. Likewise, in the selection of moderators, the materials have also to be resistant to high temperature. The BeO was an outstanding choice due to its excellent high-temperature resistance, extraordinary performance in thermal conductivity, large neutron macroscopic scattering cross-section, and small macroscopic absorption cross-section.
However, the utilization of BeO was not as successful as expected in this project. Firstly, the material's thermal stress was too considerable with the temperature increase, easily causing damage to the material (Lillie, 1961). So, it is necessary to maximize the strength or creep as much as possible at high temperatures. Moreover, BeO reacts with water vapor at high temperatures (Van Houten et al., 1961). These problems can affect reactor efficiency. Another limitation is a disruptive transformation at a temperature above 2050°C. In the single crystal of BeO above 2050°C, several domains have formed within the crystal, with some fracturing at domain boundaries (Smith et al., 1962). The researchers tried to develop coating materials to solve the problems of the BeO reacting with water vapor. However, some technical difficulties arose when using UO2 as fuel. Besides, improvements in radar technology led to the termination of the project.
Experimental Beryllium Oxide Reactor (EBOR) Project
The Experimental Beryllium Oxide Reactor (EBOR) (Moore, 1961) was a 10 MWt helium-cooled beryllium moderated nuclear reactor at Idaho National Laboratory. The project started on February 17, 1958, as the United States Atomic Energy Commission portion of the Joint Maritime Administration - AEC Maritime Gas-Cooled Reactor Program. The project started with a contract between the U.S. Atomic Energy Commission and General Dynamics. The project's goal was to create a small nuclear reactor for merchant shipping or a medium-sized power plant. The reactor's main goals were a simple design, low maintenance costs, and maximum efficiency over a wide range of power settings. In December 1960, the project was authorized to construct a 10-MWt test reactor to determine the Beryllium Oxide gas-cooled system's characteristics. The EBOR was designed to test the fundamental fuel element and moderator designs for the final reactor. The EBOR used a Helium cooling system and was an intermediate step toward a prototype power plant. The plan was to use a closed-cycle turbine or a steam cycle with the reactor to make a small land-based or maritime power plant. This plan was abandoned as the reactor never achieved criticality.
Kilopower Space Reactor Project
Along with the aerospace development, there are also some BeO utilization examples in space reactors, such as Kilopower space reactor, in recent years. On May 2, 2018, the National Aeronautics and Space Administration (NASA) announced the completion of the Kilopower space reactor test at the Nevada National Safety Test Site. The Kilopower is a kilowatt reactor (Poston et al., 2019). The space reactor is much smaller and produces much less power than the traditional one due to the need to fit it with the spacecraft and space travel. The prototypic nuclear power of Kilopower was a 5-KWt space reactor (Gibson et al., 2017). The conception of the space reactor is shown in Figure 4. It used the BeO material as a reflector. At present, the reactor has completed its first step of testing. It included simulating unexpected conditions, such as power reduction, generator failure, and heat pipe failure, to test the reactor system's practicality. The test results showed that the prototype reactor could run continuously and cope with various fault conditions successfully, proving the BeO system's stability.
[image: Figure 4]FIGURE 4 | The conception of Kilopower space reactor (Gibson et al., 2017).
Interestingly, the Kilopower reactor uses lots of heat pipes rather than conventional water coolant to transfer heat, considering the high heat transfer efficiency and inherent safety of heat pipes. The successful test of Kilopower is only a first step toward harnessing fission power in space. The technology is still conceptual and has a long way to go before being applied to space systems.
UO2-BEO AS REACTOR FUEL CANDIDATES
The BeO material has attracted significant attention as dispersion phase fuel matrix together with UO2 to promote Accident-Tolerant Fuels (ATFs)’ development. There are three points in how to optimize the ATF: 1) Replacement or improvement of the current UO2 ceramic fuel; 2) Improvement of the oxidation resistance for the cladding by modifying the current zircaloy alloy; 3) Utilization of new high oxidation resistance cladding materials (Ott et al., 2014). Since Fukushima Daiichi nuclear accident in 2011, many potential ATFs and claddings have been proposed and investigated by the U.S. Department of Energy (DOE) Office of Nuclear Energy Advanced Fuels Campaign and governmental agencies of other countries, such as France, Japan, Korea, and China. Of course, replacement or optimization of the current UO2 ceramic fuel appeared in early projects due to its promising feasibility in the near future.
Aerojet-General Nucleonics Army Gas-Cooled Reactor
In the Aerojet-General Nucleonics Army Gas-Cooled Reactor, the BeO has been selected as a diluent for the UO2 fuel (Aerojet-General Corporation, 1962). Besides, it used pure BeO insulators to disperse the heat from the top pellets to reduce the peak temperature gradient. This time researchers made a difference in the utilization of BeO from the previous projects to establish a mobile, low-powered nuclear power plant to furnish electrical power in remote locations (Manly, 1964). The reactor that used BeO as diluent had great benefits. There is no doubt that the fuel inventory is low, and also, because of its outstanding thermal conductivity, BeO can provide a better environment for the core. In terms of fission-gas retention, the composite fuel may have better performance than UO2. However, the cost of BeO should not be neglected, and thus it failed to spread to other projects. In this era, there are several other nuclear programs involve the use of BeO. However, many projects belong to the military. So, very little detailed information is available. We hope more advantages of the BeO material can become accessible in the future.
Annular Core Research Reactor (ACRR)
The Annular Core Research Reactor (ACRR) (Pelfrey, 2019) was developed in the 1970s and became operational in 1978. The ACRR is a TRIGA-type reactor that consists of 236 fuel elements with UO2-BeO fuel pellets. The fuel elements are arranged in an annulus around a 9″ dry central cavity. The ACRR is operated by adjusting its 11 moveable elements to control the reactivity of the reactor. The 11 moveable rods consist of six control rods, three transient rods, and two safety rods. The moveable rods all contain a boron carbide upper portion that absorbs neutrons, and both the safety and control rods have fuel in the lower half. The safety rods are moved to the up position to operate the reactor, and the control rods are adjusted depending on the desired steady-state power or pulse size. In pulse operations, the transient rods are ejected using pressurized nitrogen, causing the ACRR to prompt supercritical. During pulses, the ACRR shuts itself down due to Doppler broadening effects in the fuel. The ACRR can operate at a 4 MW steady-state and reach pulse powers up to 50,000 MWth with total energy yields over 300 MJ. The schematic of an ACRR fuel element and the cross-sectional view of the ACRR's fuel element are shown in Figures 5A,B.
[image: Figure 5]FIGURE 5 | (A) Schematic of an ACRR fuel element; (B) Cross-sectional view of the ACRR’s fuel element (Pelfrey, 2019).
A Brief Overview on UO2-BeO Fuel Development
In the 1960s, Nishigaki and Maekawa evaluated beryllium's additions in UO2-BeO fuel and obtained the results to compare with pure UO2. It is found that thermal conductivity could be enhanced by 10–20 times after adding 20 wt% BeO (Nishigaki and Maekawa, 1964). At almost the same time, the United States Atomic Energy Commission (Mills et al., 1964) studied 70%BeO-30%UO2 fuel used in Experiment Beryllium Oxide Reactor (EBOR). A coarse dispersion (100–200 micron fuel particles) and a fine dispersion (50-micron fuel particles) were used in this program. The results showed that swelling in most of these tests was very small, and there was little change in the microstructure. Wells and Cline (1963) had researched the resistance of thermal stress of BeO and BeO-UO2 in early time. They put the experimental apparatus in one water-cooled cylinder, which maintained an inert gas atmosphere to prevent graphite oxidation. The thermal stress test was performed by controlling the power within a specified time to reach a specified temperature. Under these experimental conditions, they obtained the relationship of these factors. Ishimoto et al. (Ishimoto et al., 1996) evaluated the effects of BeO precipitate shape and content (0.3, 0.6, 0.9, 1.2, and 13.6 wt%) on thermal conductivity.
In recent years, more researchers devote themselves to better utilizing BeO to improve the performance of the UO2 fuel. In pursuing the nuclear fuel initiative to improve efficiency and safety, IBC Advanced Alloys (IBC) has been dedicated to research and sponsored the projects conducted at Purdue University and Texas A&M University. The high temperature can also increase the cladding pressure due to fission gas build-up, even breaking the claddings (Jernkvist et al., 2002). So, the addition of another element together with UO2 is used to enhance nuclear fuel's thermal conductivity. There is no doubt that BeO is an ideal material for this purpose. The good news was that this research proved the fuel thermal conductivity could be improved and put forward a viable solution for the industry. The improvement of thermal conductivity does lead to improved reactor safety performance. Sarma et al. (2006) developed unique granulation and mixing techniques to obtain UO2-BeO fuel. Latta et al. (2008) carried out green granule and slug-bisque processes to produce UO2-BeO fuel.
Smith (2012) has researched UO2-BeO nuclear fuel about its thermal properties and analyzed the relationship between neutronic performance and economy. Smith concluded the addition of BeO brought positive effects. The thermal conductivity of UO2 varies from 4 to 3 W/m-K for temperatures between 500 and 900°C, is low for the core heat transport purpose, and is temperature-dependent (Fink, 2000). UO2-BeO fuel has considerable potential because the BeO material can improve the thermal conductivity of UO2 fuel. The increased thermal conductivity can provide a decreased fuel temperature. Thus the reductions in temperature affect reactivity. So, it is a significant benefit for the fuel performance. Although some penalties increased in some areas, they were compensated by the positive temperature effect.
Ferreira et al. (2013) studied BeO mixed UO2 microspheres with contents ranging from 1 wt% up to 14 wt%. Besides, an epithermal pool-type research reactor Annular Core Research Reactor (ACRR), at Sandia National Laboratories (SNL), had used UO2-BeO as core fuel for many years (Lyoussi et al., 2016). Russia also considered using UO2-BeO fuel in VVER type reactor (Kovalishin et al., 2014). Garcia et al. (2017) fabricated ceramic-ceramic composite forms of UO2 containing a continuous BeO matrix to increase the thermal conductivity of UO2. BeO's Additions were made to UO2 fuel pellets in 2.5, 5, 7.5, and 10 vol pct concentrations with the goals of establishing reliable lab-scale processing procedures, minimizing porosity, and maximizing thermal conductivity. The microstructure was characterized with electron probe microanalysis, and the thermal properties were assessed by light flash analysis and differential scanning calorimetry. Reliable, high-density samples were prepared using compaction pressure between 200 and 225 MPa and sintering times between 4 and 6 h. It was found that the thermal conductivity of UO2 improved approximately 10 pct for each 1 vol pct BeO added over the measured temperature range 298.15–523.15 K (25–250°C) with the maximum observed improvement being ∼100 pct, or doubled, at 10 vol pct BeO. Li et al. (2018) reported coefficient of thermal expansion and thermal conductivity evolutions of SPS fabricated UO2-10 vol% BeO fuel against temperature from room temperature to 1,600°C and found that the coefficient of thermal expansion increases flatly while the thermal conductivity is significantly improved, which demonstrated UO2-BeO composite fuel is one of the most effective thermal enhanced candidates for high-temperature operation. Camarano et al. (2019) investigated the influence of the beryllium oxide addition to increase the thermal conductivity in uranium dioxide fuel pellets containing gadolinium oxide as the burnable poison was investigated. Fuel pellets of UO2, UO2–BeO–Gd2O3, and UO2–Gd2O3 were obtained in concentrations of 2–3 wt% of BeO and 6 wt% of Gd2O3. The results showed an increase in the thermal diffusivity and conductivity of the UO2 pellets with additions of BeO compared to the values obtained with UO2 and UO2–Gd2O3 pellets. Gao et al. (2020) optimized the UO2-BeO composite pellets' fabrication process for improving thermal conductivity based on multi-parameter theoretical analyses and experimental investigations. It was found that the density of BeO and UO2/BeO interfacial thermal resistance (ITR) are crucial parameters that affect the thermal conductivity of UO2-BeO. To effectively increase BeO density and decrease UO2/BeO ITR, the fabrication method of pressureless sintering with a spheroidizing process was proposed. Through this method, a UO2-BeO composite with high thermal conductivity was obtained. 89.2 and 71.4% enhancements of the thermal conductivity over UO2 were achieved at room temperature and 673 K, respectively. This enhancement is higher than all the reported results in the previous literature that fabricated UO2-BeO using normal sintering temperatures (<2023 K). The finite element modeling results showed that our fabricated pellets' centerline temperatures in the reactor decreased remarkably compared with UO2 fuel, which would significantly improve reactor safety. Zhu et al. (2021) calculated the UO2/BeO interfacial thermal resistance (ITR) by diffuse mismatch model (DMM) and investigated the effects of ITR on UO2-BeO thermal conductivity. DMM can predict UO2/dispersed-BeO ITR within the accuracy of orders of magnitude. However, UO2/continuous-BeO ITR is three to four orders of magnitude larger than DMM predictions. This indicates that UO2/dispersed-BeO ITR is mainly induced by the vibrational mismatch, while UO2/continuous-BeO ITR may be attributed to the contact resistance. The thermal conductivity of UO2 containing dispersed BeO decreases with the decrease in BeO size, and the thermal conductivity of UO2 containing continuous BeO decreases with the decrease in the size of UO2 granule surrounded by BeO. The conditions for achieving the targeted enhancement of UO2 thermal conductivity by doping with BeO are derived. These conditions can be used to design and optimize the distribution, content, size of BeO, and the size of the UO2 granule.
Chandramouli and Revankar (2014) conducted a simulation of UO2-BeO composite under a loss of coolant accident (LOCA) condition by using FRAPTRAN code. Revankar et al. (2015) studied UO2 fueled core and UO2-BeO fueled core for a small break LOCA in a pressurized water reactor (PWR) RELAP5 code. Neutronic pin cell simulations for a typical PWR were performed using the lattice physics code DRAGON by McDeavitt et al. (2011). The mass equivalence studies compared two scenarios with an equal amount of uranium-235 atoms: a fuel with the BeO additive and fuel without the BeO additive. By holding an effective temperature constant (527°C) and increasing the BeO content from 0 to 10 volume percent, it was observed that BeO increased the BOC reactivity by ∼80 pcm per vol% BeO. By then accounting for the differences in Teff, it was found that the ∼100°C difference introduces another ∼350 pcm of reactivity. It was also determined that the beginning-of-cycle reactivity might increase by approximately 2900% milliRho, resulting in an increase in cycle length of approximately 20 days with a potential increase in end-of-cycle burnup to approximately 4000 MW d/tHM.
The temperature difference profile across a nuclear fuel pellet was calculated for the enhanced thermal conductivity of oxide nuclear fuels by Kim et al. (2010), Kim et al. (2011), Kim et al. (2012). The SB-BeO-UO2 fuel had the least decrease in the centerline temperature, followed by the green granule BeO-UO2 fuel. The green granule BeO-UO2 fuel had a more considerable decrease in centerline temperatures. According to the cost-benefit analysis results, the optimized BeO content was about 4.8 wt% when the BeO and uranium oxide prices were assumed to be $317/kg and $64/kg, respectively. Zahrádka and Škoda (2014) calculated the fuel temperature with a computational fluid dynamics software Fluent 14.0 using the WWER-1000 fuel geometry. The maximum fuel temperature for standard UO2 fuel was 1,175°C. Adding 5%, BeO reduced the maximum temperature by 145–1,030°C, a decrease of 12.4%. The increasing volume fraction of BeO resulted in decreased peak fuel temperature. Liu et al. (2015) presented the development of modeling and simulation for enhanced thermal conductivity UO2-BeO fuel behavior in a light water reactor with a 2D axisymmetric geometry using CAMPUS code. The modeling results showed that the fuel temperature could be significantly lowered using the enhanced thermal conductivity UO2-BeO fuel. Liu and Zhou (2017) proposed and analyzed a novel sandwich fuel. The performance of UO2 fuel, UO2-BeO composite fuel, and three types of UO2-BeO sandwich fuel were modeled in a light water reactor using CAMPUS code (Liu et al., 2016).
Li et al. (2009) presented simulation results for thermal conductivity of UO2-BeO composites using statistical continuum mechanics. Simulated micrographs of two UO2/BeO composites with 30% BeO were presented. The sample with less anisotropic microstructure showed that the thermal conductivity along the z-direction was 4.2% greater than that along the x-direction. In contrast, another sample with more anisotropic microstructure showed that the thermal conductivity in the z-direction is 6.1% greater than that in the x-direction. A methodology to generate ANSYS FEM thermal models of enhanced thermal conductivity oxide nuclear fuels was developed to study UO2-BeO composite nuclear fuel's enhanced thermal conductivity by Zhou et al. (2014), Zhou et al. (2015), Zhou et al. (2018). The modeling results successfully demonstrated the models' potential to accurately predict an enhanced thermal conductivity oxide nuclear fuel's effective thermal conductivity.
Abdalla et al. (2012) conducted a sensitivity analysis to determine the factors affecting the fuel centerline temperature. In this process, steady-state one-dimensional heat transfer analysis was conducted using MATLAB programming, and UO2-BeO fuels were examined enclosed in a 54 element fuel bundle. It presented that the fuel centerline temperature was lowered by 780°C for UO2-BeO. Wei et al. (2019) developed Modified Embedding Atom Method (MEAM) potential parameters of the beryllium oxide, which can well reproduce the thermodynamic properties of beryllium oxide.
Chen and Yuan (2020) discussed the neutronic properties of UO2-BeO fuel with various claddings such as zircaloy, FeCrAl, and SiC claddings. They investigated neutronic properties through the Monte Carlo method (Wang et al., 2014) and the Linear Reactivity Model. They suggested the relationship between the difference of reactivity at the End of the Cycle and two factors included the uranium enrichment and the volume fraction of BeO in the composite fuel. They also found an essential feature because the production of 4He in BeO-UO2 fuel is much more than 4He produced in the UO2 fuel. The composite fuel has a large (n,α) cross-section in the neutron's different energy spectrum. The zircaloy alloy cladding and SiC cladding have similar infinite multiplication factors kinf, also at low burnup, the kinf of SiC claddings act a little bit higher (Chen and Yuan, 2020). The SiC has lower neutron absorption cross-sections, while the FeCrAl claddings have a larger thermal neutron absorption cross-section, inducing a lower kinf. The FeCrAl and composite UO2-BeO system has less production of Kr and Xe than the UO2 systems. These data can provide a reliable reference for the research of optimization and replacement of current UO2 fuel. As mentioned above, developing a better fuel for nuclear systems is an inevitable trend.
Conventional energy sources are secure because they can be controlled quickly. Likely generator can be turned off effectively. However, nuclear fuel systems take a long time to close. The reactants in the fuel pellets will produce heat for some time continually. Thus, the cooler is the fuel, the better is the reactor system controlled. Also, reducing the temperature difference between the centerline and the pellet surface can decrease the fission gases produced. We can see the temperature difference between the two different fuel pellets in Figure 6 (Chen and Yuan, 2020). The UO2-BeO fuel pellet can transfer heat better than the UO2 one, and the fewer fission gases mean less damage to the fuel and claddings. Moreover, the addition of BeO can replace 238U in the fuel,so that increased resonance escape probability induces a positive reactivity effect because 238U is a strong absorber. As a whole, the addition of BeO is a positive effect on reactor reactivity.
[image: Figure 6]FIGURE 6 | The temperature distribution in UO2 and UO2-BeO fuel pellets (Chen and Yuan, 2020).
However, in comparing UO2 and composite UO2 fuel economy, some problems emerge, and we should carefully consider them. If we only consider the 238U replaced by the addition of BeO, maybe the required amount of uranium will be reduced. However, the UO2-BeO needs more Uranium-235 to satisfy the requirement of higher enrichment (Smith, 2012) so that the costs associated with the UO2-BeO fabrication will increase. So, in terms of increasing enrichment, we should spend more effort to reduce its costs. The extra fuel processing costs could be compensated in other ways, such as the extension of cycle length, reduced operational costs, and the benefits of reactor safety.
The addition of beryllium material can increase nuclear fuel's burnup and life due to thermal conductivity improvement. We need to find a balance between the cost and two factors, i.e., the burnup and the operational lifetime. The fuel cost-benefit analysis (Kim et al., 2010) demonstrated that if the burnup is more than 60 MWD/kg, the BeO-UO2 fuel may have a positive economic sense. We can find the optimal ratio of beryllium and UO2 to make economic sense for composite fuel under certain conditions. Besides, if we can decrease the price gap between the beryllium material and uranium, it will increase the economic benefit. So, it is necessary to estimate the fuel cost of BeO-UO2 associated with the unstable market price of beryllium.
BEO FABRICATION OVERVIEW
BeO’s receiving much attention can be traced back to the 1950s. Not only the combination of a low thermal neutron absorption cross-section with a high neutron scattering cross-section makes it an ideal material to use as a moderator or reflector (Rich et al., 1961), but also it has good performance in high-temperature such as thermal conductivity, stability, and radiation resistance relatively (Simnad et al., 1966). The preparation of BeO ceramic substrate material is mainly divided into five stages: powder preparation, powder pretreatment, shaping, sintering, and metallization.
BeO is the only alkaline-earth oxide crystallizing in the wurtzite structure instead of the NaCl-type structure (Morell et al., 1996). In its industrial production, BeO powder is extracted from beryllium minerals. Usually, Be(OH)2 is made first, then obtained BeO by calcining it. The BeO powder is processed either through the fluoride or sulfuric acid routes (Dong and Yi, 2005). The industrial-grade beryllium oxide contains a variety of impurities, such as magnesium oxide (MgO), aluminum oxide (Al2O3), and ferric oxide (Fe2O3). So, we should purify the powder by precipitating it with ammonium sulfate to remove aluminum. Each country has its purification method. The Soviet Union purified BeO by essential beryllium acetate distillation; some American companies obtained high-purity BeO by beryllium sulfate recrystallization. These ways all can achieve a purity level of above 99.9% for the purified powder. The conventional ceramic processing pathways can manufacture the monolithic BeO. Many binder materials should be used in the pre-firing process to obtain resins and starches. If we want to machine sintered products, we should pre-fire them at 1,200–1,500°C, then process them with appropriate tools, and finally, heat treats them at 1700–2000°C.
Sintering plays a vital role in the preparation of beryllium oxide ceramics. The main factors affecting sintering are temperature, atmosphere, and sintering time. Such materials' critical application property is their thermal conductivity, and purity is an essential factor affecting BeO ceramics' thermal conductivity. The higher purity of BeO powders, the better is the thermal conductivity of BeO ceramics. Proper sintering temperature and sintering time can contribute to the improvement of the ceramics thermal properties. In the initial sintering kinetics of BeO, we found that added a small amount of MgO could significantly improve the sintering rate of BeO (Carniglia and Hove, 1961), and the water vapor also can affect the shrinkage of BeO (Quirk et al., 1957; Quirk, 1959). Aitken (Aitken, 1960) investigated the shrinkage behavior of BeO calcined at different temperatures as well as the effect of water vapor on high-temperature sintering. It indicates that the density decreases even if the temperature is high enough under the influence of water vapor. In the research of hot pressing technology and density of ceramics, the BeO density can be increased by hot pressing to improve the thermal conductivity. At the temperature of 1700°C, the hot pressing powders' density is close to the theoretical value of 3.03 g/cc. However, above 1800°C, the repaid crystal growth has enormous effects on the ceramics strength. So, the temperature range of the best hot pressing is generally in 1700–1800°C (Snead, 2005). Of course, the density and thermophysical properties have a strong correlation with the fabrication conditions. The fabrication standards for nuclear-grade BeO have become more stringent, and the cost of production has increased significantly. Attempts to find more efficient methods in quantitative production can help solve the current cost concerns.
COMPARISON WITH GRAPHITE MATERIALS
The graphite material is mainly used in high-temperature gas-cooled reactors. Graphite gas-cooled reactors once played a crucial part in the development of nuclear reactors. Later on, it was gradually replaced by light water reactors and retired from the stage of history. However, the research into Gas-cooled Fast Reactor (GFR) is booming. The GFR system features a high-temperature helium-cooled fast spectrum reactor (Anzieu et al., 2009). The advantage of GFR is still worth exploring. The Gen-IV International Forum (GIF) Technology Roadmap indicated that GFR could combine a fast spectrum system with the sustainable development of uranium utilization resources (Gen IV, 2002). If we consider the BeO's use with gas-cooled reactors, we should compare its effect with graphite. Objectively, if we neglect the problems induced by irradiation, BeO has better compatibility with coolants. We can have wider choices for coolants. Graphite materials perform better at high temperatures regarding thermal conductivity, as shown in Figure 7 (Manly, 1964). However, the BeO exceeds other metallic oxides in thermal conductivity greatly.
[image: Figure 7]FIGURE 7 | The comparison of thermal conductivities in different materials (Manly, 1964).
Interestingly, if we use the BeO material to design the reactor core, we should try our best to develop a smaller core than the system of graphite. In terms of power density requirements, the BeO reactor should have a higher power density because of its high capital cost of the reactor core. In contrast, the graphite systems are in no need to obtain power densities above 10 W/cm3 because the graphite plays a small portion in all power density associated costs. So, it is a necessity to obtain high power densities for the BeO systems.
In terms of the reactor core design, the ratio of the beryllium atoms to fissile atoms is about 2000, and the ratio of graphite systems is about 4000. Under this criterion, the cost per Gram of fissile material for the BeO system reactor is about 15 times that of the graphite system. So, we need to prolong the BeO system's reaction cycle length and increase its fuel recovery. An investigation has indicated that the benefit of increasing the thermal conductivity of BeO-UO2 fuel was more significant than the burden of high BeO material cost if the BeO content was 4.8 wt% (Kim et al., 2010). This is a valuable aspect for us to consider in the future. It is convenient to compare the two systems' parameters in a pebble-bed reactor because it can eliminate many unnecessary core parameters. Figure 8 shows the variation of power densities vs. different sphere diameters for both the BeO and graphite systems (Rothman, 1962).
[image: Figure 8]FIGURE 8 | The relation of sphere diameter and power density (Rothman, 1962).
Meanwhile, thermal stress is limited to some extent. The BeO thermal stress is 10 times that of graphite. The BeO systems also reduce the core power density to satisfy the void fraction requirement in the core. Moreover, under the specific thermal stress limits, the average power density needs to be further reduced. This conflicts with the necessity to enhance the BeO reactor's power density. So, it is a serious technical problem, which needs further investigation in the future. Table 2 shows the difference between the BeO-helium, BeO-CO2, and Graphite-helium systems. The advantage of the BeO systems is that the cost of CO2.
TABLE 2 | The difference between the BeO-gas systems and Graphite systems.
[image: Table 2]On the other hand, if we want to achieve the same standards as the graphite systems, the BeO fuel pellets should be as small as possible. This means the BeO system uses the number of fuel elements over 50 times the graphite system. These constraints make the cost and equipment requirements of BeO systems significantly increased. Of course, the BeO material has advantages in terms of compatibility with coolant.
CONCLUSION
It is necessary to find a suitable material to improve the safety and effectiveness of nuclear reactors. There is no doubt that the BeO is an excellent potential material due to its properties of high conductivity and excellent neutron moderation. All of these are necessary to develop and enhance nuclear reactor safety and performance. Even though the graphite systems also have good performance and meet the nuclear industry requirements, some BeO utilization in reactor systems is still worth investigation to improve the reactor safety and performance. In terms of moderate neutron performance, the BeO material has more excellent performance and better compatibility with coolants. It can improve the ratio of energy conversion to some extent. This material brings improved performance for reactors, while the costs associated with material manufacturing and fuel reprocessing need further investigation and compensation. The problems on reprocessing fuel and the fabrication of nuclear grade BeO still need further exploration. There are still some challenges to overcome if we choose to use BeO mixed with the graphite material, such as whether BeO can be compatible with the graphite material, the expansion difference between two materials, and the fission gas release.
We can conclude from the previous research that the BeO material will be more widely used in reactor systems. The presentation of the Daniels reactor project had led to new applications for BeO. The choice of moderator materials is no longer limited to particular materials, such as graphite and heavy water. Some metal oxide materials can provide even better performance. BeO has superior moderation properties compared to graphite and lower cost compared to heavy water. In the subsequent ARE and ART projects, researchers also attempted to apply the BeO material to space and molten salt reactors, and some experimental results also proved the feasibility of the BeO material. The high-temperature resistance of the BeO material made it a preferred choice of moderator material for the Pluto Project. In some extreme environments, such as space reactors, stable metal oxide materials offer a more suitable option. The BeO material's application in the Kilopower project is an excellent example for this purpose.
Nevertheless, the BeO implementation still encountered some challenges and difficulties. The Daniels Reactor project's termination was due to insufficient experimental data for the BeO behavior in a reactor, which would lead to much uncertainty. The military's termination of cooperation also brought about the failure of the ART and other projects. The Kilopower Project just completed the first step of exploration. There is still much work ahead. So, further investigation on the BeO material becomes necessary.
In specific design considerations for the BeO cores, the first thing to distinguish is whether the core's design is homogeneous or heterogeneous. For the heterogeneous reactors, the irradiation stability of BeO and the release characteristics of tritium and lithium are beneficial. For the homogeneous reactors, it is noticed that how to recycle the BeO moderator material and fuel as far as possible and the proper methods of material preservation are also relatively critical. Therefore a reliable reprocessing and manufacturing process is required. For two different systems, the volume of BeO is always small due to its relatively high capital cost in the reactor core. It may complicate more the core design. It is not easy to select suitable channels of coolant and control rod holes. Even though the pebble-bed design can partly simplify the core design, it would also bring many difficulties such as pressure drop and fuel processing.
The research should focus on developing accident-tolerant fuels, which can modify nuclear fuel using the BeO material. The high thermal conductivity of BeO material should be utilized as far as possible. Researchers have been evaluating the BeO-UO2 composite fuel for a long time. Its properties are accorded with the direction of the development of next-generation nuclear reactors perfectly. The combination of the BeO material and fuel can significantly improve fuel performance safely and economically. It will broadly promote the development of nuclear reactors. The combination of a considerable volume of BeO and UO2 fuel can improve the fuel's conductivity. The thermal conductivity could be enhanced by 10–20 times after adding 20 wt% BeO compared with pure UO2.
Moreover, it has an impact on the release of fission gases. All of these ways are critical indicators to improve the performance of nuclear fuel. However, there are still many challenging problems to be solved. The BeO is a toxic material. In the manufacturing process, it is possible to cause harm to people's health and the environment. The perfect protection and treatment measures can effectively avoid damages. However, in some countries, the use of BeO material is limited. More attention should be paid to the reactor operating temperature range when designing the BeO cores. The excessive temperature would affect the stability of the BeO material. The large temperature gradient has damage to the material structure. So, it is better to enhance the plasticity of UO2-BeO to resist the thermal stress deformation at the specific temperature range. The minimum temperature should be kept above 800°C, and the maximum temperature should not exceed 1,375°C. The high temperature (1,100°C) would also increase the reaction between BeO and the vapor, inducing the moderator's failure. These conditions define the temperature range of each area for the reactors. It will significantly limit the choice of heat exchangers and piping systems in the reactor design. At present, the BeO reactor has been under development for a long time. It exactly proved the importance of BeO in nuclear systems. However, there are many limitations to BeO utilization in reactors until now. Perhaps we can take the following measures to improve our ability to solve problems:
(1) Looking for a more economical manufacturing process for nuclear-grade BeO and how to improve the recovery of BeO as far as possible.
(2) Focusing on the best combination of UO2 and BeO to improve the performance of the fuel.
(3) Expanding knowledge reserves about the BeO utilization under the extreme environment employing computer simulation technology.
(4) Trying to modify the BeO structure to eliminate the effect of thermal stress-strain cycling on the BeO properties.
(5) Researching on irradiation mechanism of BeO to solve the BeO irradiation deformation problem.
Although there is no doubt that BeO has excellent reactor performance, it can play its role to a large extent only after we solve the associated manufacturing technology and cost concerns. Seeking and developing mature technology methods to reduce the cost is an important direction. Further attention should be paid to the exploration of the BeO material and its compatibility with other materials. The computer simulation technology can be appropriately used to get more reference data about the BeO utilization under the extreme environment to provide theoretical support for reactors' practical applications. If it can correctly solve the cost and compatibility problems, it will bring about a revolution for reactors' BeO utilization.
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The first stage of a core degradation—based on the defense-in-depth concept of nuclear power plant (NPP) safety—is prone to fuel melting due to local blockage. The flow blockage accidents with no SCRAM happening can lead to a local fuel-clad failure, consequently affecting the safety of NPP. The present study provides an analysis of Anticipated Transient Without SCRAM (ATWS), which might lead to a condition of burning out. The accidents related to the ATWS scenarios, detailed in the case of VVER-1000/V446 reactor FSAR (Final Safety Analysis Report), include pump failure, local blockage, relative power increase, and a combination of these transients. In this research, first, drawing upon MCNPX 2.7 and COBRA-EN codes, a coupling framework is developed and then validated using an authentic reference point. The obtained results reveal that the reactor SCRAM does not occur while accidents are being investigated as there is a 10% difference in the mass flow rate reduction, a 470 kPa in the channel pressure drop, and a 204°K in the clad temperature, which constitute limitations under most pessimistic scenarios. However, under these conditions, a 70% void fraction over 12 min is observed in certain channels. Hence, burnout and local fuel melting could occur under normal operational and ATWS circumstances. According to uncertainty analyses, the occurrence of the void fraction above zero is locally definite. The transient analysis outputs could be deployed as monitoring system inputs and exploited for identifying weak points in the system.

Keywords: fuel failure, local flow blockage, VVER1000, transient analysis, ATWS accidents


INTRODUCTION

The ratio of heat removal/heat generation to the local or generalized flow reduction is the most significant and hazardous condition that threatens the safety of a nuclear power plant (NPP). This could happen locally due to a flow blockage accident, including pump failure, or blockage at the channel entrance or in the middle of cooling channels between fuel rods. The blockages could develop as a consequence of the particles remaining from maintenance procedures, broken parts separated from the reactor structure, or in an otherwise manner through swelling, bending, boing, or displacement of fuel elements. The local flow blockage accidents have a local characteristic and do not bring about any changes in total reactivity, core transient flow, or total heat absorption capacity. Local flow blockages reduce the coolant channel cross-section, which subsequently first there would be a decrease in the heat transfer coefficient followed by a rise in the local temperature. What is noticed is that the clad temperature rises to supersaturation level, the DNBR (departure from nucleate boiling ratio) limit is broken, bubbles form in the coolant, and the void fraction rises above zero. Eventually, fuel and clad parts, having more power generation density, come to melt locally like in a candle; molten fuel may enter the coolant and form a solid mass. Reduction in the cooling flow rate increases the hydraulic resistance, leading to the continuation of the above events, which, in turn, causes more fuel melting. This positive feedback can cause the melting to continue up until the system reaches local equilibrium or expands till the occurrence of a SCRAM situation (Nakamura, 2014). Zhang et al. (2019) reported that heat fluctuations, steam creation, and biphasic could bring about fractures in the fuel cladding, which alternately, could generate further blockage in the system. Lewis et al. acknowledged the difficulty of simulating and diagnosing a local blockage accident due to its local nature. Diagnosing a local blockage accident is possible when it is extended affecting the coolant flow or the core reactivity. Therefore, existing monitoring systems are unable to diagnose local blockage mishaps (Lewis, 1977).

The following section devoted the literature review makes a survey of those studies which deal with local blockage accidents. Roichwooderi et al. identified local flow blockage accidents affecting the performance of the fuel pin in the LMFBR reactor. The study concludes that severe safety hazards do not occur up to the time when six adjacent fuel rods are burned out (Roychowdhury et al., 2000). Liu et al. analyzed five blockage accidents for a liquid metal reactor using STAR-CCM + software, taking into consideration the effect of keeping the clad temperature below melting point (Liu et al., 2020).

Rahm et al. (2019) proposed a new design for liquid metal reactors resistant to instantaneous local blockage accidents based on a BETINa calculation code. Dow et al. examined the local flow blockage accident in sodium cooling reactors using the ATHAS-LMR code (Du et al., 2019).

Gharari et al. conducted an investigation into the local flow blockage accident at the 446/1000-VVER reactor coolant channel entrance using COBRA-EN and RELAP5 for detecting the presence and absence of the crossflow. Their obtained results indicated serious safety problems at the channel entrance with local flow blockage and cross-flow disruption (Gharari et al., 2016). Dehjourian et al. inspected the effects of fuel rod displacement and deformation on the fuel and clad heat transfer coefficient and temperature, for 446/1000-VVER reactors using ANSYS code. The results they obtained show that with an increase in both the amount of bloating and displacement as well as an increase in the clad temperature, some fuel surfaces tend toward drying, which accident occurs in excess of safety standards. In the latter case—happening as a result of an inherent disturbance in the flux and pressure in these points—the probability of local flow blockage is augmented in the network maintenance points (Dehjurian, 2015).

Yuchuan et al. simulated the local flow blockage between the JPR-3M fuel plates for fuel assemblies with a measure of blockage from 30 to 95% through RELAP5/MOD34 code. Their results indicated that local blockage occurrence neither leads to any damage to the fuel up to 70% of the channel width blockage nor does it cause any severe damage up to 95%. In blockages beyond 95% of the channel width, the damage is quite severe giving rise to rupture and fuel melting. They emphasize that local flow blockage cannot be diagnosed until significant changes occur in the reactor’s major parameters (Guo et al., 2018). Thus, the accidents referred to above can bring about weaknesses to the point of creating initial conditions for severe accidents.

Sehgal (2011) mentioned that the clad surface burn out, deformation, and melting range limit is 1,500 degrees. The IAEA (international atomic energy agency), in its Severe Accident Management Guideline Development, emphasized the importance of predicting, preventing, mitigating, and reducing consequences of any accident that might lead to severe accidents (Khamis, 2017). Analyzing local accidents, especially local flow blockages, is of crucial importance as they can help identify these types of accidents that cause disruptions in safety standards. To this end, this study uses COBRA-EN computational code to carry out relevant analyses.

In general, the current study set out to perform a transient analysis of accidents that might lead to the loss of COBRA-EN thermal-hydraulic calculation code coupled with MCNPX 2.7 Monte Carlo neutron code.



MATERIALS AND METHODS

To accomplish a transient analysis of local flow blockage accidents, this section is divided into four sub-sections dedicated to explaining the research procedure, tools, and case studies. First, the research methodology is specified; then, a general overview of simulation using COBRA-EN code is presented. Next, based on such neutronic calculations as flux distribution, peaking factors, and relative power are described with the help of MCNPX 2.7. Additionally, the fourth stage provides specifications related to a VVER1000/446 reactor including SCRAM conditions, uncertainties, accident scenarios, and model validation.


Methodology

The relevant methodology algorithm is illustrated in Figure 1. In this study, the primary boundary conditions alongside core sub-channels based on the FSAR for an MCNPX 2.7 model are implemented. Then, after validating the model, the neutronic steady-state conditions are calculated. The obtained results are considered as the initial and the boundary conditions for COBRA-EN model computations. The boundary conditions are updated by COBRA-EN while transient analysis is in progress. After implementing and validating the model in COBRA-EN, accident scenarios are applied and the outputs are extracted.


[image: image]

FIGURE 1. Methodology algorithm.




Thermal-Hydraulic Simulation Model

The COBRA-EN code is employed as a thermo-hydraulic code for “core analysis” and “sub-channel analysis” calculations. This code performs calculations based on discretization of the domain starting its calculations from a steady-state condition. Its relevant input parameters, e.g., axial and radial power peaking factors originate from the MCNPX 2.7 code. The core thermo-hydraulic calculations, while considering correction coefficients, are carried out based on two-phase governing equations of mass, energy, and momentum. As calculations related to the heat flux, void fraction, and slip ratio are performed, in compliance with EPRI (Electric Power Research Institute), the Levi correction coefficients are applied. To perform enthalpy calculations in a two-phase mode, the slip ratio and the steam quality equations are obtained through applying Zuber-Findlay correction factors (Constantin and Foias, 1988; Kataoka and Serizawa, 1989).

In order to acquire the calculation results on the critical flux and temperature; in the hot channel- the critical heat flux correlation coefficient can be used as part of the surface heat transfer model (Ammirabile, 2010). However, EPRI correlation coefficients are exploited to approximate the heat transfer between the nuclear boiling point and the subcritical boiling (Reddy et al., 1982).

Figure 2 shows the numbering related to fuel channels and rods for COBRA-EN code input. The number of fuel rods in the middle of the circles is indicated in black, while the number of cooling channels between the sides is represented in red. Figure 3 displays a general map of the core and the calculations performed as a sub-channel analysis along with details related to each of the rods and channels. There are 311 and 657 fuel rods and coolant channels in the assembly, respectively.


[image: image]

FIGURE 2. VVER1000/446 core fuel assemblies’ placement.
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FIGURE 3. VVER1000/446 core fuel enrichment placement.




The Neutronic Simulation Model

MCNPX 2.7 code is used to obtain the axial and radial output power peaking factors, flux distribution, and relative power calculations as COBRA-EN code input. MCNPX 2.7 code is one of the beam computational codes based on Monte Carlo calculations (Waters, 2002). Figure 3 shows the arrangement of the core originating from the FSAR 446/1000-VVER reactor together with details on MCNPX 2.7 model placements.

Figure 4 exhibits the location of the current study local blockage regarded as of the hotspots in the assembly. The latter point is placed at the location of 3.6% enrichment fuels and at the rods’ inlet constituting 20% height of the rod.
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FIGURE 4. Local blockage accident location.




VVER-1000/446

The study case is a Russian VVER-1000/446 Reactor whose specifications are presented in Tables 1, 2, functioning, respectively, as inputs to COBRA-EN and MCNPX 2.7 codes. As can be seen, Figure 2 represents channel and rod placements related to the input of COBRA-EN code.


TABLE 1. Input specifications for COBRA-EN code.

[image: Table 1]
TABLE 2. Input specification for MCNPX 2.7 code.
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SCRAM Conditions

Scrams related to reductions in the mass flow rate, forming the major foundation of the present research, are listed in Table 3 which includes both horizontal rows and vertical columns. The synchronicity of the two events indicated can precipitate SCRAM conditions. Crucially, the criteria for SCRAM conditions occurring mostly depend upon in-core sensors and how quickly wide-ranging or close events are detected. For example, MDNBR (minimum departure from nucleate boiling ratio) estimation is only possible in very limited areas of the thermometer availability and not being possible in the case of local mishaps. Therefore, despite the occurrence of local melting and under 1 for MDNBR, the possibility of SCRAM happening due to local MDNBR is nearly eliminated (Automatic Exchange Of Information [AEOI], 2007).


TABLE 3. Reactor SCRAM conditions.
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Local Blockage Accidents

Events leading to these accidents are frequently a combination of Anticipated Transients Without Scram (ATWS). According to safety limits listed in Table 3, none of the accidents resulted in exceeding safety limits and prompting SCRAM command.

Three significant events and their combinations, including basic accidents involving single pump failure (RCP), blockage due to trapping leftovers from maintenance procedure, fuel ballooning, and reactor transient operation are among the issues investigated. Also examined are the effects of some other design parameters, e.g., grid spacer and cross flows.

The accidents mentioned might lead to a positive void fraction, the worsening of which can bring about higher vapor ratios and local fuel melting. It should be noted that the mishaps initiate from steady-state conditions, by definition, from 0 to 50 s. Table 4 lists ATWS scenarios for localized flow blockage. Remarkably, all accidents hitherto referred to could create aggravated conditions when combined together.


TABLE 4. ATWS scenarios.
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ATWS 1

In the ATWS1 scenario, starting from the 50th to the 80th s and then jumping toward the 100th s, the mass flow rate is reduced to 82 and 78% of its nominal value due to a single RCP pump failure. It is to be noted that the relative power level from the 55th to 60th s changes 66% of its nominal value, at which stage it remains constant based on ATWS documentations. Simultaneously, the total core pressure, along with the core flow rate, decreases up to 80% of their nominal values in the 100th s. However, due to the pressurizer’s effect, the pressure starts to jump again to 96% its nominal value which remains constant until the 140th s.



ATWS 2

In the ATWS2 scenario, the core outlet rate and the inlet flow rate, in transient analysis, remain constant. The relative power level reaches 117% from the 55th to the 100th s, at which point it remains constant. The overall pressure of the core remains constant and under control.



ATWS 3

As for ATWS3, this is a fixed event from neutronic and thermo-hydraulic points of view, so the mass flow, power, and reactor pressure are being constant undergoing no change. All transient variations amount to local conditions.



ATWS 4

As was mentioned in the introduction part, the three basic scenarios are as follows: ATWS1, ATWS2, and ATWS3. The next four scenarios, ATWS4, ATWS5, ATWS6, and ATWS7, are considered combined scenarios occurring under reactor operation conditions which might culminate in grave conditions. In the ATWS4 scenario, a blockage accident is considered, along with an increase in the power level to its maximum value. Hence, the transient flow from the core remains constant. Based on this scenario, the relative power level increases from the 55th to the 105th s reaching up to a 117% level, at which point it remains constant. Based on the ATWS4 scenario, the core pressure remained constant.



ATWS 5

The ATWS5 scenario is a possible combined scenario consisting of a combination of local blockage at the channel entry point and a pump failure. In the transient flow from the core, from the 50th to the 80th s, the mass flow rate is reduced to 82% of its nominal value. It went back to 78% of its nominal value by the 100th s, however. Based on this scenario, the relative power level from the 55th to the 105th s reaches a 66% level and remains constant.



ATWS 6

The ATWS6 scenario is a possible combined scenario comprising one RCP pump failure, 90% blockage in the hot channel entrance, and control rod failure in the dropdown. As well, it is noted that total events happening in the case of ATWS1 are observable in this scenario.



ATWS 7

The ATWS7 scenario is a combination of local blockage at the channel’s entrance and a failure of two pumps. In this event, from the 50th to the 80th s, the mass flow rate is reduced up to a 56% level due to the failure in two pumps, following which, it reaches a 50% level in the 100th s.



The Model Validation

In order to validate the performed calculations, steady-state results are compared with those of other studies and the FSAR data, given in Table 5. It should be clear that all through these conditions and the singularity of accidents under investigation, no approved reference is available to check the data against; however, appropriate conformity in the steady state and other accidental conditions do have references available.


TABLE 5. Validation of steady-state model.
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Uncertainty in the Obtained Results

It is assumed that the results obtained from COBRA-EN code calculations might slightly differ from the actual values under operational conditions. Therefore, uncertainty analyses have been performed, the results of which are presented in Table 6 (Avramova et al., 2009).


TABLE 6. Uncertainties in results.
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RESULTS

This section provides the research results on the core relative power, fuel, clad, coolant temperatures, core pressure, void fractions, and MDNBR quantities during ATWS scenarios implemented in the COBRA-EN code and MCNPX 2.7.


Core Relative Powers During the Above ATWS Scenarios

The common point of all accidents investigated consists of stable system conditions prior to applying the accidents. Figure 5 depicts core relative power during ATWS scenarios. It is to be noted that the transient algorithm of relative power during accidents is attributable to the boundary conditions. The implemented boundary conditions and the geometrical conditions are precisely extracted from ATWS and FSAR documents. Moreover, power peaking factors are considered based on MCNPx 2.7 output results. As shown in Figure 5, the relative transient power in ATWS3—related to hot channel blockage—undergoes no change.


[image: image]

FIGURE 5. Core relative power during ATWS scenarios.


In scenario ATWS6, the amount of power remains constant as the blockage prevents control rods from falling. Based on descriptions given for ATWS1 and ATWS5 scenarios, the relative power sharply declines to a 66% level within 5 s. Incidentally, in the case of ATWS2 and ATWS4 scenarios, there is a power rise up to 17%.

The issue of the increase occurred in the form of a ramp slope from the 55th to the 100th s.

Finally, in the case of the ATWS7 scenario, due to the failure of two RCP pumps (crossover), the power level reduced up to 52% of its nominal value.



Maximum Coolant Temperature During ATWS Scenarios

As is indicated in Figure 6, maximum coolant temperatures in transition conditions eventually reach 598°K, which value does not exceed the safety limits and the amount needed for the activation of the SCRAM command.
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FIGURE 6. Maximum coolant temperature during ATWS Scenarios.



Core Pressure During ATWS Scenarios

The core pressure transition scenarios are derived from ATWS Documents and minor fluctuations are disregarded due to the main goal of the research. Figure 7 demonstrates that in ATWS2, ATWS3, and ATWS4 scenarios, the total core pressure does not change and remains constant. In ATWS1, ATWS5, ATWS6, and ATWS7, the core pressure reduces to 80, 80, and 55% of their nominal values. However, due to the pressurizer effect, the stated values, respectively, return to 96, 96, and 94.0% of their nominal values. And so, due to a drop in the core pressure, these events neither exceed safety limits nor satisfy SCRAM criteria.
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FIGURE 7. Core pressure during ATWS scenarios.




The Mass Flow Rate During ATWS Scenarios

Figure 8 clearly shows maximum flow rate changes occurring in the case of the ATWS7 scenario, i.e., a change of 13%. In the ATWS1, ATWS6, and ATWS5 scenarios, the mass flow rates decrease to 78% of their nominal values owing to a pump failure. In the ATWS2, ATWS3, and ATWS4 scenarios, however, the core flow rate almost remains constant. In ATWS7, the rate decreases to 50% of its nominal value due to the failure of two RCP pumps.
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FIGURE 8. Outlet coolant mass flow rate during ATWS scenarios.




Maximum Void Fraction During ATWS Scenarios

As is inferred from the data given in Figures 9, 10, all these accidents, including the three basic events as well as four combinations of these accidents have a positive void fraction. Figure 10 clearly shows that void fraction forms during the accidents under investigation, and under most pessimistic projections- including higher core pressure rate, higher inlet temperature, and lower flow rate- the result could be a higher void fraction. Clearly, in more than 40 s, something above 0.6 of void fraction has occurred in some channels. This cannot trigger SCRAM conditions. Fuel local melting could happen, however.
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FIGURE 9. Exit void fraction during ATWS scenarios.
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FIGURE 10. Maximum void fraction during ATWS scenarios.




Maximum Fuel Temperature Levels During ATWS Scenarios

Figure 11 clearly shows that maximum fuel temperature occurs in the ATWS2 and ATWS6 accidents, being almost at 1,298°K. It is to be reminded that the safety criteria for the clad deformation are 1,500°K (Lewis, 1977) which is a far higher value than those obtained during the latter events. It is interesting to note that the temperature ranges reported in Figure 11 are related to values lying in the vicinity of in-core thermocouple areas. But, in terms of hotspots, the situation is different and the temperature rises faster than the melting point during positive void fractions.
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FIGURE 11. Maximum fuel temperature during ATWS scenarios.




The MDNBR in Core Heights During the ATWS Scenarios

Figures 12–18 illustrate MDNBR changes during the ATWS scenarios. As is shown in the latter Figures, the MDNBR value at the thermometer locations is above 1.2, while the local value is less than 1, which value can be attributed to local burnout and melting. Consequently, despite the fact that local burnout and melting occur, the MDNBR-based SCRAM does not take place.
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FIGURE 12. MDNBR in core heights during ATWS 1.
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FIGURE 13. MDNBR in core heights during ATWS 2.
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FIGURE 14. MDNBR in core heights during ATWS 3.
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FIGURE 15. MDNBR in core heights during ATWS 4.
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FIGURE 16. MDNBR in core heights during ATWS 5.



[image: image]

FIGURE 17. MDNBR in core heights during ATWS 6.
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FIGURE 18. MDNBR in core heights during ATWS 7.




Comparing SCRAM Limits and Maximum Quantities at ATWS Scenarios

Table 7 shows SCRAM criteria for quantities under the most pessimistic circumstances in the case of studied scenarios. It is revealed that the SCRAM criteria are neither attained nor exceeded (Automatic Exchange Of Information [AEOI], 2007). Mass flow rate reduction, pressure drop, coolant temperature, and MDNBR—in the mentioned order—have 18%, 5%, 0.2’c, and 0.3 distances from meeting the SCRAM criteria.


TABLE 7. Comparison of SCRAM limits and maximum quantities at ATWS scenarios.
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CONCLUSION

The present study was designed to carry out transient analyses of scenario accidents that might lead to partial or local melting of the fuel clad while the reactor was in operation, that is, a situation far from SCRAM condition. Three main ATWS accidents alongside four combinations of these accidents are investigated. Similarly explored are combinations of RCP pump failures, blockages at the coolant channels, and relative power increases. Thermo-hydraulic calculations were performed using COBRA-EN code as well as power distribution profile computations based on MCNPX 2.7 code. The maximum mass flow rate reduction in all scenarios observed was 18% less than the SCRAM threshold. The maximum channel pressure drop in all scenarios was 470 kPa short of the allowed limit. An investigation of the scenario events revealed that the maximum temperature of the fuel clad exhibits a 204°K difference from the SCRAM high point and the lowest MDNBR value determined was 1.5, which rate did not exceed the SCRAM limits. Therefore, SCRAM did not occur in any of the investigated accidents, but the void fraction was up in 70% of channels within a period of 12 min. As a result, under normal operating conditions, there might exist burnout situations in which local fuel melting could result. It was shown that under most pessimistic projections, the uncertainty in the results is 1% – a value quite compelling in uncertainty studies. It is worthy of mention that a pressurizer effect was also noticeable in the transient analysis of the accidents. As is shown by the simulation results in the current study, there is a possibility that local blockages might lead to fuel melting during the time when the above scenarios are in progress. This calls for NPPs to have a local blockage diagnosis system in place.
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In the passive containment cooling system of AP1000, the condensed water is expected to flow down on the inner surface of the steel wall of the containment, and recover to the in-containment refueling water storage tank (IRWST), therefore, to maintain the long-term coolability of the passive residual heat removal system. However, there are attached bulging plates on the inner surface for various engineering needs, such as supporting, and the impingement of condensed water film on these bulging plates can reduce the amount of the recovered water. In this article, a 3-D Eulerian wall film model in FLUENT was used to study a series of flow behaviors when a water film impinged on the bulging plate on a plane surface. The loss ratio of falling film impinging on attached plates of different sizes under different flow rates were calculated and in good agreement with the experiment results. Four stages of the film behavior during the impingement were identified and analyzed; in addition, the influences of the bulging height of attached plate and flow rate were studied. And a correlation between the loss ratio of impinging water film, the bulging height of the attached plate, and the Weber number was obtained.
Keywords: water film, CFD, severe accident, impingment, PCCS
INTRODUCTION
In the design of AP1000, the Passive Residual Heat Removal (PRHR) system and Passive Containment Cooling system (PCCS), as shown in Figure 1, will play an important role in the long-term cooling process under severe accident scenarios. In this process, water vapor released from the primary loop or produced from the In-containment Refueling Water Storage Tank (IRWST) forms condensate on the inner wall of the containment and eventually returns to IRWST through the designated collecting water channels, which ensures the water utilization of IRWST and thus maintains the long-term coolability of PRHR. However, there are attached bulging plates on the inner surface for various engineering needs, such as supporting, the impingement of condensed water on these bulging plates can reduce the recovery. Therefore, predicting the loss of condensate recovery under impingement condition is important for PRHR long-term coolability (Cummins et al., 2003).
[image: Figure 1]FIGURE 1 | AP1000 passive containment cooling system. (Image courtesy of Westinghouse Electric Corporation).
The flow behavior of falling liquid film on the outer surface of the containment vessel has been closely studied: Ambrosini et al. (2002), Wei et al. (2012), and Guzanov et al. (2018) studied the water film falling down a flat plate experimentally; Ye and Yan (2006) reviewed studies of the stability and breakdown of falling film; Wang et al. (2016) studied evaporation of falling film; and Tian and Li (2006) and Yang (2018) studied falling film on a wall numerically.
However, there were only few studies on the flow behavior of falling film impingement on the attached plate on the inner surface of the containment vessel (Wang et al., 2013) (Tang et al., 2017); one of the reasons for this is no validated simulation method to effectively estimate the loss. The Eulerian Wall Film (EWF) model in the software FLUENT has the advantages of high computational efficiency and good simulation of liquid wall film flow (Ye and Yan, 2006) (Yang, 2018), and when a EWF model is used to simulate the full size model, computational expense is relatively small comparing to other models, such as volume of fluid model (VOF). Therefore, in this study, the EWF model was used to simulate impingement of water film on a small attached bulging plate on a vertical plane surface, and the results were validated with experiment results, thereafter an empirical correlation was developed between the loss ratio of impinging water film, the bulging height of the attached plate, and the Weber number.
NUMERICAL MODEL
Numerical Model and Boundary Conditions
The numerical model was developed based on tests carried out on Water Film Test (WAFT) facility. The schematic of WAFT facility is shown in Figure 2. A steel plate was carefully manufactured to maintain a good planarity, and then painted with nonorganic zinc paint (Carbozinc 11 HSN). The water-delivery system consists of a supply tank, a flow meter and valves, a distribution box and drain. When performing the WAFT, water was evenly distributed to the upper part of the plate through the water film distribution box, and then spread on the plate as a flowing film. Then the film impinged on the attached burging plate at the lower part, while part of the water film splashed away from the plate, the rest part was collected through the recovery trough and weighed to evaluate the loss ratio.
[image: Figure 2]FIGURE 2 | Schematic of WAFT experiment facility.
The experimental plates and their welding methods are shown in Figure 3. The plate is 5 m long and 1.2 m wide, the end of the plate is provided with a recovery trough with an open width of 0.1 m, and an attached plate is disposed 3 m downstream the water distribution box. The measuring errors of the flow meter and the weighting sensor were less than 1%.
[image: Figure 3]FIGURE 3 | Schematic of test plate and attached plate.
Different attached bulging plates with various bulging height and length were tested, and attached plates were fixed on the plate surface with corner welding. The height of the welding foot is h, and the height of the attached plate is H, and the ratio of welding foot height is defined as follows:
[image: image]
During the experiment, the influence of various factors on liquid film splashing were tested by changing the flow rate, the flow temperature, the size of the attachment plate, and the ratio of the welding foot height separately.
In the numerical study, the test plate surface and the three-dimensional space above it with a height varying from 0.1 m (for 10 mm attached plate) to 0.15 m (for 40 mm attached plate) were selected carefully to eliminate its effect on the loss ratio. In the simulation, each part in the experiment was modeled and calculated in exact proportion to the experiment. The side view of the model is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Side view of the 3-D model.
Model specification and experimental parameters are shown in Table 1. The boundary condition of surface above the test plate was set as the pressure outlet. In the calculation domain, liquid film flowed in from the upper inlet and spread on the wall surface. After the liquid film was fully developed downstream from the inlets, it impinged on the attached plate at the lower part of the test plate. The liquid lost from splashing is ejected away from the upper pressure outlet, and rest of the liquid collected in the recovery trough with an open width of 0.1 m. The specification of boundary conditions is shown in Table 2.
TABLE 1 | The geometric dimensions of the 3-D model.
[image: Table 1]TABLE 2 | Boundary conditions.
[image: Table 2]The following three assumptions were made in the modeling:
1) The fluctuation of liquid film was not considered due to limitation of EWF model.
2) Mass energy exchange between liquid film and air is not considered; in other words, the evaporation loss of liquid film during impingement and flow process was not considered.
3) The filter was not considered in the modeling, and the filter was on the opening of the recovery trough which in the experiment has negligible effect on the loss ratio.
Governing Equations
Since only the flow and splashing behaviors of falling film on the large plate was studied in this article, the heat transfer and energy equations were not considered. Assuming that the fluid is incompressible, its steady-state continuity equation is written as follows:
[image: image]
Here, [image: image] is the fluid density, [image: image] is the fluid velocity in the i direction, and [image: image] is the source term.
The momentum equation can be described as:
[image: image]
In Eq. 3, p is the pressure, [image: image] is the dynamic viscosity, [image: image] is the Kronecker function, [image: image] is the source term, and [image: image] is Reynolds stress based on Boussinesq Assumption.
As the impinging loss is not sensitive to the turbulent model, realizable k-[image: image] turbulence model is chosen based on the experiment result to describe the turbulent flow of the liquid film, and the simulated k and [image: image] transport equation of turbulence model is given separately as:
[image: image]
In Eq. 4, [image: image] is the turbulent kinetic energy, [image: image] is the turbulent kinetic energy generated by the mainstream velocity gradient, [image: image] is the turbulent kinetic energy generated by buoyancy lift, [image: image] is the Prandtl number of k equation and the value is 1.0, and [image: image] is the turbulence dissipation rate.
[image: image]
In Eq. 5, [image: image] is the volume-weighted viscosity coefficient and [image: image] is the turbulent viscosity coefficient.
[image: image]
Here, [image: image] is a coefficient sensitive to average flow and turbulence variation, it is not a constant in the model used in the article, and its specific calculation method can be referred from the study by Shih et.al (1995) (Shih et al., 1995).
The EWF model can be used to predict the production and flow of thin liquid film on the wall surface; in addition, the model can also be used to simulate the phenomenon of liquid droplet splashing, stripping, and film separation. In its assumption, thickness of the film is small compared to the radius of curvature of the surface so that the properties do not vary across the thickness of the film and that films formed are thin enough so that the liquid flow in the film can be considered parallel to the wall, with an assumed quadratic shape (ANSYS, Inc., 2013).
Conservation of mass for a two-dimensional film in a three-dimensional domain is given as follows:
[image: image]
In Eq. 6, [image: image] is the mean film velocity and [image: image] is the mass source per unit wall area due to droplet collection, film separation, film stripping, and phase change.
Conservation of film momentum is given as follows:
[image: image]
[image: image]
In Eq. 7, the terms on the left-hand side represent transient and convection effects, respectively. On the right-hand side, the first term includes the effects of gas-flow pressure, the gravity component normal to the wall surface and surface tension; the last three terms represent the effect of gravity in the direction parallel to the film, the viscous shear force at the gas-film interface, and the viscous force in the film, respectively.
During the simulation, the EWF model was enabled both in the boundary setting of the plane surface and the attachment plate, and at the same time, the discrete phase model (DPM) option, which is to track the splashing droplets, at the attachment plate and welding is set to reflect, while the option of the plane surface is set to trap, to ensure that the liquid film flows on the plate before impinging on the attachment plate.
Grid Independence
Structured grid division was adopted to divide the calculation area. Due to the application of the standard near-wall model, the y + value of the first layer grid close to the experimental board remained at about 20, while the y + value of the first layer grid near other walls remained above 20. In this article, different grid models are chosen to verify the grid independence by evaluating the water film mass loss in 10 min. The grid independence verification results are shown in Figure 5. To integrate the computational efficiency and accuracy, the model of 480,000 grids was selected in this study.
[image: Figure 5]FIGURE 5 | Film losses with different mesh numbers.
RESULTS AND DISCUSSION
Comparison Between Simulation and Experiment Results of Film Loss
To verify the capability of the current numerical model to predict the film loss, simulation results were compared with the corresponding experimental results under different test conditions. As shown in Figure 6, the loss after film impinging on the attached plate at a small flow rate was very small, and the calculated value was in agreement with the experimental value. In the case of medium flow (500 m³/h) and large flow (1,000 m³/h), the liquid film loss ratio increased significantly, and the error between the calculated value and the experimental value also increased and reached 8%.
[image: Figure 6]FIGURE 6 | Comparison of simulation results and test results of film loss.
Analysis of Impinge Behavior of Falling Film
As shown in Figure 7, the whole process of falling film impinging on the attached plate can be divided into four stages: stage of film impinging attached plate, the first stage of film reaggregation, stage of film separation, and the second film reaggregation.
[image: Figure 7]FIGURE 7 | Schematic of film impinging on the attached plate.
The results of film thickness and velocity are shown in Figure 8. The velocity range of film flow in the first three figures is 0–1 m/s; the velocity range in the last one is 0–2 m/s, all the velocity direction is along the plate.
[image: Figure 8]FIGURE 8 | Analysis of falling film thickness and velocity field.
At the first stage, when water film impinged on the attached plate, it would change the flow direction and flow along the welding line. At the second stage, the film begins to flow in three main directions. According to the assumption of no slip condition, the viscous sublayer still flows close to the wall because it remains relatively stationary with the wall, and the liquid in the turbulent core area was affected by the surface tension and internal force of the liquid. Most of the liquid flows in the direction of the welding line for a certain distance and then continues to flow back to the surface of the attached plate, while a small part of the liquid droplets overcome the influence of surface tension and then escape.
At the first stage of film reaggregation, when the length of the attached plate is short and the height of the welding seam is high enough, the liquid film may not be able to complete the first reaggregation on the attached plate after impacting on the attached plate and directly flow into the return tank in the form of jet flow. It can be seen from the distribution of the liquid film thickness on the attached plate is less than that before the attached plate.
At the stage of film impinge, the escaped droplets after impinging on the attached plate is the main source of film loss, for example, film recovery loss.
At the stage of film separation, it can be seen that the boundary layer of liquid film presents an obvious separation phenomenon in the process of wall surface separation, according to O'rourke's liquid film separation criterion (O’Rourke and Amsden, 1996):
[image: image]
where [image: image] is a constant affected by the shape of pressure distribution along the wall, [image: image] is the mean velocity across the separation edge, [image: image] is the wall velocity, and [image: image] is the unit vector whose direction is tangent of [image: image]. As shown in Eq. 8, the main influence factor is the mean relative film velocity [image: image] when film separates on the edge, which is consistent with what the velocity field shows.
At the second stage of film reaggregation, because of the difference of film velocity, the time required for the liquid after exiting the edge to return to the main board for reaggregation is different, which results in the uneven film thickness distribution on the plate below the attached plate. In addition, it can be found that the film thickness on the plate below the attached plate is larger than that on the attached plate, because some of the droplets participating in the second aggregation directly flow over the attached plate and back to the plate after impinging on the attached plate.
Study of Influence of Film Flow Rate on Film Loss
As shown in Figure 9, the film loss ratio defined in Eq. 9 was small with small flow rate, and with increasing the film flow, the film loss ratio slightly decreased after increasing when impinging on the no.2 and no.3 attached plate. The dimensions of the attached plate are listed in Table 3.
[image: image]
where [image: image] is the mass increasing rate in the recovery trough, [image: image] is the inlet flow rate, and a and b are the length and width of the attached plate.
[image: Figure 9]FIGURE 9 | Influence of film flow rate on the film loss ratio.
TABLE 3 | Sizes of different attached plates.
[image: Table 3]According to O ′Rourke et al. (O’Rourke and Amsden, 1996) and Wu p K (Wu et al., 1995) et al., the process of film separation and droplet stripping from the film is mainly affected by the Weber number, which is also the main reason that affects film loss ratio after impinging on the attached plate. Therefore, the relationship between film loss ratio, the attached plate height, and the Weber number is studied. Then the splashing space number He is defined as follows:
[image: image]
where [image: image] is the open width of the recovery trough and H is the attached plate height. By comparing the relationship between liquid film loss ratio and the Weber number and the He number, the relationship is obtained based on simulation results, which includes more than 18 loss ratios for attached plates of different sizes as shown in Table 3, and under three flow rates100, 500, and 1,000 m3/h.
[image: image]
[image: image]
And the predicted film loss ratios were compared with the test results of large flow rates (500 m3/h and 1,000 m3/h, for the lower flow rate which is 100 m3/h film is not distributed evenly in the tests), and they were in good agreement within 10% relative error as shown in Figure 10.
[image: Figure 10]FIGURE 10 | The comparison between experiment loss ratios and predicted ones.
CONCLUSION
In this study, the flow behavior of the falling film impacting on an attached burging plate on a plane surface was analyzed numerically. The numerical scheme of the falling film impinging behavior of the falling film was established using the code FLUENT. The film recovery loss was in good agreement with the experiment results. It was found that the behavior of the falling film impingement can be divided into four stages: stage of film impinging attached plate, the first stage of film reaggregation, stage of film separation, and the second film reaggregation. By studying these four stages, conclusions are as follows.
When the liquid film impinging on the attached plate at a small flow rate, the general loss rate is small, while at medium and large flow rates, the impinging process has a large film loss ratio, and the film loss ratio is affected by the size of the attached plate. The correlation between the loss ratio and the Weber number, and the nondimensional height of the attached plate was formed as [image: image].
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In situ tensile tests and crystal plasticity finite element modeling (CPFEM) were used to study the deformation and cracking behaviors of Cr-coated Zr-4 alloys for accident tolerant fuel claddings under tension. Based on the experimental results, vertical cracks in the coating generally initiated from the interface between the coating and the substrate, and expanded to the top surface of the coating. In addition, under large deformation, the vertical cracks also resulted in interfacial cracks that initiated from the cracking tips and propagated along the interface. According to the CPFEM, the cracking behaviors were mainly caused by the substantial stress concentration at the coating/substrate interface and at the grain boundaries in the Cr coating. The preferential crack initiation was related to the strain localization associated with grain orientation variation and strain mismatch.
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INTRODUCTION

After the Fukushima Daiichi accident in 2011, the concept of accident tolerant fuel (ATF) was proposed to enhance the tolerance of light water reactors under both design-basis (DB) and beyond-design-basis (BDB) accident conditions (Zinkle et al., 2014; Tang et al., 2017; Terrani, 2018). Developing high-oxidation-resistant surface coatings is one of the most effective prospective method to improve the accident tolerance of Zr claddings during loss-of-coolant accident (LOCA) or station blackout (SBO) conditions (Zinkle et al., 2014; Tang et al., 2017). The material selection, preparation technologies, and oxidation resistance of ATF coatings have been further studied in recent years. Recently, several types of coatings, such as Cr, CrN, and FeCrAl coatings, have been selected as promising candidates for ATF coatings (Terrani et al., 2013; Maier et al., 2015; Tallman et al., 2015; Usui et al., 2015; Tang et al., 2017; Wang et al., 2018; Zhong et al., 2018; Meng et al., 2019). However, information on the mechanical performance, particularly the deformation and cracking behavior, of the ATF coatings is quite limited (Jiang et al., 2018; Ma et al., 2021). The strength assessment and failure mechanisms of the ATF coating systems under either normal or LOCA conditions is an essential performance index that must be investigated before their application.

The ATF coatings developed in previous studies include ceramic materials [e.g., SiC (Usui et al., 2015) and CrN (Meng et al., 2019)], MAX-phase materials [e.g., Ti3SiC2 (Tallman et al., 2015) and Ti2AlC (Maier et al., 2015)], metallic materials [e.g., Cr (Zhong et al., 2018; He et al., 2019; Ma et al., 2021) and FeCrAl (Terrani et al., 2013)], and multi-layered composite coatings [e.g., ZrO2/FeCrAl (Wang et al., 2018)]. Among them, metallic Cr coatings have become the most popular and are the most likely to be applied in the near future. The conventional oxidation resistance and mechanical properties of Cr coatings have been systematically investigated in previous studies. For example, He et al. (2019) found that the oxide layer that formed on the Cr coating prepared by the multi-arc ion plating technique caused a 93.35% reduction in the oxidation weight gain of a Zr-4 alloy during oxidation at 1,060°C, which reflected the remarkable oxidation resistance of the Cr coating. Brachet et al. (2019), Brachet et al. (2020) prepared Cr coatings using a physical vapor deposition (PVD) process and found that they exhibited superior oxidation and fretting resistance as well as good adhesion to the Zr substrate. Kim et al. (2015) found that a thick Cr coating (90 μm in thickness) slightly increased the tensile and compressive strengths of the coated Zr-4 substrate, which might be due to its high strength and ductility. However, Brachet et al. (2019) found that a thin Cr coating (10 μm in thickness) had a negligible effect on the tensile strength of the coated substrate at room temperature, although it did have a positive effect at high temperatures.

The mechanical properties of Cr-coated Zr alloys are highly related to the deformation and cracking behavior of the Cr coating. As illustrated in Figure 1 (Jiang et al., 2017), under uniaxial tensile loading, surface cracks penetrate through the coating thickness to form parallel channel cracks (Figure 1A). When the interfacial adhesion between the coating and the substrate is weak, vertical cracks may change direction and propagate along the interface to form interfacial cracks (Figure 1B). However, when the interfacial adhesion is sufficiently strong, interfacial cracks are difficult to initiate, and vertical cracks may penetrate the substrate under continuous loading (Figure 1C). In some cases with moderate interfacial adhesion, both vertical cracks and interfacial cracks may occur simultaneously under severe deformation (Figure 1D). The cracking behavior directly reflects the coating strength and interfacial adhesion. In our previous work (Jiang et al., 2020), the cracking behavior of a Cr-coated Zr-4 substrate was preliminarily studied. The surface crack evolution was captured by in situ observations, and the crack density was predicted by a modified shear-lag model. Some key mechanical properties of the Cr coating, such as the tensile strength and interfacial fracture toughness, were evaluated by in situ tensile tests and macroscopic finite element models (FEMs). However, both the Cr coating and Zr substrate possess crystal structures, and their grain size and orientation have a remarkable influence on the cracking mode. Thus, a mesoscopic FEM based on the crystal plasticity theory must be developed to further study the deformation and cracking behavior of the Cr coating system. This study used a method that combined in situ tensile tests and a crystal plasticity finite element model (CPFEM) to investigate the elastoplastic deformation and cracking behavior of the Cr- coated Zr- 4 substrate system under tension, and the mechanism of crack initiation and propagation of the Cr coating was analyzed.


[image: image]

FIGURE 1. Typical cracking modes of coatings under tensile loading: (A) vertical crack penetrates through the coating, (B) vertical crack propagates at the interface, (C) vertical crack penetrates to the substrate and (D) vertical crack propagates at the interface and penetrates to the substrate simultaneously.




MATERIALS AND EXPERIMENTS


Experimental Materials

Zr-4 alloy was selected as the substrate material, and its chemical composition is provided in Table 1. The original Zr-4 alloy bar was subjected to an annealing treatment at 800°C for 24 h in vacuum, after which it was cut into dog-bone-shaped tensile samples with a gauge length of 20 mm. The typical microstructure of the resulting Zr-4 alloy is shown in Figure 2A, with a grain size of approximately 20 μm. A multi-arc ion plating technique was used to deposit the Cr coating (purity of approximately 99.9%) on the surface of the Zr-4 alloy. Detailed deposition parameters are listed in Jiang et al. (2020). The surface and cross-sectional morphologies of the Cr-coated Zr-4 substrate are shown in Figures 2B,C. The coating had a dense microstructure with small grains that were 1 μm in size. The coating thickness was relatively uniform with an average thickness of 10 μm. The Cr coating bonded tightly to the substrate, and no micro-cracks or micro-voids were found at either the surface or the interface.


TABLE 1. Chemical composition of the Zr-4 alloy (wt.%).
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FIGURE 2. Surface morphologies of (A) the uncoated Zr-4 alloy and (B) the Cr coating, and (C) the interfacial morphology of the as-deposited Cr-coated Zr-4 substrate.




In situ Tensile Test Method

As shown in Figure 3, in situ tensile tests of the Cr-coated samples were performed using a mechanical experimental device equipped with a high-magnification optical microscope, a mechanical loading system (for tensile tests, fatigue tests, and three-point bending tests), and a data acquisition system. As shown in Figure 3B, the test sample was fixed to the mechanical loading system by two clamps. The optical microscope (3,000 × maximum) was suspended over the mechanical loading system to observe the deformation and cracking behavior on the surface of the sample during the tensile process. Tensile tests were performed under the displacement control mode at a constant rate of 5 × 10–3 mm/s, i.e., a strain rate of 2.5 × 10–4 s–1. The tensile test was paused at various moments to capture the crack initiation and its evolution on the coating surface. Note that an area of 1,450 μm × 1,100 μm where the first visible surface crack initiated was imaged to capture the crack evolution. The engineering strain was calculated by dividing the tensile displacement by the original gauge length. The tensile test ended when the sample fractured entirely. After the tensile test, the cross section of the sample was examined using scanning electron microscopy (SEM) to analyze the interfacial cracking behavior.


[image: image]

FIGURE 3. (A) In situ mechanical device equipped with a high-magnification optical microscope and (B) view of the mechanical loading system.




CRYSTAL PLASTICITY THEORY AND FINITE ELEMENT SIMULATION PROCEDURE


Crystal Plasticity Theory

A rate-dependent crystal plasticity theory based on the classical work of Taylor and Hill (Taylor, 1938; Lee, 1969; Hill and Rice, 1972) is applied to describe the anisotropic constitutive relation of the materials. The model is capable of modeling the plasticity deformation of crystals considering the crystal orientation effects. In this work, the flow rule on each slip system is assumed to follow a power–law relationship (Hutchinson, 1976),

[image: image]

where [image: image] is the shear rate, τα is the resolved shear stress, [image: image] and m are the reference strain rate and rate sensitivity coefficient of slip system α, respectively, gα is the critical resolved shear stress determined by the hardening state of the material on the crystal scale.

In this study, a Voce hardening model (Agnew et al., 2001) was chosen to model the hardening of the Zr-4 alloy substrate, which has been widely used for hexagonal close-packed (HCP) crystal structure. An exponential hardening model (Peirce et al., 1982) was chosen to model the hardening of the Cr coating, which has a body-centered cubic (BCC) crystal structure. The hardening laws are expressed as follows:

(i) Voce hardening model:

[image: image]

where [image: image] is the critical shear stress of the α-th slip system in the initial state. [image: image] is the critical shear stress of the α-th slip system at steady state. γ is the sum of the shear strains of all the slip systems in the current step. [image: image] and [image: image] are the initial and final hardening rates, respectively.

The increment of the critical shear stress of the α-th slip system in this increment step can be solved by the following formula:

[image: image]

where qαβ represents material self-hardening (α = β) and latent hardening (α ≠ β). Its value is assigned as 1.0 for coplanar slip systems and 1.4 otherwise.

(ii) Exponential hardening model:

The micromechanical interaction between any slip system β and the fixed slip system α is taken into consideration by

[image: image]

where hαβ represents the hardening matrix and is given as

[image: image]

where [image: image], a, g0, and g1 are the slip hardening parameters. In the simulation of Zr-4 deformation, twinning is regarded as a special slip system. Due to the polarity of the twinning, the lattice rotation caused by twinning is different from the lattice rotation caused by slip. In this study, the models proposed by Tomé et al. (1991) and Paul (1978) were used.



Finite Element Modeling


Calibration of Crystal Plasticity Material Parameters

The crystal plasticity material parameters of both the Zr-4 alloy and Cr coating were confirmed and calibrated first. Note that because no experimental data for Cr coatings deposited by the multi-arc ion plating method was available, the parameters of the Cr coating were assumed to be the same as those of pure Cr. The crystal plasticity model parameters of the Zr-4 alloy and pure Cr were chosen following Paul (1978), Holzwarth and Stamm (2002), Xu et al. (2009), and Yang et al. (2018). Regarding the hardening of Cr coating, the model parameters were chosen based on Raabe et al. (2005). The crystal plasticity parameters were calibrated using a trial-and-error method until the simulated tensile curves were consistent with those in the literature. Figure 4 displays the simulation results of the Zr-4 alloy and pure Cr, respectively, which show good agreement with the published results. Based on the calibration, the elastic modulus constants of Zr were confirmed to be C11 = 143.5 GPa, C12 = 72.5 GPa, C13 = 65.4 GPa, C33 = 164.9 GPa, C55 = 32.1 GPa, and C44 = 35.5 GPa, and the hardening parameters are listed in Table 2. The elastic matrix constants of pure Cr were confirmed to be C11 = 307.0 GPa, C12 = 70.3 GPa, and C44 = 80.9 GPa, and the hardening parameters are listed in Table 3.


[image: image]

FIGURE 4. Comparison of the stress–strain curves of (A) the Zr alloy and (B) pure Cr calculated by crystal plasticity simulations with the experimental results (Paul, 1978; Holzwarth and Stamm, 2002; Raabe et al., 2005; Xu et al., 2009; Yang et al., 2018).



TABLE 2. Material parameters of the Zr alloy for crystal plasticity modeling.

[image: Table 2]
TABLE 3. Material parameters of pure Cr for crystal plasticity modeling.

[image: Table 3]


Finite Element Model Set-Up

A two-dimensional FEM consisting of a 10 μm thick Cr coating and a 28.8 μm thick Zr-4 substrate was built in ABAQUS. The geometry, meshes, and boundary conditions of the model are shown in Figure 5. The interface between the Cr coating and the substrate was assumed to be flat, and no initial interfacial cracks or vertical surface cracks were included in the model. According to the author’s previous studies (see Wei et al., 2019; Brachet et al., 2020; Jiang et al., 2020), Cr coatings deposited by multi-arc ion plating possess columnar grain structures with an average width of 1 μm and thickness of 10 μm, whereas the Zr-4 substrate possesses equiaxed grains with an average size of 20 μm. For the convenience of finite element modeling, the grains of the Cr coating were assumed to be rectangular in the FEM, and the grains of the Zr-4 substrate were assumed to be pentagonal, as shown in Figure 5A. To study the effect of grain shape, a FE model with cubic grains was built for comparison. The obtained stress-strain curve was consistent with that of the model with pentagonal grains, indicating that the grain shape has negligible effect on the stress-strain curve. Considering the periodicity and symmetry, a two-period region containing 40 grains in the Cr coating and four grains in the Zr-4 substrate was chosen for the following simulation. As shown in Figure 5C, for symmetric boundary conditions, the left edge was constrained to move in the x direction, and the bottom edge was constrained to move in the y direction. For the periodic boundary condition, all nodes on the right edge were restricted by a multipoint constraint (MPC) method such that they were allowed to move in the x direction but remained in-plane and vertical. In addition, a uniform tensile strain was applied on the right edge, which was consistent with the tensile loading during the tensile test. Four-node plane-strain elements were generated in both the Cr coating layer and the Zr substrate layer for finite element meshing. As shown in Figure 5B, the entire model contained 2,468 elements, including 840 elements in the Cr coating. In the FEM, both the Cr coating and Zr-4 substrate were considered to be elastoplastic materials. A verified crystal plasticity model described in section “Crystal Plasticity Theory” has been implemented in ABAQUS using in-house user material subroutine (VUMAT) codes developed by the authors, to describe the stress–strain behaviors of polycrystalline alloys.


[image: image]

FIGURE 5. FEM of the coating–substrate system: (A) geometric model, (B) meshed model, and (C) boundary conditions.




Crack Analysis Based on the Cohesion Zone Model

In the FEM, the surface cracking behavior of the Cr coating under tension was also simulated based on the cohesion zone model (CZM). The FEM assumed that vertical cracks would initiate and propagate between two columnar grains in the Cr coating. Based on the in situ observation, surface cracks occurred when the strain reached 0.4%, while few interfacial cracks were found initiated from the surface crack tips when the strain was larger than 5% (Jiang et al., 2020), which reflected high interfacial adhesion property between the coating and the substrate. Therefore, in this FE model, the coating was assumed to bond tightly on the substrate and no interfacial cracks occurred in a small tensile strain range. As shown in Figure 6A, to model a vertical crack, a layer of cohesive elements with zero thickness was located in the middle of the Cr coating vertical to the interface. The CZM assumes that there is a cohesive zone ahead of a crack tip, where the separation of the material is restricted by cohesive tractions. The material behavior of the cohesive elements is characterized by a bilinear transition–separation law (TSL). Schematics of pure Mode I and Mode II TSLs are shown in Figures 6B,C, respectively. The TSL assumes that the elements have linear elastic behavior before damage; once a damage criterion is reached, damage initiates and accumulates continuously under external loading. Once the damage value reaches one, cracks will be initiated, and the related elements will be deleted to represent a crack surface. A detailed description of the CZM and TSL can be found in our previous work (Jiang et al., 2018). For the modeling of crack based on the CZM, the fracture strength (σ0) and critical energy release rate (i.e., fracture toughness, Gc) must be evaluated. Figure 7 displays the effects of σ0 and Gc on the strain for surface crack initiation, εc. It was shown that larger σ0 and (or) Gc led to larger εc (namely, later crack initiation). Besides, for a given σ0, the εc increased slowly with the increase of Gc. Based on the above computational results, to match with the experimental results that cracks occur at εc = 0.4%, σ0 and Gc were chosen as 180 MPa and 0.1 mJ/mm2, respectively.


[image: image]

FIGURE 6. (A) Location of cohesive elements in the coating–substrate model, and the schematics of bilinear TSLs: (B) Mode I TSL and (C) Mode II TSL.



[image: image]

FIGURE 7. Effects of the fracture parameters, σ0 and Gc, on the strain for crack initiation, εc: (A) εc vs. σ0 for different Gc, (B) εc vs. Gc when σ0 = 180 MPa.




RESULTS AND DISCUSSION


Experimental Observations

Figure 8 displays the experimental results, including in situ observations of the surface crack evolution and cross-sectional morphologies of vertical and interfacial cracks. As seen in Figures 8a–c, the first visible surface crack was found in the Cr coating when the tensile strain (ε) reached 0.4%. As the tensile strain increased, new surface cracks were continuously generated between two adjacent cracks, leading to an increase in the crack density. These multi-cracks were parallel to one another and vertical to the tensile direction. Subsequently, almost no new surface cracks were formed, and the crack density tended to be stable with increasing tensile strain; however, the cracks continued to darken, which indicates that the crack opening displacement (COD) became larger.


[image: image]

FIGURE 8. Cracking behaviors of the Cr-coated Zr-4 substrate under tension: in situ observations of the surface crack evolution at (a) ε = 0.4%, (b) ε = 1.32%, and (c) ε = 11.1%, and cross-sectional morphologies of cracks at various strains ranging from 3 to 10% showing (d) a vertical crack that initiated from the interface, (e) a vertical crack that penetrated through the coating thickness, (f) two vertical cracks initiated from both the interface and surface, (g) a vertical crack that penetrated to the substrate, (h) an interfacial crack that initiated from a vertical crack tip, and (i) cracks that not only penetrated to the substrate but also propagated along the interface.


To understand the initiation and propagation behavior of cracks on the surface of the coating, the cross-section morphologies at various strains were observed, as shown in Figures 8d–i. Vertical surface cracks were found that initiated in different areas. In most areas, vertical cracks were generated from the interface and propagated to the surface (see Figure 8d), which might be driven by the stress concentration at the interface caused by the large differences in the elastic modulus and plastic deformation between the Cr coating and the Zr alloy substrate. Further analysis and explanation will be presented in the following section using the results of the finite element simulation. In some areas, vertical cracks were also found that initiated from the surface (see Figure 8f), which might be due to local stress concentration caused by impurities or defects present on the coating surface.

Furthermore, after the vertical cracks penetrated through the coating thickness, they continued to propagate along different paths under continuous tension. In most areas, vertical cracks penetrated through the coating to the substrate (see Figure 8g), while few vertical cracks propagated along the interface (see Figure 8h), which reflected the weak interfacial adhesion in these local areas. In some areas, cracks not only penetrated to the substrate but also propagated along the interface (see Figure 8i). The competition between the mechanisms causing vertical and interfacial cracking was highly dependent on the magnitude of the fracture toughness of the Cr coating and the interfacial fracture toughness between the Cr coating and the substrate.



Plastic Deformation and Stress Analysis

The plastic deformation behavior of the coating system without considering cracking is presented first. Figure 9 displays the distributions of stress components, Sxx, Syy, and Sxy, in the coating-substrate system at ε = 0.4%. Clearly, the stress components in both the coating and the substrate were non-uniformly distributed along the x direction, and the Syy and Sxy were non-zero in large areas. These results were quite different from those calculated by a macro-scale FEM that considered isotropic material properties. The different mechanical behaviors of grains with different orientations led to this non-uniform distribution. In addition, the stress distribution near the interface showed a remarkable jump from the substrate to the coating, which was highly related to the difference in the mechanical properties of the two crystal structures (BCC structure for the Cr coating and HCP structure for the Zr-4 substrate) and deformation mismatch between the coating and the substrate. The grain-induced local stress concentration would promote earlier crack initiation under tension.


[image: image]

FIGURE 9. Distributions of stress components in the coating-substrate system at ε = 0.4%: (A) Sxx, (B) Syy, and (C) Sxy.


As shown in Figure 9, the stresses were different along the directions vertical and parallel to the tensile direction. To analyze the stress distribution in detail, a reference coordinate system was defined, as shown in Figure 10. The x-axis was parallel to the tensile direction, and the grains in the Cr coating were numbered from left to right as No. 0 to No. 40. The y-axis was parallel to the coating thickness such that the interface was located at y = 0 μm, and the coating surface was located at y = 10 μm. The stress components, Sxx and Syy, which were the driving forces for vertical and interfacial cracks, respectively, are the primary focus in the following discussion.


[image: image]

FIGURE 10. Coordinate system of the coating (substrate is underneath the coating).


Because the stresses in various grains in the coating were non-uniform, a detailed analysis of the Sxx distributions along the y direction for different grains (i.e., different x) was performed, as shown in Figure 11. No obvious decrease in Sxx were found along x direction. The stress presented a different distribution among grains because of the different crystal orientations in the adjacent grains. Their deformation abilities along the tensile direction were different, as derived from the Schmidt law. Figure 12 shows the Sxx distribution at the interface and the corresponding rotation angles (φ1, which can represent the grain orientations) around the z-axis in a laboratory coordinate for different grains in the Cr coating. For different grains, the interfacial stress varied from a minimum value of 247 MPa to a maximum value of 312 MPa. The significant variation in the stress is quite different from the results calculated by an isotropic constitutive model in which the stress was independent of the position along the x direction. For the CPFEM, the difference in the Schmidt factor for different Cr grains can rationalize the non-uniform stress distribution. The location where Sxx reached the maximum value could be the most preferential site for vertical crack formation.


[image: image]

FIGURE 11. Sxx distributions along the y direction for different grains in the Cr coating when the tensile strain ε reached 0.4%. Note that x = 0 indicates grain No. 0, and x = 36 indicates grain No. 36.



[image: image]

FIGURE 12. (A) Sxx at the interface between the coating and the substrate and (B) the corresponding rotation angles around the z-axis in a laboratory coordinate for different grains in the Cr coating when the tensile strain reached 0.4%.


Because interfacial cracks were also found in the tensile test, the driving force, i.e., Syy, was also analyzed. Figure 13 shows Syy at the interface for different grains in the Cr coating. It is worth noting that for an isotropic constitutive model, Syy should be zero for different x and y in the coating because no external loading is applied along the y direction. However, for the CPFEM, Syy in the coating varied greatly from -10 to 45 MPa in different positions, which was caused by the different crystal orientations of the Cr grains and the deformation mismatch between the coating and the substrate. As shown in Figure 13, Syy near the interface showed the largest change due to the deformation of the substrate. Near the coating surface, Syy in the coating tended to be nearly zero. The stress Syy showed tensile value at the interface, which may raise the possibility of initiation of interfacial cracks.


[image: image]

FIGURE 13. Syy distributions along the y direction for different grains in the Cr coating when the tensile strain ε reached 0.4%.




Tensile Cracking Behavior

During tensile tests, vertical cracks initiated and propagated through the coating thickness with increasing tensile strain, as shown in Figure 7. The cracking behavior in the Cr coating is directly related to the stress evolution with tensile strain. In turn, the formation of the crack redistributes the local stresses. To analyze this phenomenon, the initiation and propagation of vertical cracks in the Cr coating was simulated using a CZM, and the results of stress and crack evolutions under different tensile strains are displayed in Figure 14. As shown in Figures 14A,D, when ε reached 0.25%, although a crack had not yet formed, damage had already initiated and accumulated in the cohesive elements. The degradation in the cohesive zone led to local stress and strain concentration in the substrate near the interface. As shown in Figures 14B,E, the vertical crack began to form in the Cr coating when ε reached 0.25%, which indicates that the damage value in the cohesive elements reached one, and the relevant elements were deleted to form the crack surface. Once initiated, the vertical crack passed through the coating thickness rapidly to form a macro crack. Comparing Figure 9 and Figure 14B, the stress distribution changed considerably with the formation of the vertical crack. In particular, in the substrate, an area of stress concentration formed near the interface, passing through two adjacent Zr grains. In the Cr coating, the stress near the coating surface relaxed greatly in the region adjacent to the crack surface, while the stress near the interface increased considerably because of the crack tip. As the tensile strain increased, the vertical crack broadened, and the stress and strain concentrations increased considerably (see Figures 14C,F). Once the stress in the substrate reached a critical value, the vertical crack penetrated the substrate along the direction marked by the arrows in Figures 14C,F. The predicted crack deflection was consistent with the experimental observation shown in Figure 8.


[image: image]

FIGURE 14. Evolution of the stress (Sxx) and strain (LExx) distributions with increasing tensile strain: (A,D) ε = 0.25%, (B,E) ε = 0.4%, and (C,F) ε = 1.0%.


Crack formation can also affect the stress–strain curve of the coating–substrate system. As shown in Figure 15, the engineering stress–strain curve changed markedly, particularly during the early period of tension. After the vertical cracks formed, the stress declined slightly when the strain increased from 0.4 to 0.65%, which was caused by stress relaxation with crack propagation. Once the vertical crack penetrated through the coating thickness, it was hindered by the substrate and stopped at the interface. When ε > 0.65%, the stress increased slowly and smoothly with increasing tensile strain.


[image: image]

FIGURE 15. Engineering stress–strain curve of the Cr-coated Zr substrate system when considering vertical cracking behavior.


It is noted that the high stress concentration located at the crack tip may result in continuous crack propagation with a large tensile strain. As discussed previously, two propagation paths were possible: along the original crack direction (i.e., perpendicular to the loading direction), and along the interface between the coating and the substrate. The competition between the vertical and interfacial cracking mechanisms is controlled by the fracture parameters, such as the fracture strength and toughness of the coating and the substrate, and the interfacial fracture toughness. Further experiments and finite element calculations of these competing mechanisms will be developed in the future studies to build a strength assessment method for the ATF coating system.



CONCLUSION

The plastic deformation and cracking behavior of the Cr-coated Zr-4 cladding system were investigated by combining in situ mechanical tests and crystal plasticity finite element simulation. The main conclusions are summarized as follows:


(1)Based on in situ observation, the first surface crack appeared in the Cr coating with a tensile strain of 0.4%, and the crack density increased with the tensile strain. Vertical cracks generally initiated from the interface and penetrated through the coating thickness. Besides, a few interfacial cracks also initiated from the vertical crack tips due to the large local stress concentration.

(2)Based on the crystal plasticity simulation, the stress distributions in both the Cr coating and the Zr-4 substrate were non-uniform, which was quite different from those predicted by an isotropic constitutive model. The different mechanical behaviors and crystal orientations in different grains led to these non-uniform distributions. In addition, both Sxx and Syy showed concentration at the interface, which were responsible for the driving forces of vertical and interfacial cracking, respectively.

(3)Compared with the case without considering cracking, the stress in both the Cr coating and the Zr-4 substrate redistributed evidently with the formation of a vertical crack. When the vertical crack penetrated through the coating to reach the interface, large stress and strain concentrations were formed, particularly in the substrate, which was responsible for the failure process of the coating-substrate system.
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To obtain the optimized fuel performance, the effects of U-Mo irradiation creep rate coefficient on the thermo-mechanical behavior of a fuel assembly are investigated. In this study, three cases of creep rate coefficient are considered. The distribution and evolution results of temperature, displacement, stress/strain and fuel foil micro-structure are analyzed. The simulation results indicate that with the increase of creep rate coefficient 1) the temperature field in the fuel assembly changes slightly; 2) the maximum out-of-plane displacements in the side plates decrease slightly; the maximum out-of-plane displacements in the fuel plates adjacent to the outside Al plates rise distinctly, induced by the enhanced bending deformation contributions; 3) the peak values of the first principal stresses and skeleton normal stresses in the fuel foils are reduced, while the through-thickness creep strains are enlarged; 4) with an increase of fuel creep rate coefficient from 500 × 10−22 mm3/(fission MPa) to 2,000 × 10−22 mm3/(fission·MPa), the maximum Von Mises stress in the fuel cladding decreases by ∼24% on the 308th day. This work is helpful for advanced fabrication and optimization design of U-Mo/Al fuel assemblies.
Keywords: U-Mo/Al monolithic fuel assembly, irradiation creep, thermo-mechanical behavior, irradiation swelling, fission gas bubbles, skeleton stress of porous fuel foil
INTRODUCTION
To comply with nuclear non-proliferation requirements (Hanson and Diamond, 2011; Woolstenhulme and Nielson, 2011; Woolstenhulme et al., 2012; Robinson et al., 2013), low enriched uranium (LEU) fuels need to be utilized for advanced research and test reactors. Monolithic U-Mo fuels have been demonstrated to be attractive candidates because of their low neutron capture cross section, high uranium density, stable irradiation swelling performance (Burkes et al., 2009; Robinson et al., 2013; Mei et al., 2015; Newell et al., 2017). Rectangular fuel assemblies (Brown et al., 2013; Wu et al., 2017) can be made by connecting a number of U-Mo/Al monolithic fuel plates (Cheng et al., 2004; Perez et al., 2011; Robinson et al., 2013; Turkoglu et al., 2019) with an Al alloy frame, using the processing method of rolling-swage. In the reactor cores, dozens of fuel assemblies will be placed into specified positions, and control rod channels are retained among the fuel assemblies (Wu et al., 2017). The coolant channels exist between the fuel plates to keep the normal coolant flow (Baek et al., 2015; Fan et al., 2016; Guo et al., 2018; Ma et al., 2018), with the fission heat transferred timely (Cheng et al., 2004; Baek et al., 2015; Woolstenhulme et al., 2015). Under the in-service environments, different mechanisms are involved in the deformations of fuel assemblies (Deng et al., 2017), which will result in the variations of control rod channels and coolant channels. In order to achieve the optimization of a reactor design, it is necessary to develop theoretical models and conduct numerical simulation researches on the thermal-mechanical behavior of fuel assemblies, combined with experimental researches.
Complicated in-pile thermo-mechanical behavior appears in U-Mo/Al monolithic fuel assemblies (Miller et al., 2010; Kim et al., 2012; Deng et al., 2017), which mainly depends on the following contributions: 1) the deformations (Miller et al., 2010; Kim and Hofman, 2011; Kim et al., 2013; Meyer et al., 2014; Zhao et al., 2015) induced by irradiation swelling and creep of fuel foil (Kim et al., 2013; Kim and Hofman, 2011); 2) the plasticity and thermal creep performances of cladding (Yan et al., 2017; Jian et al., 2019a); 3) formation of porous fuel structure due to the fission-gas-resulted bubbles (Rest, 2010; Meyer et al., 2014); 4) the acceleration of fission gas swelling driven by grain recrystallization (Rest, 2010); 5) the degradations of thermo-mechanical properties and macroscale strength owing to the formed porous structure, pore pressure and the possible creep damage in the fuel foil (Rest, 2010; Robinson et al., 2008; Iltis et al., 2016; Yan et al., 2017; Salvato et al., 2018; Jian et al., 2019a; Schulthess et al., 2019); 6) the complex mechanical interactions across all the parts, including the fuel plates, the outside Al plates and the side plates (Deng et al., 2017). On one hand, the irradiation creep strains will relax the stresses in the fuel foils or the other parts. On the other hand, the high creep strains will result in creep damage and degradation of fuel strength (Iltis et al., 2016; Jian et al., 2019a). It is necessary to examine the effects of fuel creep performance on the thermal-mechanical behavior in U-Mo/Al fuel assemblies, which will supply a basis for advanced fuel design.
The thermo-mechanical behavior analysis for monolithic U-Mo/Al fuel plates can be found in the previous works (Kim et al., 2012; Kim et al., 2013; Jian et al., 2019a). A linear relation of equivalent creep strain rate with fission rate and Von Mises stress was generally adopted, namely [image: image] (Dienst, 1977; Ghoshal et al., 2013; Yan et al., 2019). Kim et al. (2013); Yan et al. (2019) and Jian et al., (2019b) made important contributions to the predictions of fuel creep rate effects, and the researches indicated that the fuel creep performance played an important role in the thermo-mechanical behavior of fuel plates. It is noted that these simulations were focused on the mini fuel plates (Miller et al., 2010; Woolstenhulme et al., 2012). Recently, Mao et al. (2021) simulated the thermo-mechanical coupling behavior of a real-size U-10Mo/Al monolithic fuel assembly with a constant fuel creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa). On this basis, the effects of fuel creep rate on its thermal-mechanical behavior need to be further investigated.
In this study, simulations of the thermo-mechanical coupling behavior are implemented for three fuel assemblies with respective U-Mo irradiation creep rates, and the corresponding effects on the results of temperature, deformation and stresses are obtained and analyzed, together with the influences on the fuel porosity, pore pressure and skeleton stresses (Jian et al., 2019b).
FINITE ELEMENT MODELING
Finite Element Model
A typical fuel assembly made of sixteen U-Mo/Al monolithic fuel plates and an Al alloy frame is considered (Mao et al., 2021), as shown in Figure 1A, with the fuel plates assembled well into two grooved side plates through roll-swaging (Kim et al., 2014). The dimensions of fuel plates are 332.0 mm × 68.0 mm × 1.27 mm, and those of U-Mo fuel foil are 279.4 mm × 61.34 mm × 0.216 mm (Baek et al., 2015), as illustrated in Figure 1B. The coolant channels between two neighboring plates (Baek et al., 2015) can be found in Figure 1C, with a width of 2.95 mm. The sizes of grooved side plates are set as 332.0 mm × 75.96 mm × 6.5 mm (Baek et al., 2015).
[image: Figure 1]FIGURE 1 | Model details in (A) Schematic view, (B) The View 1 and (C) The View 2 of the fuel assembly (all dimensions in mm) (Mao et al., 2021).
According to the fission density data (Brown et al., 2013) in Figure 2A, a linearly-distributed fission rate is fitted as
[image: image]
where [image: image] depicts the fission rate in the unit of fission/(mm3 s); x denotes the current coordinates in mm. The heat generation rate can be correspondingly determined (Zhao et al., 2015). It is noted that the fission rate is unvaried during the whole irradiation period.
[image: Figure 2]FIGURE 2 | (A) The distribution of fission density along fuel foil length direction (Brown et al., 2013) after irradiation of 308 days and (B) The boundary conditions of FE model, and (C) The mesh in the fuel assembly.
With the symmetries in geometry, loads and boundary conditions of the considered fuel assembly, 1/4 part is established as the FE model in Figure 2B. Fixed displacement boundary conditions are applied on the two ends. In addition, the continuous conditions of displacement and temperature are considered on the formed interfaces. The temperature of coolant is set as 323 K (Cui et al., 2015), and the convection heat transfer boundary conditions are taken into account, with a heat transfer coefficient of [image: image] (Cui et al., 2015). The simulations are performed on the commercial software ABAQUS, and the finite element discretization is carried out with the element C3D8RT. As shown in Figure 2C, 1,098,444 elements are adopted, which has been verified with convergent calculation results.
The Governing Equations and Solution Techniques for the Thermal-Mechanical Fields
Governing Equations
For the Temperature Field
The temperature field in the fuel assembly is governed by (Ding et al., 2009).
[image: image]
where [image: image] is the thermal conductivity; [image: image] is the heat generation rate. It is noted that the porosity-related thermal conductivity models (Jian et al., 2019b) are adopted for the nuclear fuel foils, and the porosity varies with burnup due to the fission-induced bubbles (Jian et al., 2019a). The heat generation rate for nuclear fuel foils is location dependent, which can be obtained with Eq. 1. The thermal conductivity models for Al alloy cladding and frame are the same as that in Jian et al. (2019b).
For the Mechanical Field
In this study, large deformation is considered, and the governing equations of the mechanical field can be expressed as
[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] are the co-rotational Cauchy stress tensor and its time derivatives; [image: image] denotes the co-rotational velocity gradient tensor; [image: image] and [image: image] represent the total deformation rate and the elastic deformation rate with respect to the current configuration; [image: image] depicts the co-rotational elastic logarithm strain tensor, and [image: image] refers to the unit tensor; [image: image] and [image: image] are Lame constants, and they vary with time.
It should be mentioned that the total deformation rate consists of the deformation contributions of elasticity, irradiation creep and irradiation swelling for the fuel foil. The mechanistic fission gas swelling model has been used. The grain crystallization effect has been involved, and the bubble radius correlates with the grain-scale fission gas atom diffusion, detailed in Jian et al. (2019a); Jian et al., 2019b. For the Al alloy, the total deformation rate is composed of elasticity, creep and plasticity parts, with the models of Lame constants and creep the same as those in Jian et al. (2019b), with the plasticity model adopted from Jian et al. (2019a).
The fission-induced creep rate model is given as Yan et al. (2017).
[image: image]
where, [image: image] denotes the equivalent irradiation creep rate in (/s); [image: image] represents the Von Mises stress in MPa; the fission rate of [image: image] uses the unit of fission/(mm3· s). [image: image] is the creep rate coefficient. In this study, three creep rate coefficients with the values of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa), and 2,000 × 10−22 mm3/(fission·MPa) are adopted to evaluate the U-Mo creep rate effects on the thermo-mechanical behavior in the fuel assembly, respectively.
Solution Techniques for the Irradiation-Induced Thermal-Mechanical Fields
For the numerical implementation of the thermal-mechanical theoretical models on the commercial software ABAQUS, it is necessary to define the location-irradiation time-temperature dependent thermal-mechanical constitutive relations. The solution techniques in this study are similar to those in our previous works (Ding et al., 2009; Ding et al., 2009; Gong et al., 2013; Gong et al., 2014; Zhao et al., 2014; Cui et al., 2015; Zhao et al., 2016; Zhao et al., 2016; Kong et al., 2018). Here, the three-dimensional mechanical constitutive relation in an incremental form is briefly introduced as follows.
For a small time increment [image: image], the incremental constitutive relation for an integration point in a co-rotational coordinate system can be obtained as
[image: image]
where [image: image] and [image: image] are the incremental components of Cauchy stress tensor and elastic logarithmic strain tensor in the co-rotational coordinate system; [image: image] and [image: image] are the increments of Lame constants in a small time increment; [image: image] is the components of elastic logarithmic strain tensor at time [image: image], also in the co-rotational coordinate system.
In ABAQUS, based on the polar decomposition (Simulia and Fallis, 2013) for the deformation gradient increments, the values of the total logarithmic strain increments are calculated out for stress update. One should develop stress update algorithms and consistent stiffness modulus, with the other strain increment contributions involved, and then the subroutines of UMAT can be programmed to define the irradiation-induced complex mechanical constitutive relations. For the U-Mo fuel foil and Al alloy, the similar solution strategy as those in our previous works (Ding et al., 2009; Ding et al., 2009; Gong et al., 2013; Gong et al., 2014; Zhao et al., 2014; Cui et al., 2015; Zhao et al., 2015; Zhao et al., 2016; Zhao et al., 2016; Kong et al., 2018) is adopted in this study, and the developed models, algorithms and user-defined subroutines have been verified. Especially, with the mechanistic gaseous swelling model and irradiation creep model used for U-Mo fuels, the fuel foil thickness increments in a mini plate were calculated to match well with the experimental results (Jian et al., 2019a).
The Skeleton Stress Model
A porous structure of U-Mo fuel foils will be formed due to fission gas bubbles. The skeleton stress model (Jian et al., 2019a; Jian et al., 2019b) is incorporated into the finite element calculations, which depends on the bubble volume fraction [image: image], bubble radius [image: image], surface tension [image: image] and internal pressure of bubbles [image: image], expressed as
[image: image]
where [image: image] is the skeleton stress in MPa; [image: image] in MPa depicts the maximum normal stress on a macroscopic scale; [image: image] equals to 1.0 × 10−3 N/mm, and [image: image] is the bubble radius in mm. Some details can be found in our previous work (Jian et al., 2019a).
RESULTS AND DISCUSSION
In this section, the simulation results of temperature, displacement and stress/strain for three U-Mo/Al plate-type fuel assemblies with different fuel creep rate coefficients are compared and analyzed. The view cuts and output paths are displayed in Figure 3.
[image: Figure 3]FIGURE 3 | View cuts and typical output paths chosen in the fuel assembly (all dimensions in mm).
Effects of Fuel Creep Rate Coefficient on the Temperature and Displacement Fields
On the Temperatures in the Fuel Plates and Side Plates
As the same irradiation conditions are considered, the temperature fields in eight fuel plates are almost the same. Figure 4A gives the contour plot of temperature field in the fuel foil of Plate 8, after irradiation of 308 days for a creep rate coefficient of 500 × 10−22 mm3/(fission·MPa). It can be easily noted that a peak value of ∼377.8 K exists in the heavily irradiated region. To present the effect of U-Mo creep rate coefficient on the temperature field, Path 1 in Figure 3, on the fuel meat top surface of Plate 8, is chosen. Path 2 which goes through the maximum temperature point on the side plate is also selected in Figure 3. As no fission heat is generated in the outside Al plates, a temperature gradient is formed in the width direction of side plate A. As depicted in Figures 4C,D, the temperature results change slightly for the considered three creep rate cases.
[image: Figure 4]FIGURE 4 | Contour plot of temperature field in (A) The fuel foil of Plate 8 and (B) The side plate A after irradiation of 308 days for a creep rate coefficient of 500 × 10−22 mm3/(fission·MPa), and the temperature results along (A) Path 1 and (D) Path 2 on the 308th day for three creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2,000 × 10−22 mm3/(fission·MPa).
On the Displacements of Side Plates
The schematic design of the reactor core in Wu et al. (2017) indicates that narrow control rod channels exist among different fuel assemblies. The irradiation-induced space variations of these channels deserve attention. The out-of-plane displacements U2 of side plates directly affect the variations of control rod channels, and U2 depicts the displacement component in the y-direction, as shown in Figure 3. Figure 5A depicts the contour plot of displacement U2 in side plate A, after irradiation of 308 days for a creep rate coefficient of 500 × 10−22 mm3/(fission·MPa). The maximum displacement of ∼0.084 mm occurs in Path 2 of Figure 3. In Figure 5B, one can observe that the displacements of U2 show a trend of reduction as a whole, with the increase of creep rate coefficient. After irradiation of 308 days, the maximum displacement is ∼0.082 mm for a creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa), which is ∼2.4% smaller than that for 500 × 10−22 mm3/(fission·MPa). This indicates that the resultant forces from every fuel plate are slightly changed. It should be mentioned that the displacements of side plate mainly result from the bending deformations, driven by the forces from the fuel plates (Mao et al., 2021). Compared to the initial width of 1 cm (Cheng et al., 2004), the effects of out-of-plane displacements in the side plates can be ignored. It is noted that the displacement results are obtained with the two ends of fuel assembly constrained. The effects of creep rate coefficient might be varied under some other constraint conditions.
[image: Figure 5]FIGURE 5 | (A) Contour plot of displacement U2 in side plate A after irradiation of 308 days for a creep rate coefficient of 500 × 10−22 mm3/(fission·MPa) and (B) The corresponding results along Path 2 for various creep rate coefficients.
On the Displacements of Fuel Plates
To avoid flow blockage accident in research reactors (Baek et al., 2015), enough spaces of coolant channels must be guaranteed. As shown in Figure 1, the positions of bottom and top surfaces of fuel plates and outside Al plates can directly reflect the configuration of coolant channels. It should be noted that U3 denotes the displacement component in the z-direction, as displayed in Figure 3, which can be used to analyze the space variations of coolant channels. As displayed in Mao et al. (2021), the maximum out-of-plane displacements of Plate 8 are much larger than those of the other numbered fuel plates. In Figure 6, the contour plots of displacement U3 on the 308th day on the top and bottom surfaces of Plate 8 are given. It can be easily noted that the distributions of out-of-plane displacements on the top and bottom surfaces are asymmetry, especially for the U-Mo creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa). Besides, one can see from Figures 6A–C that the displacements will be locally enhanced for the creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa). In Yan et al. (2017); Jian et al. (2019a), the out-of-plane displacements on the top and bottom surfaces for a monolithic U-10Mo fuel plate were symmetric, where the contributions of displacement only result from the thickness increments of fuel foil. Here, the displacements of Plate 8 involve the contributions of the mechanical interactions of all the parts in the fuel assembly, including the contributions of bending deformations and thickness increments (Mao et al., 2021).
[image: Figure 6]FIGURE 6 | Contour plots of displacement U3 on the top and bottom surfaces of Plate 8 on the 308th day when the creep rate coefficients are (A) 500 × 10−22 mm3/(fission·MPa), (B) 1,000 × 10−22 mm3/(fission·MPa) and (C) 2,000 × 10−22 mm3/(fission·MPa).
Path 3 on the top surface of a fuel plate is shown in Figure 3. The displacement components of U3 along the similar paths can be found in Figure 7A, which are the results after irradiation of 308 days for different fuel plates and outside Al plates. The maximum out-of-plane displacement on the top surface of Plate 8 is 0.074 mm, which is larger than those in the other plates. For the creep rate coefficient of 500 × 10−22 mm3/(fission·MPa), the maximum displacements in the fuel plates decrease firstly, and then increase with the distances away from Plate 1. It can be noted that the displacement pattern of Plate 8 differs from those of the other fuel plates. Figure 7B gives the comparison of the Plate 8 displacement results of U3 along Path 3 on the 308th day for the three cases. When the creep rate coefficient increases from 500 × 10−22 mm3/(fission·MPa) to 2,000 × 10−22 mm3/(fission·MPa), the maximum out-of-plane displacement increases by ∼124%. In order to interpret the contributions of bending deformations, Path 4 in Plate 8 is chosen (shown in Figure 3), and the bending moments of [image: image] along Path 4 are given in Figure 8. The bending moments of [image: image] in per unit length are obtained through the integration manipulation, as depicted in Appendix A. It can be noticed that the distribution curve of bending moment along Path 4 correlates well with the displacement distribution curve in Figure 7B. It is demonstrated that the mechanical interactions in the fuel assembly result in the bending deformations of Plate 8, which are responsible for the displacement pattern of Plate 8. In the range of 500 × 10−22 mm3/(fission·MPa) to 2,000 × 10−22 mm3/(fission·MPa), the maximum bending moments of [image: image] give a distinct rise from 0.03 to 0.07 N.
[image: Figure 7]FIGURE 7 | (A) The distribution of displacement U3 along Path 3 on the 308th day for a creep rate coefficient of 500 × 10−22 mm3/(fission·MPa) and (B) The displacement results of U3 along Path 3 in Plate 8 on the 308th day for the creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2,000 × 10−22 mm3/(fission·MPa).
[image: Figure 8]FIGURE 8 | The results of the bending moment [image: image] along Path 4 in Plate 8 on the 308th day for various creep rate coefficients.
From the results in Figures 7A, 9A, one can see that the thickness increments of Plate 1 mainly result from those of the fuel foil. The thickness increments at the foil edges are close to zero, although the irradiation swelling deformations tend to induce the increase of the fuel foil. Besides, a distinct local increase of the foil thickness can be found near the fuel foil edges. This deformation mechanism has been explained in our previous work (Jian et al., 2019a), which is attributed to the mutual interactions of irradiation swelling and creep. In Jian et al. (2019a), the simulation results of the thermal-mechanical behavior in a mini monolithic U-10Mo fuel plate were obtained, with the adopted theoretical models and solution strategies in this study. The calculated results of the fuel foil thickness matched well with the experimental data in Kim et al. (2013), as shown in Figure 9B. The local deformation phenomena in Figures 9A,B are consistent with each other.
[image: Figure 9]FIGURE 9 | (A) The fuel foil thickness increments of Plate 1 along the length direction on the 308th day and (B) the results of fuel foil thickness increments in Jian et al. (2019a).
For the U-Mo creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa), it was found the smallest width existed at Channel 7 (Mao et al., 2021). To describe the variations of channel width directly, Figures 10A–D show the width evolution results of Channel 7. It is noted that the channel width of the point for a certain x-coordinate refers to the smallest value in the y-direction. One can see that the channel widths will be narrowed at locations with certain distances away from the two ends. Meanwhile, it can be easily noticed that the coolant channel becomes narrower with the increase of U-Mo creep rate coefficient, and it decreases with the irradiation time for every case. For the creep rate coefficients of 500 × 10−22 mm3/(fission·MPa) and 1,000 × 10−22 mm3/(fission·MPa), the coolant channel widths differ slightly in the x-coordinate interval from 25 to 300 mm. While, for the creep rate coefficient of 2,000 × 10−22 mm3/(fission·MPa), a position with a local minimum width is observed, with [image: image]. The point of [image: image] locates at the plane of view-cut 1 in Figure 3. Nevertheless, the corresponding channel width on the 308th day is ∼7% smaller than the original value, which is much smaller than the reported maximum increase of 20% in Deng et al. (2017).
[image: Figure 10]FIGURE 10 | The width of coolant Channel 7 on the (A) 77th day, (B) 154th day, (C) 231th day and (D) 308th day for various creep rate coefficients.
Effects of Creep Rate Coefficient on the Multiscale Mechanical Behavior of Fuel Foils
On the First Principal Stresses and Irradiation Creep Strains
It was found in some post-irradiation examinations that cracks appeared in the fuel foil near the fuel foil/cladding interface (Meyer et al., 2014), which was explained to have relations with the first principal stresses of fuel foil (Jian et al., 2019a). For the three creep rate cases, the maximum values of the first principal stress all exist in the fuel foil of Plate 1. For 500 × 10−22 mm3/(fission·MPa), the contour plot of the first principal stresses after irradiation of 308 days is given in Figure 11. Relatively large tensile stresses can be found near the corners and edges of fuel foil, and the maximum value becomes ∼54.6 MPa. To analyze the effects of creep rate coefficient on the first principal stresses, Path 5 in the fuel foil of Plate 1 (as shown in Figure 11) is chosen to output results, which passes through the point of the maximum tensile stress.
[image: Figure 11]FIGURE 11 | Contour plot of the first principal stresses in the fuel foil of Plate 1 on the 308th day for the creep rate coefficient of 500 × 10−22 mm3/(fission·MPa).
Figures 12A–D give the evolution results of the first principal stress and creep strain component along Path 5. Except for those near the two ends, the tensile stresses can be seen and larger values appear near the locations with ∼2 mm away from the two path ends. With the increase of creep rate coefficient from 500 × 10−22 mm3/(fission·MPa) to 2,000 × 10−22 mm3/(fission·MPa), the maximum tensile stress on the 308th day decreases by ∼25%, which is similar to that in Yan et al. (2019). After irradiation of 231 days, the maximum tensile stress is ∼58 MPa for 500 × 10−22 mm3/(fission·MPa), which is ∼34% greater than that for 2,000 × 10−22 mm3/(fission·MPa). As mentioned above, creep damages might occur to result in the reduction of the fuel foil strength, and then induce the fuel foil failure (Iltis et al., 2016; Meng and Wang, 2016). Comparing the through-thickness creep strain components in the fuel foil of eight fuel plates, one can obtain that relatively large values also take place in Plate 1. Figures 12A–D also display the evolution results of through-thickness creep strain component [image: image] for the considered three creep rate cases. It can be observed that the maximum creep strain component [image: image] appears near the two path ends, and increases with the creep rate coefficient. When the coefficient rises from 500 × 10−22 mm3/(fission·MPa) to 2,000 × 10−22 mm3/(fission·MPa), the peak value of [image: image] on the 308th day increases by 63%.
[image: Figure 12]FIGURE 12 | The evolution results of the first principal stress and creep strain component [image: image] along Path 5 on the (A) 0.0011th day, (B) 115.5th day, (C) 231th day and (D) 308th day for the creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2000 × 10−22 mm3/(fission·MPa).
On the Maximum Skeleton Stresses, Bubble Fractions and Bubble Pressures
Figures 13A,B show the contour plot of the maximum skeleton normal stresses after irradiation of 308 days in the porous fuel foils of Plate 1 and Plate 8. The maximum skeleton normal stress becomes 97.5 MPa in the fuel foil of Plate 1, which is 9.2% greater than that in Plate 8. As described in Eq. 8, the maximum skeleton normal stress depends on the first principal stress, bubble volume fraction, bubble radius and pressure. As the same irradiation condition is considered in the three cases, the results of bubble volume fraction in % and bubble pressure are almost the same. As depicted in Figure 13C, the maximum bubble volume fraction is up to 12.8% in the heavily irradiated region of fuel foil. In Jian et al. (2019a), it was found that the bubble volume fraction increased with the fission density and was speeded up after grain recrystallization. The values of bubble pressure differ slightly, as described in Figure 13D. After irradiation of 308 days, the maximum bubble pressure is up to 99.7 MPa.
[image: Figure 13]FIGURE 13 | Contour plot the maximum skeleton normal stress in (A) Plate 1 and (B) Plate 8 fuel foil on 308th day when creep rate coefficient is 500 × 10−22 mm3/(fission·MPa), and the contour plot of (C) Bubble volume fraction and (D) Bubble pressure in fuel foil on 308th day when creep rate coefficient is 500 × 10−22 mm3/(fission·MPa).
In Figure 14, the maximum skeleton normal stresses at different irradiation time can be found, which are the results along Path 6 in the fuel foil of Plate 1. It should be noted that Path 6 has the point with the peak value. The maximum values exist at the location with a distance of ∼2 mm away from the two path ends, the same as the peak value location of the first principal stress. With the increase of irradiation time, the tensile stresses are enlarged as a whole. After irradiation of 308 days, a peak value of 97.5 MPa is obtained for the creep rate coefficient of 500 × 10−22 mm3/(fission·MPa), which is ∼23.3% higher than that for 2,000 × 10−22 mm3/(fission·MPa). This indicates that the mechanical interactions between the fuel foil and cladding become weaker with the increase of creep rate coefficient. While, it can’t be inferred that a larger creep rate coefficient is advantageous for the structural integrity of fuel foil, because the failure criterion should be developed with the combinations of the skeleton stresses and the irradiation creep degraded skeleton strength.
[image: Figure 14]FIGURE 14 | The skeleton normal stress along Path 6 in the fuel foil of Plate 1 on the (A) 0.0011th day, (B) 115.5th day, (C) 231th day and (D) 308th day for the creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2,000 × 10−22 mm3/(fission·MPa).
Effects of Fuel Foil Creep Rate Coefficient on the Von Mises Stresses of Cladding
In this section, the Von Mises stresses in the cladding will be discussed, due to the fact that fuel cladding is the first safety barrier. In the considered fuel assembly, the maximum Von Mises stress of cladding takes place in the fuel plates closer to Al outside plates (Mao et al., 2021). Figure 15 gives the contour plot of Von Mises stress on the 308th day in the cladding of Plate 8, for the creep rate coefficient of 500 × 10−22 mm3/(fission·MPa). The maximum Von Mises stress of 258 MPa appears near the corner of fuel foil. One can find from Marchbanks (1995) that the tensile strength value becomes 320 MPa at a test temperature of 344 K, which is the temperature of the maximum stress point. For 500 × 10−22 mm3/(fission·MPa), it can be obtained that the cladding for all the fuel plates is relatively safe after irradiation of 308 days. To present the effects of creep rate coefficient, Path Seven in the cladding is chosen to output results, which passes through the point with the maximum Von Mises stress.
[image: Figure 15]FIGURE 15 | Contour plot of Von Mises stress in the cladding of Plate 8 on the 308th day for the creep rate coefficient of 500 × 10−22 mm3/(fission·MPa).
Figure 16 gives the evolution results of Von Mises stress along Path 7 for three cases. The Von Mises stresses can be seen to increase with irradiation time, and decrease obviously with the increase of fuel creep rate. After irradiation of 308 days, the maximum Von Mises stress for 2000 × 10−22 mm3/(fission·MPa) is ∼24% smaller than that for 500 × 10−22 mm3/(fission·MPa). With the increase of creep rate coefficient, the stress relaxation effects are enhanced in the fuel foil, and the mechanical interactions between the fuel foil and the cladding are weakened.
[image: Figure 16]FIGURE 16 | The evolution results of Von Mises stress along Path 7 on the (A) 0.0011th day, (B) 115.5th day, (C) 231th day and (D) 308th day for the creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2,000 × 10−22 mm3/(fission·MPa).
CONCLUSION
In this study, the three-dimensional thermo-mechanical variables in a U-Mo/Al monolithic fuel assembly constrained at the two ends are obtained for the fuel foil creep rate coefficients of 500 × 10−22 mm3/(fission·MPa), 1,000 × 10−22 mm3/(fission·MPa) and 2000 × 10−22 mm3/(fission·MPa). The effects of creep rate coefficient are investigated. With the increase of creep rate coefficient from 500 × 10−22 to 2,000 × 10−22 mm3/(fission·MPa), it is indicated that:
(1) The temperature field in the fuel foil and side plates changes slightly; the maximum out-of-plane displacements in the side plates decrease slightly, with the difference on the 308th day less than ∼2.4%. After irradiation of 308 days, the peak out-of-plane displacement increases by 124% in the fuel plates adjacent to the outside Al plates, compared to that at the initial stage of irradiation, which mainly results from the enhanced bending deformation contributions. Nevertheless, the effects on the widths of coolant channels are relatively small.
(2) The first principal stress and the maximum skeleton normal stress in the fuel foil are distinctly reduced, but the through-thickness creep strain component increases.
(3) Larger Von Mises stresses in the Al cladding appear near the interface with the fuel foil, and the maximum values exist in the fuel plates closest to the outside Al plates. The Von Mises stresses decrease obviously with the increase of fuel creep rate coefficient, with the maximum value on the 308th day reduced by ∼24%. From this point of view, a higher creep rate of U-Mo fuel foil needs to be achieved by advanced fabrication.
The failure of U-Mo foil depends possibly on the skeleton stress and the irradiation creep degraded skeleton strength. In our future work, the relation of U-Mo skeleton strength with the through-thickness creep strain component will be developed, and the effects of fuel creep rate on its failure behavior will be further evaluated.
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APPENDIX A
The concepts of per unit length of membrane forces and bending moments are proposed and can be calculated as (Hughes and Liu, 1981; Nayak, 2007; Mao et al., 2021)
[image: image]
where [image: image] is the per unit length of membrane forces component in N/mm; Mαβ is the per unit length of bending moments component in N; α, β = 1, 2 denotes the coordinate directions of x-axis and y-axis respectively. [image: image] depicts the local [image: image]-axis coordinate in mm, with [image: image] in the mid-plane of fuel plate; h is the half of fuel plate thickness in mm.
After the three-dimensional FE simulation, the stress components in integration point can be obtained. Through manipulation of the stress components and [image: image] coordinate values, the per unit length of membrane forces and bending moments can be calculated in Eq. A2. The schematic diagram of stress, per unit length of membrane forces and bending moments is given in Figure A1.
[image: image]
where n is the total number of integration points; [image: image] is the initial thickness of an element in mm.
[image: Figure A1]FIGURE A1 | The schematic diagram of stress, per unit length of membrane forces and bending moments.
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The dropping of absorption sphere from the storage vessel under accident conditions and the transportation of spent fuel elements in the reactor will both lead to the pebble flow discharging process driven by gravity in a hopper silo. Therefore, the research on the gravity-driven discharging rate of pebbles in a hopper silo has significant engineering guidance for reactor safety. In general, the idea of falling pebbles weighing to obtain the discharging rate becomes the most common experimental measurement method. However, due to the limitation of response frequency and the disturbance of pebbles falling, the resolution of experimental results is limited, and the uncertainty is introduced into the data error, which is difficult to eliminate. In this experiment, a volume measurement based on drainage method is adopted. This is a new experimental method to measure the discharge process of hopper silo. The magnetostrictive liquid level sensor is applied to measure the rise of liquid level caused by the volume of falling pebbles. Compared with the weighing method, this method has two advantages. First, the resolution of this method has a higher controllability. On the one hand, the disturbance caused by the momentum of falling pebbles will not be introduced into this method, on the other hand, the measurement accuracy is determined by the multiple controllable factors. Second, this method can obtain higher measurement frequency. the sampling frequency of liquid level sensor is 1–2 orders of magnitude higher than that of electronictong balance. Based on this new experimental method, the reliability of the method is validated by comparing the experimental results of discharge flow rate with the Beverloo’s and Nedderman’s empirical formula. Furthermore, the effect of silo outlet size on pebble discharge flow rate fluctuation have been also analyzed in this study. By use of fast Fourier transform, the fluctuation of particle discharge flow rate is separated from the discharging sampling results of liquid level sensor.
Keywords: pebble flow, pebble bed, discharge flow, drainage method, experimental measurement, flow rate fluctuation
INTRODUCTION
With the characteristic of inherent safety, High Temperature Gas-cooled Reactor is regarded as one of the most feasible choice of solving the global electricity generation and industrial process heat applications problems. In 2003, Institute of Nuclear and New Energy Technology (INET) at Tsinghua University developed the world’s first modular high temperature gas-cooled reactor HTR-10, which has been approved to be one of the National Special Grand Science-technology Projects of China (Wang, 2002). Since the pebble flow has a major impact on reactor physics, the mechanistic of flow motion problems is of great research significance (Medina et al., 2000; Rycroft et al., 2006; Li et al., 2009; Jia et al., 2017). Key laboratory of Advanced Reactor Engineering and Safety of Ministry of Education from INET has spent decades on the experimental study and numerical simulation of the pebble flow to guide the safety design of the reactor (Hu, 2009; Shengyao et al., 2019). The dropping of absorption sphere from the storage vessel under accident conditions and the transportation of spent fuel elements in the reactor will both lead to the pebble flow discharging process driven by gravity in a hopper silo. Yang et al. (2012) conducted the experimental investigations on the pebble flow of a two-region pebble bed reactor to investigate the physical mechanism of gravity-driven pebble flow by means of a set of phenomenological approaches. Li et al. (2020) observed the process of granular discharging from the storage silo into the feeder by applying high-speed camera experimental method. Meanwhile, Computational Fluid Dynamics (CFD)-Discrete Element Method (DEM) coupling simulation is also conducted to investigate the coarse particle conveying in the small absorber sphere system.
Due to the direct industrial application, the hopper silo discharging process has not only attracted attention in the field of nuclear engineering, but also aroused great interest in the chemical industry and other fields. Considering the invisibility inside the three-dimensional pebble bed, experimental research pays more attention to the following parameters in the discharging process: flow rate, stacking angle, porosity distribution, velocity distribution, etc. Correspondingly, numerous measurement methods are widely applied in experiments, such as: weighing method, phenomenological method, emission computed tomography (ECT), particle image velocimetry (PIV), refractive index method and Magnetic Resonance Imaging (MRI) method. From an application point of view, the main purpose of the above parameters is to obtain the discharge flow rate mechanism. The difficulty in achieving this goal is that pebble flow is different from liquid flow, which has a complex and random flow pattern inside of the hopper silo. In previous studies, researchers have conducted various studies on the geometric structure and physical parameters of silos and particles. For the physical parameters, the focus of the research is on the restitution coefficient [image: image] , density [image: image] , friction coefficient [image: image] and Young’s modulus [image: image] of particle materials. In the study of geometric structure, the size [image: image] and sphericity [image: image] are the main concerned parameters of particle. For the hopper silo, the silo diameter [image: image] , half cone angle [image: image], orifice diameter [image: image] , and fill height [image: image] are the objects of concern. By measuring the velocity profiles in the flow of coarse granular materials from parallel sided bins, Nedderman and Laohakul, (1980) obtained a boundary layer of 5 [image: image] thickness near the wall surface. Through calibration experiments, Huntington and Rooney, (1971) found that when the diameter of the silo is large enough, the boundary effect caused by the wall can be ignored for the mainstream area. Based on the results of this research, Hirshfeld and Rapaport, (2001) proposed a critical silo diameter [image: image] that can ignore the boundary effect. As for the influence of fill height on discharge rate, Newton et al. (1945) reported that the discharge rate is proportional to [image: image]. Myers and Sellers, (1971) suggested that the discharge rate is constant provided that fill height at the centerline is greater than the orifice diameter [image: image].
Since 1911, Ketchum, (1919) found that the discharge flow rate is proportional to the 3rd power of the orifice diameter [image: image] based on the wheat discharge in the flat-bottom silo, but this power was revised to 2.5 in subsequent studies by Brown, (1961). So far, many empirical formulas for the discharge flow rate of the silo have been summarized. Among them, the most widely applicable is the empirical formula [image: image] proposed by (Beverloo et al., 1961). The difference between this empirical formula and previous studies is that Beverloo chooses [image: image] instead of [image: image] as the base, which proves that it can achieve better fitting results. Since then, Williams, (1963) and Nedderman et al. (1982) have made a more detailed mathematical description of the geometric parameters in the coefficient C on the basis of Beverloo’s formula.
After empirically fitting the mean discharge rate, researchers began to pay more attention to the fluctuation problem in the discharge process. For this part of the experimental research, the study can be divided into the quasi-two-dimensional silo and the three-dimensional silo from the geometric structure. Correspondingly, high-speed camera methods and weighing methods based on electronic balances are the main measurement methods. Janda et al. (2008) present an experimental study of the jamming during the discharge of spherical particles from a two-dimensional silo based on PIV technique. The jamming probability JN (D) for different discharge particle number N as a function of the orifice diameter has been calculated. By use of high speed camera in a quasi-2D large silo, Zuriguel et al (2019) observed that the decreasing of orifice size causes an increase in the relative amplitude of the velocity fluctuations. Pascot et al. (2020) present a study of the influence of mechanical fluctuations on a quasi-two dimensional silo discharges of granular matter. The influence of orifice shape on the flow rate in ordinary 3D flat-bottom hoppers is investigated based on an electronic balance with a resolution of 1.0 g by Wan et al. (2018). González-Montellano et al. (2011). found an upper bound of 1.2 W and a lower bound of 0.75 W for hopper silo discharge fluctuations with a mean value W according to DEM simulation. Uñac et al. (2012) verified González’s conclusion from an experimental point of view through the weighing method based on electronic balances. Discharge flow rate fluctuations presented a characteristic frequency of oscillation related to accumulation and discharge cycles in this study. Same fluctuation phenomena have also been observed in discharge of seeds in a silo with a mass flow regime (Calderón et al., 2017). In the numerical simulation research based on DEM method of Zeng et al. (2017), the velocity and total force fluctuations were quantitatively analyzed during the initial duration of the discharge and the relationship between velocity fluctuation and contact force disappearance was investigated.
Due to the limitation of response frequency and the disturbance of pebbles falling, the resolution of experimental results based on electronic balances is limited. In this experiment, a volume measurement based on drainage method is adopted. This is a new experimental method to measure the discharge process of hopper silo. By using a magnetostrictive liquid level sensor with high sampling frequency and low response time, more highly reducible flow rate fluctuation information is obtained. At the same time, this experimental method also provides the possibility of measuring high frequency oscillations (greater than 2 Hz) that may occur in silo discharge process.
EXPERIMENTAL SETUP
Experimental Measurement System
The flow of spherical particles was studied in a cylindrical silo made of plexiglass, of diameter 180 mm and height 400 mm. Considering the process of wetting and drying, the spherical particles were made of soda lime glass with a density of 2,518 kg/m3. The diameter of the particles is 6 and 5.5 mm, and the accuracy of ± 0.02 mm ensures the sphericity of more than 0.99. After testing, the bulk density of particles in the silo is about 0.61. The repose angle of spherical particles is about 23° when they are naturally accumulated in the silo. This proves that the particles are very smooth and have good fluidity.
As shown in Figure 1, the replaceable conical hopper is connected with the cylindrical silo by flange. As shown in Table 1, six hopper sizes are used to measure the particle discharge rate in this experiment. The hopper is made of a whole piece of plexiglass after milling, with the orifice diameter accuracy of ±0.05 mm. At the bottom of the hopper orifice, an electric gate is used to control the start and stop of discharge. After passing through the gate, the particles will directly fall into the cylindrical bucket below the hopper. The bucket is connected to a cylindrical container equipped with a level sensor through a narrow channel. The magnetostrictive liquid level sensor is vertically fixed in the container, and the shock-proofed rubber pad is used at the joint to reduce the fluctuation impact from the platform. A cage made of 4 mm hole wire mesh is placed in the bucket. On the one hand, the cage can prevent the particles falling into the water from moving to the narrow channel. On the other hand, the cage is conducive to the rapid separation of the particles and the liquid so as to shorten the time of repetitive experiments. After each measurement, the wet particles are placed in a drying box for low-temperature drying. The temperature of the drying box is set below 100°C to avoid excessive deformation of the particles.
[image: Figure 1]FIGURE 1 | Experimental setup 1-cylindrical silo; 2-conical hopper; 3-electric gate; 4-bucket; 5-container; 6-level sensor.
TABLE 1 | Parameters used in experiment.
[image: Table 1]Different from the traditional contact weight measurement method, the drainage method measures the volume of particles falling into the water. Therefore, the influence of the momentum carried by the particles on the drainage method is much less than that of the weight method.
[image: image]
In fact, the measurement error of the drainage method is not only determined by the level gauge. As shown in function 1, measurement error m is determined by the particle density [image: image], the total cross-sectional area of the container [image: image], the effective range [image: image] and the system error of the level meter (include resolution [image: image], repeatability [image: image], and hysteresis [image: image]). Among them, the particle density [image: image] is a certain value. Although the range [image: image] is related to the total volume of the particles, it is necessary to consider the problems of redundancy and the existing model of the instrument during the experiment, so [image: image] is also a certain value after the selection. In summary, the measurement error is ultimately determined by the total cross-sectional area of the vessel [image: image] and the system error of the level meter. Compared with the weight measurement method, the accuracy of the drainage method is adjustable and therefore suitable for a wider range of applications.
During the discharging process, the flow rate of the particles is not a stable value but a fluctuating value. Therefore, a higher sampling frequency will obtain more accurate discharge fluctuation information. In previous experimental studies, researchers used high-precision electronic balances to find that the flow rate of particles has fluctuations within 2 Hz. Therefore, most of the research using the weight measurement method is limited by the response time of high-precision electronic balances. Their highest sampling frequency is only about 5–10 Hz. A numerical simulation study based on the DEM method recently found that in the cylindrical area of a silo, the average velocity of particles will fluctuate regularly and irregularly at 10–20 Hz (Zeng et al., 2017). According to the Nyquist sampling theorem, only when the sampling frequency is greater than 2 times the highest frequency in the signal (fs.max>2fmax), the digital signal after sampling can completely retain the information in the original signal. However, the electronic balance is limited by the response time of the sensor and cannot further increase the effective sampling frequency. Therefore, in contrast, the drainage method has the advantage of further studying the possibility of high frequency fluctuations in the process of particle discharge. The sampling frequency of the level meter used in this study is 100 Hz, and the output is a 4–20 mA current signal. After the conversion of the MCC 1608FS digital acquisition card with a sampling frequency of 2,000 Hz, the measurement signal is converted to a digital signal of 1–5 V.
Experimental Condition and Uncertainty Analysis
In order to ensure the repeatability of the experiment, the design parameters of the device need to be explained.
First, for different types of particles, the initial conditions of the same load were selected for this study, that is, 7,750 g particles are loaded (about 27,000 6 mm particles, 35,000 5.5 mm particles). In order to prevent the mutual contamination of different types of particles during the experiment, the 6 mm diameter particles were dyed green to distinguish them from the white 5.5 mm particles. After free accumulation and top leveling, it can be found that the packing rate of each type of particles is about 0.61. Meanwhile, previous studies have proved that initial random packing has no significant effect on the discharge flow rate (Huntington and Rooney, 1971). The initial filling height exceeds the conical area by more than [image: image], ensuring that the discharge rate is not affected by the filling height (Myers and Sellers, 1971). In addition, for each set of particles, the diameter of the silo satisfies [image: image], which avoids the occurrence of boundary effects in repeated experiments (Nedderman and Laohakul, 1980). Therefore, it can be considered that the experiment obtained the same initial conditions.
The uncertainty can be analyzed from the measurement resolution and repeatability. The number of particles converted from the measurement error is applied to describe the absolute resolution Rab. The MTL4 magnetostrictive floating ball type liquid level meter produced by Miran Technology is used in the liquid level measurement of this experiment. The effective stroke of the level gauge is 200 mm, with a resolution [image: image] of 0.001% FS, a repeatability error of [image: image] 0.005% FS, and a hysteresis of [image: image] 0.001% FS. According to function 1, the measurement error ∆m = 4.5 g. [image: image]. Relative resolution [image: image].
Figure 2 shows the relative error of the average flow rate of repeated experiments. The discharge curve under each working condition can be divided into initial fluctuation section and linear section. This will be well explained in the following Figure 3. Since the average mass flow rate of each working condition is fitted by the linear section data, it is only necessary to observe the relative error distribution of the linear section. As shown in Figure 2, a relative error within 3.5% was obtained under this working condition, and in all repeated measurements, the maximum error under the same working condition was less than 5%. This result fully verified the repeatability of this experiment is 5%.
[image: Figure 2]FIGURE 2 | Error analysis of mass flow rate in repeated experiment ([image: image]).
[image: Figure 3]FIGURE 3 | Discharge mass percentage curves of two sets of particles at different orifice sizes.
RESULTS AND DISCUSSION
Discharge Rate Analysis
The idea of this part is as follows: firstly, the discharge curves under different working conditions are obtained. Secondly, the mean discharge flow rate is calculated according to the slope of the discharge curve. Finally, the reliability of the method is validated by comparing the experimental results with the empirical formula.
Discharge Curves
The discharging curves of the two kind of particles at different orifice sizes are shown in Figure 3. Considering that the same load is used in the repeated experiments, the mass discharge percentage is selected as the dependent variable. It can be seen from the Figure 3 that there is an initial section with obvious fluctuations and a relatively linear section under each working condition. The fluctuation of the initial section is caused by the fluctuation of the discharge rate and the accumulation of bubbles in the water at the initial moment. This phenomenon will be explained in the subsequent flow rate fluctuation analysis. In the linear section, it exhibits a typical conical hopper discharge behavior. Compared with the transition zone of the flat-bottomed hopper where the slope of the discharge curve is gradually reduced at the end of the discharge process, the discharge curve of the conical hopper maintains a stable slope at the end of the discharge. The tiny drop at the end is due to the volume reduction caused by the disappearance of stable bubbles in the linear section after all the particles are discharged. For all operating conditions, the average mass flow rate is determined as the slope of the discharge curve in the linear section. It can be seen from the end drop that the bubble content of the linear segment has a very small effect on the entire discharge (less than 1%), so its effect on the calculation of the average mass flow rate can be ignored.
Some scholars To, (2005) once found out that when the dimensionless orifice [image: image] is less than 5, there is a probability of jamming. However, after a large number of experimental studies, it is found that the outlet size which may cause jamming is not strictly 5 times of the particle’s diameter. It should be pointed out that in previous studies of Iker Zuriguel et al. Zuriguel et al. (2005), for the silo discharge process of the spherical particle, the existence of a jamming critical radius [image: image] has been proved. The calculation method is as follows.
[image: image]
In other words, when the dimensionless orifice [image: image] is less than [image: image] , there is a probability of jamming. Taking into account that the randomness of jamming has a difficult to quantify the impact on repeated experiments, the R of all working conditions in this experiment is larger than [image: image], which is the reason that there is only 5.5 mm particle size data under [image: image] condition.
Mean Discharge Flow Rate
The mean mass flow rate [image: image] vs orifice size [image: image] of the two sets of particles is shown in Figure 4. In order to ensure the accuracy of the experimental data, more than 5 repeated experiments were carried out for each working condition. Considering that the measurement points under the same orifice size are relatively dense, only the average value of repetitive experimental data is shown in Figure 4 without the error bar. It can be seen from the figure that under the same orifice, the [image: image] of 5.5 mm particles is larger than that of 6 mm particles. In Beverloo’s extensive research, it is found that under the same sphericity, the smaller particles have a lower interception factor [image: image], which explains the phenomenon in the figure.
[image: Figure 4]FIGURE 4 | Mean mass flow rate of two sets of particles at different orifices sizes.
Comparison with Empirical Formula
The empirical formulas of Beverloo and Nedderman were used to check the consistency of the measurement results.
[image: image]
[image: image]
In Beverloo’s law, mass flow rate [image: image] is proportional to [image: image], and mass flow rate [image: image] is positively correlated with [image: image] in Nedderman’s empirical formulas. The empirical formulas proposed by Beverloo and Nedderman refer to different theoretical models, however, in both methods, considering mass flow rate is related to [image: image], a scatter plot of [image: image] vs [image: image] is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Two sets of fitted lines of two sets of particles at different orifices.
According to the intercept of the regression line fitted by the scattered points in the figure on the x-axis, the coefficient [image: image] in Beverloo’s law can be calculated.
For [image: image] and [image: image] in the Beverloo’s and Nedderman’s empirical formula respectively, they can be obtained by calculating the slope of the fitted straight lines. What needs to be pointed out here is that both [image: image] and [image: image] are dimensionless coefficients. Beverloo and many subsequent workers found out that coefficient k was a function solely of the particle shape and no dependence on other properties could be found. The value of k can be obtained by the intercept of the fitted curve.
For the two sets of particles, the coefficients C, k, and the value of [image: image] which shows the goodness of the fit and residual sum of square [image: image] corresponding to the two empirical formulas are shown in Table 2.
TABLE 2 | Coefficients C, k, [image: image] and [image: image] corresponding to the two empirical formulas.
[image: Table 2]The empirical formulas derived by Beverloo and Nedderman have different theoretical basis. Beverloo devoted considerable attention to the concept of the “empty annulus.” No particle center can approach within a distance [image: image] of the orifice edge and therefore all particle centers must pass through a circle of diameter [image: image]. The follow-up study found that there was a decrease in the number of particles flowing per unit time in the zone adjacent to the orifice edge, so the mass flow rate was proportional to [image: image] and [image: image]. In Nedderman’s theory, it paid more attention to the orifice shape for the flow rate, where [image: image] is the area of the orifice and [image: image] is the hydraulic diameter. According to the fitting results, both theories work well, especially the Beverloo’s empirical formula, when the size of orifice is smaller than [image: image] or larger than [image: image], the deviation between the experimental results and the empirical formula is smaller than that of Nedderman. In addition, the coefficients of Beverloo’s and Nedderman’s empirical formulas which were obtained by mass flow rate are in the same range as those obtained by other experimental researches Saleh et al. (2018) and this shows that the drainage method is accurate in measuring mass flow rate.
Fluctuation Analysis of Discharge Mass Flow Rate
The idea of this part is as follows: firstly, the composition of total discharge flow rate fluctuation is analyzed; secondly, the fluctuation of particle discharge flow rate is separated from it; finally, the trend of particle discharge flow rate fluctuation vs. orifice size is analyzed.
Composition of Fluctuation
The purpose of this part is to analyze the fluctuation of the particle discharge flow rate. However, the total discharge flow rate Qd converted from the liquid level sensor signal may contain many components. Therefore, it is necessary to analyze the factors that cause the fluctuation of the total discharge flow rate so as to separate the fluctuation of the particle flow rate Qp. In the discharge curve obtained in this experiment, there are fluctuation regions with periodic ‘fallback’ in the initial section under each working condition. As shown in Figure 6, a period of fluctuation interval is selected for display. First, we divide this section into an initial growth part and a fallback part. In previous studies, although the flow rate fluctuates, the flow rate is always greater than 0. If only the fluctuation of mass flow rate exists, there shouldn’t be fallback phenomenon occur in the discharge curve, that is, the mass of particles falling into the water cannot be reduced.
[image: Figure 6]FIGURE 6 | Fluctuation regions with periodic “fallback” in the initial discharge curve.
Therefore, further analysis of the fluctuation possibility is necessary. Three factors that may affect the fluctuation of the liquid level sensor are listed as follows: liquid surface fluctuation caused by particle falling impact, liquid level fluctuation caused by the content of air bubbles in the liquid, and particle mass flow rate fluctuations.
First of all, regarding the possibility of liquid level fluctuations, the x-motion high-speed camera manufactured by AOS Technology is used to observe the liquid level information during the entire unloading process. Taking into account that the sampling frequency of the level gauge is 100 HZ, according to the sampling principle, a shooting speed of 250 frame per second (FPS) is used. Since the entire container is made of plexiglass, the dividing line of the liquid level where the float of the level meter is located can be clearly photographed after the LED backlight is arranged as shown in Figure 7A. Due to the difference of refractive index between water and air, the original image can be binarized to obtain a grayscale image, and then threshold segmentation is performed according to the grayscale value to finally obtain the coordinate information of the liquid level. Under all working conditions, the correlation coefficient between the liquid level coordinate and its linear fitting straight line achieved an excellent performance of over 0.99. This indicates that the obvious fluctuation does not exist on the measured liquid level, and it also shows that the porous partition between the bucket and the level gauge container has an effective damping effect. Next, as shown in Figure 7B, the probability distribution of the angle between the liquid level fitting straight line and the horizontal is also counted. Even when the angle of the liquid level is at the upper and lower limit (1.5°) with a very small probability, the liquid level drop caused by the incline of the liquid level will not exceed 0.5%. Therefore, the possibility of liquid level fluctuations can be ruled out. Meanwhile, the “fallback” phenomenon can also be determined to be caused by the fluctuation of mass flow rate and the change of bubble content.
[image: Figure 7]FIGURE 7 | Influence analysis of liquid level fluctuations.
Separation of Particle Discharge Flow Rate Fluctuation
By calculating the slope between two adjacent sampling points in the discharge curve, the transient discharge flow rate at that moment can be obtained. Taking a set of experimental data with [image: image] as an example, the fluctuation of the discharge flow rate with time under this working condition is shown in Figure 7. The discharge flow rate is directly converted according to the liquid level data, that is to say, it is composed of the particle mass flow rate and the bubble volume change rate. Regarding the particle mass flow rate, there is no doubt that it occupies the main part of the discharge flow rate and has the characteristics of positive value and continuous fluctuation. As for the bubble volume change rate, it can be predicted that it is composed of bubble generation rate and bubble detachment rate. According to the images taken by the high-speed camera, we observe that the number of generated bubbles is determined by the number of particles entering the water at that time, and the bubbles entering the water at the same time will basically surface and disappear after the same time interval [image: image]. Therefore, a bubble change rate model is proposed. The bubble generation rate is proportional to the instantaneous mass flow rate of particles at that moment, and the bubble detachment rate is proportional to the instantaneous mass flow rate of particles [image: image] ago. In the initial section, the bubble content in the water has accumulated through [image: image]. After this period, it enters a section where both bubbles are generated and detached. This ideal model can be described as the following equation:
[image: image]
[image: image]
where [image: image] represents the average volume ratio of bubble generated by the particle dropping into the water and the particle itself.
It can be seen from the Figure 8 that the discharge flow rate [image: image] is sometimes less than zero. The ideal bubble change rate model expressed in Eq. 5 gives a proper explanation to it. Due to the fluctuation and large amplitude of particle mass flow rate,, there will be [image: image] happened in some phase difference, which makes [image: image] turns to a negative value. It can be seen that in the initial section of discharging, this situation has the characteristics of long duration and large amplitude (negative). Therefore, the triangular area surrounded by the fluctuation curve and X = 0 on the negative Y-axis explains the “fallback” phenomenon in Figure 6.
[image: Figure 8]FIGURE 8 | Fluctuation of discharge flow rate during the whole discharge process.
In order to analysis the frequency of particle mass flow rate, it is necessary to separate the particle mass flow rate and bubble volume change rate. A Fourier transform is applied to convert the time domain signal in Figure 6A into a frequency domain signal. Since the discharge flow rate itself is calculated by discrete sampling signals, an efficient method FFT (fast Fourier transform) in Discrete Fourier Transform is used to obtain the frequency map in Figure 9. Considering that in previous studies, the fluctuation frequency of the mass flow rate is generally within 2 Hz, so a sampling frequency of 10 Hz is used in the FFT algorithm to verify this conclusion. According to Nyquist theorem, the maximum frequency span after FFT can only be 1/2 of the original signal sampling rate so that the upper limit of frequency in Figure 7 turns to 5 Hz. It can be seen from the figure that when the frequency is greater than 2 Hz, the amplitude of the curve is close to zero. This shows that a sampling frequency of 10 Hz is feasible. At the same time, after comparing the data of different working conditions, it is found that the highest peak in the amplitude-frequency diagram corresponds to the fluctuation frequency of the particle mass flow rate, as shown in the red box. The blue box corresponds to the frequency width of liquid level fluctuations.
[image: Figure 9]FIGURE 9 | Amplitude-frequency diagram obtained by Fast Fourier Transform (FFT).
Fluctuation of Particle Discharge Flow Rate vs. Orifice Size
As shown in Figure 10A, the fluctuation frequency of the particle mass flow rate showed a linear trend when the orifice diameter is less than 50 mm. After that, the frequency of fluctuations tends to be flat. The bandwidth of liquid level fluctuations at different relative orifice diameter [image: image] is shown in Figure 10B. It should be pointed out that the bandwidth shown here is calculated based on the overlapping segments of all repeated experiments under the same operating conditions. According to the explanation given by Unac et al., flow fluctuations may be interpreted as due to particle arching near the outlet of the hopper. These arches may cause transient jams that decrease the outflow. The breaking of the arches increases the flow so that the dynamical process of arch formation and destruction causes the fluctuations. In the research on jamming, the dimensionless orifice diameter R is the decisive factor affecting the formation of arch bridges. Therefore, the relationship between the fluctuation frequency and R is depicted in Figure 10B.
[image: Figure 10]FIGURE 10 | Fluctuation frequency at different orifice size.
Under the same relative orifice size R, it can be observed that the fluctuation frequency of different sets of particles is not the same, and the fluctuation frequency of large particles are always higher than that of small particles. This result is consistent with the simulation result of Cesar et al. (Calderón et al., 2017). Therefore, the experimental results of this research can show that the particle discharge flow rate fluctuation is not only determined by the formation and collapse of the transient arch bridge when the critical jamming orifice size is approached. The mechanism of particle discharge flow rate fluctuations in the case of small orifice remains to be studied further.
CONCLUSION
In this research, a volume measurement based on drainage method is applied to observe the discharge process of two sets of particles in a hopper silo with different orifice diameter. The discharge flow rate and fluctuation frequency are analyzed quantitatively. Based on the presented results the following conclusions can be drawn:
1. According to the empirical formula proposed by Beverloo and Nedderman, the trend of mean discharge flow rate at different orifice size was fitted in this experiment. Compared with Nedderman’s empirical formula, the empirical formula proposed by Beverloo obtained a higher consistency in this experiment. Compared with previous research, the corresponding coefficients C and k fitted by this experiment are both within the range of the previous study’s result, which verifies the validity and accuracy of the drainage measurement method. Compared with the traditional weighing method based on electronic balance, the drainage method with high sampling frequency and low response time provides the possibility of measuring the high frequency oscillation (greater than 2 Hz) that may occur in the silo discharge process.
2. Combining the use of high-speed camera and image recognition, discharge mass flow rate fluctuations and change of bubble content are identified as the two cause of fluctuations in the measurement signal. An ideal bubble content change model is proposed to interpret the “fallback” phenomenon in the discharge curve and the negative value in the discharge flow rate calculated from the measurement signal.
3. In the amplitude-frequency diagram obtained by the discrete Fourier transform method, the fluctuation frequency of particle mass flow rate and the fluctuation frequency of bubble content are distinguished. The fluctuation frequency of the particle mass flow rate showed a phenomenon of increasing first and then gentle under different orifice sizes, and showed a linear trend when the orifice diameter is less than 50 mm. Under the same relative orifice size R, it can be observed that the fluctuation frequency of different sets of particles is not the same, and the fluctuation frequency of large particles are always higher than that of small particles. This result is consistent with the simulation result of Cesar et al. (Zeng et al., 2017). In the research on jamming, the dimensionless orifice diameter R is the decisive factor affecting the formation of arch bridges. Therefore, the experimental results of this research can show that the particle discharge flow rate fluctuation is not only determined by the formation and collapse of the transient arch bridge when the critical jamming orifice size is approached.
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As an important strategy to mitigate severe accidents, the in-vessel retention (IVR) technique has been applied to the new generation of pressurized water reactor (PWR). However, under IVR conditions, the decay heat distribution in the molten pool is very uncertain because of the complexity of the molten pool and the calculation method limitations. To explore the calculation method and distribution of the decay heat of lower head molten pool under IVR conditions, the decay heat calculation method is developed based on Reactor Monte Carlo Code (RMC). The verification results show that the relative error of calculation result is generally within ± 0.25%. In addition, geometric modeling for lower head molten pools has been carried out, and distribution of the decay heat in two-layer and three-layer structures has also been accurately calculated. The calculation results indicate that the decay heat power spatial distribution is relatively uniform in the two-layer molten pool structure. The decay heat power at the center of the lower head decreases from 0.71°[image: image] to 0.023°[image: image] within 1d-5d. In the three-layer molten pool structure, the spatial distribution of the decay heat power is severely uneven due to the precipitation of heavy metal uranium. Besides, in actual engineering calculations, it should lay emphasis on the heat transfer characteristics and design margin of the upper part of the heavy metal layer and the lower part of the oxide layer because the maximum decay heat power appears at these two positions.
Keywords: severe accident, in-vessel retention, decay heat, monte carlo, molten pool
INTRODUCTION
In-Vessel Retention (IVR) technology is an important strategy for serious accident mitigation. It arrests relocated molten core materials in the vessel during the severe accident and has been singled out as an appealing accident management approach to many reactors(Theofanous, 1989; Su, 2016). The specific process of IVR technology is as follows. During the severe accident in PWR, the core melts if it cannot be effectively cooled. The melting core relocates to the lower head of the pressure vessel and then forms a liquid molten pool with a variety of pool configurations. Since the IVR strategy confines all the fission products in the vessel, complex ex-vessel severe accident phenomena can be avoided.
At present, a commonly used method to achieve IVR is by carrying out External-Reactor-Vessel-Cooling (ERVC) strategy to remove the in-vessel decay heat and ensure the vessel integrity by fully depressurizing Reactor Coolant System (RCS) and flooding the cavity to the designed elevation. When ERVC occurs, the single-phase convective heat transfer and boiling heat transfer outside the pressure vessel will carry away most of the decay heat of the molten pool and ensure the integrity of the pressure vessel. The schematic diagram of the IVR + ERVC combination strategy is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic Diagram of In-vessel Retention (IVR) Technology.
In Figure 1, the heat transfer imposed by the in-vessel molten pool is a vital part of IVR success, considering the difficulty of significantly altering ex-vessel CHF. However, the boiling crisis will occur when the current heat flux is higher than the CHF, which will lead to the rapid rise of the temperature on the lower head and even cause pressure vessel failure. Therefore, the IVR safety strategy requires that the decay heat of the molten pool must be taken away via a cooled vessel wall. To learn a modest safety margin of IVR strategy, the physical phenomena like heat transfer characteristics relevant to IVR must be studied systematically and methodically to ensure the heat flux imposed by the molten pool is below the CHF of a water-cooled vessel wall, which is known as thermal criteria.
Given the heat transfer characteristics of the lower head, many studies have been conducted in the past decades, such as COPO(Kymäläinen et al., 1994; Helle et al., 1999), BALI(Bonnet, 1999), SIMECO(Stepanyan et al., 2004; Sehgal et al., 2004), ACOPO(Theofanous et al., 1997), RASPLAV(Theofanous et al., 1997; Asmolov, 2000; Asmolov, 1999), COPRA(Zhang et al., 2019) , LIVE-L4(Miassoedov et al., 2007) , etc. The concept of realizing IVR through ERVC was first proposed by Condon in 1982(Wichner et al., 1983). Ronge's Sultan experiment(Rouge, 1997), Chu et al.'s CYBL experiment(Chu et al., 1997), Cheung et al.'s SBLB experiment(Cheung et al., 1997), and Theofaneous et al.'s ULPU experiment(Theofanous et al., 1994; Theofanous et al., 1994) gives more investigations on ERVC technology. Currently, the internationally famous experiments are listed in Table 1.
TABLE 1 | Experimental Study on Heat Transfer Characteristics of Molten Pool under IVR Condition.
[image: Table 1]From Table 1, the previous study of the IVR has several basic deficiencies. First, the experiments often used water or liquid mixture as a substitute for the molten pool and used electric heated wires or rods to carry out uniform heating. The simulations cannot reflect the actual physical process in the lower head. Secondly, there is no calculation or estimation of the decay heat generation and its temporal and spatial distribution in the lower head. Therefore, the above experiments have not comprehensively proposed an analysis methodology that is sufficient enough to quantify molten pool characteristics and support subsequent heat transfer analysis.
In terms of calculation methods, due to the complexity of the physical and chemical characteristics of the molten pool, it is almost impossible to calculate the decay heat through the theoretical analysis method, making the estimation of the inner heat load of the lower head greatly uncertain. Besides, the existing methods for calculating the decay heat are also limited, and the existing programs for calculating the decay heat are often unable to deal with the problem of calculating the large-scale burnup in engineering. For that reason, there are few studies on the heat distribution of decay heat generation in the lower head after core-melting. Therefore, the evaluation of the IVR strategy lacks unified results.
At present, the commonly used decay heat calculation standard is ANSI / ANS-5.1 (ANSI/ANS, 2005) issued by the United States, and the relevant domestic standards (e.g., NB / T 200056-2001(Nuclear Industry Standardization Institute China Institute of Atomic Energy, 2011) ) are also based on their calculation methods. In the latest ANSI / ANS-5.1 2005 edition, the decay heat calculation formula is as follows.
[image: image]
In the formula, The reactor shuts down after running for [image: image] seconds, and the total decay heat generated hereafter in [image: image] seconds is [image: image], [image: image] is the decay power of fission products, [image: image] is the decay power after activation of fission products, and [image: image] is the decay power of transuranic elements produced by capturing neutron.
Although the decay heat calculation standard provides an available calculation method for calculating the decay heat in the molten pool, the spatial distribution and decay power of each element are usually unknown in the calculation of the decay heat in the IVR. And in this calculation standard, a large number of approximate and simplified methods (e.g., the transuranic element only considers the [image: image] and [image: image]) are used, which cannot realize the accurate calculation of the decay heat distribution in the molten pool.
To solve the above problems, based on the Depth program coupled with Monte Carlo code RMC, this paper has developed the decay heat calculation function. The program has realized the function of large-scale grid element decay heat calculation and can output a variety of decay heat information. It can be used for lots of scenarios like reactor shutdown, molten pool calculation. In this paper, the BEAVRS benchmark(Horelik et al., 2017) is taken to validate the decay heat generation of molten pool in the lower head with time and space by using the above calculation program.
The reactor shutdowns after running for [image: image] seconds at the power [image: image] , and the decay heat power generated hereafter in [image: image] seconds [image: image] can be calculated using the following empirical formula:
[image: image]
However, this formula can only be used to roughly estimate the decay heat power at certain times after the reactor shutdowns, and it is completely impossible to accurately calculate the decay heat distribution of the molten pool in the lower head
This work developes the new feasible method to analyze the decay heat generation of the molten pool in the circumstance of severe accident with Monte Carlo code RMC based on the BEVARS benchmark. RMC is used for molten pool configurations modeling and criticality calculation and the decay heat generation is also obtained using the DEPTH program. Furthermore, a comparison has been made between this work and previous results to validates the method.
DEPTH PROGRAM DECAY HEAT CALCULATION MODEL
At present, the commonly used decay heat calculation program is represented by the ORIGEN-S program developed by ORNL Laboratory(Hermann and Westfall, 2011) . The ORIGEN-S program couples an external third-party interface to the Monte Carlo program (such as MCNP) and completes data transmission by reading the output file while generating input files. However, as this coupling method cannot go deep into the bottom of the Monte Carlo transport module for method improvement and efficiency optimization, there is a general lack of computing power for large-scale burnup problems. When there are more burnup zones, it is impossible to accurately calculate the burnup information of the whole molten pool.
The DEPTH program(She, 2013) was developed by the REAL team of Tsinghua University. Based on the Monte Carlo program RMC (She et al., 2010; Wang et al., 2011), the internally coupled burnup calculation and decay heat calculation functions were realized. The large-scale burnup calculation ability (such as the automatic expansion of the repetitive structure burnup zone, the large-scale parallel efficiency optimization of the Monte Carlo, and the parallel calculation of the ignition burnup) could be used to calculate the whole PWR burnup and other examples.
Because of the common decay heat calculation requirements in reactor shutdown and molten pool scenarios, this paper proposes the corresponding decay heat calculation method based on the DEPTH program coupled with the Monte Carlo code RMC, which enriches the functional modules of the RMC program. Besides, as the RMC program being the completely independent intellectual property rights of the domestic Monte Carlo program, the development of the decay heat calculation module is of great significance to break the monopoly of foreign computing software.
The flow chart of decay heat calculation in the DEPTH program is as Figure 2.
[image: Figure 2]FIGURE 2 | Flow Chart of Decay Heat Calculation Program.
In the DEPTH program, first of all, the transport calculation is needed to obtain the neutron flux in the lower head, and the power distribution is carried out according to the total power to obtain the power of each burnup zone. Then, in each time step, the burnup is calculated for the decay reaction to obtain the nuclide density in the burnup zones. Finally, the decay heat in the burnup zones is calculated with the formula below:
[image: image]
where [image: image] is the total amount of decay heat generated in the burnup zone, [image: image] is the reaction rate, and [image: image] is the decay heat released of each nuclide.
Compared with the existing methods, the method proposed in this paper has the following innovative points: 1. Compared with the existing ORIGEN-S program, it realized the parallel decay heat calculation of the large-scale burn-up area, and achieved the precise distribution result of the decay heat release inside of the lower head by calculation; 2. The decay heat release was calculated by Monte Carlo method, which is more accurate than the empirical formula methods that are commonly used.
CALCULATION PROCESS OF MOLTEN POOL DECAY HEAT
When a severe accident happens, the core is completely exposed and melted, and then the melt penetrates the core bottom plate. Finally, various elements are redistributed in the lower head of the pressure vessel, and a molten pool is formed. Figure 3 shows the calculation flow chart of the decay heat of the molten pool in this paper. The specific process is shown as follows:
(1) Calculation of total density of core nuclides. The total nuclide density of all fission products in the core is obtained through the calculation of the whole core burnup. In this paper, the total burnup of commercial nuclear power reactors described in the BEAVRS benchmark is calculated by using the Monte Carlo program RMC and the TianHe II supercomputing platform. The total nuclide density of fission products in the core is obtained. The calculation time of the reactor is 85°days, and the thermal power of the reactor core is 3411MW, which is divided into 520,000 burnup zones. In addition, calculating the total nuclide density of control rods and other core structural parts refer to the BEAVRS benchmark manual.
(2) Extract important nuclide density. The DEPTH program can output the density information of 1487 nuclides in the burnup chain. However, previous studies have shown that about 50 nuclides can envelope more than 95% of the decay heat contribution after shutdown(Li et al., 2014) . Therefore, in this paper, only the 50 nuclides that contribute greatly to the decay heat, as well as the main heavy isotopes and fission products in the main burnup chain are considered. And the zirconium-water reaction was not considered in this paper.
(3) Calculation of the specific volumes of three layers is based on several assumptions. In this paper, it is assumed that the oxidation degree of the zirconium claddings is 0.5, the molten pool is well-mixed the moment it falls into the lower head, and the densities of each component in the molten pool are consistent. Based on the phase diagram and researches on previous studies, the mass of the main components in each layer is obtained, and herein the volumes and thickness are also determined(Liu et al., 2019) (Liu et al., 2019) .
(4) Calculation of nuclide density in each layer of the molten pool. In this paper, it is assumed that the atomic number of each nuclide in the lower head at the initial time is equal to the value of the core burnup calculation of the end time. Because the decay heat generated will decrease with time, so this assumption can simulate the maximum decay heat power released by the molten pool of the lower head, which is helpful to improve the margin of IVR strategy safety analysis.
(5) Modeling molten pool in the lower head. According to the structure and size of each layer in the molten pool of the lower head of the reactor, the molten pool of the lower head is modeled in the Monte Carlo code RMC based on the important nuclide density calculated in the previous step. Then, dividing the molten pool into an approximate number of burnup zones along the radius direction, height direction and circumference direction, in order to accurately calculate the decay heat generated in the molten pool.
(6) Calculation of decay heat of the molten pool. The DEPTH program was used to calculate the decay heat power distribution in the molten pool.
[image: Figure 3]FIGURE 3 | Decay Heat Calculation Process in this work.
MOLTEN POOL MODELING AND MATERIAL SETTING
Hierarchical Structure of Molten Pool Model
In the previous IVR safety strategy analysis, it is generally believed that the structure of the molten pool in the lower head is a two-layer model(Theofanous et al., 1996) . That is, the light metal layer is located above the oxide layer. However, the MASCA project carried out by Russian research center of Kurchatov institute has revealed that the physical-chemical interactions in the molten may cause participation of metallic uranium and zirconium initially located in the oxide phase. The change of density of stratification will lead to sinking of heavy metal layer. Previous experiments have found that, a great amount of uranium element is extracted by unoxidized zirconium form oxidic phase to metallic phase. With the increment in density of metallic phase, it sinks and be located below the oxide phase, thus forming a three-layer corium pool (Kim and Olander, 1988; Hayward and George, 1996). So the above-mentioned two-layer molten pool model cannot completely envelope the possibility of occurrence(Parker et al., 1990) and INEEL proposed a more enveloping three-layer melt configuration based on the two-layer one(Gu et al., 2017) (Tsurikov et al., 2007) . In this configuration, the heat flux distribution is different from that of the two-layer molten pool structure, resulting in changes in the safety margin for the IVR scheme. So, the two configurations need to be analyzed separately. Figure 4 shows two kinds of molten pool structures.
[image: Figure 4]FIGURE 4 | Diagram of Two Molten Pool Structure. (A) Two-layer Molten Pool (B) Three-layer Molten Pool.
As shown in Figure 4A, in the three-layer molten pool model, the components of the oxide layer and the light metal layer are the same as those in the two-layer molten pool model. The difference is that the elements in the partial oxide layer and the metal layer will enter the bottom of the oxide layer after the reaction, forming a heavy metal mixture layer.
As shown in Figure 4B, in the two-layer molten pool model, the pool can be divided into the bottom oxide layer and the top light metal layer. The light metal layer consists of stainless steel and unoxidized zirconium, and the oxide layer consists of uranium and zirconium oxides.
For the two-layer and three-layer structures of the molten pool, this paper uses the geometric module of the RMC program to carry out the three-dimensional modeling. It divides the burnup zones of the light metal layer, oxide layer, and heavy metal layer in the two-layer and three-layer structures of the molten pool to accurately calculate the decay heat power distribution inside the molten pool of the lower head.
Modeling of Two / Three-Layer Molten Structures
According to the above hierarchical model of the molten pool, the components and heights of each layer need to be obtained first. In the molten pool, the main components are the core fuel and the melts of structural components in the core, which form the U-Zr-O multivariate system after the core melts. Assuming that the density of each component is constant in the melting process and the molten pool is instantaneously uniform, the components of each layer can be obtained by multivariate phase diagram analysis (Chevalier et al., 2004), and then the volume of each layer can be calculated by the density of each component.
The heights of each layer can be obtained by a multivariate phase diagram as shown in Table 1. And the material components and typical nuclides of each layer are shown in Table 2. This stratification is based on the following assumptions:
1. The main components of the light metal layer are Zr and stainless-steel SS;
2. The main components of the oxide layer are UO2 and ZrO2;
3. The main components of the heavy metal layer are U and Zr;
4. The Ag-In-Cd elements and fission products in the control rod are uniformly distributed in the oxide layer and the heavy metal layer.
TABLE 2 | Material Mass Calculation of Core Structure in BEAVRS.
[image: Table 2]In this paper, the three-dimensional modeling of the two-layer and three-layer molten pool structures (Figure 4) is carried out by using the RMC program, and the light metal layer, heavy metal layer, and oxide layer in the molten pool structure are divided into burnup zones, to accurately calculate the decay heat power distribution inside the molten pool. The components of each layer and typical nuclides are shown in Table 3, 4:
TABLE 3 | Molten Pool Stratification Height
[image: Table 3]TABLE 4 | Composition and Typical Nuclides of Three-layer Molten Pool Materials
[image: Table 4]Three-Layer Molten Pool Model Burnup Zones Division
To accurately calculate the decay heat generated in the molten pool, it is necessary to finely divide the molten pool into an approximate number of burnup zones. In this paper, the molten pool of the lower head is first stratified with each 10°cm along the Z-axis height direction. So, for the three-layer pool, the light metal layer is divided into five layers; The oxide layer is divided into 12 layers; The heavy metal layer is divided into four layers. Each layer is divided into 11 layers along the radius direction and 18 layers along the circumference direction. Finally, the light metal layer is divided into 990 burnup zones; the oxide layer is divided into 2016 burnup zones; The heavy metal layer is divided into 288 burnup zones, and the complete partition and filling of the light metal layer, oxide layer, and heavy metal layer in the three-layer molten pool model are then realized.
For the two-layer molten pool, the light metal layer is divided into six layers; The oxide layer is divided into 16 layers. Each layer is divided into 11 layers along the radius direction and 18 layers along the circumference direction. Finally, the light metal layer is divided into 1288 burnup zones; The oxide layer is divided into 2304 burnup zones. The complete partition and filling of the oxide layer and heavy metal layer in the two-layer molten pool model are then realized.
By calculating the decay heat generated in each burnup zones in the molten pool, the complete spatial distribution of the decay heat release in the lower head can be obtained. Figure 5 is the side views and overlooking view of the molten pool model.
[image: Figure 5]FIGURE 5 | Sectional View of Burnup Zones of Molten Pool Model. (A) Side View of Three-layer Molten Pool (B) Side View of Two-layer Molten Pool. (C) Top View of Three-layer Molten Pool (D) Top View of Two-layer Molten Pool.
CALCULATION RESULTS AND ANALYSIS OF DECAY HEAT
Verification of the Decay Heat Calculation Function
To validate the decay heat calculation function, the researchers used DEPTH and ORIGEN-2 to calculate the nuclear density and decay heat of all the main products of 237Np after 106°years’ decay(She, 2013) . To facilitate the comparison of calculation results, both programs applied the decay database of ORIGEN-2.
Table 5 shows the comparison of the decay calculation results of 237Np by DEPTH and ORIGEN-2. The relative error of the calculated decay heat of DEPTH and ORIGEN-2 fluctuates within ± 0.25%. The maximum relative error in the entire decay chain is - 1.14%, which was produced by the last nuclide 209Bi in the decay chain.
TABLE 5 | Calculation Results of 237Np Pure Decay Process(She, 2013)
[image: Table 5]TABLE 6 | Redistribution Time and Melt Decay Heat Calculation Results
[image: Table 6]Decay Heat Distribution Calculations of the Melt in Lower Heads
The decay heat power of the melt within 5°days is calculated. The decay process is divided into 30 burnup steps. About 1,320 core hours are used for each calculation. The fission source iteration method is adopted for the critical calculation, specifically, 200,000 for neutrons in each generation, 20 for inactive generations, 120 for the total generations, and the initial fission source is the point source at the center of the lower head. The total power in the molten pools is calculated by the decay heat power empirical formula (2) after the reactor shutdowns. As the power change shown in Figure 6, the accuracy of the total power assumption is ensured.
[image: Figure 6]FIGURE 6 | Theoretical Calculation Result of Decay Heat Power After Shutdown.
For the lower head with a three-layer molten pool structure, the light metal layer is divided into 990 burnup zones; the oxide layer is divided into 2,016 burnup zones; the heavy metal layer is divided into 288 burnup zones; for the lower head with two-layer molten pool structure, the light metal layer is divided into 1,288 burnup zones; the oxide layer is divided into 2,304 burnup zones.
Previous researchers usually choose analysis programs such as IVRSA and MAAP to analyze and calculate the IVR characteristics of reactors under severe conditions to obtain the corresponding parameters. For example, Zavisca et al. used MELCOR, MAAP, etc. to analyze and calculate the serious accidents caused successfully by a pressure vessel’s external submergence(Yuan et al., 2003; Zavisca et al., 2003); Esmaili et al. used the same method to calculate the initial IVR parameters of the AP1000 nuclear power plant in the severe accident(Esmaili and Khatib-Rahbar, 2004) . The decay heat parameters calculated by the predecessors and obtained herein were listed below. It can be observed that the calculation results of the decay heat are roughly the same when the redistribution time is similar, which verifies the validity of decay heat calculation results of the molten pools in this research.
Analysis of Decay Heat Distribution Calculation Results of the Melt in Lower Heads
For time distribution of the melt in lower heads, Figure 7 exhibits the change of the decay heat power generated by each layer in the two-layer molten pool structure and the three-layer molten pool structure after 30 burnup steps within 0d-5d.
[image: Figure 7]FIGURE 7 | Decay Heat Power of the Light Metal Layer, Oxide Layer, and Heavy Metal Layer in Two Molten Pool Structures in 0d-5d.
It can be seen from Figure 7: (1) In the two-layer molten pool structure, the decay heat generated in the light metal layer, the oxide layer and the heavy metal layer all decrease with time. It decreases the most on the first day, and then the trend becomes more and more gentle, which meets the decline trend of the decay heat power after shutdown. (2) The decay heat power of the oxide layer is about 10-15 times that of the heavy metal layer, while the decay heat power of the light metal layer is only about one-thousandth of that of the heavy metal layer and the oxide layer. Therefore, in the evaluation of the IVR safety strategy, more attention should be paid to the heat flux density at the position of the oxide layer and the heavy metal layer.
Regarding the spatial distribution of the melt decay heat in lower heads, due to the symmetry of lower heads, it can visually observe the distribution of the decay heat power density of the entire lower heads with the cross-sectional side view. The decay heat power density shown in the Figure 8 is obtained by the following formula:
[image: image]
there, [image: image] is the power density in the burnup zone, that is, the decay heat power released per unit volume in the burnup zone; [image: image] is the decay heat power generated in the burnup zone; and [image: image] is the burnup zone’s volume.
[image: Figure 8]FIGURE 8 | Decay Heat Power Density of Molten Pools of Lower Heads in 1d-5d.
Figure shows a half cross-sectional side view of the decay heat power density of the melt in lower heads of the oxide layer and heavy metal layer at [image: image], and it is colored according to the magnitude of the decay heat power in two single molten pools. The left is the decay heat power generated by the three-layer molten pool structure in 1d, 2d, 3d, 4d and 5d; and the right is the decay heat power generated by the two-layer molten pool structure in 1d, 2d, 3d, 4d and 5d.
It can be seen from Figure 8 that the spatial distribution of the decay heat power of the oxide layer is relatively uniform and at the same order of magnitude in the two-layer molten pool structure. It is because oxides such as uranium dioxide and zirconium dioxide are uniformly distributed in the oxide layer in the two-layer structure, forming a stable configuration. Notably, because the initial fission source is the point source at the center of the lower head, the maximum value of the decay heat power density in the lower head appears at the center of the lower head, and the value gradually decreases as it approaches the wall of the lower head. In terms of time distribution, the decay heat power at the center drops rapidly from 0.71 to 0.033 within 1d; it slowly decreases to 0.023 and gradually reaches a steady state within 2-5d; while the decay heat power at the inner wall surface is relatively stable with little fluctuation, from 0.051 to 0.022 within 1d-5d.
In the three-layer molten pool structure, the spatial distribution of the decay heat power of the oxide layer and the heavy metal layer is very uneven, and the maximum value of the decay heat power is increased by about 4 orders of magnitude compared with the minimum value over the same time frame. This is because a complex chemical reaction occurred between molten uranium dioxide and molten zirconium under severe accident conditions, resulting in the precipitation of heavy metal uranium that caused a very uneven distribution of elements inside the lower head. In addition, since the initial point source is located in the middle of the molten pool. Therefore, in the three-layer molten pool structure, the decay heat is mainly concentrated at the bottom of the oxide layer and the upper part of the heavy metal layer. At the same position of the heavy metal layer, the decay heat power of the three-layer structure is 2-3 times that of the two-layer structure; on the upper part of the oxide layer, the decay heat power of the three-layer structure is 2-3 orders of magnitude lower than that of the two-layer structure. It is noted that the maximum decay heat power density in the lower head appears in the middle and lower parts of the oxide layer. In terms of time distribution, the maximum decay heat power density decreases from 2.9°[image: image] to 1.5°[image: image] within 1d-5d; while the decay heat power at the inner wall surface is relatively stable with unobvious declination, from 0.094°[image: image] to 0.085°[image: image] within 1d-5d. It is noteworthy that the maximum decay heat power of the inner wall surface appears at the top of the heavy metal layer and the lower part of the oxide layer or corresponding positions in both two-layer and three-layer structures. Therefore, the design margin of these two locations should be laid emphasis on in actual engineering calculations.
CONCLUSION
All along, the calculation and estimation of the decay heat in molten pools under IVR conditions are controversial due to the limitations of calculation tools and the complexity of physical processes in molten pools. To solve the above problems, the decay heat calculation module is developed based on DEPTH coupled with RMC, and its functional verification is carried out. Then, the program developed in this paper is taken to calculate the distribution of the decay heat in the two molten pool structures, and the following conclusions can be drawn: 
1. The decay heat calculation results meet the physically decline change trend after shutdown. By comparing with the results calculated by previous programs such as MELCOR and MAAP, the validity of calculation results of is verified.
2. In the two-layer molten pool structure, due to the uniform distribution of nuclides, the spatial distribution of the decay heat power of the oxide layer is relatively uniform. At the center of the lower head, the decay heat power slowly falls from 0.71°[image: image] to 0.023°[image: image]. Besides, in the three-layer molten pool structure, the spatial distribution of the decay heat power is severely uneven due to the precipitation of heavy metal uranium.
3. The maximum decay heat power appears at the top of the heavy metal layer and the lower part of the oxide layer or corresponding positions in two structures. Therefore, it should lay emphasis on the heat transfer characteristics and design margin of these two locations in actual engineering calculations.
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Under loss-of-coolant conditions, the temperature on fuel cladding will increase rapidly (up to 1000–1500 K), which will not only cause a dramatic oxidation reaction of Zircaloy-4 and an increase in hydrogen concentration but also cause an allotropic phase transformation of Zircaloy-4 from hexagonal (α-pahse) to cubic (β-phase) crystal structure. As we all know, thermophysical properties have a close relationship with the microstructure of the material. Moreover, because of an important influence of the phase transformation on the creep resistance and the ductility of the fuel rod, studying the crystallographic phase transformation kinetics is pivotal for evaluating properties for fuel rod completeness. We coupled the phase transformation model together with the existing physical models for reactor fuel, gap, cladding, and coolant, based on the finite element analysis and simulation software COMSOL Multiphysics. The critical parameter for this transformation is the evolution of the volume fraction of the favored phase described by a function of time and temperature. Hence, we choose two different volume fractions (0 and 10%) of BeO for UO2-BeO enhanced thermal conductivity nuclear fuel and zircaloy cladding as objects of this study. In order to simulate loss-of-coolant accident conditions, five relevant parameters are studied, including the gap size between fuel and cladding, the temperature at the extremities of the fuel element, the coefficient of heat transfer, the linear power rate, and the coolant temperature, to see their influence on the behavior of phase transformation under non-isothermal conditions. The results show that the addition of 10vol%BeO in the UO2 fuel decreased the phase transformation effect a lot, and no significant phase transformation was observed in Zircaloy-4 cladding with UO2-BeO enhanced thermal conductivity nuclear fuel during existing loss-of-coolant accident conditions.
Keywords: phase transformation, zircaloy-4, LOCA, accident tolerant fuel (ATF), fully coupled
INTRODUCTION
With the increasing energy demand, human beings have never stopped exploring new energy sources. Among them, nuclear energy is one of the most popular and promising future energy sources. Although nuclear energy is considered a clean and efficient energy source, it deals with a serious hazard - nuclear radiation. Many studies have shown that complex lesions can easily occur in cellular DNA (Sutherland et al., 2000; Sutherland et al., 2001; Yang et al., 2004), which means that nuclear radiation can cause massive damage to the human body, causing people to suffer from cancer and even death.
Nearly 70°years have passed, nuclear energy has been developed from the 1950s to the present. In these years, nuclear energy’s development process is not smooth sailing, which means that there have been accidents in nuclear energy development history. Some major nuclear power cases have attracted the whole world’s attention on nuclear safety, such as the Chernobyl nuclear leak accident in 1986, rated as INES 7 and considered the worst nuclear power accident in history. More recently, the Fukushima Daiichi Nuclear Power Plant accident in 2011, which is also rated as INES 7, brought widespread attention. These accidents caused substantial economic losses and caused many people to be exposed to varying degrees of radiation pollution, affecting health and even losing their lives. What is more, huge adverse effects have been caused on nuclear energy development worldwide. Thus, safety issues occupy a vital position in the development of nuclear energy.
With respect that an entire reactor of a nuclear power station is incredibly complex, there are many ways to ensure nuclear power plants’ safety. One of the critical aspects is how to avert the leakage of radioactive energy as much as possible in a loss-of-coolant accident (LOCA). In LOCA, the pivotal step to controlling nuclear leakage is to maintain the nuclear fuel rod’s integrity and the fuel cladding when they are inserted into cold water under the emergency cooling system. If the fuel cladding is not firm and tenacious enough, the nuclear fuel rod may crack easily, causing the radioactive material to break through the cladding and leak, resulting in severe consequences. Subsequently, accident tolerant fuel and cladding materials under LOCA conditions are studied by many researchers (Isobe and Suda, 1999; Forgeron et al., 2000a; Manngård et al., 2011; Manngård and Massih, 2011; Sawarn et al., 2014; Park et al., 2016; Suman et al., 2016; Gamble et al., 2017; Tang et al., 2017; Jailin et al., 2020), especially after the event at Fukushima Daiichi Nuclear Power Plant.
Accident Tolerant Fuel, or ATF for short, is a new generation of the fuel system to improve the fuel element’s ability to fight against severe accidents. Compared to the previous fuel system, this updated fuel system can resist grave accident conditions for a longer time and, in the meanwhile, maintain the same or have even better performance under normal operating conditions. The unique material characteristics of accident tolerant fuel can slow down the velocity of deterioration in severe cases, which would help people reclaim more valuable time to take emergency measures so that the radiation leakage risk of fuel is significantly reduced. To sum up, the critical point of accident tolerant fuel is the endurance capacity in a loss-of-coolant accident. For the moment, there are two effective methods to enhance this capacity, one is to find new material (such as SiC, FeCrAl) to replace the fuel cladding that we are using now, and the other is to enhance the properties of the existing fuel system (such as coating cladding, modifying fuel). For the former, the database of new cladding material on the physical properties and phenomena is scarce. There are still many properties and phenomena of existing cladding that are not well understood at present. Further research on the existing cladding material is beneficial to analyzing accident tolerant fuel and cladding as the object for comparison and validation (to keep its strong points and overcome the shortcomings). Our work has used UO2-BeO enhanced thermal conductivity nuclear fuel and zircaloy cladding as an accident tolerant fuel system, which means we have chosen the latter method to research the physical properties of cladding.
In today’s nuclear energy industry, zirconium alloys (especially Zircaloy-4) are still widely used as structural materials for reactors due to their superior properties. The small thermal neutron capture cross-section of zirconium allows it to ensure sufficient thermal neutrons to sustain the reactor’s normal operation. Also, zirconium alloy has the advantages of strong corrosion resistance (Isobe and Suda, 1999) and excellent mechanical properties, making the research of zirconium alloys internationally occupy an increasingly important position.
Under extreme conditions, such as in a loss-of-coolant accident, the fuel cladding will undergo a rapid temperature increase (up to 1000–1500 K) (Hales et al., 2016), which will not only cause a dramatic oxidation reaction of Zircaloy-4 and an increase in hydrogen concentration but also cause an allotropic phase transformation of Zircaloy-4 from hexagonal (α-pahse) to cubic (β-phase) crystal structure (Northwood and Lim, 1979). Thermophysical properties are closely related to the microstructure of the materials themselves. In other words, under LOCA conditions, the behavior of fuel rod cladding depends mainly on the metallurgical evolution at high temperatures. Researchers have also pointed out an important influence of the phase transformation on the creep resistance and ductility, two essential characteristics for fuel rod integrity (Forgeron et al., 2000a). Therefore, studying the crystallographic phase transformation kinetics is pivotal for evaluating the mechanical properties essential for fuel rod completeness (deformation and burst) to improve its performance during LOCA conditions.
The essential parameter for the transformation kinetics is the evolution of the new phase’s volume fraction as a function of time and temperature. This paper has selected the method for calculating the volume fraction of the advantageous phase in Zircaloy-4 as a function of time and temperature during phase transformation under non-isothermal conditions (Hales et al., 2016).
This study has implemented the physical model of phase transformation coupled with the existing physical models for reactor fuel, gap, cladding, and coolant, based on the finite element analysis and simulation software COMSOL Multiphysics. COMSOL Multiphysics originated from the Toolbox of MATLAB, is a finite element analysis and simulation software that is good at coupling multiple physical fields described by the PDEs. Besides, some physical models of the UO2-BeO-Zircaloy fuel-cladding system have already been implemented (Liu et al., 2015) into the COMSOL Multiphysics finite-element platform.
IMPLEMENTATION OF MODELS
Model Geometry
The model used in this work adopted a 2D axisymmetric plane with UO2-BeO fuel rod and Zircaloy-4 cladding (see Figure 1A). For the reason of the periodic boundary condition in the axial direction, a single pellet is chosen to represent all the pellets with a mapped mesh (seeFigure 1B) (Liu et al., 2015).
[image: Figure 1]FIGURE 1 | (A) Geometry of 2D-axisymmetric, (B) pellet geometry with mapped mesh.
Phase Transformation
Transition Model
We choose a variable y as the volume fraction of the new transformed phase (β-phase) as a function of time t and temperature T. The value of y is in the range of 0–1. Following the research of Leblond and Devaux (Leblond and Devaux, 1984), we considered that the value of y and the steady-state or equilibrium value [image: image] has not much difference at a given temperature T. In this case, we write
[image: image]
where [image: image] is the characteristic time of phase transition. We can see that Eq. (1) has two external functions [image: image] and [image: image], depending on temperature, with [image: image] being the volume fraction of phase newly formed at the temperature T after an infinitely long time and [image: image]. Both of these functions are temperature-dependent quantities and can be derived from the experimental data. Under non-isothermal conditions, the temperature T may change as a function of time, and therefore Eq. (1) needs to be solved numerically. By putting the rate parameter [image: image], we rewrite Eq. (1) in a reduced form
[image: image]
To calculate volume fraction y as a function of time and temperature, we need to specify the two function [image: image] and [image: image], which appear in Eq. (2) Firstly, let us consider the former function [image: image]. The steady-state volume fraction experimental data under phase transformation show that [image: image] has an S-shaped or sigmoid form (Massih, 2009). Thus, the equilibrium volume fraction of β-phase is represented by a sigmoid function of temperature.
[image: image]
where [image: image] and [image: image] are material-specific coefficients connected to the center and span of the mixed-phase region, respectively. These two parameters are determined by
[image: image]
where [image: image] and [image: image] are measured phase boundary temperatures corresponding to 99% α-phase and 99% β-phase fractions, respectively. For Zircaloy-4, we used [image: image] and [image: image] (Massih, 2009), where [image: image] is the hydrogen concentration in the range of 0–1,000 weight parts per million hydrogen (wppm). We have chosen 500wppm for the value of [image: image] because of the imperfection of the hydride formation model.
In addition to the steady-state volume fraction [image: image], we also need to express the rate parameter [image: image], which is the inverse of [image: image], in detail.
[image: image]
From Eq. 5 , we can see that the rate parameter [image: image] is highly dependent on temperature. Here, [image: image] and [image: image] are used to represent respectively the kinetic prefactor and the Boltzmann constant. E is used to show the total effective activation energy, and [image: image] is just a constant changing with the direction of the phase transition. In this model, E is the effective activation energy, which associates the activation energy of nucleus formation and development. The justifiability of this associated effect has been discussed by Mittemeijer and his colleagues in (Mittemeijer, 1992; Kempen et al., 2002). For Zircaloy-4, we use [image: image] and [image: image] (Massih, 2009; Manngård et al., 2011), where [image: image] is used to represent the heat rate with [image: image] (Massih and Jernkvist, 2009). The phase transformation [image: image] is entirely diffusion-controlled, while the transformation of the opposite direction is partly martensitic. This difference is revealed by the constant [image: image] at the end of Eq. (5), which is given in the form (Manngård et al., 2011)
[image: image]
Threshold Temperature Models
For the material-dependent temperatures for the beginning of phase transformation, the experimental data on Zircaloy-4 show that this quantity depends on the heating or cooling rate [image: image] (Forgeron et al., 2000b). In this model, we have used the relation below to calculate the starting temperature in Kelvin for [image: image] transition based on the experimental data in (Forgeron et al., 2000b; Brachet et al., 2002).
[image: image]
where [image: image] is the heating rate in Kelvin per second and the hydrogen concentration [image: image] is in the range [image: image] wppm. Also, we have another relationship for the opposite direction of phase transformation basing on the experimental data of Zircaloy-4 reported in (Forgeron et al., 2000b; Brachet et al., 2002), i.e., from [image: image].
[image: image]
A temperature (time) lag of the start temperature of phase transition from [image: image] to [image: image] is observed in the cooling process. Eq. (8) is not symmetric with the equation on heating, i.e., Eq. (7).
All these material-dependent quantities above allow us to calculate the β-phase volume fraction as a function of time by numerical integration of Eq. (2). Using the above-mentioned phase transformation models, the Zircaloy-4 cladding phase formation and redistribution can be investigated.
MODELING RESULTS
The behavior of fuel and cladding are presented for a 2D axisymmetric LWR fuel rodlet in COMSOL Multiphysics. The 2D axisymmetric model simulates a simplified fuel pellet with a typical finite element mesh shown in Figure 1B. The model contains an individual fuel pellet and Zircaloy-4 cladding. It is important to note a minimal but non-negligible gap between pellet and cladding considering the actual situation. A width of 80°μm is considered to be the nominal gap size in this model.
This section has used two different fuel systems, i.e., UO2-10% BeO and UO2, following the parameters setting in (Liu et al., 2015). The UO2-BeO fuel properties are shown in Supplementary Appendix S1. The typical RWR operating conditions used are shown in Table 1 above.
TABLE 1 | Input parameters for the axisymmetric problem under typical PWR operating conditions (Liu et al., 2015).
[image: Table 1]After implementing the phase transformation model for Zircaloy-4 cladding, we first calculated the volume fraction of β-phase under the normal operating condition to test this model, and we obtain Figure 2 as a result for the UO2 fuel and Zircaloy-4 cladding.
[image: Figure 2]FIGURE 2 | Volume fraction of β-phase changing with temperature for UO2 and Zircaloy-4 under normal operating conditions.
Figure 2 shows that the value of volume fraction of β-phase attains a very small magnitude. The green line with circles represents the volume fraction of β-phase of cladding outer-surface, while the blue line with asterisks represents the cladding inner-surface. Although the value of the inner surface of cladding is almost twice that of the outer surface, it is barely more than [image: image] when it reaches its highest point, which means the effect of phase transformation in the Zircaloy-4 cladding is so small that it can be ignored under normal operating condition. The result calculated by this model is consistent with the figure shown in (Hales et al., 2016). Then we estimated the effect of phase transformation under postulated loss-of-coolant accident conditions.
During a LOCA condition, on account of the decrease in heat-transfer capacity under loss-of-coolant accident conditions, the heat or energy generated in the fuel cannot be passed outside, which causes the changes in the boundary conditions between fuel elements. Hence it has a high possibility that the temperature at the extremities of the fuel element will rise higher than before. The boundary conditions will change between fuel elements and change between fuel, cladding, and coolant because heat transfer capability decreases. For example, the heat transfer coefficient between cladding and coolant will decrease in the transition boiling interval. If we consider the swelling effect of fission gas, the fuel diameter will grow a little, which will make the size of the gap between fuel and cladding smaller. The linear power rate will also rise from 20000 W/m (set for normal condition) to 25,000 W/m, even 30,000 W/m when it is in serious condition. According to NRC (U.S. Nuclear Regulatory Commission) in (The U.S. Nuclear Regulatory Commission, 2011), a peak linear power density of around 60,000 W/m is considered the safe limit for core in operation. Hence, we can also try to raise the linear power rate to 60,000 W/m to observe its effect on phase transformation. The water saturation pressure at 530 K is between 3.3469 and 4.6923 MPa, according to Engineering Toolbox’s data in (Engineering ToolBox (2004). However, from Figure 2, we can see the value of coolant pressure is up to 15.5 MPa while the coolant temperature is only 530 K. Per the data for water saturation pressure, the corresponding temperature of 15.5 MPa is between 613 and 633 K. In the following simulation, we have taken 613 K as the coolant temperature into account during the calculations.
To simulate a relatively severe loss-of-coolant accident, we had reduced the physical size of the gap between fuel and cladding, raising the linear power generation rate, the coolant temperature, and the temperature at the extremities of the fuel element. For the sake of decreasing the heat transfer coefficient of cladding to coolant, we have multiplied the coefficient with a number less than one. All these conditions are taken into account simultaneously, and the results obtained are shown below.
To make the results more clear, they are divided into four groups. The first group is the volume fraction of β-phase varying with the linear power rate, with 1500 K - the temperature at the extremities of the fuel element, 8e−7 m - the gap size, and 0,6 - the coefficient multiplied with the heat transfer coefficient between cladding and coolant.
Figures 3A,C showed that the volume fraction on cladding inner-surface was increased almost by an order of magnitude from [image: image] to [image: image] when the linear power rate varied from 20,000 W/m to 25,000 W/m. However, when the power rate is increased by an additional 5,000 W/m to 30,000 W/m in Figure 3E, the volume fraction on the cladding inner-surface has reached 0.05, which is much bigger than before. Compared with UO2, the results for UO2-10vol%BeO in the left, i.e., Figures 3B,D,F, are all smaller. The increment of linear power rate up to 30,000 W/m for UO2-10vol%BeO did not have the same influence as that for UO2 on the volume fraction of β-phase, which just attained around [image: image] on the cladding inner-surface, the same magnitude for UO2 with the linear power rate, which equals to 25,000 W/m.
[image: Figure 3]FIGURE 3 | Volume fractions of β-phase on cladding inner surface and outer surface, changing with linear power rate, (A) 20,000 W/m for UO2 and Zircaloy-4, (B) 20,000 W/m for UO2-10vol%BeO and Zircaloy-4, (C) 25,000 W/m for UO2 and Zircaloy-4, (D) 25,000 W/m for UO2-10vol%BeO and Zircaloy-4, (E) 30,000 W/m for UO2 and Zircaloy-4, (F) 30,000 W/m for UO2-10vol%BeO and Zircaloy-4.
The second group is about the effect of the temperature at the extremities of fuel element on the volume fraction of β-phase, with 30,000 W/m - the linear power rate, 8e−7 m- the gap size, and 0,6-the coefficient multiplied with the heat transfer coefficient between cladding and coolant.
Figure 4 showed that there was not much difference in these results when the temperature at the extremities of the fuel element changed. From 700 K to 1100 K, the volume fractions on cladding inner-surface and outer-surface had all increased a little for both UO2 and UO2-10vol%BeO, where the increments are nearly [image: image] for UO2 and [image: image] for UO2-10vol%BeO on cladding inner surface. From 1100 K to 1500 K, the increment is noticeable for UO2-10vol%BeO compared with that from 700 to 1100 K in Figures 4B,D. We could see the volume fraction has increased around [image: image] on the inner-surface for Figures 4D,F.
[image: Figure 4]FIGURE 4 | Volume fractions of β-phase on cladding inner-surface and outer-surface, changing with the temperature at the extremities of the fuel element, (A) 700 K for UO2 and Zircaloy-4, (B) 700 K for UO2-10vol%BeO and Zircaloy-4, (C) 1100 K for UO2 and Zircaloy-4, (D) 1100K for UO2-10vol%BeO and Zircaloy-4, (E) 1500 K for UO2 and Zircaloy-4, (F) 1500 K for UO2-10vol%BeO and Zircaloy-4.
The third group describes the variations of volume fraction of β-phase when the gap size changes. The other values are 0,6-the coefficient multiplied with the heat transfer coefficient between cladding and 30,000 W/m - the linear power rate, 1500 K-the temperature at the extremities of the fuel element.
In this group of calculations, we have selected three different magnitudes of gap size to observe the variations in the volume fraction of β-phase on cladding inner-surface and outer surface. We note that 8e−5 m in Figures 5A,B is the initial gap size. From Figures 5A,C, E, the gap size has increased tenfold and a 100 times, the volume fraction on cladding inner-surface has increased from 0.02 to 0.036 and from 0.02 to 0.052, respectively, while we nearly see no difference between Figures 5B,D. In Figures 5D,F, when the gap size had increased a hundred times, the volume fraction of β-phase on cladding inner-surface for UO2-10vol%BeO had increased a lot from [image: image] to [image: image], which is much more apparent than the variation in Figures 5B,D. Moreover, for UO2-10vol%BeO, the gap of volume fractions between two cladding surfaces has increased significantly from Figures 5D–F.
[image: Figure 5]FIGURE 5 | Volume fractions of β-phase on cladding inner-surface and outer-surface, changing with the gap size between the fuel and cladding, (A) 8e−5 m for UO2 and Zircaloy-4, (B) 8e−5 m for UO2-10vol%BeO and Zircaloy-4, (C) 8e−6 m for UO2 and Zircaloy-4, (D) 8e−6 m for UO2-10vol%BeO and Zircaloy-4, (E) 8e−7 m for UO2 and Zircaloy-4, (F) 8e−7 m for UO2-10vol%BeO and Zircaloy-4.
The last group is to observe the influence of the coefficient multiplied with the heat transfer coefficient between cladding and coolant on the volume fraction of β-phase, with 30,000 W/m - the linear power rate, 1500 K - the temperature at the extremities of the fuel element, and 8e−7 m- the gap size.
In Figures 6A,C,E, we can see the volume fractions of β-phase on both the cladding inner-surface and outer-surface for UO2 increased rapidly when the heat transfer coefficient decreased. More specifically, when the coefficient decreased from 1 to 0.8, the volume fraction of β-phase for UO2 on cladding inner-surface increased from [image: image] to [image: image]. When the coefficient decreased 0.2 again, i.e., from 0.8 to 0.6, the volume fraction of β-phase for UO2 on cladding inner-surface increased from [image: image] to [image: image]. For Figures 6B, D, F, the volume fractions had increased the same way as UO2. From Figures 7D–F, the volume fraction of β-phase on cladding inner-surface had increased from [image: image] to [image: image] when the coefficient decreased from 1.0 to 0.8. In Figures 6B,D, the volume fraction of β-phase for UO2-10vol%BeO on cladding inner-surface had increased from [image: image] to [image: image] when the coefficient decreased from 0.8 to 0.6. Compared with UO2, the volume fractions for UO2-10vol%BeO are much lower, and they are off by three orders of magnitude.
[image: Figure 6]FIGURE 6 | Volume fractions of β-phase on cladding inner surface and outer-surface, changing with the heat transfer coefficient multiplied by a number smaller than 1, (A) 0.6 for UO2 and Zircaloy-4, (B) 0.6 for UO2-10vol%BeO and Zircaloy-4, (C) 0.8 for UO2 and Zircaloy-4, (D) 0.8 for UO2-10vol%BeO and Zircaloy-4, (E) 1.0 for UO2 and Zircaloy-4, (F) 1.0 for UO2-10vol%BeO and Zircaloy-4.
[image: Figure 7]FIGURE 7 | Volume fraction of β-phase on cladding inner and outer surface with power linear rate 60,000 W/m, gap size 1e–7 m, temperature at the extremities of fuel element 1500 K and the number multiplying the heat transfer coefficient 0.4, (A) for UO2 and Zircaloy-4, (B) for UO2-10vol%BeO and Zircaloy-4.
From all the figures above (i.e., Figures 3–6), we found that the highest volume fractions of β-phase are only [image: image] for UO2 and [image: image] for UO2-10vol%BeO, which are still not high enough to reach the significant phase transformation interval. To simulate a severe condition, we reset the four parameters mentioned above: the linear power rate, the temperature at the extremities of the fuel element, the gap size, and the heat transfer coefficient to simulate again.
This time we set the linear power rate to 60,000 W/m according to Westinghouse Technology Systems Manual by NRC (The U.S. Nuclear Regulatory Commission, 2011). We decreased the gap size from 8e–7 to 1e–7 m because we have seen a relatively significant influence of gap size on the volume fraction of the new phase (β-phase). We can also decrease the coefficient of heat transfer by multiplying a number smaller (this time, we choose 0.4) for the same reason. Nevertheless, we could keep the temperature at the extremities of fuel element 1500 K because it seems that this temperature has little influence on the volume fraction of the β-phase. The results are shown below.
As we can see, the volume fraction of the β-phase on cladding inner-surface for UO2 in Figure 7A has reached nearly 0.4, which means the inner surface of cladding had reached the significant phase transformation interval.
The result for UO2-10vol%BeO in Figure 7B, comparing with the results before (i.e., Figures 3–6), showed a significant increase in the volume fraction of β-phase, reaching nearly 0.01. However, the volume fraction is still minimal, which showed that the phase transformation did not significantly occur on both the inner and outer surfaces of cladding for UO2-10vol%BeO.
To see more clearly the variation of the β-phase volume fraction with axial direction on cladding inner-surface, in Figures 8A,B, we found that the β-phase volume fraction decreases with the cladding radius increase.
[image: Figure 8]FIGURE 8 | Volume fraction of β-phase from cladding inner surface to outer-surface with the same parameter setting in Figure 7 for (A) UO2 and Zircaloy-4, (B) UO2-10vol%BeO and Zircaloy-4.
ANALYSIS AND DISCUSSION
As seen in the results above, we found that all parameters have an evident influence on the volume fraction of the favored phase except the temperature at the extremities of the fuel element, which has little impact. In the results of Figures 3–6, the highest volume fractions of β-phase are 0.052 for UO2 and [image: image] for UO2-10vol%BeO, respectively. These two values have a significant difference of two orders of magnitude, which showed the BeO addition's significant influence on the fuel-cladding system. For the last case in Figure 7, the volume fractions of β-phase on cladding inner-surface are around 0.39 for UO2 and 0.0094 for UO2-10vol%BeO, where there is still a significant difference between them.
According to the results in (Liu et al., 2015), the addition of BeO decreased fuel temperature by increasing the fuel thermal conductivity. However, we found that the temperature distribution in the cladding (not the fuel) for both UO2 and UO2-10vol%BeO is very close to our results. Although the temperature is close, the volume fraction has a significant difference. According to Massih in (Massih, 2009), the heating rate Q affects the position of the transformed volume fraction. More specifically, when the absolute value of Q increases, the graph of volume fraction of β-phase will move to a higher temperature position. Thus from our results presented in Figures 3–7, we can deduce that the heating rate Q for UO2-10vol%BeO is higher than that for UO2 because the volume fraction for UO2-10vol%BeO is lower than that for UO2 under the similar temperature. We may also deduce that the addition of BeO affects the temperature variation, which is the heating rate Q.
CONCLUSION AND PROSPECTS
In summary, this model simulates the phase transformation by presenting the volume fraction of the favored phase [image: image] on the cladding inner and outer surfaces. In the case of Figure 7, which has the most severe LOCA conditions in all the groups of calculations, the addition of 10vol%BeO in the UO2 fuel decreased the phase transformation effect a lot, which shows that the addition of BeO may increase the rate parameter for temperature under heating. All the results for UO2-10vol%BeO showed that no significant phase transformation was observed in the Zircaloy-4 cladding with UO2-BeO enhanced thermal conductivity nuclear fuel during the existing loss-of-coolant accident conditions.
For further study on phase transformation behavior in Zircaloy-4 cladding with the UO2-BeO enhanced thermal conductivity nuclear fuel, adjusting parameters to simulate a more realistic loss-of-coolant accident would be the right choice. In this model, we have used a constant to represent the variation of hydrogen concentration. To analog a more realistic phase transformation, implanting the model of hydrogen pickup and ydride formation would be beneficial. The influence of excess oxygen due to oxidation is another important factor affecting phase transformation behavior in Zircaloy-4 cladding and needs to be modeled in the future work.
TABLE 2 | Constants for Supplementary Equation (S14).
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This article simulates the multiphysics coolant thermohydraulic conditions and fuel performance of a pressurized water reactor (PWR) during a loss-of-coolant accident (LOCA). In the coolant channel of a PWR, the coolant undergoes a series of different boiling regimes along the axial direction. At the inlet of the coolant channel, heat exchange between the cladding wall and coolant is based on single-phase forced convection. As the coolant flow distance increases, the boiling regime gradually converts to nucleate boiling. When a LOCA occurs, on the one hand, the coolant flux and coolant pressure decrease sharply; on the other hand, the heat flux at the cladding wall decreases relatively slowly. They both contribute to a swift increase in coolant temperature. As a consequence, a boiling crisis may occur as critical heat flux (CHF) decreases. In this article, the void fraction along the length of coolant channel in a reactor and mechanical performance of Zr cladding enwrapping UO2 fuel are investigated by establishing a fully coupled multiphysics model based on the CAMPUS code. Physical models of coolant boiling regimes are implemented into the CAMPUS code by adopting different heat transfer models and void fraction models. Physical properties of the coolant are implemented into the CAMPUS code using curve-fitting results. All physical models and parameters related to solid heat transfer are implemented into the CAMPUS code with a 2D axisymmetric geometry. The modeling results help enhance our understanding of void fraction along the length of the coolant channel and mechanical performance of Zr cladding enwrapping UO2 fuel under different coolant pressure and mass flux conditions during a LOCA.
Keywords: void fraction, mechanical performance, multiphysics, CAMPUS code, LOCA, PWR
1 INTRODUCTION
Developing a computational code fully coupling multi-physical fields in the pressurized water reactor (PWR) is of great interest. It is essential to the simulation of fuel performance under a LOCA, which makes a significant difference to both the safety and economic effect of a reactor. In the past, several codes have been developed to simulate separately normal operation fuel behaviors (e.g., FRAPCON, ENIGMA, COMETHE, and FEMAXI) and accident operation behaviors in a reactor (e.g., FRAPTRAN, TRANSURANUS, SCANAIR, TESPA-ROD, and SFPR). In recent years, some of these codes in both categories tend to develop toward a unified code that could simulate both normal operation and accident conditions (Van Uffelen et al., 2019). However, most of these codes require the implementation of specific models and have an increased complexity level, which requires reduction (Van Uffelen et al., 2008; Van Uffelen et al., 2019; Pastore et al., 2021). Therefore, a simplified thermo-fluid–coupled code involving key fuel performance phenomena and continuous flow and phase change of coolant is highly desired. This is beneficial for the more realistic simulation under a LOCA.
A LOCA results from the break on the pipes of the loop in a reactor. Once a LOCA happens, the core scrams, and a drop of pressure and flux in the circulation loop occurs without appropriate coolant supplements. In the condition of depressurization, the flow of the coolant might suffer from a transition from single-phase forced convection to boiling regime and even encounter critical heat flux (CHF). The appearance of CHF results in the increase of temperature at the outer surface of cladding, which leads to fuel cracking, pellet–cladding interaction, and the release of fission product gases (Belle, 1961; Holden, 1966; Frost, 1982; Bailly et al., 1999; Liu et al., 2016a).
We investigated the void fraction of the coolant and the mechanical properties of fuel cladding before the flow boiling reaches CHF in this article, fully coupling key fuel performance phenomena, and cladding-coolant heat transfer. A set of heat transfer correlations were adopted to describe the heat transfer condition prior to CHF. In the regime of single-phase forced convection, the most widely used correlation is the Dittus–Belter correlation (Dittus and Belter, 1985); it is applicable when the coolant is still in the liquid phase. In the regime of subcooled boiling, many studies were also carried out to predict the heat transfer coefficient for different geometries, flow, and heating conditions; among which, the most widely used are those proposed by Bergles and Rohsenow (Bergles and Rohsenow, 1964), Jens and Lottes (Jens and Lottes, 1951), Thom et al. (Thom et al., 1965), and Shah (Shah, 1977; Shah, 2017). In the saturated boiling region, Schrock–Grossman correlation (Schrock and Grossman, 1962) and Chen’s correlation (Chen, 1966) have been applied in a large range in the engineering calculation. In terms of void fraction, Levy (Chen, 1967), Kroeger and Zuber (Kroeger and Zuber, 1968), Saha and Zuber (Saha and Zuber, 1974), and Lahey and Moody (Lahey and Moody, 1977) proposed different models to estimate the void fraction in subcooled boiling regime based on the Zuber and Findlay (Zuber and Findlay, 1965) drift flux model. Later, Manon (Manon, 2000) modified Lahey and Moody’s model (Lahey and Moody, 1977) by combining the Griffith et al. (1958) model.
In this work, the model was established based on the CityU Advanced Multiphysics Nuclear Fuels Performance with User-defined Simulation (CAMPUS) code. The CAMPUS code is based on the framework of COMSOL Multiphysics, which is, in general, a finite element analysis solver and simulation software. Previous results (Liu et al., 2016a) calculated by the CAMPUS code using the constant heat transfer coefficient has been proven reliable by comparing with the results calculated using BISON, ABAQUS, and FRAPCON. The modeling results of a previous work were adopted and combined with different heat transfer models and void fraction models to predict the void fraction along the length of the coolant channel in a reactor and mechanical performance of Zr cladding enwrapping UO2 fuel under normal operating conditions and conditions with a drop of pressure and coolant mass flux. Our understanding is toward void fraction along the length of coolant channel and mechanical performance of Zr cladding enwrapping UO2 fuel cladding under different coolant pressures and mass fluxes through fully coupled modeling including a LOCA. This is useful for the prediction of CHF and the safety of cladding material.
2 MODEL IMPLEMENTATION
2.1 Model Geometry
The model used in this work is established based on a 2D axisymmetric geometry. The whole fuel rod is represented with a single pellet by applying periodic boundary conditions, as is shown in Figure 1 (Liu et al., 2016a; Liu et al., 2016b; Liu and Zhou, 2017; Liu et al., 2018). The previous study focused on the fuel performance of thermal conductivity–enhanced material in light water reactor has been done in Ref. (Liu et al., 2016a; Liu et al., 2016b; Liu and Zhou, 2017; Liu et al., 2018). They used a self-defined multiple physics model based on COMSOL to simulate the fuel performance of UO2-BeO and UO2-SiC. Almost all physical phenomena related to actual fuel rods were taken into consideration, which included heat generation and conduction, mechanical properties, fission gas release, cladding irradiation creep, and oxidation. However, the coolant properties in the previous work are not sophisticated enough. As a result, in this work, we tried to build a thermal-fluid–coupled multiphysics model to estimate the fuel performance by adding to the previous model, more complex fluid properties, and heat conduction on boundaries. The assemblage geometry was assumed to be rectangular, as shown in Figure 2. Therefore, the hydraulic diameter was calculated by the equation:
[image: image]
[image: Figure 1]FIGURE 1 | (A) Geometry, material, and typical mesh used in COMSOL, and (B) 2D-axisymmetric geometry and mesh for a single pellet used in a previous work.
[image: Figure 2]FIGURE 2 | Geometry of assemblage.
In our model, a linear average power of 200 W/cm was assumed to be reached within 1,000 s, and lasted over 3 years. Figure 3 shows the evolution of wall temperature under 15.5 MPa. Obviously, the wall temperature increases sharply after 107 s because of the rapid increase of zirconium oxide layer thickness. This leads to a rapid diminution of the coolant heat transfer coefficient. However, the increase of zirconium oxide layer thickness is mild enough between 104 and 107 s. As a result, we could consider that the evolution of wall temperature during this time is stationary so that different sections of the pellet on the fuel rod could be represented by changing the inlet coolant temperature on a single pellet. Some of the calculated results were therefore averaged between 104 and 107 s. Besides, the position of the pellet on the fuel rod was associated with coolant temperature by an energy balance equation followed assuming that [image: image] was maintained constant along the height of the fuel rod.
[image: image]
where the inlet temperature was taken as [image: image] and [image: image].
[image: Figure 3]FIGURE 3 | Evolution of wall temperature under 15.5 MPa with different coolant temperatures and G = 16500 kg/s.
2.2 Properties of the Coolant
A coolant in this work is assumed as water. Several physical properties of water were needed for the modeling of heat transfer between fuel cladding and coolant. Properties of both liquid and vapor of water as a function of temperature and pressure were implemented in the model using the curve fitting method.
2.2.1 Density
The density of the liquid phase was assumed to be in the form of [image: image]. The coefficients a, b, c, and d are different under different coolant pressures. The fitting results are valid for a pressure range between 15.5 and 10 MPa and temperature between 293.15 K and [image: image]. The density of saturated vapor took the form [image: image]. Then [image: image] was applied to an unsaturated coolant temperature to obtain the corresponding density of unsaturated vapor. The fitting results are valid between 293.15 K and critical temperature. Values of constants are given in Table 1. Figure 4 gives the figure representation of density for both liquid phase and saturated vapor.
TABLE 1 | Values of coefficients for the calculation of coolant properties under 15.5, 14, 13, 12, 11, and 10 MPa.
[image: Table 1][image: Figure 4]FIGURE 4 | Density of liquid under 15.5 MPa (A) and saturated vapor (B).
2.2.2 Thermal Conductivity
Thermal conductivity of the liquid phase was assumed to be in the form of [image: image]. The values of constants a, b, and c are different under different coolant pressures. The fitting results are valid for pressure between 15.5 and 7 MPa and temperature between 293.15 K and [image: image]. Values of constants are given in Table 1. Figure 5A gives the figure representation of curve fitting results under 15.5 MPa.
[image: Figure 5]FIGURE 5 | Thermal conductivity (A) and specific heat capacity (B) of liquid under 15.5 MPa.
2.2.3 Specific Heat Capacity
We have carried out curve fitting of specific heat capacity for the liquid phase between 15.5 and 10 MPa, 293.15 K and [image: image], which took the following form: [image: image]. Values of coefficients are given in Table 1, and the fitting results are presented in Figure 5B.
2.2.4 Viscosity
Curve fitting of dynamic viscosity for supersaturated vapor under different coolant pressures was carried out. Then it was applied to [image: image] to obtain viscosity of saturated vapor. It was presented in the form of [image: image]. Values of constants are shown in Table 1. Besides, dynamic viscosity of the liquid phase recommended in the study by Fox et al. (1998) was adopted in this work, which is shown as follows:
[image: image]
2.2.5 Surface Tension
The surface tension of water in this work was needed to determine the void fraction. We estimated the surface tension of water at coolant temperature and corresponding saturation pressure. The surface tension of water under these conditions was adopted as follows:
[image: image]
The curve fitting result is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Surface tension of water.
2.2.6 Specific Enthalpy
Specific enthalpy of liquid and saturated gas was needed to calculate void fraction and other relevant quantities. Specific enthalpy of liquid was adopted as [image: image]. The curve fitting was carried out between 473.15 K and [image: image] in order to make results more precise. In addition, specific enthalpy of saturated vapor is only a function of pressure, which is [image: image]. It is valid for the pressure between 15.5 and 10 MPa. Values of constants and figure representation are shown in Table 1 and Figure 7, respectively.
[image: Figure 7]FIGURE 7 | Specific enthalpy of liquid under 15.5 MPa (A) and saturated vapor (B).
2.2.7 Saturation Temperature
Saturation temperature was also obtained by fitting the following equation:
[image: image]
where [image: image] = 1 bar. The curve fitting result is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Saturation temperature of water under different pressures.
2.3 Heat Convection With Coolant
The single-channel model was used mathematically in this work to calculate the boundary condition. Several heat transfer coefficients on the outer surface of cladding were adopted depending on the heat transfer regime. We consider only the heat transfer conditions prior to the point of critical heat flux (CHF), and the corresponding coolant heat transfer coefficient is described as follows.
2.3.1 Single-Phase Forced Convection
Dittus–Belter correlation was adopted to calculate the heat transfer coefficient under the single-phase forced flow condition (Dittus and Belter, 1985), as shown in Eq. 6. This equation is applicable for [image: image] and [image: image]. Properties of coolant are evaluated at the film temperature [image: image].
[image: image]
2.3.2 Subcooled Boiling Regime
Several studies were carried out to estimate the heat transfer coefficient under the subcooled boiling regime depending on coolant pressure and heat flux at the boundary. The most widely used correlations were proposed by Jens-Lottes and Thom et al. (Jens and Lottes, 1951; Thom et al., 1965). The expressions are described as follows:
Jens-Lottes correlation:
[image: image]
Thom correlation:
[image: image]
Both Jens-Lottes correlation and Thom correlation cover typical PWR-type conditions. However, since Thom correlation is capable of calculating the coolant heat transfer coefficient in both subcooled boiling regime and saturated boiling regime (Aounallah, 2010), it could serve as a transitional correlation between two regimes. Therefore, it was adopted in this work.
2.3.3 Saturated Boiling Regime
Both Schrock–Grossman correlation and Chen correlation are suitable for the simulation in this region. However, since Schrock–Grossman correlation has a more concise expression and is well performed at low and intermediate pressure ranges (Aounallah, 2010), it was adopted in this work to calculate the coolant heat transfer coefficient in this regime (Schrock and Grossman, 1962), which is given by
[image: image]
In this correlation, [image: image] is the heat transfer coefficient in the liquid phase under the same heat flux, namely, the heat transfer coefficient calculated using Dittus–Belter correlation. The values of constants [image: image], [image: image], and b are [image: image], [image: image], and [image: image].
2.4 Regime Boundaries in Subcooled Boiling
The onset of nucleate boiling (ONB) is defined as the position where the first bubble of vapor appears on the heating wall. According to the study by Al-Yahia and Jo (2017), the evolution of heat flux and wall temperature around the ONB both present a turning point. [image: image] was estimated as the intersection point of coolant temperature between single-phase–forced convection regime and subcooled-boiling regime. Furthermore, an energy balance provided the axial location of the ONB on the cladding wall:
[image: image]
The onset of significant void (OSV) is defined as the point where the void fraction begins to increase significantly. The specific enthalpy of the coolant at the OSV was evaluated applying the Saha and Zuber model (Saha and Zuber, 1974):
[image: image]
[image: image]
where [image: image]. Then we deduced [image: image] from [image: image]. [image: image] could also be obtained using energy balance:
[image: image]
The relation between G and [image: image] is
[image: image]
The flow area of the core and a single channel were estimated as follows:
[image: image]
[image: image]
Typical parameters of assemblages in the PWR are shown in Table 2.
TABLE 2 | Parameters of assemblages in the PWR.
[image: Table 2]2.5 Void Fraction
Plenty of studies have been carried out to calculate the void fraction in the reactor core. In this work, we adopted the model proposed by Zuber and Findlay (Zuber and Findlay, 1965) and Manon (Manon, 2000). The void fraction was calculated as follows:
[image: image]
where [image: image] was given by Dix (Dix, 1971)
[image: image]
β and b were calculated as
[image: image]
[image: image]
The formula of drift velocity [image: image] was given by
[image: image]
The actual steam quality proposed by Levy was calculated based on equilibrium steam quality:
[image: image]
where [image: image] is the equilibrium steam quality defined as
[image: image]
However, this expression assumes that the actual steam quality is equal to zero at the OSV, which does not conform to experimental results. In order to obtain a nonzero value at the OSV, Manon (Manon, 2000) proposed the following expression for actual steam quality based on the Levy model (Chen, 1967):
[image: image]
where [image: image] is calculated by
[image: image]
where [image: image] is the void fraction at the OSV. The expression proposed by Manon was adopted in this work. Since the actual steam quality and the void fraction increase slightly from the ONB to OSV, they were calculated linearly between the ONB and OSV, assuming that they were both equal to zero at the ONB.
In order to determine [image: image], we suggested to use the Griffith et al. (1958) model. This model estimates the void fraction at the OSV as follows:
[image: image]
[image: image]
The single-phase heat transfer coefficient [image: image] was calculated using the Dittus–Boelter correlation. All liquid properties were evaluated at OSV temperature. The empirical constant of 1.07 was used to adjust the curve to fit into experimental data.
3 RESULTS AND DISCUSSION
3.1 Model Validation
In order to verify and validate the capability and reliability of the CAMPUS code, some comparisons of simulation results are needed. Validity of the CAMPUS code in predicting fuel rod performance has been proved in the study by Liu et al. (2015); Liu et al. (2016a); Liu et al. (2016b) by comparing the simulation results of CAMPUS with that of BISON, ABAQUS, and FRAPCON. In the study by Cubizolles et al. (2009), a series of fuel rod bundle heat transfer tests in the OMEGA-2 test facility were carried out. The experiments were carried out for a [image: image] fuel rod bundles, and they covered typical PWR-type conditions: coolant pressure ranges from 100 to 155 bar, mass flux ranges from 3,000 kg/m2/s to 4,600 kg/m2/s, and heat flux varies from 570 kW/m2 to 1,400 kW/m2. The tests also covered single-phase–forced convection, subcooled boiling, and saturated boiling. Cubizolles et al. (2009) compared the experimental single-phase heat transfer data against Dittus–Boelter correlation. The comparison shows that under the typical PWR-type condition, all experimental data of heat transfer coefficient were distributed within [image: image] of the upper and lower values predicted by the Dittus–Boelter correlation. In the subcooled boiling regime, according to the study by Cubizolles et al. (2009), wall temperature predicted using Jens–Lottes correlation was a little overestimated. However, the agreement was still within 1 K (see Figure 9A). The comparison of wall temperature predicted in this work using Jens–Lottes correlation and Thom correlation is shown in Figure 9B. We can see that under the normal PWR-type condition, the difference is within 2 K, which leads to the validity of Thom correlation. Experimental data of boiling tests in the study by Cubizolles et al. (2009) are shown in Figure 9C. Under the condition of 15.5 MPa and 3,440 kg/m2/s, the wall temperature remains almost constant with an extremely slight decrease. Figure 9D shows one of the simulation results of wall temperature in this work. Since the coolant heat transfer coefficient predicted by saturated boiling correlation predominates and increases only at high-steam quality, the wall temperature in the height range studied is maintained almost as a constant. Therefore, it is believed that simulation results in the saturated boiling regime are verified.
[image: Figure 9]FIGURE 9 | (A) Experimental data of wall temperature in subcooled boiling regime from the study by Cubizolles et al. (2009); the experimental data are compared against Jens–Lottes correlation. This test is subsequent to the boiling test shown in (C). (B) comparison of wall temperature predicted using Jens–Lottes correlation and Thom correlation under the normal PWR-type condition in this work. The temperature is compared at 107 s. (C) Experimental data of wall temperature in saturated boiling regime in the study by Cubizolles et al. (2009). (D) Simulation results of wall temperature under several PWR-type conditions in this work. In our model, the area of the entire core was estimated as 4.7 m2. Therefore, 17,000, 15,000, 12,000, 10,000, and 8,000 kg/s correspond, respectively, to 3,617, 3,191, 2,553, 2,128, and 1,702 kg/m2/s.
3.2 Void Fraction
In this section, the stationary modeling results of void fraction for UO2 fuel under a drop of coolant pressure and mass flux are presented to provide a reference for the LOCA. Steam quality and void fraction are averaged between 104 and 107 s because calculated results show that their variation in this period is negligible. Averaged void fraction as a function of [image: image] under different coolant pressures and mass fluxes is shown in Figure 10. The figure presents only the calculated void fraction before reaching the saturated boiling regime because the distinction mainly occurs in the subcooled boiling region. From the figure, we observe that as coolant pressure decreases, [image: image] at both the ONB and OSV increases. However, the variation of [image: image] at the OSV is much smoother than that of [image: image] at the ONB, which leads to a shrink of the length of the low subcooled boiling region. The calculated results also show that the void fraction presents less dependency on mass flux with the increase of mass flux. This phenomenon is observed over all coolant pressures investigated.
[image: Figure 10]FIGURE 10 | Averaged void fraction as a function of [image: image] under different coolant pressures and mass fluxes.
The simulation results of void fraction are shown in Figure 11, as a function of axial location on the fuel rod. We took inlet coolant temperature as 566 K. Under 15.5 MPa, with mass flux investigated, the flow pattern of coolant passes from single-phase–forced convection to two-phase flow. As the pressure and mass flux decrease, the region of single-phase flow is increasingly replaced by two-phase flow. When the pressure decreases to 10 MPa, almost the entire fuel rod cladding is covered by the coolant in subcooled boiling and saturated boiling. This might provide a reference for the prediction of the starting point of critical heat flux under a LOCA.
[image: Figure 11]FIGURE 11 | Averaged void fraction as a function of height under different coolant pressures and mass fluxes.
3.3 Material Performance
In this section, UO2 fuel performances such as hoop stress, axial stress, and radial stress under a drop of coolant pressure and mass flux were investigated. In our model, the simulation time lasts for 107 s, eventually reaching the burnup of nearly 120 WM h/kg(U). Figure 12 presents the evolution of hoop stress with fuel burnup for two operating conditions: one at 15.5 MPa and 17000 kg/s, and the other at 15.5 MPa and 12000 kg/s. Hoop stress was calculated as follows:
[image: image]
[image: Figure 12]FIGURE 12 | Evolution of hoop stress of UO2 fuel with burnup under the coolant pressure of 15.5 MPa and two different mass fluxes. Calculated results are compared at some similar positions in both cases.
Calculated results are compared at some similar positions in both cases. First, we can see that once the fuel power reaches the expected value, hoop stress in both cases is maintained almost as a constant within 120 WM h/kg(U), and relative variations of hoop stress remain within [image: image]. Therefore, it is reasonable to study the average value of hoop stress in this range of burnup. Besides, it seems that mass flux has little influence on the evolution of hoop stress. Dependency on height is not apparent either.
Averaged hoop stress under different coolant pressures and mass fluxes is shown in Figure 13. The average value of hoop stress between 104 and 107 s is investigated since wall temperature is believed to reach the stationary regime. We can see that under normal coolant pressure (15.5 MPa), hoop stress increases almost linearly with height at the beginning part of the fuel rod. Nevertheless, after a certain point, it reaches saturation and then keeps fluctuating around the saturation line, whatever the mass flux is. This is similar to the distribution of wall temperature along axial location, as shown in Figure 9D. Under normal coolant pressure, within the range of height investigated, wall temperature increases linearly with height in the single-phase–forced convection region and reaches saturation eventually. Therefore, it could be inferred that the distribution of averaged hoop stress indicates exactly the distribution of wall temperature. The point where the hoop stress takes a turn is the starting point of subcooled boiling. We can also observe that hoop stress presents strong dependence on coolant pressure. The saturation value of hoop stress varies from −71.8 MPa to −33.0 MPa as coolant pressure drops from 15.5 to 10 MPa, which has a significant meaning to the safety of the cladding material under a LOCA.
[image: Figure 13]FIGURE 13 | Averaged hoop stress of UO2 fuel under different coolant pressures and mass fluxes.
Figure 14 presents the evolution of axial stress with fuel burnup under different coolant pressures: 15.5, 13, and 10 MPa. Under each pressure, two operating conditions are compared: one is 17000 kg/s and the other is 8,000 kg/s. The figure shows simulation results at some similar axial locations of the fuel rod. It can be remarked that axial stress has a relatively large variation within the fuel burnup investigated, especially in the cases of high pressure, different from the evolution of hoop stress. Under the condition of 15.5 MPa and 17000 kg/s, at 4.85 m, axial stress varies from −190 MPa to −130 MPa eventually. The evolution of axial stress with burnup may depend on axial location. At a low axial location of the fuel rod, axial stress decreases more smoothly with burnup, different from the case at a high axial location, as shown in Figure 14A. At higher location such as 3.80 and 4.85 m, the evolution curves even coincide with each other. Combining with Figure 9D, we conclude that the entering of subcooled boiling regime in these two locations leads to the similarity of axial stress evolution. As shown in Figures 14B, D–F, axial stress presents similar trend of evolution at different axial locations since single-phase convection no longer occurs at these positions. Once the coolant flow enters the two-phase region, the evolution of axial stress with burnup at different axial locations follows the same pattern, also independent of mass flux.
[image: Figure 14]FIGURE 14 | Evolution of axial stress of UO2 fuel with burnup under different coolant pressures and mass fluxes.
Comparing the modeling results in Figures 14B, D, F, we can see that the drop of coolant pressure seems to retard the decrease rate of axial stress with burnup in the two-phase flow region. In Figure 15, axial stress at 117 WM h/kg(U) is compared. We can see that axial stress distribution almost coincides with wall temperature distribution, similar to hoop stress. However, at a high mass flux, axial stress distribution in single-phase regions is not as linear as wall temperature.
[image: Figure 15]FIGURE 15 | Axial stress of UO2 fuel at 117 WM h/kg(U) under different coolant pressures and mass fluxes.
The evolution of radial stress with fuel burnup is shown in Figure 16, and the simulated results under three coolant pressures are presented: 15.5, 13, and 10 MPa. Under each pressure, modeling results at a similar height with two different mass fluxes are compared: 17,000 and 8,000 kg/s. We can see that radial stress does not show a substantial variation with burnup, similar to hoop stress. Compared to hoop stress and axial stress, the average value of radial stress is less remarkable. Therefore, it is less influential to the cladding material.
[image: Figure 16]FIGURE 16 | Evolution of radial stress of UO2 fuel with burnup under different coolant pressures and mass fluxes.
4 CONCLUSION
In summary, based on a previous work by Liu et al. (2016a), we have built up a self-defined multiple physics model based on COMSOL to simulate fuel performance of UO2 under normal conditions and a drop of both coolant pressure and mass flux. By developing the model and analyzing the modeling results, a more comprehensive understanding of both flow regimes before CHF and fuel performance under a loss of coolant pressure and mass flux is presented in this work, providing a reference for the LOCA.
Prediction of void fraction shows that [image: image] at the ONB and OSV increases with the diminishing of coolant pressure at the same mass flux. However, [image: image] at the ONB changes more rapidly so that the length of the low subcooled boiling region shrinks. We also observe that void fraction becomes less dependent on mass flux as mass flux increases.
The study of material performances, hoop stress, radial stress, and axial stress is investigated. First of all, hoop stress and axial stress play obviously more important roles in the safety of the cladding material. In addition, the evolution of stress on Zr cladding may also serve as an indicator of flow pattern, since both hoop stress and axial stress have the same distribution with wall temperature along the axial direction of the fuel rod, determined by the flow pattern. The turning point signifies the start of the subcooled boiling regime. At last, under the condition of the LOCA, on the one hand, the hoop stress on Zr cladding is influenced the most by the drop of coolant pressure. Both hoop stress and axial stress are limited by a value dependent on the saturated boiling regime. On the other hand, the drop in coolant mass flux makes nearly no difference on radial stress, different from hoop stress and axial stress.
In our future work, more research including thermal fluid coupling after CHF, transient change of coolant pressure and mass flux, and other fuel materials with high thermal conductivity like UO2–BeO will be carried out to simulate the LOCA more realistically.
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NOMENCLATURE
[image: image] area of a single flow channel (m)
[image: image] area of the core (m)
[image: image] burnup (MW h/kg(U))
[image: image] specific heat capacity (J/kg/K)
[image: image] length of grid (m)
[image: image] external diameter of pellet (m)
[image: image] hydraulic diameter (m)
g acceleration of gravity (m/s2) saturated vapor, also gas phase
G mass flux density (kg/s/m2)
[image: image] mass flux (kg/s)
h specific enthalpy (J/kg)
[image: image] heat transfer coefficient (W/m2/K)
k heat conductivity (W/m/K)
[image: image] number of assemblage
[image: image] number of grids per assemblage
[image: image] number of fuel rods per assemblage
[image: image] number of control rods per assemblage
P coolant pressure (Pa)
[image: image] reference pressure (Pa)
[image: image] interior pressure of cladding (Pa)
[image: image] heating perimeter (m)
[image: image] heat flux (W/m2)
[image: image] interior radius of cladding (m)
[image: image] thickness of cladding (m)
T coolant temperature (K)
[image: image] wall temperature (K)
[image: image] drift velocity (m/s)
[image: image] equilibrium steam quality
x actual steam quality
[image: image] Lockhart–Martinelli parameter
z height (m)
[image: image] Nusselt number
[image: image] Péclet number
[image: image] Prandtl number
[image: image] Reynolds number
α void fraction
μ dynamic viscosity (Pa s)
ρ density (kg/m3)
σ surface tension (N/m)
Subscript
b bulk
f film
g acceleration of gravity (m/s2) saturated vapor, also gas phase
[image: image] Inlet
[image: image] liquid
[image: image] liquid–gas phase transformation
[image: image] saturated liquid
[image: image] onset of nucleate boiling
[image: image] onset of significant void
[image: image] saturation
V vapor
Z position
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Several core designs of heat pipe reactors with megawatt power were proposed for extreme environments, such as the deep space, the deep sea, and the earthquake locations. However, the existing designs have either the difficulty of manufacture or potential issues of transport. In the present work, a heat pipe design is proposed with an annular fuel element to replace the cylindrical and hexagon fuel elements. In addition, candidate accident tolerant fuels, such as the UN and U3Si2 fuels, are implemented. The neutronic properties of the new reactor design are systematically investigated by the OpenMC Monte Carlo code simulations. It is found that BeO presents a better effect of reducing the axial power deviation than Al2O3. The criticality of the proposed design is verified by two configurations of control drums. The depletion calculations show that each design can operate for decades of years.
Keywords: heat pipe reactor, accident tolerant fuel, annular fuel, neutronic study, U3Si2 fuel
INTRODUCTION
The heat pipe reactor is a type of micro nuclear reactor generating electricity by the evaporation and liquefaction of the metalworking fluid in the heat pipes to remove the fission heat from the reactor core. Its appearance was to meet the demand for electric power supporting the space exploration mission. In 1996, two fission power systems, the Heatpipe Power System (HPS) and the Heatpipe Bimodal System (HBS), were reported by Houts et al. (Houts et al., 1996a; Houts et al., 1996b) for use at lunar and planetary bases. As a derivative of the HPS design, the Heatpipe-Operated Mars Exploration Reactor (HOMER) was proposed with 20 kWe for exploitation on the surface of Mars (Poston, 2001). Later, a 100 kWe Martian/Lunar surface reactor system is designed to support manned extraterrestrial exploration (Bushman et al., 2004). Three concepts of the Scalable AMTEC Integrated Reactor Space Power System (SAIRS) with high power (111 kWe) were developed by El-Genk and Tournier (El-Genk and Tournier, 2004). They also proposed a 110 kWe Heat Pipes-Segmented Thermoelectric Module Converters (HP-STMCs) Space Reactor Power system (SRPS) and demonstrated its performance (El‐Genk and Tournier, 2004a; El‐Genk and Tournier, 2004b). The compact structure of the heat pipe reactor makes it suitable to be applied in a moving condition (Yan et al., 2020). This also attracts applications in remote areas far from a reliable electrical grid, e.g., the exploration of deep sea, the relief for earthquake locations, etc. (Mcclure et al., 2015; Levinsky et al., 2018).
As limited by the early space mission, the electric power of conventional heat pipe reactor was usually low and far below megawatt (MW) (Levinsky et al., 2018; Yan et al., 2020). The HPS, HBS, and HOMER were all designed below 100 kWe (Houts et al., 1996a; Houts et al., 1996b; Poston, 2001). The designed power of several heat pipe reactors were proposed to around 100 kWe to meet the demand of the increased mission time and increased distance between the target planet and the earth, e.g., the one designed for the Martian/Lunar surface exploration (Bushman et al., 2004), the SAIRS (El-Genk and Tournier, 2004), and the HP-STMCs (El-Genk and Tournier, 2004a; El-Genk and Tournier, 2004b). For remote installations, the power is identified by the U.S. Department of Energy (DOE) and Department of Defense (DOD) to be between 1 and 10 MWe (Sterbentz et al., 2017a). Most heat pipe reactors are designed to be at kilowatt (kW) level, and only three types of heat pipe reactor core are designed to be at MW level. The first one is the monolith type proposed by Los Alamos National Laboratory (LANL) (Mcclure et al., 2015). The other two, i.e., the fuel element type requiring new hexagonally shaped annular fuel pellet and the liquid metal pool type immersing the fuel pins and the heat pipes in a tank of liquid metal, are both proposed by the Idaho National Laboratory (INL) (Sterbentz et al., 2017a) to avoid using the stainless steel monolithic core evaluating the LANL design (Sterbentz et al., 2017b).
Even though these two types avoid the difficulty of drilling holes in the monolith block, the fuel element type still needs the development of a new hexagonally shaped annular fuel pellet (Sterbentz et al., 2017a). In addition, there are potential issues when transporting liquid metal for the liquid metal pool type (Sterbentz et al., 2017a). A new type of heat pipe reactor is yet to be designed and studied. Inspired by the hexagonal array of six fuel pins and a heat pipe, the authors propose the combination of the monolith type and the cylindrical annular fuel element. This reduces the difficulty of manufacture by reducing the number of holes that have to be drilled and increasing the radius of hole.
Since the Fukushima disaster happened in 2011, the Accident Tolerant Fuel (ATF) attracts the attention of researchers. Fuels with higher thermal conductivity and/or higher uranium density are important candidates of ATF (Chen et al., 2020a). The UN fuel and the incorporation of Mo into UO2 (U-Mo) fuel are two types of ATFs whose thermal conductivity is higher than that of UO2, and more interestingly, increases with increasing temperature (Ross et al., 1988; Burkes et al., 2015; Chen et al., 2020a). These two types of ATF have been applied to the heat pipe reactor (Poston, 2001; El-Genk and Tournier, 2004b; Bushman et al., 2004; El-Genk and Tournier, 2004; Mcclure et al., 2015; Yan et al., 2020). But the U3Si2 fuel, which has good performance under irradiation, high melting point (1665°C) (Hofman, 1986; Brown et al., 2015; Chen et al., 2020a), and the same advantage of thermal conductivity as UN and U-Mo (White et al., 2015; Chen et al., 2020a), is yet to be studied. A recent study of the thermal-mechanical behaviors found that UN and U3Si2 have a flatter distribution of temperature than UO2 (Zeng et al., 2021). In recent years, the neutronic performance of U3Si2 fuel was investigated with FeCrAl cladding. The high thermal conductivity and the high uranium density of U3Si2 compensate for the suppression of reactivity caused by the large thermal neutron absorption cross section of FeCrAl (Chen and Yuan, 2017). The analytical formula describing the radial properties of U3Si2 fuel pins and annular U3Si2 fuel with FeCrAl cladding was proposed (Chen et al., 2019; Chen et al., 2020b). The transmutation of the minor actinides in U3Si2-FeCrAl and U3Si2-SiC was proposed and investigated by the Monte Carlo simulations (Chen and Yuan, 2019). Therefore, the U3Si2 fuel is implemented for neutronic investigation in this work.
In this paper, a new type of reactor that combines the monolith type and the fuel element type is proposed. The new design adopts a cylindrical annular fuel element in a monolith. This decreases the radial power gradient of the fuel pin shown in Ref. (Sterbentz et al., 2017b). The ordinary UO2 fuel and two ATFs, UN and U3Si2, are implemented. The details of the original LANL design, the modification and the Monte Carlo code used are presented in Section Model and calculation. The results and the discussion on the neutronic behavior of the proposed reactor are presented in Section Result and Discussion. Finally, a summary and an outlook are given in Section Summary and Outlook.
MODEL AND CALCULATION
The LANL Design
The megawatt heat pipe reactor investigated in this work was originally proposed by LANL in 2015, of which the designed power is 5 MWt and the designed cycle length is 5 years (Mcclure et al., 2015). This reactor core consists mainly of six monoliths, twelve control drums, two emergency control rods (one is cylindrical, and another is annular), a radial reflector, and a radial absorber. The monolith is in shape of a quadrilateral with an isosceles trapezoid base. The base angle of the trapezoid is 60°. It is composed of 352 fuel pins, 204 heat pipes, two axial reflectors (one is on the top and another is on the bottom), a gas plenum part, and a stainless steel part where cylindrical holes are dug out along with the vertical direction to put the fuel pins and the heat pipes. The top reflector is also punched for crossing the heat pipes. The fuel pins and the heat pipes are arranged according to a hexagonal grid, as shown in the left panel of Figure 1. The center of the core is retained in order to insert the two emergency control rods to shut down the reactor suddenly.
[image: Figure 1]FIGURE 1 | The horizontal and vertical cross-sections of the one-sixth core design. The left is the original design of LANL (Sterbentz et al., 2017b). The right is the heat pipe designed with annular fuel. The dark blue denotes the fuel. The light blue denotes the heat pipe. The green is the SS316. The orange is the reflector. The yellow denotes the absorber.
In general, the reactivity is adjusted by the control drums surrounding the six monoliths and by the radial absorber. Each cylindrical control drum is composed of two parts. The first part is a crescent made of absorber material. The second is made of reflector materials. By rotating the control drum to let the absorber part be closer to the monolith, one can reduce the reactivity. On the bottom of the core, there is a cylindrical plate. The geometric parameters are extracted from the simulations made by INL (Sterbentz et al., 2017b). It should be mentioned that all published reports investigating this LANL monolith type design did not show the detailed geometry of control drums. The authors infer from Ref (Mcclure et al., 2015). that the absorber part (crescent-shape) is an intersection of two circles whose diameters are 25 and 33.3 cm, and the centers are located at a distance of 12.5 cm. As for the reflectors, INL used BeO (Sterbentz et al., 2017b) for the axial reflector that is filled with Al2O3 in the reports of LANL and ANL (Mcclure et al., 2015; Lee et al., 2019). The details of materials and the geometry are listed in Table 1. The effects of different reflector materials are discussed in Section Axial Power Distribution.
TABLE 1 | Geometric parameters of the LANL design (Sterbentz et al., 2017b).
[image: Table 1]In order to verify the calculation of OpenMC, the authors refer to the models used by Lee et al. (Lee et al., 2019). In their work, the k eigenvalue calculation is firstly made on three simple models: the fuel pin, the unit cell, and the fuel assembly, of which the horizontal cross sections are drawn in Figure 2. The fuel pin is only a cylindrical fuel surrounded by SS316. The unit cell consists of a heat pipe, six one-sixth fuel pins, and the rest region filled with SS316. The fuel assembly consists of six fuel pins, a heat pipe, six one-sixth heat pipes, and the rest region filled with SS316. Moreover, Lee et al. calculated four cases for the whole core. Each case was set with a specific angle of control drums (Lee et al., 2019). The two cases used in the present work are drawn in Figure 3.
[image: Figure 2]FIGURE 2 | The horizontal cross-section of the fuel pin, the unit cell, and the fuel assembly.
[image: Figure 3]FIGURE 3 | The configuration of cases A and D in Ref. (Lee et al., 2019). The angle of two control drums in each case are respectively (0°, 0°), (180°, 180°).
Proposed Modification
The present work puts forward a modification that replaces the 352 cylindrical fuels and 204 heat pipes with 150 annular-fuel-heat-pipe units. This not only decreases the number of holes that have to be dug out in the monolith, but also decreases the radial power gradient of the fuel pin. The right panel of Figure 1 depicts the horizontal cross section of this design. The geometric parameters of the annular design are listed in Table 2. The scale and number of holes are changed in the proposed monolith.
TABLE 2 | Geometric Parameters of the annular fuel design.
[image: Table 2]Besides the UO2 fuel employed in the LANL design, two ATFs are implemented for the annular fuel design. The parameters of these three fuels are listed in Table 3. Note that the porosity of fuel produced in the fabrication process is considered for defining the density of the fuel to transform the theoretical density to the real density. For UN, the fabrication methods result in different porosities ranging from 0 to 20%, to which thermal conductivity is sensible (Ross et al., 1988; Hayes et al., 1990; Arai et al., 1992; Muta et al., 2008; Solntceva et al., 2016). In the present work, the porosity of UN is set to be 15% in order to reach the criticality. If the theoretical density of UN is directly used for calculation, the two extreme cases (of which keff are given in Table 5) cannot reach the subcritical. It is thus impossible to reach the criticality by the rotation of the control drums. While the 15% porosity of UN is taken into account, the core is supercritical at case A and subcritical at case D.
TABLE 3 | Key parameters of the three fuel materials.
[image: Table 3]Monte Carlo Simulation
The open-sourced Monte Carlo particle transport code OpenMC (Romano et al., 2015) is used for neutronic calculations. In the depletion calculation, a fourth-order commutator-free integrator, i.e., the CE/LI CFQ4 algorithm, is used. The nuclear data used in the present work is ENDF/B-VII.1.
RESULTS AND DISCUSSION
Axial Power Distribution
Along the vertical direction, the fuel region is divided into 30 segments to record the fission rate. The relative fission rate is calculated by [image: image] where z is the axial location and [image: image] means the average fission rate. The axial power distribution at the Beginning of Life (BOL) is calculated by OpenMC for the LANL design and the annular fuel element modification. The results are shown in Figure 4.
[image: Figure 4]FIGURE 4 | The axial power distribution at the BOL with different axial reflector conditions for each design. BeO_SS316 means adding a 2 cm SS316 between the fuel and the bottom reflector, BeO_0.66 means that the BeO in the bottom reflector dwindles to 66.67%, BeO_0.4 means that BeO in the bottom reflector dwindles to 40%, R.B. denotes reflective boundaries condition, and N.R. denotes no reflector. The temperature is 900 K.
The axial power distribution of the LANL design, taking Al2O3 as the axial reflector, presents a similar shape and range shown in the LANL report (Mcclure et al., 2015). The power decreases from the middle to the two endpoints. Interestingly, it slightly increases at the bottom. Since the reflector reduces the leakage of neutrons, the inhomogeneity of axial power is reduced.
The effect on axial power distribution of BeO taken as the axial reflector by Sterbentz et al. (Sterbentz et al., 2017b) is also investigated. The BeO has a similar effect as the reflective boundary condition in the upper 3/4, but a jump of power on the bottom. Two reasons may explain why the power on the bottom is higher than that on the top. On the one hand, it is asymmetric along the vertical direction, i.e., holes are dug out in the top reflector to let the heat pipes pass through while the bottom reflector is solid. Thus more reflectors are set on the bottom than the top. On the other hand, the neutrons are moderated while reflected by the BeO. This increases the fission rate. Therefore, the power increases a lot comparing with the case of the reflective boundary condition.
When BeO is taken as the axial reflector, the jump of power also means that the reflection on the bottom is over the expectation or over that on the top. If one either increases the distance between the fuel and the bottom reflector or reduces the amount of BeO in the bottom reflector, the increasing power can be mediated. In fact, there are some small holes in the bottom reflector in order to let the fission gas pass through and enter the gas plenum under the reflector, which is not reported. If one sets the same amount of BeO on the bottom as the top, a well symmetric power distribution is obtained, as shown by the red dotted line in Figure 4.
The phenomenons discussed above also appear for the annular fuel element modifications. When UO2 is implemented, the standard deviation of the relative fission rate for the modification is lower than that of the LANL design only except for the N.R. condition. Thus, the modification reduces the axial power deviation. Since the green dotted line shows the lowest standard deviation of relative fission rate except for the R.B. condition shown in Table 4, the BeO in the bottom reflector is reduced to 66.67% in the following studies.
TABLE 4 | The standard deviation of relative fission rate for each axial reflector condition under 900 K.
[image: Table 4]Effective k Eigenvalue (Keff) and Depletion Calculation
We use OpenMC to calculate the keff for the cases shown in Figures 2, 3. The keff results are listed in Table 5 and Table 6. As mentioned in Section Proposed Modification, the authors propose to replace the fuel pins with the fuel in a circular annular shape, which decreases the radial power gradient of the fuel pin. Besides the UO2 fuel used in the original LANL design, two ATF materials, UN and U3Si2, are involved.
TABLE 5 | keff of the LANL design and the annular fuel design for case A and case D under 900 K.
[image: Table 5]TABLE 6 | The effect of Mo in SS316 on keff for the three simple models under 293.6 K.
[image: Table 6]As listed in Table 5, keff decreases when the control drums rotate towards the monolith where the fuel pins are located. The reactor becomes subcritical when absorbers are in the closest location to the core. This demonstrates that the critical position is situated between these two extreme rotation angles, which means the criticality can be reached by rotation of the control drums. As shown in Figure 5, the depletion chain of 900 K is always lower than that of 293.6 K. keff decreases with the temperature increase.
[image: Figure 5]FIGURE 5 | Evolution of keff for case A.
We do not compare the results with Ref (Lee et al., 2019). because there are specific details, not only of materials composition but also of geometric information, undeclared in Ref. (Lee et al., 2019). In Lee et al.‘s report, only the density of SS316 is declared as 8.03 g/cm3 but not the composition of elements (Lee et al., 2019). The composition of SS316 used in the present work refers to Ref. (Sterbentz et al., 2017b), 68% Fe, 14% Ni, and 18% Cr. Moreover, the keff decreases with Mo concentration in the SS316 composition, as shown in Table 6. But it still cannot reach the same scale as Ref. (Lee et al., 2019). Thus, this work brings into correspondence with Ref (Sterbentz et al., 2017b). for the composition of SS316.
The keff simulated by OpenMC, as shown in Figure 5, shows a drop of 325 pcm from the initial state to the fifth year under the temperature set to be 293.6 K, and 254 pcm under 900 K for case A. The depletion simulation presents consistency with Sterbentz et al.’s work, which showed that the keff of LANL design dwindles about 300 pcm during the first 5 years (Sterbentz et al., 2017a). Moreover, the depletion calculation shows that the 5 years cycle length of LANL design can easily be achieved. In neutronic criteria, it can operate at the normal power for more than 90 years.
The depletion of the whole life of the core is calculated for each modified design and the original LANL design. Based on the keff evolution in Figure 5, the maximum core lifetime with the standard power is reduced after replacing the original design with the annular fuel design. On the one hand, the fuel volume is reduced by 11.5% after the replacement, which decreases the keff. On the other hand, the reduced fuel volume is supplemented by SS316 that absorbs more neutrons. This explains why the green lines are lower than the red lines in Figure 5.
As for the annular fuel design, the amount of U235 in UO2 is less than that in U3Si2 and UN, as shown in Figure 7. This is why the green line in Figure 5 is the lowest. In addition, the amount of U235 in U3Si2 is slightly less than that in the UN, but the keff when U3Si2 is implemented is higher than that when UN is implemented, as shown in Figure 5. This is hard to explain. The only factor that can make influence is the appearance of Si and N respectively in the two ATFs. As shown in Figure 6, even though the macroscopic neutron absorption cross section of N14 in UN is almost much larger than that of Si isotopes in U3Si2 in the fast energy region, there are still some resonance peaks of Si isotopes higher than that of N14.
[image: Figure 6]FIGURE 6 | [image: image] with the change of the incident energy of neutron of O16 when UO2 is implemented in the annular fuel design, that of Si28, Si29, and Si30 when U3Si2 is implemented and that of N14 and N15 when UN is implemented. [image: image] is the microscopic neutron absorption cross section and [image: image] is the number of nuclides. [image: image]. The data of cross section refer to ENDF/B-VII.1.
The higher operating temperature also decreases the keff value in the whole cycle and reduces the cycle length. But it rarely influences the evolution of uranium amount, as shown in Figure 7, since the depletion is motivated by a fixed thermal power. Moreover, the increase in temperature reduces the fission rate of U235 and increases the production rate of Pu239.
[image: Figure 7]FIGURE 7 | Evolution of the number of U235, Pu239, and fission rate with depletion for the whole life on case A.
SUMMARY AND OUTLOOK
In summary, a heat pipe design with annular fuel is proposed to enhance the LANL megawatt heat pipe design, and the neutronic properties are investigated.
Firstly, the effects of BeO and Al2O3 as the axial reflector are compared. This paper suggests a reduced amount of BeO in the bottom reflector to generate a more balanced axial power distribution.
Besides the UO2, the other two types of ATFs, i.e., UN and U3Si2, are studied in the present work. For both designs with different fuel materials, the criticality by the rotation of control drums is verified.
Moreover, the depletion calculation presents the evolution of keff, the total fission rate, and the amount of U235 and Pu239 in the fuel. The depletion with different temperatures is also investigated, which shows that keff decreases with increasing temperature. The amount of U235 seems to be rarely influenced by the operation temperature, while the increase of operation temperature increases the Pu239 amount.
For further investigation, the model established in this work can be coupled with the heat transfer model to achieve multi-physics coupling simulation. The temperature distribution of fuel, the accident of loss of fuel element, and that of loss of heat pipe can be investigated.
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Using the finite element multiphysics modeling method, the performance of the thorium-based fuel with Cr-coated SiC/SiC composite cladding under both normal operating and accident conditions was investigated in this work. First, the material properties of SiC/SiC composite and chromium were reviewed. Then, the implemented model was simulated, and the results were compared with those of the FRAPTRAN code to verify the correctness of the model used in this work. Finally, the fuel performance of the Th0.923U0.077O2 fuel, Th0.923Pu0.077O2 fuel, and UO2 fuel combined with the Cr-coated SiC/SiC composite cladding and Zircaloy cladding, respectively, was investigated and compared under both normal operating and accident conditions. Compared with the UO2 fuel, the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels were found to increase the fuel centerline temperature under both normal operating and reactivity-initiated accident (RIA) conditions, but decrease the fuel centerline temperature under loss-of-coolant accident (LOCA) condition. Moreover, compared to the UO2 fuel with the Zircaloy cladding, thorium-based fuels with Cr-coated SiC/SiC composite cladding were found to show better mechanical performance such as delaying the failure time by about 3 s of the Cr-coated SiC/SiC composite cladding under LOCA condition, and reducing the plenum pressure by about 0.4 MPa at the peak value in the fuel rod and the hoop strain of the cladding by about 16% under RIA condition.
Keywords: thorium-based fuel, CAMPUS, fuel performance, Cr-coated SiC/SiC composite cladding, accident condition
INTRODUCTION
Thorium was considered as a potential alternative fuel since the beginning of nuclear energy development, and it is also found to have potential to stretch nuclear fuel reserves due to its natural abundance and because it is possible to breed the 232Th isotope into a fissile fuel (233U) (Ade et al., 2016). Thorium-based fuel is steadily gaining interest in the nuclear industry due to its advantageous thermal and chemical properties and low actinide production (Sokolov et al., 2005). Moreover, by using thorium–plutonium–based fuels, the stockpile of the reactor grade plutonium can be minimized compared to that resulting from the uranium dioxide fuel (Galahom, 2017). All technical parameters obtained from the studies on the thorium fuel cycle during the last 50 years indicate that the thorium fuel cycle can be used in most of reactor types already operated (Ünak, 2000). Then, Long. (2002) found that the thorium-based fuel had better performance than the UO2 fuel at a high fuel burnup by the FRAPCON-3 code, with a fission gas release model implemented into the code. The reactivity and plutonium isotopic concentrations of thorium-based fuel were also studied and compared to those of uranium-based fuel by Weaver and Herring (2002), and the further research of thorium-based fuel presented by Weaver and Herring (2003) indicated that thorium-based fuel for plutonium incineration is superior than that of uranium-based fuel and should be considered as an alternative to traditional MOX fuel in both current and future reactor designs. From a neutronics standpoint, feasibility of the use of thorium-based fuel in a PWR was further proved by Tucker and Usman (2018). Furthermore, a neutronic investigation of thorium-based fuel was performed by Kabach et al. (2020), which gave the conclusion that the specific (Th0.75, U0.25)O2 fuel could be used in the TRIGA Mark-II reactor.
Recently, silicon carbide fiber–reinforced silicon carbide matrix (SiC/SiC) composite was studied by several researchers as it was reported to have some better properties than Zircaloy cladding, such as the creep and oxidation resistance (Gulbransen and Jansson, 1972; Carter et al., 1984). The applications of SiC/SiC and C/SiC composite materials in many in-core components of light-water reactors (LWRs) and SiC/SiC composite cladding fabrication and performance evaluation were introduced by Akira (Kohyama and Hirotatsu, 2013). Then, Katoh et al. (2014a) pointed out that some basic understanding of the foundations for the design-limiting phenomena including constitutive theories for physical, thermal, mechanical, and fracture properties is needed. After that, Deck et al. (2015) used a representative SiC/SiC tube to present characterization methods for evaluating four distinct cladding metrics. Besides, Frazer et al. (2015) studied the localized mechanical property assessment of SiC/SiC composite, and the results indicated that nanoindentation can be used to test the individual components of a composite and evaluate its mechanical properties. Besides, the burnup parameters (keff, neutron, and so on) of SiC, VC, and ZrC were evaluated and compared with those of Zircaloy material by the SERPENT code (Korkut et al., 2016). In addition, neutron calculations for americium mixed fuels with Zircaloy-2, SiC, and VC were compared in the designed BWR system, which was made using the Monte Carlo (MCNPX) method (Düz, 2021). Moreover, the performance of the fuel with SiC/SiC composite cladding in the LWR was studied by several codes. A multimodule framework for analysis of the in-pile performance of fuel with SiC/SiC composite cladding concepts in LWRs was formulated by Ben-Belgacem et al. (2014), which gave some design considerations for SiC/SiC composite cladding. Then, using the BISON code, a foundation for the 3D thermomechanical sensitive analysis of SiC/SiC composite cladding with a series of simplified boundary conditions was investigated by Singh et al. (2018), and the results showed that besides elastic modulus, stress distribution was found to be highly sensitive not only to the thermal conductivity of SiC/SiC composite but also to the elastic modulus of the material. Furthermore, Liu et al. (2020) used the CAMPUS code based on COMSOL platform to simulate the fuel performance of thorium-based fuel with a two-layer SiC cladding, which showed better performances than that of UO2 fuel with the Zircaloy cladding.
However, under accident conditions, the coolant temperature near the cladding will be very high, which may cause the high-temperature steam oxidation of the SiC/SiC composite cladding. Chromium and its alloys are reported to have the characteristics of high melting point (Massalski et al., 1991) and good corrosion resistance Eck et al. (1989). Using the chromium coating technology to coat the outer surface of the cladding can effectively slow down the corrosion of the cladding outer surface. As reported by Lee et al. (2019), Cr-coated SiC/SiC composite, chemical vapor–deposited SiC, and pure Cr metal were oxidized in 100% steam at an atmospheric pressure for 4 h using a thermogravimetric analyzer, and the result indicated that the Cr coating layer does not adversely affect the silicon carbide substrate under these conditions. Moreover, a 2D axisymmetric model of a fuel rodlet with discrete fuel pellets was built and used to simulate the performance of the UO2 fuel with Zircaloy-4 cladding, Cr-coated Zircaloy cladding, and Cr-coated SiC/SiC composite cladding, as designed by Wagih et al. (2018). Inspired by the work of Liu et al. (2020), in this work, UO2 fuel with the Zircaloy cladding and thorium-based fuels (including Th0.923U0.077O2 and Th0.923Pu0.077O2) with the Cr-coated SiC/SiC composite cladding are selected to be investigated and compared under both normal operating and accident conditions by the CAMPUS code. The CAMPUS code, developed by Liu et al. (2016), which is based on the COMSOL platform, is convenient to build the multiphysics models, and provides high-efficient numerical solvers and a user-friendly interface. Besides, further fuel performance could be studied by modifying the CAMPUS code properly. Therefore, it is chosen to be used in this work. FRAPTRAN is a mature commercial reactor accident analysis code and has reliable calculation results for specific cases (Geelhood and Luscher, 2014). Therefore, it is adopted in this work to provide verification for the CAMPUS code simulation.
This article is organized as follows: In Material Properties, the properties of the materials used in the models are introduced. In Model Verification, the developed code based on the CAMPUS code is verified under both LOCA and RIA conditions, where the verification of the CAMPUS code under the normal operating condition has been done by Liu et al. (2016). In Results and Discussions, the geometry and physics models used in this work are introduced and described. In Conclusion, the fuel performance of UO2 fuel with the Zircaloy cladding, and Th0.923U0.077O2 fuel and Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding are calculated and discussed under normal operating, LOCA, and RIA conditions. Finally, the conclusions of this work are summarized.
MATERIAL PROPERTIES
The properties of (Th,U)O2 fuel, (Th,Pu)O2 fuel, and UO2 fuel have been already given in the previous work of Liu et al. (2020). In this section, the material properties of the SiC/SiC composite cladding and chromium coating are introduced.
SiC/SiC Composite Cladding Properties
Thermal Conductivity
The thermal conductivity of the SiC/SiC cladding is calculated by two items, in which thermal resistivity of both unirradiated and irradiated SiC is included:
[image: image]
where [image: image] is the total thermal conductivity of the irradiated SiC/SiC composite; [image: image] is the resistivity, which is the inverse of the thermal conductivity of the unirradiated SiC/SiC composite; and [image: image] is the resistivity of the irradiated SiC/SiC composite. The unirradiated thermal conductivity of the SiC/SiC composite is suggested by the following equation (Stone et al., 2015):
[image: image]
where [image: image] is in units of W/m/K and T is in units of K. The resistivity of SiC/SiC composite under irradiation is calculated as follows:
[image: image]
[image: image] is calculated by the following equation::
[image: image]
where [image: image] is the irradiation swelling rate strain of the SiC/SiC composite, [image: image] is the displacement damage of the SiC/SiC composite in unit of dpa, [image: image] is the characteristic dose for the SiC/SiC composite swelling saturation, and [image: image] is the saturation swelling. [image: image] and [image: image] are given in the following temperature-dependent polynomials:
[image: image]
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Heat Capacity
The specific heat capacity of the SiC/SiC composite, which was developed by Snead et al. (2007), is based on experimental data, and is given in the following equation:
[image: image]
where [image: image] is in units of J/(kg·K) and T in K.
Thermal Expansion, Young’s Modulus, and Poisson’s Ratio
According to Katoh et al. (2014b), the coefficient of thermal expansion (CTE) of the SiC/SiC composite is given in the following equation:
[image: image]
where [image: image] is in units of K−1 and T is in units of K.
According to several studies, Young’s modulus of the SiC/SiC composite has been found to be degraded with irradiation. As suggested by Mieloszyk (2015), Young’s modulus of the SiC/SiC composite is given as follows:
[image: image]
where [image: image] is the as-fabricated Young’s modulus and [image: image] is the swelling strain in %vol.
A constant 0.13 is assumed to be Poisson’s ratio of the SiC/SiC composite because neither temperature nor irradiation was found to have a significant impact on it.
Cladding Failure Criterion
Different from FRAPTRAN-1.5, the BALON-2 model which is used to simulate the local swelling of cladding was not realized in this work. The BISON cladding failure criterion by Hales et al. (2016) was used to determine whether the Zircaloy cladding is failure or not, which is presented in Eq. 10:
[image: image]
where [image: image] is the effective creep strain rate and [image: image] is the limiting value. As suggested by Di Marcello et al. (2014), we choose [image: image]. The overstress criterion was not considered in this work because the local swelling model was not involved in the CAMPUS code.
According to the work of Lamon (2019), the complete brittleness hypothesis was taken to determine whether the Cr-coated SiC/SiC composite cladding is a failure or not, in order to simplify the calculation model as given in Eq. 11:
[image: image]
where [image: image] is the hoop strain of cladding outside.
Chromium Coating Properties
Thermal Conductivity
As suggested by Holzwarth and Stammet (2002), the thermal conductivity of the chromium coating is given in Eq. 12:
[image: image]
where [image: image] is in units of W/m/K and T in K.
Heat Capacity
Also, as recommended by Holzwarth and Stammet (2002), the specific heat capacity of chromium coating is calculated by Eq. 13:
[image: image]
where [image: image] is in units of J/(kgK) and T is in units of K, and Eq. 13 is assumed to be valid from 200 to 2400 K.
Thermal Expansion, Young’s Modulus, and Poisson’s Ratio
The CTE of chromium coating is given by Holzwarth and Stammet, (2002), as presented in Eq. 14:
[image: image]
where [image: image] is the CTE in units of 1/K. The CTE of the SiC/SiC composite is assumed to be valid from 293 to 1,273 K, and the CTE of chromium coating is valid from 300 to 1,300 K.
As suggested by Armstrong and Brown (1964), Young’s modulus of chromium coating, E(T), can be calculated as a function of temperature, which is in units of GPa:
[image: image]
Based on the work by Holzwarth and Stammet (2002), the Poisson ratio of chromium coating is adopted as a constant of 0.22.
MODEL VERIFICATION
Since no studies on fuel performance of thorium-based fuel under accident conditions have been performed by the CAMPUS code, a verification of CAMPUS code simulation under accident conditions is necessary in this work. UO2 fuel with Zircaloy cladding is chosen to verify the code under LOCA and RIA conditions by making comparison with the simulated results by the FRAPTRAN code.
Model Implementation
Modeling Geometry
In this work, a two-dimensional axisymmetric nuclear fuel rod model is implemented based on the COMSOL platform. First, the geometric parameters of the model are summarized in Table 1. Then, based on the geometric parameter, four types of fuel and cladding combinations including the UO2 fuel with Zircaloy cladding and Cr-coated SiC/SiC composite cladding, and thorium-based fuel (including Th0.923U0.077O2 and Th0.923Pu0.077O2) with Cr-coated SiC/SiC composite cladding are implemented, respectively. The thickness of both the Zircaloy cladding and the Cr-coated SiC/SiC composite cladding is set as 200 um. For the Cr-coated SiC/SiC composite cladding, the thickness of the chromium coating is set as 50 um. According to the investigation by Mieloszyk (2015), this geometry is applied to both the UO2 fuel and thorium-based fuel. Based on the simulation results of Liu et al. (2020), a mapped mesh is applied for the model, and a single fuel pellet with periodic boundary conditions in the axial direction is applied to represent ten fuel pellets to be more computationally economical.
TABLE 1 | Model specifications.
[image: Table 1]Details of the Model
In this work, accident conditions including LOCA and RIA are investigated by the CAMPUS code, based on the existing CAMPUS code under the normal operating condition (Liu et al., 2016), which applied a multiphysics coupled method for calculation. The models implemented in this code include the heat conduction of the fuel pellets, cladding and gaps, the thermal expansion and creep generated by the coupling of heat transfer and solid mechanics modules, the heat generation of the fuel pellets, and the physical field models of fission gas release and diffusion. For the SiC/SiC composite cladding, thermal creep and radiation creep are not considered under the normal operating condition but are considered under accident conditions, because the creep behavior of the SiC/SiC composite is basically negligible when the temperature is lower than 1000 K. Also, the frf case is used to verify the correctness of the CAMPUS code under LOCA condition; meanwhile, the na2 case is used to verify the correctness of the CAMPUS code under the RIA condition Geelhood and Luscher, (2014), with some input parameters summarized in Table 2. For the frf case, the loss of the coolant occurs at the initial time, and the rise of the coolant level is not considered. For the na2 case, the calculation time is 0.4 s. Before 0.06 s, the linear power is basically zero, and a dramatic increase of the linear power starts from 0.06 s, then reaches the peak at about 0.08 s, and then the power drops to nearly zero at about 0.1 s. Consistent with the calculation method of LOCA condition, the calculated external coolant temperature and pressure are used as model input parameters and applied on the cladding outer surface under RIA condition. Meanwhile, a large convective heat transfer coefficient is applied at the cladding outer surface. Then, the initial temperature of the entire fuel rod is set to be that of the external coolant. Considering that the fuel already has a certain burnup at the beginning of RIA condition, an initial fuel burnup is adopted in the model. To solve a system of linear equations generated from the combinations of the weak-form equation definitions and the finite-element mesh, a direct solver called MUltifrontal Massively Parallel Sparse direct Solver (MUMPS) has been applied. Moreover, a nonlinear backward-different formulation (BDF) is adopted to solve all the models considered in the COMSOL platform.
TABLE 2 | Input parameters for normal operating and accident conditions.
[image: Table 2]Verification of LOCA
The linear power history and the cladding outer surface temperature evolution under the LOCA condition are shown in Figures 1, 2, respectively.
[image: Figure 1]FIGURE 1 | Linear power history of the UO2 fuel with Zircaloy cladding used to calculate the LOCA condition.
[image: Figure 2]FIGURE 2 | Cladding the outer surface temperature of the UO2 fuel with Zircaloy cladding used to calculate under the LOCA condition.
As depicted in Figure 3, the plenum pressure calculated by the CAMPUS and FRAPTRAN codes is found to remain at the initial value at the first few seconds, and then increase in a similar trend, because the fission gas is released to the gap. The cladding failure time calculated by the CAMPUS and FRAPTRAN codes is found to be nearly equal.
[image: Figure 3]FIGURE 3 | Plenum pressure evolutions of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the LOCA condition.
The gap size between fuel pellet and cladding is also compared; as depicted in Figure 4, a slight decrease of gap size can be observed from the results of both codes, which is caused by the thermal expansion and creep of fuel and cladding. Then, a rapid increase of gap size is found in the result from FRAPTRAN, and last, the gap size is found to remain unchanged, while from the results in the CAMPUS code, a delayed increase of gap size is found. Also, the calculated results from two codes are found to show the same evolution trend of the gap size.
[image: Figure 4]FIGURE 4 | Gap size evolutions of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the LOCA condition.
In order to further verify our CAMPUS code, the results of cladding outer surface hoop strain calculated by the FRAPTRAN and CAMPUS codes are also compared, as depicted in Figure 5; the cladding outer surface hoop strain calculated from both codes is found to increase first. Then, similar to the evolution trend of plenum pressure, the cladding outer surface hoop strain calculated from two codes is found to have a dramatic increase and evolve to a similar hoop strain.
[image: Figure 5]FIGURE 5 | Cladding outer surface hoop strain evolutions of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the LOCA condition.
Verification of RIA
The linear power history and the cladding outside temperature evolution under the RIA condition are depicted in Figures 6, 7, respectively.
[image: Figure 6]FIGURE 6 | Linear power history of the UO2 fuel with Zircaloy cladding under the RIA condition.
[image: Figure 7]FIGURE 7 | Cladding outer surface temperature of the UO2 fuel with Zircaloy cladding used to calculate the RIA condition.
As shown in Figure 8, the plenum pressure calculated by the CAMPUS and FRAPTRAN codes is found to remain at the initial value at the first few seconds. Then, due to a sudden increase of the fuel power, the temperature of the fuel, cladding, and gas in the gap are found to increase rapidly, resulting in an increase in the release rate of fission gas, which leads to a sudden increase of the gap pressure. Finally, the plenum pressure is found to decrease after the rapid increase due to the increase of gap size, which further results in the increase of plenum volume and the decrease of plenum pressure.
[image: Figure 8]FIGURE 8 | Plenum pressure evolutions of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the RIA condition.
As shown in Figure 9, the gap size evolutions between the fuel and cladding are also compared under RIA condition. At the initial moment, there is no heat generation in the fuel rod; therefore, the temperature of the fuel rod and cladding is found to remain unchanged, which means there is no thermal expansion and creep in the fuel and cladding. Then, the linear power of fuel is found to increase suddenly, resulting in the increase of fuel rod temperature, which leads to the thermal expansion and creep of the fuel pellet and cladding. Therefore, the gap size is found to decrease dramatically.
[image: Figure 9]FIGURE 9 | Gap size evolutions of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the RIA condition.
As depicted in Figure 10, similar to the same explanation as for gap size, no change is observed in the cladding outer surface hoop strain at the first few moments. Then, because of the thermal expansion and creep of the fuel pellet and cladding, cladding outer surface hoop strain is found to increase dramatically in a short time.
[image: Figure 10]FIGURE 10 | Cladding outer surface hoop strain evolution of the UO2 fuel with Zircaloy cladding calculated by the FRAPTRAN and CAMPUS codes under the RIA condition.
From the calculation results presented above, it can be observed that results calculated by the CAMPUS code are found to be consistent with the results calculated by the FRAPTRAN code, which verify the correctness of the CAMPUS code under accident conditions.
RESULTS AND DISCUSSIONS
In this section, the fuel performance of the UO2 fuel with Zircaloy cladding, the Th0.923U0.077O2 fuel, and the Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding under normal operating and accident conditions is presented and discussed.
Under Normal Operating Condition
The fuel performance of the UO2 fuel with Zircaloy cladding, the UO2 fuel with Cr-coated SiC/SiC composite cladding, the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels with Cr-coated SiC/SiC composite cladding is calculated under normal operating condition. The input parameters of the normal operating condition are summarized in Table 2. The linear power is kept at 20 kW/m after a steady rise for about 3 h, and then it operates stably for 3 years under this linear power. The temperature of the external coolant is set to be 530 K, and the pressure of the external coolant is set to be 15.5 MPa. The initial gap size is set to be 80 μm, and the initial plenum pressure is set to be 2 MPa for all types of fuels. Then, the results of fuel centerline temperature are depicted in Figure 11. First, the temperature of the Th0.923Pu0.077O2 fuel is found to be the highest before the fuel burnup reaches at 300 MWh/kgU. After this fuel burnup, the temperature of the UO2 fuel with Cr-coated SiC/SiC composite cladding is found to be the highest, and the temperature of the UO2 fuel with Zircaloy cladding is found to be the lowest, which is due to the fact that the thermal conductivity of the SiC/SiC composite cladding is lower than that of the Zircaloy cladding at the same temperature. Then, it is noticed that the centerline temperature of thorium-based fuels is found to be lower than that of the UO2 fuel with the same cladding, and the average temperature of the Th0.923U0.077O2 fuel is found to be about 100 K lower than that of the UO2 fuel with the same cladding, which is due to the higher thermal conductivity of thorium-based fuels than that of the UO2 fuel.
[image: Figure 11]FIGURE 11 | Fuel centerline temperature evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the normal operating condition.
The plenum pressure is also calculated and compared. As shown in Figure 12, the UO2 fuel with the Cr-coated SiC/SiC composite cladding is found to have the highest plenum pressure, while the plenum pressure of the Th0.923U0.077O2 fuel with the same cladding is found to be the lowest. This is related to the factors such as fuel temperature and fission gas release fraction. As discussed in Figure 11, it is found that the UO2 fuel with Cr-coated SiC/SiC composite cladding has the highest temperature. Also, at the same fuel burnup, the fission gas release of the UO2 fuel with Cr-coated SiC/SiC composite cladding is found to be the earliest, and the release fraction is found to be much higher than that of the other three types of fuel and cladding combinations, as depicted in Figure 13. In short, the thorium-based fuel combined with Cr-coated SiC/SiC composite cladding can effectively reduce the plenum pressure.
[image: Figure 12]FIGURE 12 | Plenum pressure evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the normal operating condition.
[image: Figure 13]FIGURE 13 | Fission gas release evolutions for UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the normal operating condition.
As shown in Figure 14, the gap size evolutions are also calculated; it can be observed that the gap size of the UO2 fuel with Zircaloy cladding decreases the fastest, and the gap is found to close earliest. For the UO2 fuel combined with the Cr-coated SiC/SiC composite case, the gap size is found to decrease more slowly, and the PCMI time is found to be delayed. It is also found that for the thorium-based fuel combined with the Cr-coated SiC composite cladding case, the decrease rate of the gap size is further reduced, and the gap closure time is further delayed. This is because the SiC/SiC composite cladding has a higher elastic modulus and a lower thermal creep rate than that of Zircaloy cladding. The use of thorium-based fuels can reduce the overall temperature of the fuel, also reducing the thermal expansion of the fuel. This indicates that under normal operating condition, the use of thorium-based fuels with Cr-coated SiC composite cladding can delay the occurrence of pellet–cladding mechanical interaction (PCMI).
[image: Figure 14]FIGURE 14 | Gap size evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the normal operating condition.
In summary, under the normal operating condition, compared with UO2 fuel with Zircaloy cladding, the combination of thorium-based fuels with Cr-coated SiC/SiC composite claddings is found to increase the fuel temperature, reduce the internal pressure of the fuel rod, delay the gap closure time, and improve fuel mechanical properties. Thorium-based fuels with Cr-coated SiC/SiC composite cladding are found to have better fuel performance under the normal operating condition. In addition, it should be noted that the performance of UO2 fuel with Cr-coated SiC/SiC cladding is found to be the worst among the combinations of fuels with claddings investigated under the normal operating condition, indicating that there is almost no fuel performance improvement to use the UO2 fuel with Cr-coated SiC/SiC cladding under the normal operating condition in LWRs; therefore, it will not be discussed under LOCA and RIA conditions.
Under LOCA Condition
In this part, the fuel performance of the UO2–Zircaloy, the Th0.923U0.077O2 fuel, and Th0.923Pu0.077O2 fuel combined with Cr-coated SiC/SiC composite cladding under the LOCA condition is discussed. The boundary conditions of the LOCA case are summarized in Table 2, and the power history is shown in Figure 1. It should be noted that in order to simplify the model, the drop of the external coolant level is not directly simulated, but external coolant temperature data calculated by the FRAPTRAN code under the corresponding accident condition are used as the Dirichlet boundary condition at the cladding outer surface. Moreover, the convective heat transfer coefficient between the cladding and the coolant is set to be a large value (listed in Table 2) to ensure the cladding outer surface temperature to be equal to that of the external coolant. Meanwhile, the same method is used to simulate the pressure change of the external coolant. Considering that the heat is transferred from the inside of the fuel to the outside, and the heat is conducted to the cladding and the external coolant through the gap gas, the initial temperature of the entire fuel is set to be consistent with the initial temperature of the outer surface of the cladding (namely, 441.5 K). Similarly, the initial value of the plenum pressure calculated by the FRAPTRAN code is adopted as the initial value of the plenum pressure for the LOCA condition in this work. The failure time of the cladding, the evolution of the plenum pressure, and the degree of deformation of the cladding are the key parameters to evaluate the accident tolerance performance of the fuel under the LOCA condition.
The centerline temperature of the three types of fuel cases is calculated and depicted in Figure 15. First, an early increase of temperature is observed in the UO2 fuel with Zircaloy cladding, while the Th0.923Pu0.077O2 fuel is found to have the latest increase of temperature. Then, the temperature increase rate of the UO2 fuel is consistent with that of the Th0.923U0.077O2 fuel, and the Th0.923Pu0.077O2 fuel is found to have the smallest increase rate of temperature. This is because in the temperature range shown in Figure 15, the PuO2 fuel is found to have a higher heat capacity than the UO2 fuel and ThO2 fuel. Finally, the centerline temperature of Th0.923Pu0.077O2 fuel is found to be the lowest compared to that of the other two types of fuels.
[image: Figure 15]FIGURE 15 | Fuel centerline temperature evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under LOCA conditions.
As shown in Figure 16, the failure time of two types of claddings is evaluated and compared. In order to facilitate the observation and comparison of the failure time of the cladding, the hoop strain on the outer surface of the SiC/SiC composite cladding is set to be zero after it exceeds 0.6%. Similarly, the creep rate of the Zircaloy cladding outer surface is set to be zero, when it exceeds 0.0278(1/s), as shown in Eq. 10. It can be observed from Figure 16 that the cladding failure time of the UO2 fuel and the Th0.923U0.077O2 fuel is basically the same, while the cladding failure time of the Th0.923Pu0.077O2 fuel is found to have a significant delay. This is due to the higher heat capacity of the Th0.923Pu0.077O2 fuel, which results in the overall average temperature of the Th0.923Pu0.077O2 fuel to be lower than the overall average temperature of the Th0.923U0.077O2 fuel, as depicted in Figure 15, which further causes the gap width of the Th0.923Pu0.077O2 fuel and the Cr-coated SiC/SiC composite cladding to be larger than that of the UO2 fuel and Zircaloy cladding before the cladding failure time, as shown in Figure 17. Thus, the cladding average temperature of SiC/SiC composite cladding is found to be slightly lower than that of Zircaloy cladding, as depicted in Figure 18. Young’s modulus of the SiC/SiC composite cladding is found to be higher than that of the Zircaloy cladding. Therefore, the cladding failure time of the Th0.923Pu0.077O2 fuel is found to have a significant delay. As shown in Figure 19, compared to the SiC/SiC composite cladding, the Zircaloy cladding outer surface is found to have a higher hoop strain, which is also due to the higher Young’s modulus of SiC/SiC composite. These results indicate that under the LOCA condition, the Cr-coated SiC/SiC composite cladding is found to have better accident tolerance than the Zircaloy cladding.
[image: Figure 16]FIGURE 16 | Cladding failure time for (A) UO2 fuel with Zircaloy cladding, (B) the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the LOCA condition.
[image: Figure 17]FIGURE 17 | Gap width evolution of UO2 fuel with Zircaloy cladding and Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding.
[image: Figure 18]FIGURE 18 | Average temperature of Zircaloy cladding and Cr-coated SiC/SiC composite cladding.
[image: Figure 19]FIGURE 19 | Hoop strain evolutions for the cladding of the UO2 fuel, the cladding of the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel under LOCA condition, respectively.
As it is assumed that the internal plenum pressure is consistent with the external coolant pressure after the cladding failed, the pressure data at the corresponding time are set to be consistent with the external coolant pressure when the cladding failure occurs. As shown in Figure 20, the plenum pressure of the UO2 fuel rod is found to increase at the earliest and has the fastest increase rate, while the plenum pressure increase rate of the Th0.923Pu0.077O2 fuel rod is found to be the smallest. The pressure of the Th0.923Pu0.077O2 fuel rod is found to be lower than that of the other two types of fuel rods. This is because the overall temperature of the Th0.923Pu0.077O2 fuel rod is lower than that of the other two types of fuel rods. So on the one hand, it causes lowering of the plenum pressure under the same volume and smaller gas volume of the fuel rod. On the other hand, it also reduces the thermal expansion of the fuel and the cladding; therefore, the free volume inside the fuel rod increases.
[image: Figure 20]FIGURE 20 | Plenum pressure evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the LOCA condition, respectively.
In all, under the LOCA condition, the use of thorium-based fuels, especially the Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding, is found to effectively reduce the temperature of the fuel centerline and delay the failure time of the cladding. The use of the Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding fuel is also found to reduce the strain on the cladding outer surface and further reduce the plenum pressure.
Under the RIA Condition
The fuel performance under the RIA condition is calculated and discussed in this section. The calculation parameters under the RIA condition are also summarized in Table 2, and the linear power history is shown in Figure 3.
As shown in Figure 21A, the fuel centerline temperature of different fuels is calculated. In the beginning, the centerline temperature of the three types of fuels is found to remain unchanged. Then, the centerline temperature of the three types of fuels is found to increase at about 0.06 s and remain unchanged after about 0.1 s. However, different from the normal operating and LOCA conditions, the fuel centerline temperature of Th0.923U0.077O2 fuel and Th0.923Pu0.077O2 fuel is found to be about 2,400 K, and the temperature of Th0.923U0.077O2 fuel is found to be slightly lower than that of the Th0.923Pu0.077O2 fuel but to be much higher than that of the UO2 fuel. This is due to the thermal conductivity of SiC/SiC composite cladding being lower than Zircaloy cladding after about 0.1 s, as depicted in Figure 21B, which results in the condition that heat generated by thorium-based fuels cannot be conducted as fast as that generated by the UO2 fuel and further causes the temperature of thorium-based fuels to be higher than that of the UO2 fuel.
[image: Figure 21]FIGURE 21 | (A) Fuel centerline temperature evolutions for the UO2 fuel with Zircaloy cladding, the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel with Cr-coated SiC/SiC composite cladding under the RIA condition. (B) Thermal conductivity evolutions of Zircaloy cladding for UO2–Zircaloy case, SiC/SiC composite for Th0.923U0.077O2–Cr-coated SiC/SiC and Th0.923Pu0.077O2–Cr-coated SiC/SiC cases.
As shown in Figure 22, the cladding outer surface strain is further discussed. It should be noted that in this work, due to the short calculation time (0.4 s) for the RIA condition, the complete brittle failure of the SiC composite is not considered. At the initial moment, the strain of the Zircaloy cladding is found to be higher than that of the Cr-coated SiC/SiC composite cladding. This is because the thermal expansion properties and creep properties of the Zircaloy cladding are different from those of SiC/SiC composite cladding. Then, as the linear power suddenly increases, the hoop strain of the cladding is found to increase dramatically. It can be observed that the Zircaloy cladding outer surface strain is found to be much higher than that of the Cr-coated SiC/SiC composite cladding, which is due to the better mechanical properties of the Cr-coated SiC/SiC composite cladding. The larger hoop strain of the Zircaloy cladding will increase the stress in the cladding. In short, under the RIA condition, the use of Cr-coated SiC/SiC composite cladding is beneficial to reduce the deformation of the cladding and improve the mechanical performance of the cladding.
[image: Figure 22]FIGURE 22 | Hoop strain evolutions for the cladding of the UO2 fuel, the cladding of the Th0.923Pu0.077O2 fuel, and Th0.923U0.077O2 fuel under the RIA condition.
In summary, under the RIA condition, as the accident occurs at about 0.1 s, it causes the heat accumulation and rapid increase of fuel temperature in a short time, and then the thermal conductivity of the SiC/SiC composite cladding becomes lower than that of the Zircaloy cladding; therefore, the use of the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels with Cr-coated SiC composite cladding is found to increase the fuel centerline temperature. The use of the new fuel–cladding combinations is found to have no significant effect on delaying the gap closure time and improving PCMI. In addition, the use of the new fuel–cladding combinations is found to effectively reduce the hoop strain on the outer surface of the cladding, thereby reducing the internal plenum pressure of the fuel rod.
CONCLUSION
In summary, the fuel performance of the UO2 fuel with Zircaloy cladding and thorium-based fuels with Cr-coated SiC/SiC composite cladding under LWR normal operating, LOCA, and RIA conditions is studied in this work. Based on the discussions presented above, the conclusions are summarized as follows:
1. Under the normal operating condition, compared with the UO2–Zircaloy fuel, the use of the thorium-based fuels (including Th0.923U0.077O2 fuel and Th0.923Pu0.077O2 fuel) with Cr-coated SiC/SiC composite cladding is found to be able to reduce the fission gas release at the same burnup, thereby reducing the internal pressure of the fuel rod. At the same time, the use of thorium-based fuels with Cr-coated SiC/SiC composite cladding is found to effectively delay the gap closure time. However, the use of these two types of fuels is found to increase the fuel centerline temperature. Compared with the other three types of fuels, the performance of the UO2 fuel with Cr-coated SiC/SiC composite cladding is found to be the worst, indicating there is almost no advantage to use the UO2 fuel with Cr-coated SiC/SiC cladding under the normal operating condition in LWRs; therefore, the performance of this type of fuel under LOCA and RIA conditions is not discussed.
2. Under the LOCA condition, it is observed that compared with the UO2–Zircaloy fuel, the Th0.923U0.077O2 fuel and Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding are found to delay the increase of the fuel centerline temperature, and the fuel centerline temperature of Th0.923Pu0.077O2 fuel is found to be the lowest. At the same time, the Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding is found to delay the failure of the cladding, which is the main conclusion of this work. Moreover, it is also found to reduce the cladding outer surface hoop strain and the plenum pressure of the fuel rod. Therefore, under the LOCA condition, the Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding is considered to have better accident tolerance.
3. Under the RIA condition, the use of the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels with Cr-coated SiC/SiC composite cladding is found to increase the fuel centerline temperature. It is also observed that the thorium-based fuels with Cr-coated SiC/SiC composite cladding have no significant influence on the gap closure time. However, it is found that the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels with Cr-coated SiC/SiC composite cladding can effectively reduce the plenum pressure in the fuel rod and reduce the hoop strain of the cladding.
The results of this study show that under both normal operating and LOCA conditions, the Th0.923U0.077O2 fuel and Th0.923Pu0.077O2 fuel with Cr-coated SiC/SiC composite cladding are found to reduce the fuel centerline temperature and delay the PCMI time. Meanwhile, the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels with Cr-coated SiC/SiC composite cladding are found to delay the failure of the cladding. While under the RIA condition, the use of the Th0.923U0.077O2 and Th0.923Pu0.077O2 fuels is found to reduce the plenum pressure of the fuel rod but increase the fuel centerline temperature.
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FeCrAl alloy is one of the most promising nuclear fuel claddings among many accident tolerant fuel (ATF) materials due to its excellent oxidation resistance and good mechanical properties. However, the effect of process conditions on the creep properties of the FeCrAl alloy is not clear till now. In this study, the impact of a process condition of hot-rolling on the creep properties of FeCrAl alloy was investigated using a nano-indentation creep test under a temperature of 350°C. The microanalysis results indicated that the grain size became smaller with the increase of the hot-rolling thickness reduction. The nano-indentation creep test results showed that the creep power-law stress exponent was about four, and the creep resistance increased when the hot-rolling thickness reduction increased.
Keywords: FeCrAl, creep, process condition, hot-rolling, nano-indentation creep
INTRODUCTION
The core of a nuclear reactor exposes to a high-temperature steam environment when the nuclear reactor is in a loss of coolant accident. In this way, zirconium alloys are no longer the best choice of the cladding material in the cores of light-water reactors because the zirconium alloys react with steam over the high temperature of 1,200°C, and the reaction releases a lot of heat and hydrogen gas (Moalem and Olander, 1991; Pint et al., 2013; Yamamoto et al., 2015; Gamble et al., 2017). Accident tolerant fuel (ATF) materials hence have been proposed to avoid the disadvantage of the zirconium alloys (Zinkle et al., 2014; Terrani et al., 2014).
The high-strength wrought material of FeCrAl alloy is one of the materials that can meet the required conditions of ATF, which have high melting temperature and good mechanical and chemical properties, especially the excellent oxidation resistance at high temperature (Tang et al., 2018). The creep properties of FeCrAl alloy have been extensively investigated to achieve the goal of using the FeCrAl alloy as a cladding material. The power-law creep constitutive model was obtained at the temperature lower than 600°C (Saunders et al., 1997) and at the temperature above 600°C for the FeCrAl alloy (Terrani et al., 2016); the power-law creep stress exponent of n was a constant value of 5.5, but the power-law creep constant was dependent on the temperature. Two rupture regimes were observed under the long-term creep and the oxidation test for the FeCrAl foils (Dryepondt et al., 2012). The creep deformation mechanism of FeCrAl oxide dispersion strengthened (ODS) alloy was divided into three regions; n ranged from two to five in region II but was around 20 in regions I and III (Masuda et al., 2016; Kamikawa et al., 2018). The creep deformation mechanism of the cooperative grain boundary sliding was found for FeCrAl ODS alloy (Kamikawa et al., 2018), and the creep constitutive model related to the interparticle distance was proposed for FeCrAl ODS alloy (Ukai et al., 2020). However, little work has been done to examine the effect of process conditions on the creep properties of the FeCrAl alloy.
The nano-indentation test can obtain the mechanical properties such as hardness, elastic modulus, and residual stress (Fischer-Cripps, 2006; Sebastiani et al., 2011). In comparison to the traditional creep test which takes thousands of hours to obtain the creep properties, the nano-indentation creep test just needs tens of minutes. Therefore, the nano-indentation creep test has been widely accepted and used to test the creep properties for many materials (Thornby et al., 2021; Zhang et al., 2019; Li et al., 2019).
In this study, the effect of a process condition of hot-rolling thickness reduction on the creep properties of FeCrAl alloy was investigated using a nano-indentation creep test. The microstructure of the FeCrAl alloy was analyzed using an optical microscope first. After that, a nano-indentation creep test was carried out. The effect of the hot-rolling thickness reduction on the power-law creep model was finally obtained.
EXPERIMENTAL PROCEDURE
The as-received sheet material of FeCrAl alloy, which was prepared using induction melting, followed by forging at 1,200°C, and hot-rolling down to thickness of 5 mm at 1,100°C, was used in this research. The chemical composition of the alloy is shown in Table 1. Due to the low ductility at room temperature, the alloy was rolled under the temperature of 300°C in order to avoid cracking and recrystallization. The rolling thickness reduction was fixed at 0.5 mm for each time. Therefore, two different thicknesses of 2 and 0.5 mm of the FeCrAl alloy plates were obtained after 6 and 9 times of the hot-rolling, respectively, as shown in Figure 1. This meant that the two plates showed 60 and 90% total thickness reduction, respectively, after hot-rolling. Several samples were mechanically polished, and then were electropolished using perchloric, an acid and alcohol mixed liquid. After that, parts of the samples were etched in a solution of 30 ml HCl, 10 ml HNO3, and 20 ml C3H8O3 to characterize the alloy’s microstructures using an optical microscope, and the remaining samples were used to carry out nano-indentation creep tests. Note that there were no oxides on the nano-indentation creep test samples because the samples were polished.
TABLE 1 | Chemical composition of FeCrAl alloy, wt%.
[image: Table 1][image: Figure 1]FIGURE 1 | FeCrAl alloy plates: (A) 60% total thickness reduction and (B) 90% total thickness reduction.
Nano-indentation tester with the thermal drift of 0.05 nm/s was used to carry out the test. The diamond Berkovich indenter with the three-sided pyramid was used in this study. In a light-water reactor, light water was used as the primary coolant, with a temperature of about 350°C (Saunders et al., 1997; Park et al., 2015). Therefore, the nano-indentation creep tests were carried out at the temperature of 350°C. Four different applied loads of 100 mN, 200 mN, 300 mN, and 400 mN were used for creep generation. The loading time from the 0 mN to the applied loads was fixed as 30 s, the holding time of the applied loads was set as 600 s, and the unloading time from the applied loads to 0 mN was fixed as 60 s. The time, displacement, and applied loads were recorded automatically during the tests.
RESULTS
Microstructure of FeCrAl Alloy
The microstructure of FeCrAl alloy is shown in Figure 2. As shown in Figures 2A,B, the grain boundaries were clear for the alloy, with 60% total thickness reduction. The grain deformation was slight, and the grain size was about 220 μm, even though it was slightly elongated to the rolling direction. For the alloy with 90% total thickness reduction, as shown in Figures 2C,D, the grain deformation was very significant, and it was challenging to find an equal-axis grain. All grains were elongated to the rolling direction, and the grain size was about 100 μm, which was smaller than that of the alloy with 60% total thickness reduction. The grain size was not uniform, and the grain length was much larger in the rolling direction. Therefore, the grains became flat and were elongated along the rolling direction after the hot-rolling due to the rolling force perpendicular to the rolling surface. This phenomenon accounted for the rolling process providing the energy for the dynamic recrystallization of the crystal. The larger the rolling thickness reduction was, the more energy was provided to the crystal and the more grains completed the dynamic recrystallization process. Similar results were also found by Yamamoto et al., (2015) and Zheng et al., (2019). In addition, the tiny black dots were defects or inclusions which were produced during metallurgy.
[image: Figure 2]FIGURE 2 | Optical microscope images of FeCrAl alloy. (A) Low magnification with 60% total thickness reduction, (B) high magnification with 60% total thickness reduction, (C) low magnification with 90% total thickness reduction, and (D) high magnification with 90% total thickness reduction.
Nano-Indentation Creep Test
The steady-state creep strain rate also satisfies the power-law creep model in the nano-indentation creep test as follows (Goodall and Clyne, 2006):
[image: image]
where [image: image] is the creep strain rate, [image: image] is the applied stress, A is the power-law creep constant, and n is the power-law creep stress exponent. In the nano-indentation creep test, [image: image] is calculated using the same function as the traditional tension creep test by
[image: image]
where F is the applied load and S is the projected contact area. For the used Berkovich indenter in the tests, [image: image], where [image: image] is the contact displacement.
[image: image] is defined as follows during the indentation period (Park et al., 2015):
[image: image]
where [image: image] is the creep displacement. Substituting Eqs. 2,3 into Eq. 1, the creep power-law stress exponent n is calculated by the following:
[image: image]
The values of F, [image: image], and [image: image] can be measured from the nano-indentation creep test. When these values were obtained, the value of n can be calculated using Eq. 4.
The nano-indentation creep test results of the indentation load and the corresponding displacement are shown in Figure 3. As shown in Figure 3, the displacement increased with increase of load. When the load was larger than 100 mN, the displacement first decreased to a certain value and then kept on increasing in the load holding stage or the creep stage. The possible reason was that the loading rate was slightly large, because this phenomenon did not appear in the load of 100 mN.
[image: Figure 3]FIGURE 3 | Nano-indentation creep test results of the indentation load and the corresponding displacement for FeCrAl alloys at the temperature of 350°C: (A) 60% total thickness reduction and (B) 90% total thickness reduction.
The nano-indentation creep test results are shown in Figure 4 for the variation of the creep displacement with the creep time at the temperature of 350°C. As shown in Figure 4, the creep displacement increased with the applied load increase because the creep deformation increased with the applied load. Also, as shown in Figure 4, the creep displacement curves were similar to those of the traditional creep tests. They could be divided into two creep stages, that is, the primary creep stage and the steady-state creep stage. The primary creep stage was much shorter. As shown in Figure 4, after the time of 200 s, all curves almost reached the steady-state creep stage. Therefore, the power-law creep model was fitted using the curves after the time of 200 s.
[image: Figure 4]FIGURE 4 | Nano-indentation creep test results of FeCrAl alloys at the temperature of 350°C: (A) 60% total thickness reduction and (B) 90% total thickness reduction.
When the values of F, hc, and hpc were measured from the nano-indentation creep test, the values of [image: image] and [image: image] could be calculated according to Eq. 4. According to Eq. 4, the value of n was the slope of the [image: image]–[image: image] curve. The fitted results of n under different applied loads are shown in Figure 5, for the FeCrAl alloy at the temperature of 350°C. As shown in Figure 5A, the value of n was slightly affected by the applied load for the 60% total thickness reduction, where the maximum value of n was 5.58 with the applied load of 200 mN, and the minimum value of n was 3.16 with the applied load of 400 mN. However, the value of n was almost not affected by the applied load for the 90% total thickness reduction, as shown in Figure 5B. The average value of n was 4.25 and 3.24 for the 60 and 90% total thickness reduction, respectively. The values of n ranging from three to seven were also obtained by other researchers using traditional tension creep tests for FeCrAl alloy (Kamikawa et al., 2018; Ukai et al., 2020; Kang and Mercer, 2007). Therefore, the obtained values of n were reasonable using the nano-indentation creep test. The values of A were also calculated as shown in Table 2 and Table 3 for FeCrAl alloys with 60 and 90% total thickness reductions.
[image: Figure 5]FIGURE 5 | Variation of n under different applied loads for the FeCrAl alloy at the temperature of 350°C: (A) 60% total thickness reduction and (B) 90% total thickness reduction.
TABLE 2 | Nano-indentation creep test results for FeCrAl alloy with 60% total thickness reduction.
[image: Table 2]TABLE 3 | Nano-indentation creep test results for FeCrAl alloy with 90% total thickness reduction.
[image: Table 3]Based on the test results of Table 2 and Table 3, the power-law creep model for the FeCrAl alloy was obtained as follows:
[image: image]
 with 60% total thickness reduction, 
[image: image]
 with 90% total thickness reduction. The variations of [image: image] under different values of [image: image] are shown in Figure 6 for the FeCrAl alloy with 60% total thickness reduction and 90% total thickness reduction, where [image: image] was calculated using Eqs. 5,6, and the value of [image: image] was ideally chosen from 100 to 130 MPa. As shown in Figure 6, [image: image] of the 60% total thickness reduction was larger than that of the 90% total thickness reduction. Therefore, the hot-rolling thickness process could increase the creep resistance of the FeCrAl alloy. The possible reason was that the grains became smaller under the large rolling thickness reduction, as shown in Figure 2. After the grains became smaller, the corresponding number and length of the grain boundaries were significantly increased, and the dislocation also increased. In this way, the creep behavior was restricted because more resistance needed to be overcome during the creep process. Therefore, the creep resistance was increased with increase of the rolling thickness reduction. However, further microscopic observations, such as SEM and EBSD, are necessary to support this opinion.
[image: Figure 6]FIGURE 6 | Comparison of [image: image] under different values of [image: image] for the FeCrAl alloys with 60 and 90% total thickness reductions.
CONCLUSION
The effect of a process condition of hot-rolling thickness reduction on the creep properties of FeCrAl alloys was investigated using a nano-indentation creep test at the temperature of 350°C. The microanalysis results indicated that grain size became smaller with the increase of the hot-rolling thickness reduction, and the grain elongated to the hot-rolling direction. The power-law creep model was obtained using the nano-indentation creep tests. The test results showed that the power-law creep stress exponent was about four, and the creep resistance increased by the increase of the hot-rolling thickness reduction.
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Nuclear reactor modeling has been shifting, over the last decades, towards full-core multiphysics analysis due to the ever-increasing safety requirements and complexity of the designs of innovative systems. This is particularly true for liquid-fuel reactor concepts such as the Molten Salt Fast Reactor (MSFR), given their strong intrinsic coupling between thermal-hydraulics, neutronics and fuel chemistry. In the MSFR, fission products (FPs) are originated within the liquid fuel and are carried by the fuel flow all over the reactor core and through pumping and heat exchange systems. Some of FP species, in the form of solid precipitates, can represent a major design and safety challenge, e.g., due to deposition on solid boundaries, and their distribution in the core is relevant to the design and safety analysis of the reactor. In this regard it is essential, both for the design and the safety assessment of the reactor, the capability to model the transport of solid FPs and their deposition to the boundary (e.g., wall or heat exchanger structures). To this aim, in this study, models of transport of solid FPs in the MSFR are developed and verified. An Eulerian single-phase transport model is developed and integrated in a consolidated multiphysics model of the MSFR based on the open-source CFD library OpenFOAM. In particular, general mixed-type deposition boundary conditions are considered, to possibly describe different kinds of particle-wall interaction mechanisms. For verification purposes, analytical solutions for simple case studies are derived ad hoc based on the extension of the classic Graetz problem to linear decay, distributed source terms and mixed-type boundary conditions. The results show excellent agreement between the two models, and highlight the effects of decay and deposition phenomena of various intensity. The resulting approach constitutes a computationally efficient tool to extend the capabilities of CFD-based multiphysics MSFR calculations towards the simulation of solid fission products transport.
Keywords: molten salt fast reactor, molten salt, fission products, particle deposition, multiphysics
1 INTRODUCTION
Liquid-fuel reactor concepts have gained renewed interest over the last years. Among them, the Molten Salt Reactor (MSR) and, in particular, the fast-spectrum MSFR (Molten Salt Fast Reactor) has obtained a prominent role thanks to the selection as one of the Generation IV reference technologies (Serp et al., 2014). The adoption of a circulating liquid fuel, in conjunction with the fast neutron spectrum, makes the MSFR system unique from the design and modeling viewpoints. Internal heat generation, fuel thermal feedback and transport of delayed neutron precursors and fission products lead to a strong intrinsic coupling between thermal-hydraulics, neutronics and fuel chemistry. Reactor modeling efforts have therefore shifted towards full-core and multiphysics analysis to meet the requirements and complexity of physical and computational models for the MSFR. A comprehensive account of state-of-the-art multiphysics modeling tools for the MSFR can be found in the work of Tiberga et al. (2020).
In the MSFR, fission products (FPs) that are originated within the fuel as the result of fission reactions are not retained by solid fuel elements and are therefore free to be carried by the liquid fuel flow within the primary circuit. The presence of mobile FPs represents a major design and safety challenge, as some of them are not expected to form stable compounds with the constituents of the fuel salt mixture (Grimes, 1970; Baes, 1974) and therefore give rise to separate phases, either in the form of solid precipitates or gas bubbles. In the case of solid FPs, precipitates are likely to deposit on reactor solid surfaces (Kedl, 1972; Compere et al., 1975) with potential issues such as formation of localized decay heat sources as well as deterioration of heat exchanger performance. Surface deposits might also pose a serious radiological threat in inspection/maintenance operations. Despite the analysis of FPs transport in recent MSFR studies is still limited, information on their distribution over the reactor core has great relevance for the design of the reactor, and in particular for the analysis of removal/reprocessing (Delpech et al., 2009) and bubbling (Cervi et al., 2019b) units. In this regard, there has been focus on modelling the behavior and effects of Xenon transport in MSRs (Price et al., 2020). Concerning metallic FPs, their analysis in the context of a multiphysics system code for the study of the Molten Salt Reactor Experiment has been recently addressed by Walker and Ji (2021). The aim of this work is the development of models of transport of solid FPs and their integration in state-of-the-art multiphysics tools adopted for MSFR analysis. To this aim, a single-phase Eulerian transport modeling approach is chosen, which represents a common and versatile choice for particle transport modeling in complex turbulent flows, and allows for the direct implementation in consolidated MSFR codes. A similar approach has been recently employed for the coupling of CFD and equilibrium chemistry calculations with application to localized-corrosion modeling in lead-cooled reactors (Marino et al., 2020). The development platform is the C++ open-source finite-volume CFD library OpenFOAM (OpenFOAM, 2021).
A preliminary implementation is here described and verified against analytical solutions for simplified test cases. The analytical solutions are derived from the well-known Graetz problem, which is here formulated for a general case with distributed source terms, linear decay and mixed-type boundary conditions. To the authors knowledge, such form of the Graetz problem has not been addressed in detail in the literature, and therefore the complete derivation is here reported. The influence of some key model parameters is discussed, and corresponding solutions from the OpenFOAM and analytical models are presented and compared.
The paper is organized as follows. The adopted multiphysics approach is briefly described in Section 2.1. In Section 2.2, the proposed FPs transport model implemented in the OpenFOAM solver is described in detail. The analytical solution against which the OpenFOAM FPs transport model is verified is presented in Section 2.3. Section 3 presents the results of the verification together with some discussion. Conclusive remarks are finally reported in Section 4.
2 MATERIALS AND METHODS
2.1 The Multiphysics Model
The OpenFOAM library, based on standard finite-volume methods for CFD calculations, is used to develop the numerical solver used in the present work. Originally developed for the transient analysis of the MSFR (Aufiero et al., 2014), the adopted multiphysics solver was recently extended to allow for the study of compressibility effects during super-prompt-critical transients (Cervi et al., 2019b) and of the bubbling system (Cervi et al., 2019a). The version employed in this work features single-phase incompressible thermal-hydraulics, multi-group neutron diffusion and transport equations for delayed neutron and decay heat precursors. Transport equations for fission products are solved alongside the other physical modules, to provide a fully-coupled multiphysics simulation. All model equations are solved by means of finite-volume discretization, following an iterative segregated coupling approach.
2.1.1 Thermal-Hydraulics Model
Continuity, momentum and energy (in temperature form) conservation equations are expressed in a single-phase incompressible formulation:
[image: image]
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where the quantities [image: image], p and T, which correspond to velocity, pressure and temperature, respectively, are intended as averaged in the sense of Reynolds-Averaged Navier-Stokes modeling. It follows that turbulence modeling is performed by means of standard eddy-viscosity based closure models, such as the well-known k-ε model (Launder and Spalding, 1974), for which effective momentum and thermal diffusivities can be expressed as the sum of a laminar and a turbulent contribution:
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where [image: image] and [image: image] are the Prandtl and turbulent Prandtl numbers, respectively. Momentum and energy equations are coupled thanks to the Boussinesq approximation, for which the density value driving the buoyancy term in Eq 2 is linearized around a reference temperature [image: image] and [image: image] represents the volumetric thermal expansion coefficient of the fluid. Except for what concerns density in the linearized buoyancy term, constant average values are used for thermophysical properties to keep the numerics and the coupling between different physics as simple as possible. Finally, q represents a volumetric energy source which includes internal heat generation (both prompt and delayed) and optionally other energy sinks to model heat removal systems.
Pressure-velocity coupling is performed through the standard SIMPLE/PISO algorithms (Patankar and Spalding, 1972; Issa, 1986).
2.1.2 Neutronics Model
The multi-group diffusion model is adopted for neutron flux calculations (Hébert, 2010). Despite some limitations, it is widely employed in standard nuclear reactor analysis. Thanks to its relative simplicity and limited computational effort, it has found several successful applications especially for multiphysics analysis (Aufiero et al., 2014; Fiorina et al., 2016). More recent works have also proposed the extension of OpenFOAM-based multiphysics codes to more advanced neutron transport approaches, e.g. the SP3 model (Fiorina et al., 2017; Cervi et al., 2019b). The diffusion equation for the gth group-integrated neutron flux [image: image] reads:
[image: image]
where [image: image] is the explicit neutron source of the gth group, constituted by prompt fission and scattering neutrons from other groups and delayed neutron precursors decay:
[image: image]
The presence of [image: image] in the explicit source term [image: image] couples the transport equations for different energy groups, which are therefore dealt with following a segregated iterative approach. Most symbols have straightforward meaning and are listed in the Nomenclature section. It is worth mentioning that [image: image] acts as a tunable multiplication factor to model a prescribed reactivity insertion. A power-iteration routine based on the k-eigenvalue method is also included for steady-state simulation, which allows for the iterative adjustment of [image: image] to attain criticality at a specified power level.
Due to the circulating nature of the fuel, transport equations are formulated also for delayed neutron and decay heat precursors. The transport equation for the concentration of delayed neutron precursors of the kth family [image: image] reads:
[image: image]
A discussion on the diffusion coefficient [image: image] is given in Section 2.2. We omit here for brevity the transport equation for the decay heat precursors, which is entirely analogous.
Group constants are adjusted as functions of local temperature around reference values to account for Doppler and fuel density effects. For a generic neutron reaction r occurring in the gth energy group:
[image: image]
where Doppler effects are modeled by means of a logarithmic term where [image: image] and [image: image], respectively represent the cross-section and a corresponding logarithmic coefficient at a reference temperature [image: image], whereas density effects are taken into account through a linear correction consistently with the buoyancy term. The reference temperature for cross-sections can be chosen independently from [image: image]. An analogous approach is employed for the correction of the intra-group neutron diffusion coefficient [image: image]. The quantities [image: image] and [image: image] are evaluated by means of the Monte Carlo reactor physics and burnup code SERPENT 2 (Leppänen et al., 2015).
2.2 Fission Products Transport Model
Similarly to other transported scalar quantities, each fission product specie is modelled as a continuous scalar concentration field subject to advection, dispersion and decay mechanisms:
[image: image]
where c is the concentration of the species under consideration, expressed in number of particles per unit volume. [image: image] is the total particle diffusivity, [image: image] is the carrier velocity field and λ and S represent the decay constant and source of a fission product specie, respectively. When chemical interactions between species and formation of separate phases are neglected, the source term can be simply related to the fission rate through a suitable yield coefficient [image: image]:
[image: image]
As previously mentioned, this modeling choice is motivated by the need to limit the overall complexity and computational requirements of the MSFR, and to easily integrate such models in state-of-the-art MSFR codes. The single-phase Eulerian approach can still represent a valid approximation, provided that some conditions are met. Theoretical and experimental analysis has suggested that Fick’s diffusion law only applies when inertial effects are negligible, and that particles inertia plays an increasingly dominant role in transport mechanisms as particles size increases (Liu and Agarwal, 1974; Guha, 2008). Little information is known about the expected size of fission product particles in the MSFR, but previous experience with MSRs suggests formation of colloidal suspensions (i.e., with particle diameters approx. between 10–9 and 10–6 m) should be expected (Compere et al., 1975) and that simple diffusion laws may apply, at least as a first approximation. The other main condition requires the particle concentration in the carrier fluid to be sufficiently low to make all interactions between each particle and the fluid, or among particles themselves, negligible. Provided that such conditions are met, the adoption of more sophisticated approaches, e.g., Eulerian-Eulerian multiphase or Eulerian-Lagrangian, may prove little benefit at the expense of a much more complex modeling framework.
As regards the particle diffusivity, it is commonly assumed that the diffusivity coefficient [image: image] may be separated in a laminar and a turbulent contribution, analogously to Eq 5:
[image: image]
where [image: image] and [image: image] are Schmidt and turbulent Schmidt numbers, respectively. An alternative expression for the laminar diffusivity D is given by the so-called Einstein equation:
[image: image]
which is derived under the assumption of large Schmidt number [image: image] (Balboa Usabiaga et al., 2013). [image: image] is the Boltzmann constant and [image: image] is the particle diameter. For monodisperse particles in isothermal bulk flow, D can therefore be regarded as a constant. As already stated, the inverse proportionality from Eq 13 between the particle flux and [image: image] only holds for small values of [image: image], even in full-laminar flows.
2.2.1 Deposition Modeling
Besides particle transport in the bulk flow, transport mechanisms which lead to deposition need to be addressed separately. First of all, when particle-wall interaction in the boundary layer is considered, a variable diffusion coefficient can be introduced to model hydrodynamic interactions between particles and solid walls (Brenner, 1961). In such case, [image: image] is assumed as a function of the particle-wall distance:
[image: image]
where y denotes the wall-distance in the normal direction in a boundary layer flow. Moreover, it is commonly accepted that [image: image] is mostly constant in the bulk of the flow and abruptly decreases in a very small layer close to walls. For this reason it can be assumed
[image: image]
where [image: image] is a constant bulk diffusivity and [image: image] a correction factor which is always comprised within 0 and 1 (Brenner, 1961).
Moreover, to model deposition mechanisms and formulate appropriate boundary conditions for the particle concentration field, one possible approach is the inclusion in the transport equation of a particle-wall interaction forcing term based on an interaction potential energy ϕ (Ruckenstein and Prieve, 1973; Bowen et al., 1976). Since boundary layer flows are inherently two-dimensional, close to a generic wall the steady-state transport equation reads
[image: image]
where x and y here denote the longitudinal and transversal directions. This approach is general but introduces significant complication in the general problem. It is therefore beneficial, when possible, to decouple the advection-diffusion and deposition problems.
When the energy potential ϕ and the hydrodynamic interaction effects are significant only over distances of the order of the particle size, this can be effectively achieved by dividing the boundary layer in two regions (Figure 1): the bulk region, where advection occurs and interactions are negligible, and a very thin wall region, where advection is negligible and deposition processes take place. The two regions are subject to an interface condition, which equates the particle concentration [image: image] and its flux at a certain distance [image: image] from the wall (with [image: image] chosen such that [image: image] is arbitrarily small). It has been shown that, under fairly general hypotheses on ϕ, the coupled solution of the two regions may be approximated such that the wall region influence is collapsed in a first-order reaction boundary condition for the bulk region (Ruckenstein and Prieve, 1973; Prieve and Ruckenstein, 1976):
[image: image]
where
[image: image]
[image: Figure 1]FIGURE 1 | Decoupling of the transport and deposition problems: solutions for the wall region ([image: image]) and the bulk region ([image: image]) are obtained separately and joined by imposing interface continuity on particle concentration and particle flux at [image: image]. The wall region thickness [image: image] is defined as the distance at which [image: image] becomes arbitrarily small.
The coefficient γ is therefore a constant depending on F and ϕ. In principle its value might also depend on the integration limit [image: image], but it has been shown that in many circumstances its influence on the value of the integral is relatively small over a relatively broad range (Prieve and Ruckenstein, 1976). It should be noted that these results are derived under the assumption of negligible axial diffusion (which is commonly the case) and in absence of source terms and decay. They are, however, representative of a broad class of particle-wall interaction problems and it is here assumed that internal sources or decay phenomena do not alter significantly such behavior.
In the general three-dimensional case, the wall boundary condition can be written as
[image: image]
for any point on the wall boundary, where [image: image] denotes the outward pointing wall-normal direction. Since particle-wall interactions are modeled with a simple first-order boundary condition, the deposited quantities can easily be tracked by solving
[image: image]
where [image: image] represents the surface concentration of deposited particles on the wall boundary, expressed in number of particles per unit area. In this simple model, wall adsorption of FP particles is modeled through a single deposition parameter γ, which has the physical dimensions of a velocity. Desorption mechanisms can be included as well by adding a corresponding term Eq 20,
[image: image]
with δ being the desorption rate constant (Wood et al., 2004).
2.3 Test Case
In this Section the results of the verification of the implemented FP transport model are described. A simple test case with an analytical solution has been chosen. A two-dimensional channel between parallel plates is considered (Figure 2). The particle transport model is decoupled from neutronics and heat transfer models. The source term S from Eq 10 is therefore specified explicitly, and a steady-state isothermal laminar flow is considered.
[image: Figure 2]FIGURE 2 | Parallel plates geometry: with respect to the flow, the x and y coordinates denote the longitudinal and transversal directions. Inlet and outlet boundaries are located at [image: image] and [image: image] respectively, while wall boundaries are located at [image: image].
The problem here considered resembles the well-known Graetz problem, for which different solutions are available in the literature. An exhaustive treatment of the Graetz theory applied to particle transport problems is given by Bowen et al. (1976), although it doesn’t consider linear decay or distributed source terms. It is indeed difficult to find, in the literature, realistic applications which consider simultaneously, as in the case under consideration, distributed internal sources, decay reactions and mixed type boundary conditions. Corresponding analytical solutions for this specific problem are not found in the literature, and are therefore derived in the following.
2.3.1 Momentum Equation
Analytical solutions of the momentum equation can be found only for simple steady-state fully-developed laminar flow problems. In such a case, the well known parabolic solution reads
[image: image]
with
[image: image]
where [image: image] is the maximum profile velocity and H is half the channel width as depicted in Figure 2.
2.3.2 Particle Concentration Equation
The boundary value problem then becomes, in explicit cartesian coordinates,
[image: image]
where D is used, from now on, to denote the constant bulk diffusivity. Boundary conditions for the x-direction are discussed later. The problem is conveniently re-scaled by defining appropriate non-dimensional quantities:
[image: image]
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where [image: image] is a concentration value typical of the problem. The equations are then rewritten as
[image: image]
where non-dimensional groups are defined as
[image: image]
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Longitudinal diffusion is neglected to allow for separation of variables. This assumption is reasonable in all cases where diffusion is negligible compared to advection, i.e., if [image: image]. Since the order of the equation with respect to x is now reduced, a single (inlet) boundary condition for x is required. As a further simplification, full symmetry of the problem with respect the x-axis is assumed. The full problem now reads
[image: image]
where [image: image] specifies a uniform inlet condition for [image: image].
For the following discussion, it is convenient to assume that the distributed source can be expressed as
[image: image]
where [image: image] is a representative value of the source, e.g., its average value over the domain. The choice of [image: image] is purely a matter of convenience. A meaningful definition, however, is not trivial to find in the general case, given the interplay of several physical phenomena. In the simplest case with no internal source, concentration profiles become self-similar far from the inlet but no fully-developed solutions can be attained (in presence of removal mechanisms such as deposition and decay). In such case, the definition is straightforward:
[image: image]
On the other hand, when a distributed source is present, the inlet contribution is forgotten as the fully-developed concentration profile is attained and therefore a more meaningful choice should be based on the relative intensity of generation and removal mechanisms. When radioactive decay is dominant, a good definition reads
[image: image]
When decay is negligible, the reference concentration [image: image] can be chosen as
[image: image]
These values are useful to identify correct scaling with respect to the dominant removal mechanisms. Similar expressions are easily found when solving for the centerline concentration in fully-developed profiles with uniform source.
Solutions of the boundary value problem Eq 26 can be found by separation of variables:
[image: image]
2.3.3 Derivation of the Analytical Solution
The functions [image: image] coincide with the eigenfunctions of the associated Sturm-Liouville problem found by isolating the [image: image] part of the equation. This can be highlighted by inserting Eq 31 in Eq 26 and after some manipulation:
[image: image]
The eigenvalue problem is therefore stated as
[image: image]
where
[image: image]
and [image: image] being the eigenvalue associated to the eigenfunction [image: image]. The problem must be equipped with the corresponding boundary conditions:
[image: image]
It is easily verified that [image: image] is not an eigenvalue. Then, through the simple change of variable [image: image], Eq 35 can be recast into one form of the parabolic cylinder equation (DLMF, 2020, Ch. 12):
[image: image]
[image: image]
where
[image: image]
[image: image]
are two linearly independent solutions. [image: image] is the confluent hypergeometric function of the first kind (DLMF, 2020, Ch. 13), which can be expressed as the following power series expansion:
[image: image]
where
[image: image]
denotes the so-called Pochhammer symbol, or rising factorial. The eigenvalue problem must be solved by imposing the associated boundary conditions. By means of the following properties of [image: image],
[image: image]
[image: image]
it can be easily shown that the symmetry condition at [image: image] implies [image: image]. The wall boundary condition requires
[image: image]
which gives the [image: image] values that correspond to the non-trivial solutions of the eigenvalue problem. Solutions of Eq 44 have to be found numerically; more detailed numerical considerations can be found in the Supplementary Appendix. The eigenfunctions are therefore determined (up to an arbitrary multiplicative constant) as
[image: image]
whose general solution (back in terms of [image: image]) can be expressed as
The separated Eq 32 now reads
[image: image]
The eigenfunctions [image: image] are orthogonal with respect to the scalar product defined as
[image: image]
with
[image: image]
[image: image]
This is exploited to transform Eq 46 into
[image: image]
whose general solution is
[image: image]
To obtain this last form, [image: image] has been expanded as
[image: image]
[image: image]
and the arbitrary constants [image: image] have been determined from the remaining inlet boundary condition (expanded as well):
[image: image]
where
[image: image]
The normalization constants [image: image] and [image: image] can be found by numerical integration of Eqs 49, 55, respectively. More details on their computation are reported in the Supplementary Appendix.
3 RESULTS AND DISCUSSION
In this Section, results of the verification of the implemented models against the analytical solutions are presented. In Section 2.3.3 it is shown that, if the effect of desorption is negligible compared to decay, the [image: image] are the roots of
[image: image]
with
[image: image]
It is therefore evident that the inclusion of a linear decay term in the transport equation affects the concentration profiles shape by shifting the eigenvalues. As shown in Figures 3–6, the influence of the decay parameter [image: image] is significant. For dominant modes, the increase of [image: image] tends to flatten the [image: image] curves, resulting in a vanishing influence of [image: image] in determining the shape of the concentration field. On the contrary, higher-order modes are less affected, with the eigenvalue shift due to linear decay decreasing as n increases.
[image: Figure 3]FIGURE 3 | Dependence of the 1st eigenvalue [image: image] on model parameters [image: image] and [image: image].
[image: Figure 4]FIGURE 4 | Dependence of the 2nd eigenvalue [image: image] on model parameters [image: image] and [image: image].
[image: Figure 5]FIGURE 5 | Dependence of the 5th eigenvalue [image: image] on model parameters [image: image] and [image: image].
[image: Figure 6]FIGURE 6 | Dependence of the 10th eigenvalue [image: image] on model parameters [image: image] and [image: image].
In the following, results from the comparison between the OpenFOAM model described in Section 2.2 and the corresponding analytical solutions are discussed. To highlight the role of decay and deposition phenomena, the selected parameters are [image: image] and [image: image], with values ranging in [0.1,1,10] for both. Case study parameter values are listed in Table 1, while other relevant parameters of the problem are listed in Table 2.
TABLE 1 | Values of [image: image] and [image: image] selected for verification cases.
[image: Table 1]TABLE 2 | Model parameters used in all verification cases.
[image: Table 2]To simplify the analysis, the inlet concentration is set to zero ([image: image]). Furthermore, to allow for a direct comparison between different test cases, the reference concentration value has been selected as
[image: image]
It follows that
[image: image]
Therefore in dimensionless form the solution does not depend on the source term average value, but only on its shape. For the present analysis, a cosine-shaped source term has been selected to resemble the typical shape of fission rate profiles in simplified reactor geometries such as the one here considered:
[image: image]
Concentration profiles obtained for the nine test cases (Table 1) are shown in Figures 7–9.
[image: Figure 7]FIGURE 7 | Comparison of concentration profiles obtained with the proposed transport model implemented in OpenFOAM ([image: image]) and the corresponding analytical solutions ([image: image]) for cases 1, 2 and 3 (from top to bottom).
[image: Figure 8]FIGURE 8 | Comparison of concentration profiles obtained with the proposed transport model implemented in OpenFOAM ([image: image]) and the corresponding analytical solutions ([image: image]) for cases 4, 5 and 6 (from top to bottom).
[image: Figure 9]FIGURE 9 | Comparison of concentration profiles obtained with the proposed transport model implemented in OpenFOAM ([image: image]) and the corresponding analytical solutions ([image: image]) for cases 7, 8 and 9 (from top to bottom).
Results show excellent agreement between the proposed transport model and the analytical solutions, proving a successful verification of the implemented transport models in OpenFOAM. The influence of decay is evidenced from the decrease in concentration profiles from [image: image] to [image: image]. Besides the average value, the effect of decay is also evident on the shape itself as also pointed out by the analysis of the eigenvalues. With increasing [image: image], particles can diffuse less before decaying, and therefore the concentration profiles tend to resemble more the shape of the source term. The same effect can be seen on the combined effect of deposition: as previously said, the effect of [image: image] on the profiles is more evident for smaller values of [image: image], while profiles tend to become more similar as [image: image] increases.
We finally report here some brief computational information regarding the verification. All simulations were performed on a structured orthogonal mesh, constituted by 5 × 104 hexahedral volumes, with respectively 500 and 100 divisions on the longitudinal and transversal directions. All 9 cases shown similar convergence behavior, with approximately 5 × 104 pseudo-transient iterations needed to ensure tight convergence for the particle concentration field. Computational times are comparable among all cases, showing no significant dependence on the physical parameters within the selected range (Table 3).
TABLE 3 | Computational times for the verification cases. 5 × 104 iterations are performed on 5 × 104 volumes with eight CPUs.
[image: Table 3]4 CONCLUSION
In this paper, the preliminary development of transport models for the solid fission products in the MSFR was discussed. Simplified transport models based on a Eulerian single-phase framework were implemented in consolidated MSFR multiphysics simulation tools based on the open-source finite-volume library OpenFOAM. The resulting model has been verified against analytical solutions for simplified test cases, based on an extended version of the Graetz problem. Results show the good agreement between the two models, proving the correct implementation of the transport and deposition mechanisms considered and the capability of OpenFOAM in treating coupled deposition and decay phenomena of different relative intensities, albeit on a simplified reference problem. The proposed approach constitutes a computationally efficient framework to extend the capabilities of CFD-based multiphysics MSFR calculations towards the simulation of solid fission products transport.
The analytical model used for verification has been developed specifically for this application. The simultaneous presence of distributed internal generation, radioactive decay and mixed deposition boundary condition in a Graetz problem represents an original contribution, and the resulting analytical model could therefore constitute a useful benchmark for future developments of the FPs migration model and for other similar MSFR applications. Future work will include the analysis of the integration of FPs transport in a full reactor simulation. In this regard, turbulent transport in more complex geometries may lead to large concentration gradients close to walls, with the need for mesh refinement. The extension to reactor simulation might therefore lead to numerical and/or computational issues to be addressed. Among other possible limitations of the current modelling approach, we highlight the adoption pure concentration-driven diffusive transport. As already mentioned, such approximation is strictly valid only for particles of very small size. Further study will be needed to assess the validity of such assumption for MSFR applications and to possibly extend the methodology to more advanced particle transport models.
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NOMENCLATURE
Latin symbols
[image: image] reference gth group, rth neutron reaction cross-section log. coeff.
c particle (vol.) concentration
[image: image] non-dim. particle (vol.) concentration
[image: image] non-dim. deposited particle (surf.) conc.
[image: image] non-dim. inlet particle (vol.) concentration
c0 ref. particle (vol.) concentration
cd deposited particle (surf.) concentration
ck kth family del. neutron prec. (vol.) concentration
cp specific heat capacity
cin inlet particle (vol.) concentration
D laminar particle diffusivity
dp particle diameter
Dt turbulent particle diffusivity
Deff effective particle diffusivity
[image: image] bulk effective particle diffusivity
[image: image] gth group neutron diffusion coefficient
Da Damköhler number
f channel aspect ratio
FD particle diffusivity correction factor
g gravitational acceleration
H channel half-width
kB Boltzmann constant
keff effective multiplication factor
L channel length
M confluent hypergeometric function
p pressure
Pe Péclet number
Pr Prandtl number
Prt turbulent Prandtl number
q vol. energy source
Re Reynolds number
S particle (vol.) source
[image: image] average particle (vol.) source
[image: image] non-dim. particle (vol.) source
[image: image] unit-average particle (vol.) source
Sc Schmidt number
Sct turbulent Schmidt number
Sh Sherwood number
T temperature
T0 reference temperature (buoyancy)
[image: image] reference temperature (cross-sections)
u longitudinal velocity comp. velocity
[image: image] non-dim. longitudinal velocity comp.
u longitudinal velocity comp. velocity
um maximum profile velocity
[image: image] avg. gth group neutron velocity
x longitudinal coordinate
[image: image] non-dim. longitudinal coord.
y transversal coord.
[image: image] non-dim. transversal coord.
[image: image] fission yield of transported fission product
Greek symbols
α laminar thermal diffusivity
αt turbulent thermal diffusivity
αeff effective thermal diffusivity
[image: image] total delayed neutrons fraction [image: image]
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[image: image] gth group absorption cross-section
[image: image] gth group fission cross-section
[image: image] gth group, rth neutron reaction cross-section
[image: image] reference gth group, rth neutron reaction cross-section
[image: image] g-to-h-th group scattering cross-section
[image: image] gth energy group delayed neutron spectrum
[image: image] gth energy group prompt neutron spectrum
[image: image] avg. gth group neutrons emitted per fission
ν laminar kinematic viscosity
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Decay calculations play an important role in reactor physics simulations. In particular, the isotopic decay of the burned fuel during refueling is important for predicting the startup reactivity of the following burn-up cycle. In addition, there is a growing interest in high-fidelity simulations where the mesh in the burn-up region can involve millions of regions. However, existing models repeatedly solve the same Bateman equations for each region, which is a waste of calculational resources. RMC is a Monte Carlo neutron transport code developed for advanced reactor physics analysis including criticality calculations and burn-up calculations. This paper presents a decay calculation method named the Decay Chain Method (DCM) to optimize the RMC code for large-scale decay calculations. Unlike traditional methods, the Decay Chain Method solves the Bateman equations one decay chain at a time rather than one region at a time. The decay calculation in the burn-up mode then treats the decay steps as zero power burn-up steps with some optimized calculational methods to further reduce the calculational time. These methods were evaluated for a single pin example and for a Virtual Environment for Reactor Applications (VERA) full-core example. The calculations for the single pin example verify the accuracy of the decay step treatment in the burn-up mode and show the improved efficiency. The single pin is divided into 1–1,000,000 decay regions to study the efficiency differences between the Transmutation Trajectory Analysis (TTA) and DCM methods. Both methods have a linear complexity with respect to the number of regions but DCM costs just one-sixtieth of the TTA time. In the simplified VERA full core example, the DCM method reduces the decay calculation time to 0.32 min from 75.26 min while the accuracy remains unchanged.
Keywords: decay chain method, transmutation trajectory analysis, large-scale burnup calculation, virtual environment for reactor applications (VERA), reactor Monte Carlo code (RMC)
INTRODUCTION
Nuclide concentrations in reactors evolve continuously due to the neutron reactions while running or spontaneous decay during shutdown (Cetnar, 2006). The time evolution of the nuclide concentrations can be described by a set of first-order differential equations, called the Bateman equations (Bateman, 1910). The Bateman equation solutions, which give the burn-up calculations, play an indispensable role in reactor physics simulations.
There is a growing interest in high-fidelity simulations using detailed reactor-core models where the fuel region can be divided into millions of regions. Several full-core benchmarks have been developed, such as the Virtual Environment for Reactor Applications (VERA) (Godfrey, 2014) of the Consortium for Advanced Simulation of Light Water Reactors (CASL) (CASL, 2014; Turinsky and Kothe, 2016), the Nuclear Energy Agency (NEA) Monte Carlo performance benchmark problem (H&M) (Hoogenboom and Martin, 2009) and the MIT PWR (BEAVRS) benchmark (Horelik and Herman, 2012). One common feature of these benchmarks is the huge number of burn-up regions, ranging from thousands to millions of regions. Several Monte Carlo neutron transport codes, such as Serpent2 (Leppänen et al., 2015), MCNP6 (Fensin et al., 2015), MC21 (Griesheimer et al., 2015), VERA-CS (Collins and Godfrey, 2015; Godfrey et al., 2016) and RMC (She et al., 2014; Wang et al., 2015), support burn-up calculation function by coupled to a burn-up calculation module.
The decay calculations are essential because burn-up-decay and burn-up-decay-burn-up problems are common and important in reactor simulations. For example, in the 10th VERA problem, the isotopic decay of the burned fuel is important for predicting the startup reactivity of the following burn-up cycle. The ninth VERA problem includes ten shutdowns, one of which lasted almost 18 days (Godfrey, 2014). However, the computational time for the decay calculations increases with the increasing number of burn-up regions. However, existing models ignore the fact that the same Bateman equations are re-computed a huge number of times with different initial conditions. Thus, a new method is needed to avoid these repetitive calculations and speed up the decay calculations.
This paper introduces the Decay Chain Method (DCM) for decay calculations which is more appropriate for problems with millions of decay regions than traditional methods. This model for decay calculations during burn-up is then incorporated into the RMC code. The decay steps are treated as zero power burn-up steps to simulate burn-up-decay or burn-up-decay-burn-up problems with several methods used to optimize the calculations. Both the accuracy and efficiency of DCM are better than those of existing methods.
DECAY CHAIN METHOD
Decay and Burnup Equations
We mark a nuclide as i, and mark its atomic density as [image: image]. The decay constant [image: image] determines the rate at which nuclide i transmute to other nuclides. Meanwhile, other nuclides, like nuclide j, also transmute to nuclide i by the branching ratio [image: image]. If the number of nuclides taken into consideration is n, the Bateman equations for decay problems can be written as (Bateman, 1910; Cetnar, 2006):
[image: image]
In burn-up problems, nuclides are transmuted from one nuclide to another by neutron reactions. Burn-up equations have a similar form to the decay equations with an effective decay constant [image: image] and an effective branching ratio [image: image] introduced to account for the influence of the neutron reactions. The equivalent decay constant [image: image] represents the transmutation of nuclide i caused not only by decay reactions but also by nuclear reactions:
[image: image]
The equivalent branching ratio [image: image] also takes both decay reactions and nuclear reactions into consideration:
[image: image]
where [image: image] is the neutron flux and [image: image] is the microscopic cross-section. Based on Eqs 2, 3, the burn-up equations can be written as (Isotalo and Aarnio, 2011a):
[image: image]
We mark an [image: image] square matrix as A with [image: image] for decay problems or [image: image] for burn-up problems. The decay equations and the burn-up equations can also be written in the following matrix form (Isotalo and Aarnio, 2011a):
[image: image]
The solution to this equation is:
[image: image]
Decay Chain Method
Several neutron transport codes, such as VERA-CS (Collins and Godfrey, 2015), MC21 (Aviles et al., 2017) and RMC (Liu et al., 2017; Wang et al., 2017), have been developed using High Performance Computing (HPC) with parallel processors to handle BEAVRS or VERA fuel-core burn-up calculations where the calculation may involve millions of burn-up regions. RMC solves the burn-up equations with an embedded depletion calculation module named DEPTH (She et al., 2013a). In the traditional method, the burn-up equations are solved one region at a time using the DEPTH module. This method will be called a cell-based method in this paper. In burn-up problems, the matrices differ in different regions. In decay calculations, the elements in the Bateman equation matrix are all constants. Thus, the matrices in all the regions are the same. The cell-based method is applicable to both burn-up and decay problems. However, in decay problems, the same Bateman equations are repeatedly solved in the cell-based method rather than using a more efficient method for very large problems. This paper describes the Decay Chain Method (DCM) that was developed to significantly accelerate the solution of large decay calculations. Unlike the traditional cell-based method, the Decay Chain Method solves the Bateman equations for each mother nuclide to avoid repetitive calculations. The mathematic derivation of the DCM is expressed as follows.
The number of nuclides that need to be taken into consideration is n.[image: image] is a series of nuclide concentrations in vector form at time 0. We assume that [image: image], [image: image] ,…, [image: image] are a basis for a linear space of n dimensions. Thus, [image: image] can be expressed as:
[image: image]
where [image: image] are constants. According to Eq. 6, the concentration vectors at time t can be calculated as:
[image: image]
Based on Eqs 7, 8, we find that [image: image] can be calculated as
[image: image]
Comparing Eqs 7, 9, we find that if a concentration vector can be broken up into a linear combination of several different concentration vectors, the concentration vector after decay will still be equal to the linear combination of those concentration vectors.
The following simple example demonstrates the difference between the Decay Chain Method and the traditional cell-based method. For simplicity of writing, the example assumes that there are only three types of nuclides, named N1, N2 and N3, in 4 decay regions, named a, b, c, and d. The initial value of the concentration vector in each region is arbitrarily set and listed in vector form in Table 1. The decay constant of nuclide N1 is ln2 d−1, its daughter nuclide is N2. The decay constant of nuclide N2 is ln[image: image] d−1, its daughter nuclide is N3. The decay constant of nuclide N3 is 0 d−1, which means N3 is a stable nuclide. The decay time is one day.
TABLE 1 | Initial nuclide concentration vectors in the four decay regions.
[image: Table 1]In the cell-based methods, the final nuclide concentrations in region a are calculated by the DEPTH module using Eq. 1. Then, the final composition in region b is calculated, with the same method used for regions c and d. The values of the final composition in four regions are also arbitrarily set. The solution process for each region is shown in Figure 1. Thus, the DEPTH module must be called four times.
[image: Figure 1]FIGURE 1 | Cell-based method solution process for four regions.
The Decay Chain Method uses three unit orthogonal vectors, (1, 0, 0)T, (0, 1, 0)T and (0, 0, 1)T to calculate the final concentrations of the three nuclides in the DEPTH module. Any arbitrary set of three unit orthogonal vectors can be used but this set is most convenient for the calculations. DEPTH provides four algorithms for solving the decay and transmutation equations (She et al., 2013a). They are transmutation trajectory analysis (TTA) (Cetnar, 1999), Chebyshev rational approximation method (CRAM) (Pusa and Leppanen, 2010; Pusa, 2011), Quadrature rational approximation Method (QRAM) and the Laguerre polynomial approximation method (LPAM) (She et al., 2013b). All four solvers in the DEPTH module can be used to calculate the final concentrations with TTA used here due to its efficiency and accuracy (Isotalo and Aarnio, 2011a). The values of the final atomic density of three nuclides are also arbitrarily set. The solution process for every nuclide is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Solution process using three unit orthogonal vectors.
Then, the final concentrations in each region are calculated using linear operations of the solution vectors in Figure 2, as shown in Figure 3. The DEPTH module needs to be called just three times in the Decay Chain Method. The vector operations are then very fast compared to the operations needed to solve the decay equations.
[image: Figure 3]FIGURE 3 | Solution process for calculating the nuclide concentrations in four regions.
In problems with 1,500 nuclides and millions of decay regions, the DEPTH module needs to be called only 1,500 times in the Decay Chain Method instead of millions of times in the cell-based method.
The calculation process for the Decay Chain Method is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Decay Chain Method algorithm.
DECAY CALCULATIONS IN BURNUP MODE
The neutron flux drops to almost zero when a reactor is set into shutdown mode from running. The burn-up equations, Eqs 2, 3, can be simplified into the decay equations. Eqs 2, 3 indicate that the decay calculation can be treated as a special case of the burn-up calculation where the power and neutron flux are both zero. Therefore, zero power burn-up steps, which are named decay steps in this paper, are introduced to simulate burn-up-decay and burn-up-decay-burn-up problems.
The decay steps used several optimization methods to improve efficiency and accuracy.
First, the MC neutron transport calculation was bypassed in the decay steps. In normal burn-up calculations, the majority of the computing time is used for the MC calculations to simulate the neutron transport to predict the one-group neutron flux and cross-sections in Eq 2, 3. In the decay steps, the neutron flux is zero, so the product term ϕσj,i becomes zero. Thus, the one-group cross-section is not needed in Eqs 2, 3, so the neutron transport does not need to be simulated.
Second, the burnup strategies like the predictor–corrector method are not needed and the Bateman equations can be simply solved using the starting point approximation method. In burn-up calculations, as shown in Eqs 2, 3, the atomic density of nuclides is determined by the one-group neutron flux and cross-sections. On the other hand, the one-group neutron flux and cross-sections are also influenced by the atomic density of nuclides. To simplify this problem, the starting point approximation method assumes that the one-group neutron flux and cross-sections keep unchanged in one burn-up step. However, this assumption may cause significant error if the one-group neutron flux is large enough. Thus, the predictor-corrector method (Kotlyar and Shwageraus, 2013) use the average of nuclide atomic density at the starting point and the end point to calculate the one-group neutron flux and cross-sections. In burn-up calculations, the predictor-corrector method could get more accurate results than the starting point approximation method. However, in decay calculations, the one-group neutron flux is zero, and the starting point approximation method gives the same results as the predictor–corrector method because the decay matrixes are constants.
Third, the TTA method is used to solve the Bateman equations during the decay steps. TTA outperforms the CRAM method for solving the decay equations (Isotalo and Aarnio, 2011a) although CRAM is more suitable for solving the burn-up equations (Isotalo and Aarnio, 2011a; Pusa, 2011). Since the neutron reactions are not included, the analytical solution of the TTA method provides an efficient solution to the decay equations that is accurate and much faster.
RESULTS AND ANALYSIS
Verification of the Decay Steps During the Burnup Mode
The first example used to verify the model is the single pin-cell model taken from the standard Westinghouse 17 [image: image] 17 PWR assembly (Horelik and Herman, 2012) whose physical parameters are presented in Table 2.
TABLE 2 | Physical properties for the first verification example.
[image: Table 2]The pin was assumed to be depleted to 1,200 MWd/tUs in three burn-up steps, interspersed with a decay step that lasts for 10 days. The RMC used 20,000 particles per cycle with 500 total cycles and 100 inactive cycles for each transport calculation. The Solver, Strategy and Sub-step options were set to the most commonly used values. The Solver option was set to CRAM. The Strategy option was set to predictor-corrector. The Sub-step option was set to 10 (Isotalo and Aarnio, 2011b), which means that each depletion step was divided into 10 sub-steps in the DEPTH module. The ACE data used by RMC was processed from the ENDF/B-VII.0 library.
The calculations with and without the MC transport are referred to as Method 0 and Method 1 in this paper. The calculations without MC transport and using the TTA method is referred to as Method 2. The calculation without MC transport, using the TTA method and adopting the starting point approximation strategy in place of the predictor-corrector strategy during the decay step is referred to as Method 3. The fuel had a total of 644 isotopes after the decay step and atomic densities of the top 50 isotopes at the end of the decay step are presented in Table 3. The atomic density differences of the top 50 nuclides at the end of the decay step predicted by the two methods differed by less than 0.001%. The k-eigenvalues and the wall-clock time are listed in Table 4. The total times for the burnup calculation for the two methods were similar, around 0.022 min.
TABLE 3 | Atomic densities and differences between different algorithms of top 50 isotopes.
[image: Table 3]TABLE 4 | K-eigenvalues and wall-clock times for the various burnup steps.
[image: Table 4]The results in Table 4 show that removing the MC transport calculation in the decay step greatly reduces the computational time while keeping the accuracy with the transport calculational time of the third step (the decay step) reduced to zero. The differences in the transport calculational times for the first two steps may be caused by performance fluctuations of the CPUs. In step 1 and 2, the power was not zero and the MC transport must be performed to get the equivalent decay constant and the equivalent branching ratio in Eq. 4, no matter with or without the optimization. Thus, the random number histories in the two methods were the same. In step 3, the power was zero. The optimized method skipped MC transport while the method without optimization did not skip MC transport. From there, the random number histories of the two methods began to differ. Thus, step 1 and 2 in Table 4 exhibit exactly the same kinf values while the k-eigenvalues predicted by the two methods in the fourth step differ by 37.6 pcm with a standard deviation of 18.7 pcm. The difference is no more than two standard deviations, which can be explained by differences in the random number histories.
Accuracy and Efficiency of the Transmutation Trajectory Analysis and Chebyshev Rational Approximation Methods for the Decay Calculation
The accuracies of the TTA and CRAM methods for decay calculations were studied by simulating the decay of Uranium-233. The decay constant of Uranium-233 is 1.3797 × 10−13 1/s. The original Uranium-233 density was 1. As shown in Table 5, for normal cases, CRAM and TTA are at the same accuracy level. For decay problems where the neutron flux is zero, TTA is an exact method while CRAM inevitably involves some approximation. In some extreme cases, the error caused by the approximation may be serious. For example, if we extended the decay time to 10 million years, TTA still gave accurate results while the relative error in the CRAM results was more than 77%. We know that a 10 million years’ decay seems a bit impractical, but this extreme case was deliberately designed to verify the robustness of the two methods. The relative error shown in Table 5 indicates that the TTA method is as accurate as the CRAM method in normal cases while the former is more accurate than the latter if the decay time was extremely long. Thus, TTA should be the first choice for decay problems.
TABLE 5 | Uranium-233 density for various decay times and relative errors.
[image: Table 5]The single pin-cell model was again used to study the influence of the other optimization methods on the efficiency using the same power history, the number of neutrons and cycle conditions as before. The initial nuclide densities were the same as the top 300 nuclide densities at the end of step 2 in the first example. As shown in Table 3, the atomic densities for the top 50 nuclides predicted using Methods 1, 2, 3 and DCM all differed by less than 0.001% with the decay step calculational time listed in Table 6. As we know, the calculational time fluctuates because of the fluctuation of the CPU. To reduce the fluctuation, we re-calculated the single pin-cell problem more than 20 times to get the average calculation time as well as its standard deviation.
TABLE 6 | Decay step calculational times using the various methods.
[image: Table 6]Efficiencies of Transmutation Trajectory Analysis and Decay Chain Method
The efficiencies of TTA and DCM as the number of decay regions increased were predicted for a single pin divided into 1 to 1,000,000 regions. The initial nuclide densities were the same as the top 300 nuclide densities at the end of step 2 in the first example. We re-calculated problem 5–20 times until the relative standard deviations of the average calculational time reduce to less than 3%. The decay calculational times for the various examples in Figure 5 show that both algorithms have linear complexity. The DCM needs 0.0050 min while TTA needs just 0.0001 min for the one region example since the DEPTH module is called 300 times in DCM but just once in TTA. The DCM calculational times increase to 0.0051 and 0.0052 min for 100 and 1,000 regions. Thus, the calculational time for all the decay chains is around 0.005 min with negligible time for the vector operations in each region. The TTA calculational times exceed those of DCM for more than 100 regions with the gap increasing greatly with the increasing number of regions. The time ratio for the two algorithms stabilizes at around 60 for more than 10,000 regions.
[image: Figure 5]FIGURE 5 | Decay calculational times for various numbers of regions.
The DCM calculational times are 0.13 min for 100,000 regions and 0.99 min for 1,000,000 regions. Thus, the calculational time for the vector operations in each region is around 1.0 × 10−6 min. For 50,000 regions, the calculational time for the vector operations for all the regions is 0.05 min, close to the decay chain calculational time. The vector operations then cost more and more computational time as the number of decay regions increases while decay chain solution time remains unchanged. Thus, the time cost for the DCM calculations gradually changes from constant to linear for more than 10,000 regions. The DCM time is initially constant because the decay chain calculations for all the mother nuclides are independent of the number of regions. The linear increase in the time is then due to the vector operations calculational time being proportional to the number of decay regions.
Decay Part of Virtual Environment for Reactor Applications Problem 10
DCM has been used to simulate the VERA core physics benchmark Problem 10 (Godfrey, 2014). Problem 10 simulates the fuel assembly shuffle involving the refueling outage between two fuel cycles. The isotopic decay of the burned fuel is important when predicting the startup reactivity of the following cycle. Problem 10 simulations using the RMC code are still ongoing (Liang et al., 2016; Liu et al., 2016) but the decay part can be easily simulated using the present model. A simplified example is calculated to study the efficiencies of the different methods. The VERA benchmark problem 10 specifications were taken from Godfrey (2014). The detailed geometry for the full VERA core is shown in Figure 6 which was simulated in RMC. The power history was simplified to three burnup steps as shown in Table 7, i.e., 10 + 10 days of burning and 30 days of wait. Control bank D was withdrawn at 210 steps. Hydraulic and thermal feedback were not taken into consideration. The active core was divided into ten axial segments to give a total of 509,520 burn-up regions. The simulations were run with 100 inactive generations, 500 total generations, and 1,000,000 particles per generation. The calculations were implemented on the TANSUO100 high-performance computer. Each node on TANSUO100 had two Intel Xeon X5670 CPUs with six cores, and each core has 2.10 giga-Hertz of frequency and 12 mega-byte of cache memory. A total of 10 nodes, i.e., 120 cores, were used with 120 MPI parallel processes in each calculation. We re-calculated the problem 5 times to reduce the relative standard deviations of the average calculational time. The calculational times for MC transports range around 370 core [image: image] hours.
[image: Figure 6]FIGURE 6 | The geometry of the full VERA core. (A) Radial view (B) Axial view.
TABLE 7 | Power history of simplified VERA problem 10.
[image: Table 7]The results in Table 8 show that the optimization methods greatly reduce the calculational time for the decay step. The use of the TTA solver rather than the CRAM solver reduced the calculational time for the decay step by almost 40% with the analytical solution of the TTA method giving better accuracy than the CRAM calculation. The removal of the predictor-corrector step nearly halved the calculational time. Finally and most importantly, DCM reduced the calculational time by more than 98%.
TABLE 8 | Decay step calculational times using various methods.
[image: Table 8]LIMITATIONS
The decay chain method can greatly reduce the calculational time for decay steps if the number of fuel regions is very large. However, the decay chain method also has its limitations. First, DCM costs more calculational time than the traditional TTA method if the number of the fuel regions are less than 100. This limitation is acceptable because DCM aims at offering an alternative in some cases rather than completely replace TTA. Users can choose the right method according to the number of fuel regions to play to the strengths of both methods. Second, DCM is only applicable to decay problems where the neutron flux is zero, and is not applicable to burn-up problems where the neutron flux is not zero. The reason is that the neutron flux varies from fuel regions to regions and the transmutation rules vary in different fuel regions even for the same mother nuclide.
CONCLUSION
Burn-up-decay and burnup-decay-burnup problems are common, important problems in reactor simulations. An efficient decay calculation method, the Decay Chain Method, was developed and validated in this study by optimizing the decay calculations in a burn-up mode calculation in the RMC code.
Unlike traditional methods that solve the Bateman equation cell by cell, the Decay Chain Method first calculates all the decay nuclide chains for each mother nuclide and then calculates the changes in the atomic densities in each cell using solution vector operations. The Decay Chain Method improves the computational efficiency of large decay problems by avoiding repetitively solving the decay equations. In burn-up-decay and burnup-decay-burnup problems, the decay steps are treated as special burn-up steps where the power is 0. Several optimization methods are then used to reduce the computational time cost during the decay steps. The DEPTH module is then only called once for each mother nuclide, which greatly reduces the calculational time. The time complexity of the DCM method changes from constant to linear for more than 10,000 regions. The efficiency is significantly increased with the DCM using only one-sixtieth of the time of traditional methods for more than 10,000 regions. In problems with few regions, the DCM is slightly slower than the traditional methods, but this is still acceptable because small decay problems require very short calculational times. A simplified analysis of VERA Problem 10 involving 509,520 burn-up regions shows that the decay step calculational time is reduced by more than 98%, from 74.98 to 0.33 min with no change in the accuracy.
This work provides a framework for simulating the refueling outage of VERA Problem 10. Future work will consider how to accelerate the full simulation of Problem 10.
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Some components made of 316L stainless steel in nuclear reactors are connected by welding, and these are under giga-cycle fatigue loading. Therefore, the giga-cycle fatigue behavior of 316L weldments, which are fabricated by Laser Beam Welding (LBW) and Gas Tungsten Arc Welding (GTAW), were investigated using an ultrasonic fatigue testing system. The results indicate that the fatigue strength of LBW-made weldments is almost the same as that of GTAW-made weldments even though the microstructure and mechanical properties of the weldments are different. For the LBW-made specimens, the LBW-induced internal pores with a diameter range of about 89–270 μm were observed in the fracture surface. However, an obvious decrease in fatigue life was not observed in such cases. For the GTAW-made specimens, the quality requirement of the weld seam has to be more strict to prevent fatigue strength from decreasing. The fatigue failure mode of the GTAW-made specimens is the same as that of LBW-made specimens in the high-cycle fatigue regime but different in the giga-cycle fatigue regime.
Keywords: nuclear reactor, giga-cycle fatigue, crack initiation, 316L, weldment
INTRODUCTION
Due to its excellent corrosive resistance, irradiation resistance, and mechanical properties, 316L austenitic stainless steel (316L) is widely used in the fabrication of nuclear components, which are usually connected by welding. These components usually suffer from giga-cycle loading during their service life, which can lead to catastrophic nuclear accidents after a certain period of time (Naoe et al., 2015; Han et al., 2016). Therefore, the knowledge of the fatigue properties of these weldings is very important to the design of components in the nuclear industry. The study of giga-cycle fatigue behavior of the 316L weldments is then necessary for the operation and lifetime management of the nuclear plants.
It has been reported that the fatigue behavior in the giga-cycle regime is different from that in the high-cycle fatigue regime (Ping et al., 2015; Su et al., 2017). In the giga-cycle fatigue regime, the conventional fatigue limit disappeared and the fatigue cracks initiate from the internal defect (such as pores, inclusions, and so on) due to the localized stress or strain concentration. A typical feature of giga-cycle fatigue, that is the so-called fish-eye, can be observed on the fracture surface. It is proposed that the characteristics of weld microstructures have a significant influence on the fatigue behavior of weldments (Ko, 1989; Yoshihisa and Raman, 2000; Iwata et al., 2006; Basu et al., 2013). The fatigue cracks usually initiate from subsurface or internal detects caused by welding in the giga-cycle fatigue regime. The reduction in the fatigue strength is caused by the existence of welding defects and a soft zone along with the welds (Deng et al., 2016; Hong and Sun, 2017; Zhang et al., 2018).
So far, there are many kinds of commercial welding methods, such as Laser Beam Welding (LBW), Gas Tungsten Arc Welding (GTAW), Submerged-Arc Welding, and so on. In general, the microstructure and mechanical properties of the weld seam are closely related to welding methods. For example, in the case of LBW, it is difficult to completely eradicate the pore due to the metal evaporation caused by the high energy density and protection gas captured by high cooling rate (Errico et al., 2020). And the fine grains are usually formed in the weld seam, leading to high hardness (Xiong et al., 2019a), which is different from the much lower hardness distributed in the weld seam induced by the much coarse grains in the case of GTAW (Xiong et al., 2019b). The size of the heat-affected zone of LBW-made weldment is also relatively smaller than that of GTAW-made weldment (Lee et al., 2014).
Although some investigations on the giga-cycle fatigue behavior of 316L base metal and weldment have been done (Carstensen et al., 2002; Naoe et al., 2015, 2018; Xiong et al., 2019b), the fatigue data of 316L, especially of the 316L weldment, is still insufficient. Besides, there have been very few studies thus far pertaining to how the welding method affects the giga-cycle fatigue behavior of 316L.
Therefore, to clarify the effects of the weld method on the fatigue behavior of the weldments, the giga-cycle fatigue behaviors of 316L weldments fabricated by LBW and by GTAW respectively were investigated by an ultrasonic fatigue-testing machine in this research. Thereafter, the fatigue strength and crack initiation mechanisms of the LBW-made weldments and the GTAW-made weldments are compared with each other. The fatigue fracture surface was investigated through Scanning Electron Microscopy (SEM) to clarify the fatigue crack initiation mechanism.
EXPERIMENT PROCEDURE
Materials and Specimens
In this study, 316L austenitic stainless steel (or ASTM A240, with the yield strength, ultimate tensile strength, and Vickers hardness of 319 MPa, 614 MPa, and 183, respectively) was selected as the base metal, and its representative austenitic microstructure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Optical microstructure of the base metal.
The details of LBW and GTAW can be referred to in our previous report (Xiong et al., 2019a; Xiong et al., 2019b). The specimens used for the fatigue test were machined following the geometry shown in Figure 2. Before fatigue testing, each specimen surface was polished along the axial direction using the 1,200# abrasive paper.
[image: Figure 2]FIGURE 2 | Schematic diagram of the fatigue specimen (unit: mm).
Ultrasonic Fatigue Test
The ultrasonic fatigue tests were conducted at Northwestern Polytechnical University (Xian, China) with a stress ratio of −1 at the frequency of 20 kHz. The test was manually stopped when the number of the fatigue cycles reached up to 109. In order to prevent the increase in the specimen temperature due to the high strain rate deformation, not only a periodic loading/resting interval was applied during the ultrasonic fatigue test, but also blasts of cold air were blown to the specimen surface. More details about the ultrasonic fatigue test can be found in the literature (Stanzl-Tschegg, 2014). The fracture surfaces of the fatigued specimens were characterized by using SEM to reveal the fatigue crack initiation and propagation mechanism.
RESULTS AND DISCUSSION
Fatigue Strength of the Weldments Made by LBW and GTAW
The results of fatigue strength measurements for the weldments made by LBW and GTAW are presented in Figure 3.
[image: Figure 3]FIGURE 3 | Fatigue strength of the weldments made by BLW and GTAW.
It indicates that fatigue failure occurs in the very high cycle fatigue regime and the fatigue strength of the LBW-made weldment are almost the same as those of the GTAW-made weldment, although the microstructure and the properties of the weld seam are different, as reported in the author’s previous studies (Xiong et al., 2019a; Xiong et al., 2019b).
In the case of GTAW, both base metal and weld seam exhibit typical austenitic equiaxed grains with a similar average grain size of about 40 μm and a similar hardness. No distinct welding defect is observed.
In the case of LBW, a fine dendrite structure is preferably formed at the center of the weld seam, resulting in the highest hardness. Conversely, coarse columnar crystals can be found at the edge of the weld line, resulting in lower hardness. Besides, some pores are observed in the weld seam. Table 1 shows the diameter of the internal pore for the LBW-made weldments. It indicates that the maximum diameter of the internal pores caused by laser welding is in the range of about 89–270 μm. However, a clear decrease in fatigue life was not observed in such cases. That is, the fatigue life of the LBW-made weldment with internal pore, whose diameter is smaller than 270 μm, is not diminished compared to that of GTAW-weldments.
TABLE 1 | Maximum diameter of the internal pore for the LBW-made weldments.
[image: Table 1]H.N. Ko shows that the fatigue strength increases as the grain size decreases (Ko, 1989). Besides, the fatigue strength can be roughly evaluated by tensile strength and hardness. The higher the tensile strength and hardness, the higher the fatigue strength is (Casagrande et al., 2011). Furthermore, the fatigue strength of the weldments is weakened due to the existing welding defects (Yoshihisa and Raman, 2000; Iwata et al., 2006).
Therefore, to clarify the effects of the welding process on the fatigue strength of the weldments, there are two kinds of influence factors that have to be considered: one is the property of the weld seam, such as grain size, morphology, and hardness, and the other is the welding defects, such as pores and poor fusion.
For the GTAW-made weldments, there is no pronounced difference in microstructure and hardness between weld seam and base metal, therefore, the welding process maybe has no clear side effect on fatigue strength. It can be deduced that the fatigue strength should be weakened if there were welding defects in the weld seam.
For the LBW-made weldments, the localized temperature is very high due to the high energy density of the heat source, leading to metal evaporation. Meanwhile, the cooling rate of the fusion metal is extremely high so that the protection gas cannot escape and is captured by the melted metal during solidification. Thus, it is difficult to completely eradicate the pore formed during laser welding. It is revealed that the existing welding flaws or inclusions are the favorite sites for crack initiation, and most of the fatigue failure occurs in the welding part, resulting in the decrease in the fatigue strength (Yoshihisa and Raman, 2000; Chandra et al., 2013; Stanzl-Tschegg, 2014). Hence, the welding defects existing in the weld are likely to do harm to the fatigue strength. On the other hand, refined crystalline strengthening, which is caused by the extremely high cooling rate, can enhance the fatigue strength of the weld seam. This means the existence of fine grains along the weld seam may compensate for the harmful effects of the existence of some welding defects at a certain size near the weld seam made by LBW, without decreasing the fatigue strength.
It is well-known that the main pipe connected by GTAW of primary circuit in the nuclear power plant is the channel to maintain and restrict the coolant circulation flow. It is closed with high temperature, high pressure, and radioactive coolant, which plays an important role in ensuring the safety and normal operation of the reactor. These components usually suffer from cyclic loading due to flow-induced vibrations, internal pressure, and thermal stress caused by temperature change during the service life of the reactors. Therefore, the service life of the reactor strongly depends on the fatigue life of the weldment, and the fatigue life of the weldment depends on the welding process and quality. According to the above discussions, to prevent the decrease in the fatigue strength of the weldments, the quality requirement for the weld seam made by GTAW has to be more strict than that for the LBW-made weld seam. In other words, the fatigue life of the GTAW-made weldment is more sensitive to internal defects caused by welding than that of the LBW-made weldment. For example, if both GTAW- and LBW-made weldments contain internal pores with a diameter of 100 μm, the fatigue life of GTAW-made weldments might decrease notably, but that of LBW-made weldment would not. Comparing to GTAW-made weldment, the safety factor of LBW-made weldment is higher. That is, from the viewpoint of fatigue strength, laser welding seems to be a potential alternative to replace GTAW used in nuclear reactor design and construction.
Crack Initiation and Propagation Mechanism
All of the fracture surfaces of the fatigue-tested specimens were examined by SEM. There are two fracture modes. One is that the fatigue cracks are initiated from the specimen surface due to crystal slip. The other one is that the fatigue cracks are initiated due to internal defects.
For the weldments made by GTAW, as reported in the previous paper (Xiong et al., 2019b), all of the specimens failed due to the surface crack initiation; no matter what kind of fatigue regime they are in, high-cycle fatigue regime or giga-cycle fatigue regime and multiple crack initiation sites can be recognized. Figure 4 presents the typical surface crack initiation failure modes in the high- and giga-cycle fatigue regimes, respectively. As shown in Figure 4B, fatigue cracks initiate at the surface and then propagate inward, resulting in the formation of a smooth semi-elliptical area.
[image: Figure 4]FIGURE 4 | Fracture surface of the specimens (GTAW) (A) failed under 320 MPa at 1.53×105 cycles (Xiong et al., 2019b) (B) failed under 250 MPa at 4.3×107 cycles.
For the high-cycle fatigue test of weldments made by LBW, the fatigue failure is mostly caused by the surface crack initiation with multiple crack initiation sites (a typical fracture surface of the specimen is shown in Figure 5. This is similar to the failure mode of the specimens made by GTAW. In addition, the failure of several specimens is caused by the internal pores that are formed during laser welding, as shown in Figure 6.
[image: Figure 5]FIGURE 5 | Fracture surface of the specimen (LBW) tested at 340 MPa failed at 1.84×105 cycles. (A) overview of the fracture surface and (B) enlargement of the marked rectangle in (A).
[image: Figure 6]FIGURE 6 | Fracture surface of the specimen (LBW) tested at 380 MPa failed at 7.15×105 cycles. (A) overview of the fracture surface and (B) enlargement of the marked rectangle in (A).
In the giga-cycle fatigue regime, the fatigue failure mode of LBW sample is different from that in the high-cycle fatigue regime and the specimens made by GTAW. Most of the fatigue failure occurred is due to the internal or subsurface crack initiation. A typical internal crack initiation failure mode, for the specimen tested at 260 MPa failed at 5.08×107 cycles, is presented in Figure 7.
[image: Figure 7]FIGURE 7 | Fracture surface of the specimen (LBW) tested at 260 MPa failed at 5.08×107 cycles. (A) overview of the fracture surface, (B) enlargement of the marked rectangle in (A,C) enlargement of the marked rectangle in (B,D) enlargement of the marked rectangle in (C).
A very famous phenomenon for the internal defects causing giga-cycle fatigue failure, i.e., fish-eye, is observed in the crack initiation and propagation area, as shown in Figure 7A, and a clearer appearance is presented in Figure 7B. As shown in Figure 7C, at the center of the fish-eye is the origin of a fatigue crack, i.e., a pore introduced by LBW. After the crack initiation, it propagates along the direction perpendicular to the tangential of the circumference of the pore, and then a rough area called fine-granular area [FGA, see Figure 7D] is formed around the pore. Furthermore, outside of the FGA is a bright and relatively flat area, which is related to a different crack propagation rate.
In general, the fatigue cracks can initiate from both the specimen surface and the interior, which is the result of the competition between the stress concentration caused by surface defects and that caused by interior defects. When the concentrated stress caused by internal defects is higher enough, the fatigue crack would initiate from the interior. Otherwise, it initiates from the surface (Xin, 2010).
It has been proved that fatigue cracks prefer nucleating and propagating on specimen surfaces due to their geometric-mechanical conditions compared to the interior region. The fatigue failure is usually caused by the gradual growth of microcracks originated from slip bands formed on the specimen surface (Forsyth, 1957; Suresh, 1998). Therefore, when the specimen is under a high-stress amplitude, which is higher than the threshold value for persistent slip band (PSB) formation, i.e., in the high-cycle fatigue regime, the fatigue cracks usually originate from the specimen surface, as presented in Figure 4 and Figure 5. However, if the stress caused by interior defects is high enough, as shown in Figure 6, the fatigue cracks can also initiate from the interior pores.
It has been reported that, in the giga-cycle fatigue regime, the fatigue crack initiation mechanism is different from that in the high-cycle fatigue regime. The fatigue cracks in the high-cycle fatigue regime usually initiate from internal defects or inclusions for many kinds of materials, such as high-strength steel and various alloys (Li, 2012; Krewerth et al., 2013; Bathias and Wang, 2014; Grigorescu et al., 2016; Hong et al., 2016). Similar to that, in this research, most of the fatigue cracks also originate from the internal defects induced by LBW; only one fatigue failure occurred due to the surface crack initiation (as shown in Figure 8). This is similar to the failure mode of the specimens made by GTAW.
[image: Figure 8]FIGURE 8 | Fracture surface of the specimen (LBW) tested at 250 MPa failed at 5.14×108 cycles. (A) overview of the fracture surface, (B) enlargement of the marked rectangle in (A).
As proposed by Mughrabi (Mughrabi, 1999), for the materials without internal inclusions or with small inclusions, the fatigue cracks also can initiate from specimen surface due to the accumulation of slightly irreversible random slip on the surface defects, even the stress level is lower than the threshold value for PSB formation (i.e. in the giga-cycle fatigue regime). Therefore, in the case of specimens made by GTAW, there are no obvious welding defects in the weld seam due to the well-controlled weld quality. All of the specimens fail due to the accumulation of slightly irreversible random slip on the surface defects in the giga-cycle fatigue regime. This is different from the case of the LBW-made specimen.
Furthermore, Ma et al. (Ma et al., 2010) found most of the fatigue failures were caused by multiple-crack origins in high-cycle fatigue regimes while by single crack origin in giga-cycle fatigue regimes. The number of cracks origins decreases with the increase in fatigue life. Because most of the fatigue failure is related to the PSB formation in the high-cycle fatigue regime (high stress level), the octahedral slip systems can be activated in more than one surface grain at different locations in the case of localized high stress, leading to multiple crack origins (Suresh, 1998; Chaussumier et al., 2010). However, as shown in Figure 9, the multiple crack origins for some LBW-made specimens are also observed in the giga-cycle fatigue regime, resulting from the stress or strain concentration caused by the LBW-induced pore cluster.
[image: Figure 9]FIGURE 9 | The origins of a typical multiple cracks for the specimen (LBW) failed at 1.82×107 cycles.
Fracture Site
Figure 10 shows the relationship between the distance of fracture site to weld center and the number of cycles to failure. The distance of fracture site to weld center is measured through careful observation of the fracture surface. The weld bonds of the GTAW-made and LBW-made weldment are represented by a solid line and dash line, respectively. For GTAW-made specimens, the fatigue failure occurs at base metal (BM) if the distance value is larger than 1 mm, otherwise, the specimen failed at weld metal (WM). For LBW-made specimens, the distance to distinguish BM and WM is 0.8 mm. It should be noted that the width of the weld seam for GTAW-made and LBW-made specimens are 2 and 1.6 mm, respectively.
[image: Figure 10]FIGURE 10 | Relationship fracture site and the number of cycles to failure.
It can be seen that the fracture location differs between the fatigued GTAW-made and LBW-made specimens. For the GTAW-made specimen, the fatigue fracture site is independent of the number of cycles to failure. Some of the specimens fail at the BM, and some of them fail at WM. That is, the fracture sites are distributed randomly. For the LBW-made specimen, it seems that the fracture site is related to the number of cycles to failure. The fracture sites are distributed randomly in the high cycle fatigue regime. This is similar to the case of the GTAW-made specimen. However, in the giga-cycle fatigue regime, most of the specimens fail at WM except one specimen.
As discussed in the previous section, for the GTAW-made specimen, all of the specimens failed due to the surface crack initiation, regardless of the number of cycles to failure. As the well-controlled welding process, there is no obvious welding defect at the weld seam. Besides, the BM and WM should have the same surface condition. This indicates they should have equal potential for fatigue failure. Therefore, fatigue crack randomly initiates at BM and WM, i.e., the fracture sites are randomly distributed. For the LBW-made specimen, similarly, the fracture site distributes randomly in the high-cycle fatigue regime. In the giga-cycle fatigue regime, fatigue crack usually originates from the internal pores caused by welding, i.e., the specimen fracture at WM. In a word, the transition of fracture site for the LBW-made specimen among different parts of the welds is related to the transition of fatigue failure mode.
CONCLUSION AND PROSPECT
In this research, the giga-cycle fatigue behavior of the 316L weldment fabricated by GTAW and by LBW has been investigated by using the ultrasonic fatigue testing system. The following conclusions have been drawn.
Firstly, the fatigue strength of weldments made by LBW is almost the same as that of weldments made by GTAW, although the microstructure and properties of the weldments were different. For the LBW-made specimen, it allows the existence of some welding defects at a certain size (less than 270 μm) in weld seam made by LBW, without decreasing the fatigue strength. For the GTAW-made specimens, the quality requirement of the weld seam has to be more strict than that by LBW to prevent the decrease in the fatigue strength.
Secondly, in the high cycle fatigue regime, the fatigue failure mode of the GTAW-made specimens is the same as that of LBW-made specimens, i.e., most of the specimens failed due to the surface crack initiation. In the giga-cycle fatigue regime, all of the specimens prepared using GTAW are failed due to the surface crack initiation, while internal defects are the primary reason to induce the failure of LBW-made samples.
In a word, LBW has some advantages in terms of fatigue resistance compared with GTAW. LBW seems to be a potential alternative process to replace GTAW used in the nuclear reactor design and construction. However, the service environment of the reactor components is very complex. Besides the fatigue resistance of the weldment, many other properties (corrosion resistance, irradiation resistance, and stress-corrosion resistance amongst other things) have to be considered and investigated during reactor design and construction.
Furthermore, pore clusters were observed in the fracture surface, which might have an influence on the giga-cycle fatigue behavior. Therefore, further investigation on the effect of pore cluster characteristics (the maximum size, distribution, number of pores, and so on) on fatigue behavior has to be conducted.
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A kind of annular uranium nitride (UN) fuel suitable for lead-cooled fast reactor applications has been designed in this study. The design is directly targeting two main issues of UN fuel: severe swelling and thermal decomposition of UN fuel at high temperatures. A performance analysis program based on FORTRAN programming language has been developed for UN fuel in fast reactors. The program contains heat transfer, fuel stress-strain analysis, cladding stress-strain analysis, fission gas release and fuel-cladding mechanical interaction (FCMI) modules, etc. Extensive code verification has been performed by comparing simulation results obtained with the code and those obtained via the COMSOL Multiphysics platform. Preliminary code validation has been conducted as well by comparing code simulation results with experimental data. The results showed that this program could predict the fuel temperature, stress-strain, and displacement of UN fuel during reactor operation with a reasonable accuracy.
Keywords: UN fuel, annular fuel, fuel performance analysis, COMSOL, fast reactors
INTRODUCTION
With the rapid development of the fast reactor technology, nitride fuel applied in lead-cooled fast reactors has attracted much attention, and nitride fuel is considered as one of the advanced fast reactor fuels (Yun et al., 2021; Glazov et al., 2007). Uranium nitride, as the main form of nitride nuclear fuel, is superior to conventional oxide fuels (MOX, UO2) in multiple ways (see Table 1): it possesses higher heavy metal density as compared to oxide fuels, increasing the conversion ratio (CR); it has better thermal conductivity; the thermal conductivity increases as the temperature increases, which provides the fuel with better performance under transient conditions; and the fissile inventory ratio of UN is 10% higher than that of MOX fuel (Bo et al., 2013). However, the performance of UN fuels also suffers from two important drawbacks: severe fuel swelling and thermal decomposition at high temperature, which tend to limit the development of UN fuel applications in fast reactors (Bauer et al., 1979; Lunev et al., 2016). In order to achieve better performance of UN fuel in fast reactors, this paper is targeting to resolve the above issues by carrying out a new kind of annular fuel design. In addition, it was found that there are very few performance analysis programs for UN fuel in fast reactors at present, among which there is basically none for annular UN fuel. For the development and application of UN fuel, it is necessary to have a set of performance analysis programs to be capable of analyzing and predicting the fuel behaviors under normal and transient operations.
TABLE 1 | Comparison of basic performance of MOX, UO2 and UN (Arai, 2012; Bo et al., 2013).
[image: Table 1]FUEL DESIGN
The fuel design described in this paper targets to resolve the inherent deficiencies of the fuel and enable the fuel to operate over an extensive fuel life. Although the UN fuel has a very high melting point, it will start to decompose at about 2000 K due to low partial pressure of nitrogen (Bo et al., 2012; Lunev et al., 2016). Therefore, the fuel pellet temperature should be kept strictly below 2000 K when the reactor is in operation. Fuel swelling can be categorized into solid fission product (FP) swelling and gaseous FP swelling. In order to prevent extensive solid FP swelling, the designers usually allocate enough space in the fuel (usually by porosity introduced in the manufacturing process) to accommodate swelling by solid FPs; gaseous FP swelling, on the other hand, is greatly affected by temperature. According to Colin (Colin et al., 1983), the fuel will be in a state with little fission gas release and minimal swelling at temperatures less than 1423 K. This is commonly referred to as the “cold fuel” concept. Therefore, one of the purposes of the fuel design in this work is to ensure that the pellet temperature is kept below 1423 K under normal operation conditions.
In this paper, a kind of single-clad annular fuel design (as opposed to annular fuel design for PWR with inner and outer clad) is introduced. Shown in Figure 1 are comparative analyses of the temperature distributions were conducted with the aid of the finite-element platform, COMSOL Multiphysics, for three sets of rod fuel designs and two sets of annular fuel designs with different fuel-cladding gap sizes while maintaining the same operating conditions. For the rod fuel design with a gap of 0.2 mm (the maximum gap size allowed in the annular fuel design standard) (Arai, 2012), there is more space to accommodate FP swelling compared to other rod fuel designs, but the fuel maximum temperature (at the inner most location of the fuel) is already much higher than 1423 K. Although the maximum temperature of the rod fuel design with the gap of 0.08 mm does not exceed the limiting value of 1423 K, there is a very high risk that the fuel maximum temperature exceeds the threshold temperature when the reactor power increases under transient conditions, and therefore this kind of design is not considered to be optimal. For the annular fuel design with a gap of 0.08 mm, although the central temperature of 1340 K can meet the temperature threshold value requirements, the annular fuel design with the gap of 0.04 mm obviously has larger safety margin, which is more in line with the reactor design criteria; For the rod fuel design with a gap of 0.04 mm, although the central temperature is significantly lower than the threshold value, FCMI may emerge as a more serious problem due to the small gap size. On the one hand, the annular design, which can move the heat source of fuel more outward and reduce the fuel-cladding gap size, can help enhance the heat transfer to achieve lower fuel maximum temperature; on the other hand, because of the central hole structure, if the fission products cause excessive swelling strain under high burnup, the pellet may swell inward to partially relieve the stress between fuel and cladding and hence to help maintain the structural integrity of the fuel-clad system.
[image: Figure 1]FIGURE 1 | Steady-state operating temperature of five different designs of fuel in 45 kW/m.
With the above stated rationale, a novel design of single-clad annular UN fuel suitable for fast reactor applications is proposed (as schematically shown in Figure 2, where the structural components of the fuel-cladding system are labeled from the outside to the inside in the following order: cladding, helium gap, UN fuel, and central hole).
[image: Figure 2]FIGURE 2 | The annular UN fuel design.
FUEL DESIGN ADVANTAGES
Annular fuel design can reduce the maximum temperature to the range that is ideal for well restrained fission gas swelling (< 1423 K). This relatively low temperature for fast spectrum reactors may be achieved not only because of the annular geometry design but also because of the inherent excellent thermal conductivity of UN fuel. The UN fuel temperature distribution is hereby compared with the most widely used MOX fuel in fast reactors with the same geometry design and volumetric heat rate and the results are demonstrated in Figure 3. It can be seen that the central temperature of MOX fuel is about 500 K higher than that of UN fuel and the MOX fuel average temperature is also much higher than that of UN fuel (Figure 3A). From Figure 3B, the reason for this temperature distribution comparison may easily be identified to be the rather ideal thermal conductivity of UN fuel.
[image: Figure 3]FIGURE 3 | Comparison of MOX and UN. (A) temperature distribution. (B) thermal conductivity (Hales et al., 2013).
Reactivity Initiated Accidents (RIA) events would cause a rapid increase in power in a short time, and affect the safety of fuel elements. To demonstrate the transient behaviors of the UN fuel design, the power was increased to 200% of the normal operation power at 55 s and then restored to the normal operation power within 0.5 s. The changes in the maximum temperature of the fuel and the cladding are calculated and shown in Figure 4. The pellet central temperature reached a maximum of 1181 K in 55.5 s, which is only 50 K higher than its steady state counterpart. The cladding inner temperature is only 10 K higher than its steady state counterpart. Reasons for such small temperature changes are the followings: on the one hand, in comparison with the rod type fuel, the design of the annular pellet moves the heat source towards the outer side, and heat is more easily carried away by the coolant; on the other hand, UN fuel has better thermal conductivity, and the thermal conductivity increases as the temperature increases, which provides the fuel with better performance under transient conditions.
[image: Figure 4]FIGURE 4 | Reactivity Initiated Accidents events. (A) the change of linear heated power. (B) the change of the maximum temperature of pellet and cladding.
FUEL BEHAVIORS MODELING
Fuel Heat Transfer Module
The temperatures of the pellet and cladding during reactor operation are very important parameters that directly affect the fuel swelling, fission gas release and FCMI, etc. Thus, fuel temperature is the most fundamental part of fuel performance analysis. The heat transfer process inside the pellet and the cladding is described by the following heat transfer equation:
[image: image]
where [image: image]is the material density (kg/m3), cp is the specific heat capacity of materials [J/(kg K)], T is the temperature [K], t is time (s), r is radial distance (m), k is the material thermal conductivity, and Q is volumetric heat source (W/m3).
For the steady-state case, the time differential term on the left-hand side of the equation is zero.
The relation given by Rogozkin (Yun et al., 2021) has been adopted for the UN fuel thermal conductivity in this work:
[image: image]
where p is the porosity (%), and this correlation is suitable for fuel temperature in the range 298 K < T < 1923 K.
Pellet Mechanical Analysis Module
In modeling the mechanical behaviors of the fuel, the following assumptions were made for the mechanical analysis module.
1) Continuity assumption, where the pellets remain close to each other at adjacent mesh points before and after deformation, and neither pores nor overlaps are created;
2) The axisymmetric assumption;
3) The generalized plane strain assumption;
4) The isotropic assumption;
5) The quasi-static assumption, ignoring the inertia effect of the structure.
The generalized Hooke’s law was used to describe the stress-strain relationship (Karahan, 2010). The total strain is comprised of thermal expansion, swelling, creep strain, and the elastic term, which takes the form of:
[image: image]
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where E is Young’s modulus (Hayes et al., 1990a) [Pa], [image: image]; [image: image]is the Poisson's ratio (Hayes et al., 1990a), [image: image], D is the actual fuel density [% TD], [image: image] is the coefficient of thermal expansion [1/K], [image: image]. [image: image]is fuel swelling strain. [image: image], [image: image], [image: image]is radial, circumferential and axial creep strain, respectively.
An empirical formula by Ross (El-Genk et al., 1987) was adopted as the swelling strain model for UN fuel from fuel irradiation data of the U.S. space reactor project, and it is as follows:
[image: image]
Where [image: image] is the average fuel temperature (K), Bu is the fuel burnup (%), and D is the actual fuel density (% TD).
Fuel creep is specifically divided into two parts: irradiation creep and thermal creep, with irradiation creep playing a dominant role at low temperatures and thermal creep playing a dominant role at high temperatures.
The irradiation creep model is as follows (Billone et al., 1977):
[image: image]
where f is fission rate (fission/cm3/s).
The thermal creep model is as follows (Hayes et al., 1990b):
[image: image]
Cladding Mechanical Module
The material selected for cladding is HT-9 steel, whose stress-strain constitutional equations are consistent with those of the pellet as has been described in the above.
The thermal creep model for HT-9 steel consists of primary creep, secondary creep and tertiary creep, and it is as follows (Ryu et al., 2006):
[image: image]
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[image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image]; [image: image].[image: image],[image: image],[image: image],[image: image]is effective total thermal creep, primary creep component, secondary creep component, and tertiary creep component, respectively; R = 1.987; and[image: image] is the effective stress (MPa).
The irradiation creep correlation is as follows (Toloczko and Garner, 1999):
[image: image]
where [image: image] is the irradiation creep rate (%/h); [image: image] is the average neutron energy (MeV); and [image: image] is neutron flux [n/(cm2 s)].
Fission Gas Release Module
Fission gas release is affected by fuel burnup, pellet porosity and temperature, but there is no complete and accurate mechanistic models to describe the fission gas release in UN fuel. The empirical relationship proposed by Storms (Storms, 1988) through summarizing 134 sets of nitride fuel rod data is used here:
[image: image]
where R is the FP gas release rate (%), D is the actual fuel density (% TD), Bu is the fuel burnup (%), and T is the temperature of fuel [K].
CODE VERIFICATION AND VALIDATION
Verification on Heat Transfer Analysis
As the temperature distribution profile across the pellet and cladding strongly affects the fuel swelling and fission gas release rate, the heat transfer model needs to be verified in the first place. Figure 5 shows the temperature profile calculated by the code developed in this work and that calculated by COMSOL Multiphysics at steady-state operation condition of 30 kW/m with a coolant temperature of 873 K. According to the comparison, the temperature profiles calculated by our code and by the COMSOL platform are nearly the same, and the maximum difference at any radial location is about 3 K, which proves that the calculated temperature result of our code is accurate. The maximum temperature of the fuel is kept around 1130 K, which is far below the threshold value of 1423 K providing an adequate safety margin.
[image: Figure 5]FIGURE 5 | The comparison of temperature between the calculation results of code and COMSOL.
Verification on Pellet Mechanical Analysis
The strain components of the pellet include elastic strain, thermal expansion strain, swelling strain, thermal creep and irradiation creep strains, and the stress component is divided into three principal directions: radial, circumferential and axial. The accuracy of the stress-strain calculation of the pellet directly affects the analysis of FCMI, where the calculation of swelling is the central concern. Figure 6 shows the variation of volumetric swelling versus burnup with an average fuel temperature of 1087 K for rod type fuel. The results of the code calculation are relatively close to the empirical correlation, and there are still numerical differences because the empirical correlation is a correlation for UN fuels with a gross fuel temperature range below 1400 K (Bauer et al., 1971); Thus, calculation by our code is done with a temperature that is somewhat different from those at which the correlation was obtained; Similarly, the temperatures at which the experimental data were measured were also in a gross range near 1100 K (El-Genk et al., 1987; Bo et al., 2013), leading to the difference between the experimental values and the code calculation results.
[image: Figure 6]FIGURE 6 | Fuel volume swelling versus burnup.
Another very important parameter to gauge the accuracy of the code calculation is the fuel and cladding displacement, which is a most intuitive reflection of the mechanical state of the pellet. Figure 7 compares the displacements of the pellet within 1,000 days by our code and by COMSOL calculation.
[image: Figure 7]FIGURE 7 | Pellet displacement calculation results. (A) the code calculation result. (B) COMSOL calculation result.
Since the fuel design is a new kind of design, no experimental data on the mechanical state of the fuel-clad system can be found. To verify the accuracy of the calculation results, the results by our code and by COMSOL at 1, 100, 500 and 1,000 days were compared. The trends of displacement matched each other reasonably well, and the size deviations are in an acceptable range as shown in Figure 8. The results of both calculations are basically the same at 1 day, and the deviation increases with time. The reason for this deviation is that our code calculation was carried out under the generalized plane strain condition, while the COMSOL calculation was carried out under the plane strain condition. Because the amount of swelling increases versus time, the difference between the calculated displacement results become larger versus time. Overall, the code calculation results should be more accurate than the COMSOL calculation results. As the generalized plane strain assumption was adopted in the code, while the plane strain assumption was adopted in COMSOL, the initial axial pre-strain had to be set in COMSOL in order for the calculation results by the two different methods to be comparable. The axial strain in the code, however, was updated iteratively, rendering such calculation to be closer to the reality.
[image: Figure 8]FIGURE 8 | (A) (B) (C) (D) are the displacement comparison results of the fuel at 1, 100, 500, and 1,000 days.
Verification on Cladding Mechanical Analysis
The strain components of the cladding mainly include elastic strain, thermal expansion strain and creep strain, and the swelling of the cladding material is almost negligible. Like the pellet stress-strain model, the cladding stress-strain model directly affects FCMI, which has very important implications for reactor fuel safety. Figure 9 shows the comparison between our code calculation and COMSOL calculation results at 1 and 1,000 days. The calculation results of Figure 9A and Figure 9B are almost the same because the cladding displacement is mainly caused by thermal expansion, but thermal expansion strain is only related to temperature, not time.
[image: Figure 9]FIGURE 9 | Comparison of displacement results of the cladding, (A) at 1 day, (B) at 1,000 days
Comparison of Fission Gas Release
At temperatures below 1423 K, the fission gas release rate is relatively low, which is one of the key features of our fuel design concept. Figure 10 shows the fractional fission gas release results for our UN fuel design operating at 30 kW/m up to 8% (75 MW d/kg U) burnup. It is demonstrated that the code calculations results are in good accordance with experimental data (Storms, 1988).
[image: Figure 10]FIGURE 10 | Fractional fission gas release versus burnup.
FUEL BEHAVIORS ASSESSMENTS
To determine the effect of porosity on the heat transfer of fuel pellets, the code was used to simulate the effects of 25 and 15% porosity (Arai, 2012), respectively. From Figure 11, it can be seen that the maximum fuel temperatures for both cases are well below 1423 K. The fuel maximum temperature with 25% porosity is about 25 K higher than that of fuel with 15% porosity. On the other hand, if the fuel porosity increases, the increased open volume can help accommodate the fission products, delay the fuel-cladding contact time, and reduce FCMI. Therefore, from the perspective of reducing FCMI while not increasing fuel temperature to an unacceptable extent, 25% fuel porosity is better than 15% fuel porosity. However, increased fuel porosity tends to bring about more issues in fuel cracking and mechanical behaviors. Thus, the choice of a proper porosity level highly depends on the achievable fuel plasticity when such porosity is realized in the actual manufacturing process.
[image: Figure 11]FIGURE 11 | The influence of 25 and 15% porosity in heat transfer results.
The evolution of contact pressure and gap size, with a constant 30 kW/m linear heat rate for 5 years of continuous operation, was calculated by our code and is shown in Figure 12. The contact of pellet and cladding starts at about 1,500 days. Before contact, the contact pressure is always equal to the gap pressure, which is affected by fission gas released, and the gap size is gradually reduced. After contact, the contact pressure starts to increase and the gap size is equal to zero.
[image: Figure 12]FIGURE 12 | The change of contact press and gap size versus time.
In a ceramic fuel that is usually stiff, the swelling of fuel that leads to significant FCMI is often a severe issue. In our fuel design, the central hole not only serves a purpose of lowering the fuel temperature but also provides a means to relieve FCMI. In order to demonstrate this aspect of the fuel design, the evolution of displacement of the inner surface of the pellet was calculated for a total length of 6.5 years. Figure 13 shows that the inner surface displaces outward at first, and the speed of this outward displacement slows down at 4.1 years (1,500 days). Then the fuel pellet displaces inward at 5.7 years (2,100 days). It is perceivable that the pellet and cladding are in contact at 4.1 years, and the contact pressure reaches the maximum of about 30 MPa at 5.7 years before the pellet inner surface starts to move inward and the contact pressure does not further increase thereafter. It is thus demonstrated that the annular design component is effective in mitigating the FCMI issue in the long run.
[image: Figure 13]FIGURE 13 | The displacement of the inner surface of pellet versus time.
CONCLUSION AND PROSPECTS
In this work, a kind of annular UN fuel for a lead-cooled fast reactor was designed with considerations of the two main drawbacks of UN fuel (thermal decomposition and severe swelling at high temperatures). This design targets to resolve these issues by a single-clad annular design that reduces the fuel central temperature to about 1130 K. In addition, a fuel performance analysis code was developed for lead-cooled fast reactor annular UN fuel, which can be used to analyze fuel temperature distribution, pellet stress-strain, cladding stress-strain, fission gas release, FCMI and gap size. Preliminary assessments demonstrated that the code could analyze UN fuel performance with reasonable accuracy. Through calculation results of the code, the behaviors of the annular UN fuel design were assessed which further validated the design concept. This work, thus, provides some fundamental data to assist the development and applications of UN fuel.
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FeCrAl alloys are promising accident-tolerant fuel (ATF) cladding materials for applications in light water reactors (LWRs). Despite the excellent mechanical and antioxidation properties, this series of iron-based alloys has poor hydrogen embrittlement (HE) resistance due to the strong hydrogen uptaking ability. The hydrogen embrittlement effect can cause the degradation and premature failure of the material, and this effect can be enhanced by the high-temperature/high-pressure/high-irradiation environment in reactors. So, the potential danger should be taken seriously. In this paper, we have studied the hydrogen atom and molecule adsorptions on both Fe (100) and FeCrAl (100) surfaces to discover how the hydrogen atom and molecule (H/H2) interact with the Fe and FeCrAl (100) surface in the first place. The results show that there are strong element effects on the FeCrAl surface. The Al atom itself has no interaction with hydrogen. When the Al atom is beside the Fe atom, this Fe atom has a slightly lower interaction with hydrogen. However, the Al atom beside the Cr atom will enhance the hydrogen interaction with this Cr atom. On the other hand, when the Cr atom is beside the Fe atom, these two atoms (Fe–Cr bridge site) can reduce the interactions with H. In addition, when two Cr and two Fe atoms together make a four-fold site (FF site), the two Cr atoms can increase the interaction of the two Fe atoms with H. The element effects discovered can be a good guide for making hydrogen prevention coatings.
Keywords: FeCrAl alloy, hydrogen adsorption, ATF, hydrogen embrittlement, cladding material, DFT
INTRODUCTION
Hydrogen embrittlement (HE) can cause a reduction in the tensile strength, ductility, fracture strength, and toughness of materials (Shen, 2010; Seki et al., 2012; Dwivedi and Vishwakarma, 2021). For safety reasons, the degradation of material mechanical properties caused by HE cannot be ignored, especially under the extreme operating conditions in nuclear reactors (Harries and Broomfield, 1963; Koutsky, 1990). Generally, there are two kinds of HE (Qian and Atrens, 2013; Popov et al., 2018; Dwivedi and Vishwakarma, 2021): 1) internal HE, which is caused by hydrogen introduced through the fabrication process, such as acid cleaning, electroplating, protective coatings, and welding and 2) external HE, which is caused by hydrogen sourcing from the working environment. When interacting with metal and alloy surfaces, a hydrogen molecule can dissociate into two hydrogen atoms and then adsorb on the surfaces (Johnson and Carter, 2010; Zhang et al., 2013). Due to the high mobility and chemical reactivity, the hydrogen atoms would permeate the surface and tend to aggregate inside the materials at defects, dislocations, voids, grain/phase boundaries, microcracks, precipitates, interfaces, and so on (Dwivedi and Vishwakarma, 2021). The aggregated hydrogen atoms may form brittle hydrides with the alloy compositions and form hydrogen molecules again (Dwivedi and Vishwakarma, 2018). All these together will cause the local swelling and formation of microcracks. When under stress, the cracks will propagate and lead to the failure of materials (Chernov et al., 2017; Popov et al., 2018; Robertson et al., 2015; Li et al., 2020). In the present work, we focused on the external HE. So far, many HE mechanisms had been developed to explain HE, such as hydrogen-enhanced decohesion mechanism (HED) (Pfeil, 1926), hydrogen-induced phase transformation mechanism (HIPT) (Westlake, 1969), adsorption-induced dislocation emission mechanism (AIDE) (Lynch, 1979), hydrogen-enhanced localized plasticity mechanism (HELP) (Birnbaum and Sofronis, 1994), and hydrogen-enhanced strain-induced vacancies (HESIV) (Nagumo, 2001; 2004). The HED mechanism postulates that hydrogen can decrease the strength of metal bonds, so that the material will break under lower tensile strength. The HIPT mechanism focuses on the formation of hydrides. Westlake (1969) found that the brittle hydrides promote crack growth, and the cracks will stop at the interface between hydrides and the matrix. However, when more hydrogen accumulates at the crack tip, the process will start again. The AIDE mechanism had been proposed in the 1970s. It hypothesizes that hydrogen at the crack tip will accelerate the dislocation emission. In addition, when there are microvoids ahead of the crack, the crack will grow to merge with microvoids. The HELP mechanism states that hydrogen will aggregate to dislocations and facilitates the motion of dislocations, which will, in turn, cause dislocation pileups and localized plasticity of materials. The HESIV mechanism suggests that hydrogen promotes the aggregation of vacancies to make microvoids, decreasing the ductility of materials.
However, there is no universal theory to explain the HE behavior for all the materials among all the mechanisms proposed. So, it is necessary to study hydrogen embrittlement on certain materials. FeCrAl alloys are among them because they are considered as the promising accident-tolerant fuel (ATF) cladding candidates for light water reactors (LWRs) due to their excellent properties (Wang et al., 2018). The cladding gets in contact with hydrogen when under service conditions. Thus, the HE problem should be taken into consideration. In light water reactors (LWRs), hydrogen can be generated in many ways (Müller et al., 2006; Roychowdhury et al., 2016; Chernov et al., 2017): 1) the corrosion reactions between metal alloys (cladding and other structural materials) and the coolant under the high-pressure and -irradiation environment; 2) water radiolysis; 3) hydrogen additions to inhibit water radiolysis and oxidation caused by oxidative radicals; and so on.
Since hydrogen adsorption is the initial step for the HE process, it is necessary to study how hydrogen interacts with FeCrAl. If we get enough information about how hydrogen interacts with the surface atom in the very first place, prevention methods may be found to decrease hydrogen adsorption and then weaken the hydrogen embrittlement effect. Although the potential application of FeCrAl alloy for ATF cladding material and HE’s crucial effect on it are well known, there are not enough experimental and theoretical studies about how hydrogen interacts with the FeCrAl alloy surface. One of the reasons is that it is pretty challenging to obtain experimental results on the microscopic level owing to the lack of effective detection instruments (Zhang et al., 2013). However, many microscopic simulations can offer a microscopic insight into how hydrogen interacts with the material, such as Density Functional Theory (DFT) and Molecular Dynamics (MD) simulations. They have been used to study hydrogen embrittlement on various materials and have been proven to be successful (Shen, 2010; Peng, 2011; Seki et al., 2012; Bitzek et al., 2015; Ma et al., 2015; Timmerscheidt et al., 2017). In our work, the DFT method had been employed to study hydrogen adsorption on FeCrAl alloy’s low-index surface [in this case, the (100) surface]. For cubic crystal structures such as FeCrAl, the low-index plane is more likely to expose in practical experimentation owing to its low surface energy. Therefore, exposure to low-index surfaces can stabilize the whole structure (Liu et al., 2017). Thus, the study of the low-index surface is of great significance.
There already are DFT studies about hydrogen adsorption on the low-index surfaces of pure iron. Sorescu (2005) studied H/H2 adsorption on Fe (100) surfaces using 2 × 2 six- or seven-layer slabs. The hydrogen molecule and atom were put parallel to the surface with different initial heights. He found that, within the distance range of around 0.75–1.5 Å, the hydrogen molecule would dissociate and then be adsorbed on the surface at the two adjacent bridge sites or two four-fold sites. He also discovered that hydrogen atoms preferred being adsorbed at the bridge site (adsorption energy is ∼ −2.64 eV) and four-fold sites (adsorption energy is ∼ −2.68 eV). However, no DFT calculations were performed directly to investigate hydrogen adsorption on FeCrAl alloy’s low-index surfaces. This paper conducted a series of DFT studies investigating single hydrogen atom and molecule adsorption on the FeCrAl (100) surface. We aim to study how different atoms interact with H/H2 and how the surrounding atoms affect this interaction. In order to make a comparison, the H/H2 adsorption on a pure Fe (100) surface was also studied. The results of single H adsorption on Fe (100) are similar to the DFT results of Sorescu (2005). However, when a hydrogen molecule is put perpendicular instead of parallel to the surface, the molecule will not dissociate and is adsorbed only physically, as discussed in H2 Adsorption on Fe (100) and FeCrAl (100). The calculations of hydrogen adsorption on FeCrAl (100) revealed the same trend as the H/H2 adsorption on the Fe (100) surface. However, there are still some differences between Fe and FeCrAl (100) surfaces due to the effect of Cr and Al elements on the H/H2 interaction.
METHODS
All the first-principle calculations were performed to investigate the hydrogen adsorption on the FeCrAl alloy and pure iron (100) surface with different preadsorbed sites based on spin-polarized periodic density functional theory (DFT) (Hohenberg and Kohn, 1964; Kohn and Sham, 1965) using Vienna Ab-initio Simulation Package (VASP) (Kresse and Furthmüller, 1996). The calculations for both FeCrAl and Fe were performed with the projector augmented wave (PAW) pseudopotential and the spin-polarized generalized gradient approximation (GGA), which were implemented to describe the electron–ion interactions (Blöchl, 1994; Kresse and Joubert, 1999) and the exchange-correlation energies (Perdew et al.,1996), respectively. To make the results comparable, all the parameters remained the same for these two systems. The (3 × 3 × 3) kpoints in the Brillouin zone (BZ) were all generated by a Gamma-centered scheme, and the cutoff energy was set at 400 eV after a convergence test. The bulk and slabs were allowed to relax until the residue force and total energy difference fell below 0.015 eV/Å and 10−6 eV, respectively.
A (3 × 3 × 3) supercell of body-center cubic structure (BCC) Fe bulk and (3 × 3) slabs with seven layers were used. The FeCrAl bulk used was a (3 × 3 × 3) supercell with 54 atoms, in which a part of BCC Fe atoms was replaced by ∼20.4 wt% Cr atoms and ∼5.5 wt% Al atoms randomly using the Special Quasirandom Structures (SQSs) method (Zunger et al., 1990; Van de Walle et al., 2013). This Cr and Al composition is derived from commercial FeCrAl alloy APMT (21 wt% Cr, 5 wt% Al), which also has a BCC structure because this alloy has good mechanical properties (Terrani et al., 2014) and better high-temperature oxidation resistance than the lean commercial FeCrAl alloys (such as 13 wt% Cr, 4 wt% Al) (Pint et al., 2013; Terrani, 2018). The slabs were (3 × 3) slabs, and the number of layers was set at 7. During optimization, the bottom two layers were fixed and the top five layers were allowed to be relaxed for both systems. The adsorption energy was calculated by the following equation: [image: image]. In the equation, EH2-FeCrAl indicates the energy of the slab after H2 adsorption, EFeCrAl is the energy of the slab before H2 adsorption, and EH2 represents the energy of a single H2 molecule. The density of state (DOS), the partial density of state (PDOS), and the charge density difference were all conducted by VASP using the relaxed bulk and slabs.
RESULTS AND DISCUSSION
H2/Fe/FeCrAl Bulk and Slab Relaxation
The Fe and FeCrAl (3 × 3 × 3) supercell were fully relaxed. As shown in Figure 1A, the equilibrium lattice constant for Fe is 8.48 Å (i.e., 2.83 Å for a primitive cell), which is close to a series of DFT results (2.83–2.87 Å) and experimental data (2.87 Å) (Jiang and Carter, 2003; Sorescu, 2005; D. C.; Sorescu et al., 2002). Furthermore, comparing with bulk values, the interlayer distance between first and second layers (d1-2) is compressed with the ratio to bulk value of −2.0%, while the distance between second and third layers (d2-3) is expanded with the ratio to bulk value of 3.0%, which is again in accordance with the trend of other previous studies (Eder and Hafner, 2001; Sorescu, 2005). Moreover, a single hydrogen molecule is put in the center of a (10 Å × 10 Å × 10 Å) vacuum cubic. After optimization, the distance of the H–H bond is 0.75Å. The result is the same with DFT calculations (0.75Å) and similar to the experimental result (0.74Å) (Sorescu, 2005). So, the modeling results of Fe bulk and H2 indicate the accuracy and the feasibility of this method. Figure 1B is the bulk and (100) slab of FeCrAl. The equilibrium lattice constant is slightly increased to 8.52 Å (i.e., 2.84 Å for a primitive cell), and there is also a slight distortion of the structure. However, it is reasonable because of the difference in atomic radii (Fe 1.26 Å, Cr 1.27 Å, and Al 1.43 Å). Besides, the same inclination of compression of d1–2 (ratio to bulk value is −1.5%) and expansion of d2–3 (ratio to bulk value is 1.9%) is also found, suggesting the rationality of the calculations.
[image: Figure 1]FIGURE 1 | The optimized structures of Fe and FeCrAl: (A) bulk and (100) slab of Fe; (B) bulk and (100) slab of FeCrAl (hereinafter dark grey atoms are Fe, blue atoms are Cr, and yellow atoms are Al).
H Adsorption on Fe (100) and FeCrAl (100)
As shown in Figure 2A, the initial top, bridge (B), and four-fold (FF) sites of H adsorption on the Fe (100) surface were investigated. According to Sorescu (2005), within the distance range of around 0.75–1.5 Å, the hydrogen molecule would dissociate and then be adsorbed on the surface. So, we choose to put the H atom (the same for the H2 molecule in H2 Adsorption on Fe (100) and FeCrAl (100)) 1 Å above the surface sites at the beginning so that the H can interact with the surface atom effectively and efficiently. The corresponding configurations after optimization are provided in Supplementary Figure S1. As shown, top-site H was adsorbed at the neighboring bridge site (also shown in Figure 3A) with an adsorption energy of −3.72 eV (Table 1) because the top site is not stable (Sorescu, 2005). The B-site H and FF-site H were both adsorbed at the original B site with 1.12 Å above the surface and FF site with 0.37 Å above the surface, respectively. The relaxed configurations are very close to the previous DFT data calculated using PW91-USPP (1.063 Å for the B site and 0.382 Å for the FF site) and PAW potentials (1.061 Å for the B site and 0.376 Å for the FF site) (Sorescu, 2005). In addition, the adsorption energies of B sites listed in Table 1 are both −3.72 eV and of the FF site is −3.75 eV. The adsorption energy difference of B and FF sites is 0.03 eV, which is also very similar to the results (Sorescu, 2005). The agreements of our results with other DFT data justified our calculations. The charge density difference and DOS results in Figures 3B,C exhibit identical charge transfer and s/d orbital changes, and they fit perfectly with each other. In Figure 3B, the red color represents charge accumulation and the green color represents charge depletion. There is charge transfer from surface Fe atoms to the H atom, and the DOS results show that the s and d orbitals interact stronger with H than the p orbital, which indicates that the bond formed through the H 1s orbital and Fe 4s and 3d orbital.
[image: Figure 2]FIGURE 2 | The initial sites of the hydrogen atom and molecule (H/H2) on the Fe and FeCrAl (100) surface.
[image: Figure 3]FIGURE 3 | The optimized structure, charge density difference, and density of state (DOS) of the top site after the hydrogen atom is adsorbed on the Fe (100) surface: (A) top and side view of the H-slab structure (hereinafter dark grey atoms are Fe and red atoms are H), (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) density of state (DOS) before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H adsorption, and B/A represents before and after, respectively.
TABLE 1 | Adsorption energies of the H atom on the Fe (100) and FeCrAl (100) surface.
[image: Table 1]For the FF-site case, when initially put in the center of the FF site, H was adsorbed at the FF site and tilted slightly to Fe3 and Fe4, as indicated in Figures 4A,B. In Figure 4B, there is noticeably more charge transfer from Fe3/Fe4/Fe-sec (the second-layer Fe) than Fe1/Fe2, suggesting stronger interactions between H and Fe3/Fe4/Fe-sec, and the DOS in Supplementary Figure S2 has also demonstrated this. Figure 4C lists the s/p/d orbital changes of Fe3, Fe4, and the second-layer Fe (Fe-sec) before and after H adsorption. The s/p/d orbital changes show that H interacts with the second-layer Fe the most, for there is a strongest s orbital change of Fe-sec than the change of Fe3/Fe4, which is in conformity with the slightly higher adsorption energy of the FF site than the B site.
[image: Figure 4]FIGURE 4 | The optimized structure, charge density difference, and DOS of the four-fold site after the hydrogen atom is adsorbed on the Fe (100) surface: (A) top and side view of the H-slab structure, (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) DOS before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H atom adsorption, and B/A represents before and after, respectively.
To compare with Fe (100) and find out how different atoms (Fe, Cr, and Al) interact with H, nine preliminary top sites were studied on the FeCrAl (100) surface, as presented in Figure 2B. Before relaxation, the H atom was also put 1 Å above the nine atoms labeled in Figure 2B. The corresponding configurations after adsorption are provided in Supplementary Figure S3. In the previous discussion, the H on Fe (100) was only adsorbed at the B site, while the H on FeCrAl (100) prefers to be attracted both at the bridge (B) and four-fold site (FF) when interacting with different atoms. So, from the difference of H adsorption on Fe and FeCrAl (100) surfaces, surface element effects can be deduced.
When put on top of Fe4/Fe5/Fe6 (Figure 2B), H atoms were also captured at Fe–Fe B sites. Even though the charge transfer in Figure 5B is highly symmetric, the s/p/d orbital changes in Figure 5C are not strictly as symmetric as the B site on the Fe (100) surface because of the effect of randomly distributed different surface atoms. The s and d orbital shifts suggest that bonds have been created between H 1s and Fe 4s and 3d orbitals, consistent with the B site of Fe (100) results. However, the adsorption energy for the Fe–Fe B site consisting of Fe5/Fe6 and Fe3/Fe4 is different (shown in Table 1), which is caused by the element effect and will be discussed in the following Al-top part.
[image: Figure 5]FIGURE 5 | The optimized structure, charge density difference, and DOS of the Fe–Fe bridge site after the hydrogen atom is adsorbed on the FeCrAl (100) surface: (A) top and side view of the H-slab structure, (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) DOS before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H atom adsorption, and B/A represents before and after, respectively.
For Fe1, Cr1, and Cr2 models, the H atoms tended to occupy the adjacent Fe–Cr B sites. According to the adsorption energy in Table 1, the values vary from −3.63 eV to −3.74 eV, which is also caused by the different atom circumstances. Compared with the adsorption energy of the B site on Fe (100) (−3.72 eV), the one Cr atom in the Fe–Cr B site did not increase the interaction between H and the surface. Sometimes the existence of one Cr atom in the B site can even lower the interactions. This phenomenon will also be discussed later in the Al-case part. The charge density shapes of the Fe–Cr B site shown in Figure 6B lost the prior symmetry for the Fe–Fe B site as a result of the asymmetry of the site. The DOS results of Fe/Cr in Figure 6C show that the 4s and 3d orbitals shifted more comparing with 3p orbitals, which is the same with Fe in the Fe–Fe B site. The bond has also been formed through the H 1s orbital and Fe 4s and 3d orbital.
[image: Figure 6]FIGURE 6 | The optimized structure, charge density difference, and DOS of the Fe–Cr bridge site after the hydrogen atom is adsorbed on the FeCrAl (100) surface: (A) top and side view of the H-slab structure, (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) DOS before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H atom adsorption, and B/A represents before and after, respectively.
Typically, when put on the top of surface atoms, H will be adsorbed at the B site, as for the top site of Fe and Fe1 Cr1, Cr2, Fe4, Fe5, Fe6 models of FeCrAl. However, after interaction with Fe2 and Fe3, H atoms were attracted at the same neighboring Fe2–Cr1–Fe3–Cr2 FF site, as shown in Figure 7A. The adsorption energy of this FF site is the lowest (listed in Table 1), which means that it is the most stable among all the FeCrAl sites. Given that there are two Cr atoms around Fe2 and Fe3, the stronger interactions must be caused by the two Cr atoms. In addition, compared with the adjoining FF sites of the other seven atoms, this Fe–Cr–Fe–Cr FF site is apparently with high coordination. So, the H atom is more likely to be attracted at a high-coordinate site, consistent with the experimental and DFT conclusions (Baró and Erley, 1981; Jiang and Carter, 2003).
[image: Figure 7]FIGURE 7 | The optimized structure, charge density difference, and DOS of the Fe–Cr–Fe–Cr four-fold site after the hydrogen atom is adsorbed on the FeCrAl (100) surface: (A) top and side view of the H-slab structure, (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) DOS before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H atom adsorption, and B/A represents before and after, respectively.
Comparing this Fe2–Cr1–Fe3–Cr2 FF site with the FF site on Fe (100), there are similarities between the configurations. One is that both the FF sites are more stable than B sites. The clues can be found in the adsorption energy and DOS comparison in Table 1 and Figures 4C, 7C, which show that H interacts more strongly with the second-layer atom (Fe-sec). The other show that H atoms both lean closer to two of the atoms in the FF site (in the Fe case of Fe3 and Fe4, shown in Figures 4A,B; in the FeCrAl case of Fe2 and Cr2, shown in Figures 7A,B), instead of sitting at the center of the two FF sites.
However, there are differences as well. Since there are high-coordinating Fe–Fe–Fe–Fe FF sites nearby, the H atom on the Fe (100) surface has not been adsorbed at the adjacent FF site (as shown in Figure 3A, H was only adsorbed at the B site in the top model case) like the H atom on FeCrAl (100) has done. So, it further demonstrates that the two Cr atoms in the FF site can significantly enhance the interaction between H and the site, which is reasonable because the adsorption energy of the Fe–Cr–Fe–Cr FF site is lower than the Fe FF site’s (as listed in Table 1).
In the case of Al-top, H occupied the nearby Al–Cr B site instead of the adjoining Al–Fe B sites. It can be inferred that the Al–Fe B site is less stable than the Al–Cr B site, which is also confirmed by the adsorption energy of the Fe–Al B site listed in Table 1. Besides, the corresponding adsorption energy (−3.50 eV) of the Al–Cr and (−3.41 eV) Al–Fe B site is higher than that of the Fe–Cr B site (−3.63∼ −3.74 eV) and Fe–Fe B site (−3.69 ∼ −3.72) listed in Table 1, demonstrating that the Al atom in the B site can decrease the interaction between H and the B site. The charge density difference in Figure 8B clearly shows no charge transfer from Al to H, which confirms that Al has a weak interaction with H, in concordance with DOS results of Al in Figure 8C. It is worth noting that the interaction between Cr and H in the Al–Cr B site is much different than in the Fe–Cr and Fe–Cr–Fe–Cr sites, for there are more charge transfer and obvious 4s and 3d changes, indicating stronger interaction than in previous cases. So, we can infer that the Al atom in the Al–Cr2 B site can increase the interaction between Cr2 and H. Thus, the lower adsorption energy for the Fe–Cr2 B site (−3.74 eV and 0.11 eV significantly lower than that of the other two Fe–Cr1 B sites) in the Cr2 case is reasonable. Compared with the Fe–Fe B site on Fe (100), the adsorption energies of the other 2 Fe–Cr1 sites are 0.09 eV higher, suggesting that one Cr atom in the B site can decrease the interaction between H and the B site, while in the Fe4 model, the adsorption energy is the same as that of the Fe–Fe B site on Fe (100), which means that the Cr atom in the same line of the Fe–Fe site beside it has no influence on its stability. However, when there is an Al atom in the same line of the Fe–Fe site adjoining to it (as shown in the Fe5/Fe6 model in Figure 2), the adsorption energy becomes slightly higher (0.03 eV higher) than that of the Fe–Fe B site of Fe, indicating that the Al atom nearby in the same line of the Fe–Fe site probably weakens the interaction between H and the Fe–Fe B site a little. There is also a clue in the charge density shape change shown in Figures 3B, 5B. The Fe5/Fe6 cases have slightly lesser charge density change than the B site on Fe (100). Furthermore, the decreased 0.11 eV energy of the Fe–Cr2 B site and the increased 0.03 eV energy of the Fe5–Fe6 B site reflect that there is more substantial reinforced influence on the Fe–Cr2 site than weakening influence on the Fe5–Fe6 site of Al. For the Fe–Cr2 site and Fe–Cr–Fe–Cr site, the corresponding 0.11 and 0.09 eV lower energies show that the Al atom has a little more impact on the Fe–Cr2 site than the two Cr atoms together have on the Fe–Cr–Fe–Cr site.
[image: Figure 8]FIGURE 8 | The optimized structure, charge density difference, and DOS of the Al–Cr bridge site after the hydrogen atom is adsorbed on the FeCrAl (100) surface: (A) top and side view of the H-slab structure, (B) charge density difference (the isosurface of charge difference is 0.007 electrons/Bohr3), red color represents charge accumulation, and green color represents charge depletion, and (C) DOS before and after H atom adsorption, the black dotted lines represent s/p/d orbitals before H atom adsorption, and B/A represents before and after, respectively.
H2 Adsorption on Fe (100) and FeCrAl (100)
Hydrogen molecule adsorption calculations were also conducted for both Fe and FeCrAl. Before optimization, a hydrogen molecule was set perpendicular to the surface 1 Å right above the atom. All the calculation parameters were kept constant to make the results comparable. The same three sites for Fe and nine sites for FeCrAl were studied, as shown in Figure 2.
Although when contacting with the Fe (100) surface horizontally, there is dissociation adsorption and this phenomenon was proved by Sorescu (2005), the results of Fe show that the hydrogen molecule has no dissociation adsorption when contacting with the surface perpendicularly in all the three models. The adsorption energy in Table 2, the optimized structures, and the corresponding DOS in SI Figure 5 support this. The structures show that H2 is ∼2.9 Å away from the surface and the H–H distances, around 0.754 Å, only have tiny expansion (H2 is 0.75 Å). Additionally, there is not electron delocalization in DOS, indicating physical interaction of H2 with the surface. The lesser contact with the surface might be the reason that leads to the corresponding weak interaction.
TABLE 2 | Adsorption energies of the H2 molecule on the Fe (100) and FeCrAl (100) surface.
[image: Table 2]Similar results have also been found on the FeCrAl (100) surface. The nine optimized structures are offered in SI in Figure 6. Moreover, the energy reduction for the nine-model system after adsorption listed in Table 2 suggests that the interaction between H2 and the surface is tiny. However, according to the adsorption energy, there is a stronger interaction in model Cr2 than the rest. It is rational, for the paralleled hydrogen molecule has a larger interaction area and closer contact with the surface, as shown in Figure 9. Furthermore, the s and d orbital shifts of Cr2 can be seen in Figure 9 through the DOS, which also verified this. As discussed before in the model Al section, the Al atom beside Cr2 has an impact on the interaction between Cr2 and H. The strong influence has also impacted the interaction between Cr2 and H2.
[image: Figure 9]FIGURE 9 | The optimized structures and DOS of H2–FeCrAl (100) slabs (three representative adsorption sites: Fe2-top, Cr2-top, and Al-top).
On the other hand, the 2 Cr atoms around Fe2/Fe3 have no influence on the H2 adsorption behavior with Fe, indicating Al has more impact on the adsorption behavior of adjacent Cr atoms than two Cr atoms together on Fe. This is consistent with the previous conclusions.
CONCLUSION
From all the discussions above, several conclusions can be derived:
1) There are strong effects of Al and Cr on the FeCrAl (100) surface. The Al atom has the weakest interaction with hydrogen itself, and it can also slightly weaken the adsorption stability of the Fe–Fe bridge site when it is beside the Fe atom on the same line with this Fe–Fe bridge site (labeled as Al-Ⅰ). However, when the Al atom is in the Al–Cr bridge site, it can significantly increase the interaction of Cr with a hydrogen atom and molecular (H/H2) (labeled as Al-Ⅱ). Similarly, when the Al atom is alongside the Cr atom on the same line with the Fe–Cr bridge site, the interaction of this Fe–Cr bridge site with H can be enhanced (labeled as Al-Ⅲ). Nonetheless, when there is no Al atom nearby, the Cr atom within the Fe–Cr bridge site can reduce the interaction of this Fe–Cr bridge site with H (labeled as Cr-Ⅳ). Moreover, the Cr atom adjacent to and on the extension line of the Fe–Fe bridge site has no influence on the stability of this Fe–Fe bridge site (labeled as Cr-Ⅴ). However, when two Cr atoms together consist of a coordinate four-fold site, this four-fold site is the most stable (labeled as 2Cr-Ⅵ). Among all the models studied, the influence intensity can be ordered as follows (as labeled above): Al-Ⅱ ∼ Al-Ⅲ (+0.11 eV) > Cr-IV (−0.09 eV) = 2Cr-VI (+0.09 eV) > Al-I (−0.03 eV) > Cr-V (0 eV). The labels “Al-” and “Cr-” mean the effect of Al and Cr, respectively. The numbers in the brackets indicate the adsorption energy change. “+” represents the enhanced interaction with H, while “−” represents the opposite.
2) When putting the H atom on top of the surface atoms, the hydrogen atom on Fe (100) is only adsorbed at the bridge site. Generally, the hydrogen atom on FeCrAl (100) would also favor the bridge site. However, due to the effect of two Cr atoms within the coordinate four-fold site, the hydrogen atom on FeCrAl (100) is more likely to be adsorbed at the Fe–Cr–Fe–Cr four-fold site.
3) The hydrogen molecule (H2) will not dissociate when contacting the atoms from the top site on Fe and FeCrAl (100) surface perpendicularly, even under the reinforced effect of Al and Cr atoms.
It is worth noting that hydrogen has a very weak interaction with the Al atom, but the interaction between Cr and H would be enhanced when Al is beside the Cr atom. When there is no Al by the side, one Cr with Fe can also decrease the interaction between the hydrogen atom and the surface. So, if the Al content on the surface could be selectively increased to some extent, the adsorption of H could be reduced. Furthermore, separating the Cr and Al atoms to make them far enough to each other would lower the enhanced effect of Al on Cr and, at the same time, decrease the hydrogen adsorption chance. In addition, if the Cr and Al atoms could be separate and kept far enough successfully, an appropriate increase of Cr content could also decrease hydrogen adsorption. According to this, a special surface could possibly be designed to reduce hydrogen adsorption and, thus, weaken the hydrogen embrittlement effect.
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210Po, a highly toxic element with strong volatility, is one of the main source terms of a Gen-IV lead-cooled fast reactor (LFR). Therefore, the radioactive safety caused by 210Po has become an important topic in LFR-related research. In order to simulate the behavior of 210Po in an LFR, this work developed a multi-physics model of an LFR from the perspective of radioactive transport. Considering the effects of nuclide decay, cover gas leakage, containment ventilation, and Po aerosol deposition, a comprehensive simulation was carried out to evaluate the sensitivity of those effects on the 210Po distribution in detail. Preliminary results indicate that during normal operation, most of the 210Po in the LBE exist in the form of PbPo, and around 10–9 of 210Po could evaporate from the LBE into the cover gas, and then further leak into the containment. In addition, even if the leakage rate of 210Po in the cover gas into the containment is maintained at 5‰ per day, due to the deposition of Po aerosol, the 210Po contamination on the inner surface of the containment is still below the radioactivity concentration limits.
Keywords: polonium, LBE, fast reactor, Gen-IV, nuclear safety
INTRODUCTION
As one of the generation-IV (Gen-IV) nuclear power system, the lead-cooled fast reactor (LFR) is expected to be the first concept to achieve industrial demonstration (Lorusso et al., 2018; Nuclear Power, 2019). Lead–bismuth eutectic (LBE) is selected as the primary coolant for the LFR due to its neutronic economic and good thermal hydraulic properties (Dierckx et al., 2014). However, during normal operation of the LFR, 210Po, a highly toxic element with strong volatility, will be produced in the LBE coolant, which will induce a new radioactive safety problem.
In the purpose of the occupational safety and public health, ICRP and nuclear power countries have specified healthful working conditions and given the exposure limits of 210Po. In NRB-99 of Russia, the occupational annual limit on intake (ALI) is settled as 6.70 × 103 Bq, and the safety permission of air concentration is below 2.7 Bq/m3 (Pankratov et al., 2004). For the U.S. NRC regulation of 10 CFR Part.20, the derived air concentration (DAC) of 210Po is settled as 1.1 × 105 Bq/m3, while one DAC is equal to allowable maximum air concentration at the breathing rate of 1.3 m3/h for 2,000 working hours per year. And the ALI for ingestion and inhalation are 1.11 × 105 Bq and 2.22 × 104 Bq, respectively (Nuclear Regulatory Commission 10CFR, 2017). In China, the National Standard GB18871-2002 rules mention the ALI of 210Po as 8.3 × 104 Bq, and the exemption concentration as 104 Bq (Mao, 2014), the National regulation on 210Po of RA, US, and CN are given in Table 1.
TABLE 1 | National regulation on 210Po of RA, US, and CN.
[image: Table 1]MULTI-PHYSICS MODEL FOR PO TRANSPORT IN THE LFR
Source Term of Po in the LFR
210Po has a short half-life of 138.4 days (Ram et al., 2019) and is the β decay product of 210Bi (Loewen, 2005). During the normal operation of the LFR, 210Po evaporates from the LBE coolant as a simple substance and a chemical form of PbPo, and then accumulates in the cover gas. Accompanied with the leakage of cover gas, 210Po is released into the containment (Feuerstein et al., 1992), which results in significant radioactive contamination and potential occupational exposure during maintenance.
[image: image]
Po Behavior in the LFR
Physical and Chemical Properties of Po in the LFR
As shown in Figure 1, 210Po exists in the form of Po, PbPo, and H2Po in a typical LFR. And it is immediately apparent that the migration behavior is affected by the key processes of evaporation, decay, diffusion, convection in flow, deposition in air, and chemical reactions with other substances.
[image: Figure 1]FIGURE 1 | Migration characteristics of polonium in the LBE reactor.
In LBE coolant, once the Po is generated from the 210Bi decay, it will have a reaction with Pb immediately and form the compound of PbPo with stable chemical properties. For example, when the coolant temperature is around 673K, only 0.2% ([image: image]) of Po in the LBE is left in the form of Po, and the remaining 99.8% ([image: image]) is in the form of PbPo. Both Po and PbPo can evaporate into the cover gas at a high temperature (Li et al., 1998; Buongiorno, 2001; Buongiorno et al., 2017), which is slow but non-neglectful from the perspective of radioactive safety.
For an accident condition, such as steam generator tube rupture (SGTR), PbPo may directly come in contact with steam, and highly volatile radioactive compounds such as H2Po will be produced, which will make the Po behavior even more complicated. The chemical equations are as follows:
[image: image]
[image: image]
The fundamental properties of Po, PbPo, and H2Po are summarized in Table 2.
TABLE 2 | Po, PbPo, and H2Po foundation properties (Feuerstein et al., 1992).
[image: Table 2]Mass Flow of Po in LFR
To gain insight into the characteristic feature of 210Po in LFR on a normal operation, the mass flow map of 210Po had been clearly drawn in Figure 2.
[image: Figure 2]FIGURE 2 | The molecule flowchart of 210Po in an LFR.
In LBE coolant,
• Accompanied with neutron irradiation, the isotope 210Bi is produced, and then we have the concentration of Bi as cBi210 (mol/m3), with a decay rate [image: image] of 1.6 × 10–6 (1/s);
• 210Bi decays into 210Po, then we have the concentration of Po as [image: image](mol/m3), where the species i means Po or PbPo;
• Define the decay of Po, [image: image]= λPo·[image: image] (mol/m3s);
• Define the purification rate of Po in LBE, [image: image]= ηLBE·[image: image] (mol/m3s);
• Define the Po and PbPo evaporate flux into cover gas at the LBE–gas interface as [image: image] (mol/m2s);
Then the molecule balance equation for each species in LBE can be written as Eq. 4:
[image: image]
In cover gas.
• Define the decay rate of Po, [image: image]= λPo·[image: image] (mol/m3s);
• Define the purification rate of Po, [image: image]= ηgas·[image: image](mol/m3s);
• Define the leakage rate of Po into the containment, [image: image] (mol/m3s);
Then the molecule balance equation for each species in cover gas can be written as Eq. 5:
[image: image]
In containment.
• All the PbPo are assumed to be reacted with H2O in air, to generate H2Po in the containment, [image: image] (mol/m3);
• Define the decay rate of H2Po, [image: image] (mol/m3s);
• Define the deposition rate of H2Po, [image: image] (mol/m3s);
• Define the purification rate [image: image] and leakage rate [image: image] of H2Po in the containment.
Then the molecule balance equation for each species in the containment can be written as Eq. 6:
[image: image]
And due to the H2Po aerosol deposition, there will be surface contamination on the ground of the containment, which is calculated as follows:
[image: image]
From above Eqs. 4–7, a numerical relationship between the 210Po transport and multi-physics environment of LFR had been finally established.
Then a particular emphasis should be put on the evaporation model of Po and PbPo, which dominates how much of the 210Po source will escape from the restraint of LBE. According to Raoult's law for ideal gas, the vapor pressure of dilute solution is equal to the vapor pressure of a pure solvent multiplied by the mole fraction of the solvent in solution at the special temperature (Feuerstein et al., 1992; Loewen, 2005). And the saturated vapor pressure, which is frequently cited, is listed in Table 2.
[image: image]
There is a general consensus that the evaporation equilibrium of Pb/PbPo can always be achieved in microscale on the surface of LBE coolant. Then the evaporation flux can be constructed as an equation of saturated vapor pressure andreal-time vapor pressure.
[image: image]
where [image: image] is the partial pressure of i in cover gas, [image: image] is the saturated vapor pressure of pure i, [image: image] is the mole ratio of solute i in solvent LBE, [image: image] is the saturated vapor pressure of solute i in solvent LBE, and [image: image] is the evaporation rate of Po in vacuum, and because of the cover gas in the LFR, the evaporation rate of Po and PbPo is four orders of magnitude lower than that in vacuum.
Multi-Physics Frame and Numerical Models
Multi-Physics Frame
In order to provide the specific parameters in the multi-physical field, the multi-physics coupling frame was established and the causal link between each physics had been found out in Figure 3. The flow field and the heat transfer field are coupled strongly, while the flow heat transfer field and the concentration field are coupled weakly. By taking the output of thermal fluid ([image: image] and T) as the input of the 210Po molecule transfer, the 210Po concentration and flux in both the steady state and the dynamic state can finally be obtained.
[image: Figure 3]FIGURE 3 | The multi-physics model of Po migration in an LFR.
A two-dimensional axisymmetric geometric structure is utilized in this model, according to the typical LFR concept. The main components that have an effect on the source term transport behavior are taken into consideration, including reactor core, heat exchanger, pump, purification system, cover gas, and containment. The material library covers the main candidate materials used in the LFR.
Fluid Flow Model
In order to improve the utilization of computing resources, a porous medium model is modified to the descript 210Po behavior in core and heat exchanger (HX), and the algebraic y + model is utilized to compute the LBE turbulence, which can couple porous media and laminar flow automatically. In reality, a porous media model is frequently adopted in the nuclear industry to simulate the reactor core or HX, which validates a good agreement with the operation condition (Koloszar et al., 2014). The governing equations of the LBE flow are shown as follows:
[image: image]
[image: image]
The first equation is the momentum conservation equation, and the second equation is the mass conservation equation. The Brinkman equation is used to describe the fast flow in saturated porous media, where [image: image] is the density (kg/m3), [image: image] is the velocity vector (m/s), P is the pressure (Pa), [image: image] is the Brinkman’s permeability (m2), [image: image] is the volume force vector (N/m3), and [image: image] is the acceleration of gravity (m/s2).
The real reactor core is assembled by of tens of thousands of fuel rods vertically. In the simulation, we reasonably simplified the structure of the reactor core and HX as anisotropic porous media, and assumed that LBE flows out mainly from the z-axial direction but rarely from the r-axial direction. Then properties of porous media are determined by two physical quantities, that is, porosity and permeability. The real porosity of the LBE reactor core is 0.2–0.4 (Koloszar et al., 2015). In this model, the porosity of the core is 0.3 and the porosity of the HX is 0.62 (Koloszar et al., 2014). And the permeability is calculated by Darcy’s formula, which is given as follows:
[image: image]
where Q is the mass flow (kg/s), [image: image] is the dynamic viscosity (Pa∙s), [image: image] is the flow length of the core or HX (m), [image: image] is the pressure drop of the core or HX (Pa), and [image: image] is the cross-sectional area of the core or HX (m2). The z-axial leakage rate of the core is calculated as 9.4[image: image]10–9 m2∼1.04[image: image]10–8 m2 and the z-axial permeability of the HX is 3.65 × 10–8 m2∼4 × 10–8 m2; since it is assumed that rare permeation occurs in the r-axial direction, the r-permeability is set as 1 × 10–12 m2.
Finally, the LBE coolant circulation in a reactor vessel was established. Heated by the reactor core and driven by buoyance, the LBE coolant flows up. Then driven by the pump, the LBE coolant will flow down, through HX, and back to the core. The entire flow field ([image: image]) of LFR was obtained.
Heat Transfer Model
The heat transfer model is also based on a porous medium model, and the general governing equation of heat transfer is as follows:
[image: image]
[image: image]
 where [image: image] is the specific heat capacity at a constant pressure (J/kg·K), [image: image] is the heat flux by conduction (W/m2), [image: image] is the heat sources as the reactor core and HX (W/m3), and [image: image] is the effective thermal conductivity (W/m·K). The HX takes all the thermal power generated by the core to the secondary loop. The heat source of the HX can be calculated theoretically as follows:
[image: image]
where [image: image] is the total heat transfer power of the HX (W/m3), [image: image] is the total heat transfer coefficient (W/m2∙K), [image: image] is the temperature that flows into the HX (K), [image: image] is the temperature out of the HX (K), [image: image] is the temperature of the secondary loop (K), and [image: image] is the flow length of HX (m).
Molecule Transfer Model
Since [image: image] and T of the whole LFR are obtained from the computation of Eqs. 10, 13, the governing equation for the 210Po transport model can be written as follows:
[image: image]
where [image: image] is the concentration of i (mol/m3), [image: image] is the diffusive flux vector (mol/m2·s), and [image: image] is a production or consumption rate expression (mol/m3·s).
Numerical Modeling for 210Po in a Typical LFR
Modeling Condition
In order to provide input for a simulation case, several typical LFR concepts in the world are investigated, and the main operation parameters are listed in Table 3 (Zrodnikov et al., 2008; Zrodnikov et al., 2011; Didier et al., 2015). The typical ventilation rate is one volume turnover per hour according to the PWR operation experience. In this work, we assume an atmosphere purification system for the containment, which has a ventilation rate of 0.5/h and 210Po remove efficiency of 95%. According to IPPE experience, lifetimes of 210Po aerosol range from 60–80 s on equipment to 100–150 s in the containment room. And practically, the aerosol lifetimes are usually selected as 100 s for calculation (Yefimov et al., 1997). Besides, the influence of leakage is also the key factor that has to be taken into consideration. As a baseline, the leakage rate of cover gas is assumed as 5‰ per day, and the leakage rate of the containment is assumed as 4‰ per day.
TABLE 3 | Operation parameters of CLEAR, SVBR, MYRRHA, and CASE in this work (Zrodnikov et al., 2008; Zrodnikov et al., 2011; Didier et al., 2015).
[image: Table 3]210Po Distribution in LFR
Under a normal operation condition, the temperature field of LBE ranges from 610 to 670K, and on the surface for Po/PbPo evaporation, it is around 660K. The high-temperature LBE flows up out of the core and down into the HX and is then driven by the main pump flows back into the core. This is the primary cooling loop of the LBE in the reactor vessel. Then we coupled the LBE thermal fluid with cover gas to figure out the entire temperature field and velocity field in the LFR vessel, as shown in Figures 4, 5.
[image: Figure 4]FIGURE 4 | The temperature of LBE and cover gas in an LFR vessel at a steady state.
[image: Figure 5]FIGURE 5 | The flow field of LBE, Ar, and air in an LFR vessel and containment at a steady state.
Then the 210Po concentration field and transport map were computed with environmental inputs of [image: image] and T. And the results at a steady state are shown in Figure 6. 210Po is evenly distributed in the reactor vessel and containment, except for a small amount of high concentration areas.
[image: Figure 6]FIGURE 6 | The 210Po transport in LFR vessel and containment at a steady state.
As shown in Figure 7, the average concentration of 210Po in LBE vs. time is calculated during 100 days from start-up. Under normal conditions, the 210Po concentration will reach equilibrium within 30 days. And the concentration of Po in LBE is around 1.08 × 1010 Bq/kg, which is far beyond the exemption concentration according to Chinese regulation (GB18871-2002). In cover gas, the Po concentration is 6.58 × 103 Bq/L, which is also 2–3 orders of magnitude higher than one DAC value. The concentration of Po in the containment is ∼1 × 10–3 Bq/L, which is below the limitation in law.
[image: Figure 7]FIGURE 7 | The average concentration of Po in LBE during 100 days.
Impact Factors of the Po Transport
Operation Temperature
Since the Po/PbPo evaporation rate is very sensitive to temperature, the influence of operation temperature is taken into analysis. Six different temperature ranges for LFR operation were simulated by adjusting the efficiency of the HX. And the corresponding average concentrations of 210Po in cover gas and containment were obtained, which is shown in Figure 8.
[image: Figure 8]FIGURE 8 | The average concentration of Po in cover gas and containment under different temperature of evaporating interface.
Apparently, from Figure 8, a simple conclusion can be made that the evaporation rate of 210Po from LBE to cover gas will increase rapidly with the higher temperature on the LBE–gas interface. While the 210Po concentration in cover gas is increasing, the 210Po concentration in the containment is increasing in the same proportion. However, at high operation temperature like 401–467°C, the concentration of 210Po in the containment is 63.2 Bq/L, which is a bit higher than one DAC value.
Deposition Rate
A comprehensive analysis was made for all the influential factors (including deposition, ventilation, leakage, and decay) on the 210Po concentration in the containment, which is shown in Table 4. It is obvious that the phenomenon of aerosol deposition is the key process affecting aerosol concentration in containment, based on the assumption in this work. However, the aerosol deposition rate is strongly dependent on the dynamic particle size and density, which will guide our future experiment.
TABLE 4 | Influence factors on 210Po concentration in the containment.
[image: Table 4]We simulated the total surface contamination due to 210Po deposition in the containment and its accumulation during 100 days normal operation. As shown in Figure 9, after 10 days operation, the 210Po activity on the ground of the containment exceeds the limit value of 4 × 103 Bq/m2 specified in the China regulation GB18871-2002. Therefore, it is very important that special decontamination measures must be developed to control the 210Po and avoid radioactivity harms to maintenance staff.
[image: Figure 9]FIGURE 9 | The surface contamination due to 210Po deposition in the containment (100 days).
Leakage Rate
In the real operation, the problem of cover gas leakage is inevitable. In order to better study the influence of leakage from the safety perspective, the leakage fraction per day of cover gas was varied from 0.01% to 0.02, 0.04, 0.08, 0.16, and 0.32%; the 210Po activity in the containment was calculated; and the parameter sensitivity was taken in the analysis.
In Figure 10, the average activity of 210Po in the containment is very sensitive to the leakage rate of the cover gas. Once the leakage rate is higher than 0.01, the 210Po activity in air will exceed the one DAC limit. In order to control the 210Po release and ensure the LFR in a safety state, the leakage rate of the cover gas should be kept below 0.01 strictly, and as low as possible. In case of serious radioactive leakage, the purification system should be quickly started to control the 210Po activity.
[image: Figure 10]FIGURE 10 | Average activity of 210Po in the containment under different leakage rates of cover gas.
Purification System
IPPE developed the techniques of the alkaline extraction of polonium from LBE (Yefimov et al., 1997). And MIT developed the polonium extraction techniques of rare-earth filtering and polonium hydride stripping (Larson, 2002). All these research studies show that the extraction and purification efficiency of 210Po in a real LFR have the potential to reach 90–99%. Therefore, it is reasonable to assume a purification efficiency of 95% to analyze the sensitivity of purified fraction to the 210Po activity in the containment. While the leakage rate is fixed, we modified the flow fraction into the purification system ([image: image]), from 0.01 to 0.2.
[image: image]
where m is the LBE mass flow rate (kg/s),[image: image] is the purification efficiency (%), and [image: image] is the total LBE mass (kg).
Apparently, in Figure 11 above, the purification fraction has a significant influence on the activity of 210Po in the containment. A high purification fraction could reduce the 210Po contamination in the containment effectively, but significantly increase the load of the LBE purification system and the operation cost. While the purification fraction is less than 0.01, the 210Po concentration will exceed one DAC limit. And while the purification fraction is more than 0.05, the decrease rate of 210Po in the containment slowed down gradually. To make a compromise between nuclear safety and economy, a purification fraction of ∼0.05 is recommended.
[image: Figure 11]FIGURE 11 | The average activity of 210Po in the containment under different purification fractions.
DISCUSSION AND CONCLUSION
As a summary of the aforementioned simulation results, for a typical LFR, most of the 210Po accumulate in the LBE coolant can be restrained as a form of PbPo; only ∼10–9 of them could evaporate into cover gas, which is strongly dependent on the temperature on the LBE–gas interface. The aerosol deposition seems to be a positive feature in that it takes the radioactive 210Po down onto ground and restrains the DAC value in air. However, the surface contamination and aerosol resuspension are newly emerging issues. Ventilation combined with the atmosphere purification system is an artificial and reliable approach for Po decontamination.
In addition, some major safety challenges of polonium in LFR still exist. The unknown phenomena and their effects on polonium transport behavior need to be further and deeply explored, such as the oxygen control in LBE, material corrosion products, and impurity filtration. In the next step, more mechanisms of Po transport in the real operation condition and design base accident (DBA) condition will be taken into consideration.
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In the present study, the Fe-9Cr model alloy was irradiated with 240 keV He2+ at 550°C with a dose of 0.5 dpa at the peak damage region. The depth distribution of bubbles in Fe-9Cr alloy was investigated by transmission electron microscopy (TEM). The experimental results revealed that the spatial distribution of bubbles along the depth is different. In the region with higher helium concentration and irradiation dose, the bubbles inclined to be situated inside the plane of loops, forming a structure of “bubble-loop complex.” However, in regions where the helium concentration and irradiation dose are relatively low, the number of “bubble-loop complexes” significantly decreased. In addition, the Burgers vector of “bubble-loop complexes” was identified as <100> type. Radiation-induced enrichment of Cr atoms at the “bubble-loop complexes” was also quantitatively estimated by energy-dispersive X-ray spectroscopy (EDS) in the scanning TEM mode.
Keywords: Fe-Cr alloys, bubble-loop complexes, He irradiation, Cr enrichment, dislocation loops
INTRODUCTION
The structural materials for the next generation fission reactors and fusion reactors will have to withstand high temperatures and a high neutron radiation dose (Zinkle and Was, 2013). In the reactor core materials, high-energy neutron irradiation will simultaneously cause Frenkel pairs and gas atoms such as helium (He) and hydrogen (H) (Marian et al., 2015). Different irradiation defects, such as nanoclusters, dislocation loops, and cavities, will be formed by the accumulation of Frenkel pairs and gas atoms. These irradiation defects will deteriorate the mechanical properties of structural materials by causing hardening, embrittlement, and swelling (Was, 2016).
Due to extremely low solubility and high mobility in the metal matrix, the behaviors of He atoms play a critical role in the microstructural evolution and mechanical properties of materials (Trinkaus and Singh, 2003; Samaras, 2009; Dai et al., 2012). The combination of He atoms with vacancies can cause the formation of stable helium-vacancy (He-Vac) clusters; these clusters can grow into bubbles or voids by absorbing He atoms and vacancies (Trinkaus and Singh, 2003). Besides, He atoms can be effectively trapped by the dislocations, grain boundaries (GBs), and precipitate-matrix interfaces that provide heterogeneous nucleation sites for the growth of bubbles or voids (Trinkaus and Singh, 2003). He atoms can also influence the loop microstructure (Arakawa et al., 2001; Lucas and Schäublin, 2008; Brimbal et al., 2014). The experiments of Brimbal et al. (2014) demonstrated that the simultaneous implantation of helium increased the number density and size of dislocation loops, which was attributed to two reasons. On the one hand, small He-Vac clusters can trap interstitial atoms (Arakawa et al., 2001) and the existence of helium favors the formation of interstitial clusters in displacement cascades (Lucas and Schäublin, 2008). On the other hand, He atoms can reduce the loops’ mobility so that loops are left to absorb additional interstitials to further grow (Brimbal et al., 2014). Especially, it is also found that the He ion injection can lead to the heterogeneous nucleation of cavities or bubbles inside the plane of the dislocation loops in Fe-Cr alloys or ferritic-martensitic steels (Chen et al., 2008; Brimbal et al., 2011; Brimbal et al., 2014; Zhang et al., 2018; Bhattacharya et al., 2019; Li et al., 2020). This special structure between bubbles and loops was called “bubble-loop complexes” in some papers (Chen et al., 2008; Zhang et al., 2018; Li et al., 2020). Zhang et al. (2018) believed that this special structure can promote the growth of dislocation loops. However, the formation mechanism and conditions of this structure are still unclear.
Apart from causing various defects in materials, irradiation can also lead to radiation-induced segregation/precipitation (RIS/RIP) at sinks such as GBs, precipitate/matrix interfaces (Jiao and Was, 2011), which may reduce the oxidation or corrosion resistance of materials (Was, 2016). In addition, RIS also occurs in the vicinity of radiation-induced defects such as dislocation loops (Yoshida et al., 1988; Neklyudov and Voyevodin, 1994; Jiao and Was, 2011; Bhattacharya et al., 2014). For instance, the Cr atoms can enrich on dislocation loops during the process of irradiation (Yoshida et al., 1988; Neklyudov and Voyevodin, 1994; Bhattacharya et al., 2014), which can suppress the motion of the loops (Arakawa et al., 2004; Terentyev et al., 2013).
Currently, ferritic-martensitic steels are candidate structural materials for the generation-IV fission reactors and fusion reactors (Yvon and Carré, 2009) owing to their higher swelling resistance as compared to austenitic steels (Blasl et al., 1985; Klueh and Harries, 2001). Fe-Cr alloys, as the model steels, have been used to study the basic irradiation damage mechanisms of complex ferritic-martensitic steels. In order to study the helium behavior in Fe-Cr alloys, the bulk specimen of a Fe-9Cr model alloy was irradiated with 240 keV He2+ at 550°C in this study. The depth distribution of radiation-induced defects in Fe-9Cr alloy irradiated by He ions was investigated by transmission electron microscopy (TEM) and scanning transmission electron microscope (STEM). The “bubble-loop complexes” were observed and characterized in detail. In addition, the Cr enrichment at “bubble-loop complexes” was also analyzed by energy-dispersive X-ray spectroscopy (EDS) measurements in the STEM mode.
MATERIALS AND EXPERIMENTAL PROCEDURE
The Fe-9Cr model alloy used in this work was melted into an ingot in a vacuum induction furnace, and then the ingot was forged and hot-rolled to a 12 mm thick plate. The chemical compositions of the material are listed in Table 1. Before radiation, the material was heat-treated at 920°C for 30 min followed by air cooling and then tempered at 720°C for 1 h. The preparation process of the metallographic sample is as follows: the bulk specimen was mechanically polished using SiC abrasives from 400 grit up to 2000 grit and the diamond polishing fluids with particles of 0.3 μm, and then the sample surface was etched with an etching solution of 5 ml hydrochloric acid and 1 g picric acid in 100 ml ethanol. Optical Microscopy (OM) observation showed that the initial microstructure of the material is all ferrite and the average grain size is about 75 μm. A bulk sample with a dimension of 9 mm × 6 mm × 2 mm for irradiation experiment was cut from the heat-treated steel plate by spark erosion, and then it was mechanically polished. Finally, the surface of the specimen was electrolytically polished in an electrolyte of 10% perchloric acid in ethanol.
TABLE 1 | Concentrations of composition in Fe-9Cr alloy used in this study (wt%).
[image: Table 1]The irradiation experiment was performed at the 320 kV platform for multidiscipline research with highly charged ions at the Institute of Modern Physics (IMP), Chinese Academy of Sciences. The specimen of Fe-9Cr model alloy was irradiated with 240 keV He2+ at 550°C to a dose of 0.5 dpa at the peak damage region. The dose rate was 1.4 × 10−4 dpa/s and the influence of ions was 2.1 × 1016 cm−2. The displacement damage, helium content, and the He/dpa ratio (appm/dpa) were calculated by using the “Quick Calculation (K-P)” mode in SRIM 2013 and the displacement energy of 40 eV was used for Fe-9Cr alloy (Was, 2016). A typical damage profile across the Fe-9Cr sample depth is illustrated in Figure 1.
[image: Figure 1]FIGURE 1 | The profile of dpa, He content, and the He/dpa ratio calculated for Fe-9Cr alloy irradiated with 240 keV He2+ ion by using SRIM 2013.
TEM foil samples for microstructure characterization were prepared using a focused ion beam (FIB) system. Flash polishing was used to remove the FIB damage caused by the FIB lift-out process. The process of flash polishing is as follows (Lu et al., 2016). An electropolishing apparatus with an electrolytic solution of 5% perchloric acid in 95% ethanol was used to do flash polishing. The electric potential applied to the FIB-polished specimen was 6–14 V and the temperature range was between −30 and −50°C. An accurate timer was used to control the time of flash polishing between 0.05 and 0.2 s. The final thickness of the FIB sample is about 70 nm. The under-focus condition in a JEOL JEM-F200 TEM microscope was used to image He bubbles. The dislocation loops were imaged on the zone axis under the STEM mode in a Talos F200X microscope. Details about the conditions and methods of dislocation loop imaging in the STEM mode can be found in Parish et al. (2015). STEM-EDS technique was conducted to characterize the compositional distribution in Fe-9Cr alloy. The standard deviation of the size measurement data was used to calculate the size error and the standard deviation of the density of three to four different regions was used to calculate the density error.
RESULTS AND DISCUSSION
Bubble Spatial Distribution in Irradiated Fe-9Cr Alloy
Figures 2A,B show, respectively, the cross-sectional TEM bright-field (BF) images taken under <110> and <100> zone axes of Fe-9Cr alloy irradiated by 240 keV helium ions. The FIB sample shown in Figure 2B was processed by flash polishing and the region between the surface and 200 nm depth in this sample was corroded away by the electrolytic solution, so there existed an elongated hole with a width of about 200 nm below the platinum layer. In order to obtain the information of bubbles in the region between surface and 200 nm depth, a whole FIB sample without processing by flash polishing is shown in Figure 2A. The start points in Figures 2A,B are all the bottom surfaces of the platinum layer. It was found that the spatial distribution of bubbles is different along with the depth in Figure 2. According to the characteristic of bubble distribution, the irradiation damage region was divided into three regions. In region 1 (from the surface to 400 nm depth), the small He bubbles were distributed in the matrix and on GBs and a few linear arrangements of bubbles were also observed in the range between 200 and 400 nm depth. The reason for linear arrangements of bubbles is that some bubbles were located inside loops that are edge-on. As mentioned in the introduction, these peculiar structures combining bubbles and loops were commonly referred to as “bubble-loop complexes.” In region 2 (between the depth of 400 and 750 nm), the obvious feature of the spatial distribution of bubbles is that a large number of bubble-loop complexes appeared in this region. Region3, which is beyond the damage region calculated by SRIM, is between the depth of 750 and 900 nm. In this region, most bubbles precipitated on preexisting dislocation lines or GBs and no bubble-loop complexes were observed. The images of bubbles detected in these three different regions are shown in Figure 3.
[image: Figure 2]FIGURE 2 | TEM bright-field (BF) images showing the spatial distribution of bubbles of Fe-9Cr alloy (A) under <110> zone axis and (B) under <100> zone axis.
[image: Figure 3]FIGURE 3 | TEM BF images taken under <110> zone axis showing the bubble distribution in different regions: (A) in region 1, the red arrows indicate small bubbles at the matrix and on the GBs, (B) in region 2, the red arrows indicate bubbles inside the plane of loops, and (C) in region 3, the red arrows indicate bubbles at the dislocation lines.
According to the He content distribution calculated by SRIM, there exists a difference in the He content along with the depth, so it can be inferred that the variance of bubble spatial distribution along the depth is related to the difference of the He content in different regions. The TEM-BF images taken under <110> zone axis were used to measure the bubble size and density in different three regions and the statistical results are shown in Table 2. Figure 4 shows the average size and density of bubbles in different three regions. It was found that the average bubble size changes little along with the depth, but the bubble number density in the helium-rich region (region 2) is higher than that in the helium-depleted regions (region 1 and region 3).
TABLE 2 | Summary of average size and density of bubbles in different regions.
[image: Table 2][image: Figure 4]FIGURE 4 | (A) The average size of bubbles in different depth ranges and (B) the average density of bubbles in different depth ranges.
Bubble-Loop Complexes
Figure 5 shows the TEM-BF images showing the structure of bubble-loop complexes taken under <100>, <110>, and <111> zone axes. Different morphologies of “bubble-loop complexes” in region 2 were displayed under three different zone axes. As mentioned above, the linear arrangements of bubbles in these images correspond to the “bubble-loop complexes” where the loops are edge-on. The linear arrangements of bubbles were not observed in the <111> zone axis since no loops are edge-on in the <111> zone axis, which has been demonstrated by the dislocation loops orientation maps developed by Yao et al. for bcc Fe-based materials (Yao et al., 2013). Figure 6 shows STEM-BF images taken near <100>, <110>, and <111> zone axes, and the structure of “bubble-loop complexes” can be observed more clearly in the STEM-BF mode. In addition, combining the STEM-BF images and the dislocation loop orientation maps developed by Yao et al. (2013) (as shown in Figure 6), the Burgers vector of the loops in the “bubble-loop complexes” was identified as <100>. This is consistent with the findings of many irradiation experiments in which only <100> loops existed above 500 °C in Fe-Cr alloys or F/M steels (Jenkins et al., 2009; Liu et al., 2017). The size distribution of bubble-loop complexes in irradiated Fe-9Cr alloy is shown in Figure 7. Figure 8 shows the cross-sectional STEM-BF image taken under <100> zone axis at low magnification. Although there were some bubble-loop complexes in the region between 200 and 400 nm, most of them were mainly distributed in region 2. In region 3, no bubble-loop complexes were found. The STEM-BF images taken under <100> zone axis were used to measure the size and density of bubble-loop complexes in region 1 and region 2. The statistical results are shown in Table 3. The density of bubble-loop complexes in region 2 is about three times as large as that in region 1, which is consistent with the trend of change of bubble density along with the depth.
[image: Figure 5]FIGURE 5 | TEM BF images showing the structure of bubble-loop complexes: (A) under <100> zone axis, (B) under <110> zone axis, and (C) under <111> zone axis.
[image: Figure 6]FIGURE 6 | STEM BF images showing bubble-loop complexes: (A) under <100> zone axis, (B) under <110> zone axis, and (C) under <111> zone axis; the red arrows indicate bubble-loop complexes.
[image: Figure 7]FIGURE 7 | Size distribution of bubble-loop complexes in irradiated Fe-9Cr alloy.
[image: Figure 8]FIGURE 8 | STEM BF images showing the spatial distribution of loops of Fe-9Cr alloy near <100> zone axis.
TABLE 3 | Summary of average size and density of bubble-loop complexes in different regions.
[image: Table 3]Bubble-loop complexes have been observed in pure Fe and Fe-Cr-based steels irradiated by dual-beam ions (Fe ion + He ion) and single-beam He ions (Brimbal et al., 2014; Chen et al., 2008; Brimbal et al., 2011; Bhattacharya et al., 2019; Zhang et al., 2018; Li et al., 2020). Chen et al. (2008) found the bubble-loop complexes in oxide dispersion strengthened (ODS) ferritic steel PM2000 irradiated by He ions at 400 °C. Brimbal et al. (2011); Brimbal et al. (2014) identified bubble-loop complexes in α-Fe irradiated by He and Fe dual-beam ions at 500°C. Bhattacharya et al. (2019) observed heterogeneous cavity nucleation inside dislocation loops in Fe-Cr alloys irradiated by Fe and He dual-beam ions at 500°C. Recently, Li et al. (2020) systematically investigated the behaviors of bubble-loop complexes in He-irradiated CLAM steels at different temperatures. Their research showed that bubble-loop complexes appeared when the samples were irradiated at the temperature of 250°C and above. The irradiation conditions of the above experiments and this study where the bubble-loop complexes were observed are summarized in Table 4. The dpa shown in Table 4 was converted to the numerical value of dpa in the “Quick Calculation (K-P)” mode. As can be seen from Table 4, bubble-loop complexes usually appeared under irradiation conditions with relatively high temperatures. The experiment results of Li et al. (2020) also indicated that bubble-loop complexes were easily formed at a high temperature. Besides, a high He/dpa ratio is also believed to contribute to the formation of bubble-loop complexes. However, Bhattacharya et al. (2019) also observed these structures under the irradiation condition with a low He/dpa ratio (∼20). Their experimental results showed that bubble-loop complexes appeared beyond the damage peak, and they believed that the existence of a different dislocation loop microstructure in front of and beyond the damage peak and the high concentration of He around the damage peak resulted in the formation of this peculiar structure. In our study, bubble-loop complexes mainly were distributed in region 2 where the He concentration is relatively higher. In addition, the irradiation dose in region 2 is also higher than that in region 1 and region 3, which can cause the formation of a different loop structure in region 2 compared to the other two regions. Therefore, a relatively high He content and a radiation dose prompted the formation of bubble-loop complexes in region 2.
TABLE 4 | Summary of experimental studies on bubble-loop complexes in bcc Fe (Cr) alloys and F/M steels. T: irradiation temperature.
[image: Table 4]A possible mechanism was formulated by Brimbal et al. (2011) to explain the formation of bubble-loop complexes. There exists positive binding energy between helium with <111> type dislocations (Heinisch et al., 2006; Yang et al., 2007; Heinisch et al., 2010) and <111> type dislocation loops (Shim et al., 2007), and He atoms can be trapped at the dislocation core. The mobility of the trapped helium atoms by “pipe-diffusion” in the dislocation core can cause the nucleation of small helium clusters. These clusters are left behind in their as-nucleated locations when the dislocation loops grow larger by preferential absorption of interstitials. Because He atoms are insoluble in the Fe matrix, these clusters are stable and can grow by further absorbing He atoms or vacancies until they are observed in TEM as bubbles inside the loop plane. Based on the atomistic simulations (Yang et al., 2013; Li et al., 2020), a different mechanism was proposed by Li et al. (2020). In the process of He+ irradiation, the self-interstitial atoms (SIAs) are attached to the He-Vac clusters to form the initial He-Vac-SIA complexes. These He-Vac-SIA complexes can further absorb SIA clusters and/or He-Vac clusters and grow up into the bubble-loop complexes observed in TEM at relatively high temperatures. The difference between the two mechanisms is that one believes that the formation of bubble-loop complexes was originated from the interaction between dislocation loops and He atoms while the other believes that bubble-loop complexes were formed by direct nucleation and growth of He-Vac-SIA complexes. If the mechanism proposed by Li et al. (2020) was operating in our experiment, the nucleation of the He-Vac-SIA complexes should have been homogeneous in region 1, and the homogeneous nucleated He-Vac-SIA complexes should have been able to further absorb irradiation-induced interstitial clusters, He atoms, and vacancies in a uniform manner. As a result, the expected distribution of bubble-loop complexes would be uniformly distributed complexes with a smaller size than those in region 2 since the irradiation-supplied interstitials, He atoms, and vacancies in region 1 would have been more dispersedly partitioned into each bubble-loop complex. This, however, was not the situation observed in region 1 in our experiment. Our experimental results indicated that the size of bubble-loop complexes in region 1 is similar to that in region 2. Thus, the mechanism proposed by Li et al. (2020) may not explain the formation of bubble-loop complexes, and the mechanism proposed by Brimbal et al. (2011) is believed to better explain the difference in the distribution of bubble-loop complexes in our experiment. In region 2, the irradiation dose and He content are relatively high, and more interstitial clusters were formed in this region. When the small interstitial clusters grew to dislocation loops of a certain size, the core of loops trapped the He atoms in the matrix. These trapped He atoms evolved into small helium clusters or He-Vac clusters at the core of loops and pinned the dislocation loops. Then these immobile loops, like sinks, continued to grow by absorption of interstitial atoms. Simultaneously, these small helium clusters or He-Vac clusters at the core of loops were left inside the loop plane and grew into bubbles by absorbing He atoms or vacancies, forming a large number of bubble-loop complexes in region 2 eventually. Since the irradiation dose in region 1 is lower than that in region 2, the number of initial dislocation loops formed in region 1 is less than that in region 2, resulting in fewer bubble-loop complexes formed in region 1. In addition, the similar size of the bubble-loop complexes in region 1 as compared to those in region 2 gives us a reason to believe that these complexes in both regions experienced similar growth kinetics (as the number density of bubble-loop complexes and He content are nearly proportionally distributed between region 1 and region 2). In region 3, the irradiation dose decreased to zero. There were not enough SIAs to form visible loops and helium in the matrix would not be trapped by the loops. Therefore, no bubble-loop complexes were observed in region 3.
Cr Segregation on the Bubble-Loop Complexes
STEM-EDS measurements were performed on the bubble-loop complexes. The measurement method is the same as that used by Bhattacharya (Bhattacharya et al., 2014). For reliable estimates by EDS on dislocation loops, it is essential that the normal of the two-dimensional planes should be exactly vertical to the electron beam direction. Thus, the FIB sample was tilted to [110] zone axis. When the electron beam was aligned with the [110] zone axis, <001>-type dislocation loop families were perfectly on edge in our study. Figure 9 shows the high-angle annular dark-field (HAADF) image taken on <110> zone axis of the FIB sample. The black lines shown in Figure 9A correspond to bubble-loop complexes which are edge-on. Figure 9B shows three line scans in one bubble-loop complex and each line scan contained 50 points. The results of the line scans are plotted in Figure 10; it should be noted that the center point of LG2 was above in the black line representing the bubble-loop complex, so the peak of LG2 is the right side of the peak of LG3 and LG4 in Figure 10. The measurement results are believed to represent the Cr enrichment in the bubble-loop complexes. In addition, the results of the line scans also revealed that the values of Cr enrichment in different locations of an edge-on bubble-loop complex are different, which demonstrated that the Cr enrichment was heterogeneous. This is consistent with the experimental results of Bhattacharya et al. (2014) as well. A total of 20 line scans were done and the average peak value of Cr enrichment is about 18.86 ± 3.07 wt%. The behavior of Cr enrichment at the bubble-loop complexes is similar to that of Cr enrichment at dislocation loops. The phenomenon of the segregation of Cr at dislocation loops has been reported by many researchers (Jiao and Was, 2011; Neklyudov and Voyevodin, 1994; Yoshida et al., 1988; Bhattacharya et al., 2014). For instance, Neklyudov and Voyevodin (1994) observed the enrichment of Cr and Si at dislocation loops in 13Cr2MoNb-VB steel irradiated with chromium ions to 48 dpa at 575°C. Yoshida et al. (1988) discovered the enrichment of Cr and Ni at dislocation loops in high-purity Fe-10Cr and Fe-10Cr-1Ni alloys irradiated by electrons. Bhattacharya et al. (2014) reported the Cr enrichment at dislocation loops in ion-irradiated high-purity Fe-11Cr alloys at 500°C. The Cr depletion at dislocation loops was also reported in HCM12A steel after ion irradiation at 400°C by Jiao and Was (2011). Table 5 summarizes the segregation behaviors of Cr at dislocation loops in the above literature and this study. The values of Cr enrichment in experiments of Bhattacharya et al. (2014) and this study are larger than those measured in other experiments. In irradiation experiments of Bhattacharya et al. (2014) and ours, the helium ions were injected into irradiation materials. Hence, helium atoms in irradiation materials possibly promoted the enrichment of Cr at dislocation loops. But Bhattacharya et al. (2014) believed that the effect of helium on the enrichment of Cr at dislocation loops is limited. Because the compositions of irradiation materials and irradiation conditions in the above experiments are different, the direct comparison of values of Cr enrichment in these experiments may be unreliable. The effect of helium on the Cr enrichment at dislocation loops needs further systematic studies.
[image: Figure 9]FIGURE 9 | The high-angle annular dark-field (HAADF) image of bubble-loop complexes taken on <110> zone axis; the blue lines represent the traces of the line scan for EDS measurement.
[image: Figure 10]FIGURE 10 | Concentration profiles of Cr at the bubble-loop complexes obtained by EDS analysis.
TABLE 5 | Summary of segregation of Cr at dislocation loops in literature and this study.
[image: Table 5]CONCLUSION
In this study, the Fe-9Cr model alloy was irradiated with He2+ up to 0.5 dpa peak dose at 550°C. The microstructure after irradiation was investigated by TEM and STEM. The experimental results indicated that the spatial distribution of He bubbles is different along with the depth. In the region with higher He concentration and irradiation dose, a large number of bubble-loop complexes (bubbles inside loops) were formed. But in some regions with lower He concentration and irradiation dose, the number of bubble-loop complexes decreased significantly or these structures even were not observed. It is believed, based on our experimental observations, that the mechanism proposed by Brimbal et al. can better explain the formation mechanism of the bubble-loop complexes. The Burgers vector of “bubble-loop complexes” was identified as <100> type. In addition, the Cr enrichment at the bubble-loop complexes was also quantitatively estimated by STEM-EDS measurements and the average peak value of Cr enrichment is 18.86 ± 3.07 wt%.
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Incorporating graphene nanoparticles with high thermal conductivity into a lead-based coolant can significantly increase its thermal conductivity and specific heat capacity, thereby increasing the core power density of lead–bismuth cooled reactors, reducing the amount of coolant required, and ultimately realizing a miniaturized and lightweight reactor design. The purpose of the design is of great significance to the engineering application of lead–bismuth stacks in remote areas and open seas. In this study, the thermophysical properties of metal-based graphene nanofluids are analyzed by comparing and analyzing prediction models established for the thermal conductivity, viscosity, and specific heat capacity. The strengthening mechanism of nanofluids is summarized, and a series of suitable calculation formulae for the thermophysical properties of lead–bismuth-based graphene nanofluids is proposed. The research results show that incorporating graphene nanoparticles into a lead–bismuth-based coolant can significantly improve its thermal conductivity and specific heat capacity. When the nanoparticle suspension is relatively stable, the thermal conductivity, specific heat capacity, and viscosity increase significantly with the concentration of graphene nanoparticles. When the concentration reaches 20%, the thermal conductivity and specific heat capacity of the nanofluid are enhanced by approximately 80 and 20%, respectively, whereas the viscosity is also increased by approximately 100%. Therefore, it is important to appropriately select the parameters for the addition of nanoparticles to maximize the effect of lead–bismuth-based graphene nanofluids on the heat transfer performance of the reactor core.
Keywords: lead-bismuth cooled reactor, graphene nanofluid, thermal conducitivity, viscosity, specific heat capacity
INTRODUCTION
High-performance lead–bismuth cooled reactor technology characterized by miniaturization and weight reduction is expected to change the mode of remote energy supply. The abundant energy supply provided by such reactors can fundamentally reduce or eliminate the need for logistics and other infrastructure related to energy equipment, bringing about an innovative development of nuclear power equipment. High-performance lead–bismuth cooled reactor technology has broad application prospects in military and civilian fields such as in nuclear-powered ships, nuclear-powered missiles, land-based mobile nuclear power supplies, underwater nuclear energy networks, nuclear-powered torpedoes, offshore drilling platforms, and deep-sea operation equipment capabilities. Minimizing the volume and weight of the reactor can help significantly improve the flexibility and maneuverability of nuclear power plants while ensuring sufficient power supply. For high-performance lead–bismuth cooled reactors, the amount of coolant in the primary loop is a major factor influencing the volume and weight of the reactor, and it is an important research parameter for reactor performance optimization (Li et al., 2020). To enhance the heat transfer ability of a lead–bismuth coolant, graphene nanoparticles can be added to further improve its thermal conductivity and heat exchange capabilities, thus realizing high-performance lead–bismuth-based graphene nanofluids. The properties of graphene nanoparticles are shown in Table 1 (Lei and Zhang, 2017). A lead–bismuth-based graphene nanofluid can increase the core power density of high-performance lead–bismuth cooled reactors and reduce the amount of coolant required in the primary cooling system of the reactor, ultimately achieving a miniaturized and lightweight design of the reactor.
TABLE 1 | The properties of graphene nanoparticles.
[image: Table 1]The basic concept of nanofluids was first conceived by Choi and Eastman (1995) By adding nanoscale solid particles into a base solution, the heat conductivity of the solution can be significantly improved. Qiao (2010) carried out experiments on the preparation and performance of graphene nanofluids and proposed a suitable prediction model. Yimin (2014) studied the heat conduction and heat exchange enhancement mechanisms of nanofluids and proposed a thermal conductivity model considering nanofluid aggregation structures. Shu (2019) studied the thermal properties and heat transfer of water-based graphene nanofluids. Shukla et al. (2016) proposed a new calculation model for the thermal conductivity coefficient of nanofluids with spherical and non-spherical shapes based on Brownian motion. Demirkır and Ertürk (2020) studied the rheological characteristic and thermal properties of water-based graphene nanofluids. The above results have shown that nanoparticles can help significantly improve the thermophysical properties of the base fluid.
However, conventional nanometer-sized particles dispersed in water or ethylene glycol as the base fluid easily form sediments and affect the stability of the suspension because of the significant difference in the specific densities between the base fluid and the particles, which limits the ability to enhance the heat transfer of the fluid. Ma and Liu (2007) proposed to use a liquid metal or a low-melting alloy as the heat transfer medium to cool computer chips and further analyzed their use as the base fluid with graphene nanoparticles, which were added to the liquid metal alloy to introduce the concept of an “ultimate coolant” with ultra-high thermal conductivity. Men (2010) studied a liquid metal-based nanofluid as a heat transfer medium using a single-phase fluid model, a discrete phase model, and a Eulerian–Eulerian (E–E) model to study its flow and heat transfer effect under forced convection-based natural convection. Zhou et al. (2020) used metal gallium as the base liquid and added alumina (Al2O3), diamond, and carbon nanotubes as nanoparticles to study the influence of the nanoparticles on the heat transfer performance of the base metal liquid. The results showed that when Re = 1,000 and φ = 6%, the Nusselt numbers of the nanofluids Ga–CNT, Ga–Diam, and Ga–Al2O3 could be enhanced by 17.3, 16.1, and 2.1%, respectively, compared with that of pure liquid metal Ga. A nanoparticle fluid with a high concentration of graphene nanoparticles is the best choice for heat transfer enhancement.
Current research on graphene nanofluids mainly involves conducting experiments and model predictions at normal temperatures. Few studies have been performed under high-temperature and high-heat-flux conditions, and the mechanism whereby nanoparticles improve the thermal conductivity and specific heat capacity of the fluid has not been thoroughly investigated. The proposed model of the mechanism cannot be widely applied to scenarios where different types of nanoparticles improve the thermophysical properties of the fluid. Therefore, this study uses high-temperature lead–bismuth liquid metal as the base liquid and compares it with sodium, gallium, and other liquid metals to study the effects of the concentration, temperature, particle size, and other factors on the thermal conductivity, viscosity, and specific heat capacity. A prediction model for the thermal conductivity, viscosity, and specific heat capacity of a graphene-based nanofluid is established, laying a theoretical foundation for the subsequent application of lead–bismuth-based graphene nanofluids as the cooling medium in lead–bismuth cooled reactors.
FACTORS AFFECTING THE STABILITY OF LEAD–BISMUTH-BASED GRAPHENE NANOFLUIDS
A certain amount of nanoparticles was added to the base liquid to form nanofluids. Nanoparticles, due to their small-scale effect, irregular Brownian motion, and strong surface effect, form agglomerates with a number of weakly connected interfaces and then precipitate, ultimately affecting the stability of the nanofluid. Therefore, the basis for studying the thermophysical properties of nanofluids is to ensure their uniform and stable distribution in the base fluid without agglomeration. The resultant force experienced by the nanoparticles can be expressed as in Eq. 1 (Agarwal et al., 2013):
[image: image]
where Fb is the Brownian force experienced by the nanoparticles, Ff is the buoyancy force; Fu is the interphase resistance; FA is the van der Waals force; FR is the electrostatic repulsion force.
The mass force on the nanoparticles can be temporarily ignored due to their nanometer size. Only the van der Waals force and the electrostatic repulsion force on the nanoparticles are considered. The force analysis shows that the stability of the nanofluid depends on the relative magnitude of the repulsive and suction forces. When the repulsion force is greater than the suction force, the Brownian motion causing nanoparticle collisions can be sufficiently prevented so as to avoid agglomeration and precipitation. Adjusting the balance between the suction and repulsion of the suspended nanoparticles by different means can keep the suspension in a stable state for a longer time. Based on the type of repulsive force, the repulsive force experienced by the dispersed nanoparticles can be divided into spatial repulsion and charge repulsion, as shown in Figure 1 (Balanta et al., 2011).
[image: Figure 1]FIGURE 1 | Types of repulsion forces acting on nanoparticles. (A) Spatial repulsion (B) Charge repulsion.
From a microscopic viewpoint, the influence of nanofluid stability mainly includes three aspects (Wu et al., 2020): 1) There are multiple dispersion systems in the nanofluids. Nanoparticles have a large specific surface area and high surface energy. They tend to agglomerate with each other, which reduces their surface energy. 2) The small-scale effect, irregular Brownian motion, and the resulting collisions between nanoparticles cause uneven forces and settlement. 3) Nanoparticles are prone to agglomeration under the action of electrostatic repulsion and spatial repulsion. Once agglomeration occurs, the surrounding nanoparticles in the suspension will also be adsorbed and agglomerated, thereby affecting the stability of the nanofluid. Based on the aforementioned micromechanism analysis and experimental research, the factors affecting the stability of nanofluids mainly include the particle density, particle shape, fluid viscosity, dispersant, and pH value. The above factors often affect the thermal conductivity, specific heat capacity, and other thermophysical properties.
THERMAL CONDUCTIVITY OF LEAD–BISMUTH-BASED GRAPHENE NANOFLUID
The thermal conductivity is an important thermophysical property of lead–bismuth-based graphene nanofluids. Numerous research results have shown that nanoparticle addition can help significantly improve the thermal conductivity of fluids. The mechanism whereby nanoparticles improve the thermal conductivity of the base fluid can be mainly divided into the following four aspects.
Thermal Conduction Mechanism of Nanofluid
Brownian Motion and Micro Convection Effect of Nanoparticles
According to the Brownian motion theory (Einstein, 1956), nanoparticles suspended in a liquid are affected by the surrounding liquid molecules, and the particles keep moving randomly. The smaller the particle size, the higher the movement speed and the more frequent the movement; hence, the frequency of energy exchange between the nanoparticles and the fluid is higher, thereby improving the thermal conductivity of the fluid.
Agglomeration and Percolation Structure of Nanoparticles
In the process of energy transfer in the nanofluids, the ideal state is when the nanoparticles can be uniformly distributed in the base fluid at a relatively high concentration without agglomeration (Wang et al., 2012). In fact, the nanoparticles collide with each other in the base fluid because of their irregular Brownian motion, easily leading to agglomeration and large-cluster formation. The speed of these agglomerates is lower than those of the individual particles. The greater vertical force will accelerate the precipitation of the particles. The agglomeration phenomenon will reduce the energy transfer rate inside the nanofluid and reduce the enhanced heat transfer performance.
Theoretical Studies on Liquid Layer Formed by Nanoparticles and Base Liquid
Based on experimental observations, researchers have found that an ordered liquid layer nanostructure is formed around the nanoparticles. This solid-like structure plays a leading role in the thermal conduction process from solid to liquid, which increases the effective thermal conductivity of the nanofluid. The thickness can be given as follows (Ma, 2008):
[image: image]
where M is the mass fraction of the liquid, ρf is the density of the liquid, and NA is Avogadro’s constant (6.022×1023/mol).
From the formula, find that the thickness of the nanostructure is only related to the base fluid. The other influencing factors need to be continuously improved, and whether the main heat conduction mechanism of the liquid layer is solid heat conduction or liquid heat conduction requires further research.
Ballistic Transport and Nonlocal Effect
A ballistic transport phenomenon occurs when the nanoparticle diameter is smaller than the free path of the phonon and when there is no scattering inside the molecule. At this time, the internal thermal conductivity of the nanoparticle is insufficient. The diffusion capacity at the liquid interface is dominant. However, some experimental results have shown that this local effect cannot explain the improved thermal conductivity of nanofluids (Nie et al., 2008).
Thermophoresis Theory
Thermophoresis is due to the existence of a temperature gradient. The molecules on the high-temperature side are impacted more strongly than those on the low-temperature side, leading to a directional movement of the molecules. However, experiments have shown that this phenomenon has largely no influence on the thermal conductivity of nanofluids and that it is several orders of magnitude lower than the effect produced by Brownian motion (Koo and Kleinstreuer, 2005).
Radiation Heat Transfer
From a molecular dynamics simulation, the energy transfer speed between two particles increases sharply when the distance between them is < 1 µm. Therefore, it can be considered that near-field radiation may have a greater effect on thermal conductivity. However, some researchers pointed out that near-field radiation does not significantly enhance the heat conduction of nanofluids, even when the intensity of near-field radiation is greater than that of blackbody radiation (Koo and Kleinstreuer, 2005; Ben-Abdallah, 2006).
Figure 2 shows the schematic of each theory (Zhao et al., 2013).
[image: Figure 2]FIGURE 2 | Nanofluid heat conduction mechanism. (A) Nanoparticle Brownian motion and microconvection, (B) Nanoparticle agglomeration and penetration, (C) Nanoparticle liquid layer, (D) Ballistic transport and nonlocal effects, (E) Thermophoresis theory, (F) Radiation heat transfer.
Thermal Conductivity Calculation Model
Based on the aforementioned heat conduction and heat transfer mechanism, domestic and foreign scholars have established a thermal conductivity calculation model for nanofluids.
In 1873, Maxwell (1904) studied the mechanism whereby small solid particles added to a liquid improve the thermal conductivity ability and provided a solid–liquid two-phase flow basic heat conduction model. Thereafter, scholars mainly improved and revised this theoretical model. Although the basic model does not accurately predict the thermal conductivity of solid–liquid fluids, the law of thermal conductivity has been verified by subsequent experiments.
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where kp is the thermal conductivity of the particles, kf is the thermal conductivity of the liquid, and φ is the volume fraction of the particles.
Wu and Zhao (2013) analyzed the effects of the size and shape of nanoparticles on the thermal conductivity of nanofluids and proposed that the thermal conductivity of slender-particle nanofluids is much higher than those of spherical nanoparticles. Nanoparticles that are uniformly dispersed have a higher thermal conductivity.
Hamilton and Crosser (1962) proposed the H-C thermal conductivity model for the effect of the nanoparticle shape on the thermal conductivity of the suspension:
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where m is the shape factor, m = 3/ψ, SV is the surface area of the spherical particle with the same particle volume, and SP is the surface area of the particle.
Leal (1973) proposed a model for the thermal conductivity of spherical particles with a solid–liquid two-phase flow. This model fully considers the influence of the Brownian force on the thermal conductivity of the suspension.
[image: image]
here, [image: image], where r is the particle radius, γ is the velocity gradient, ρ is the density, and cpf is the specific heat capacity.
Yimin (2014) studied nanoparticle molecular dynamics and micromolecular heat transfer process, comprehensively considered the volume fraction, particle size, base fluid temperature, interface thermal resistance, and other factors of the nanoparticles, proposed a thermal conductivity calculation model for the nanofluid:
[image: image]
where H is the total heat transfer coefficient; T is the fluid temperature; A is the heat transfer surface area; dp is the particle size; kB is the Boltzmann’s constant, and τ is the relaxation time constant.
Later, Yimin et al. (2002) proposed a thermal conductivity calculation model for the agglomeration of nanoparticles considering the characteristics of nanoparticle agglomeration in the base fluid. Notably, this model ignores the effect of the interface thermal resistance on the thermal conductivity:
[image: image]
where ρp is the particle density, Cp is the specific heat capacity of the particle, φ is the particle volume fraction, rc is the particle radius, and μ is the dynamic viscosity of the fluid.
Chu et al. (2013) established a calculation model for the thermal conductivity of graphene nanofluids, as expressed in Eq. 9. This model fully considers the volume fraction, thickness, length, interface thermal resistance, and particle flatness of graphene nanoparticles. However, in different base fluid systems, the interface thermal resistance and flatness of the nanoparticles need to be measured experimentally, which makes this model more uncertain.
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where η is the flatness of the graphene nanoparticles, Rk is the interface thermal resistance, L is the length of the particle, and t is the thickness of the particles.
Shukla et al. (2016) provided a thermal conductivity model of the nanofluid considering Brownian motion, as expressed in Eq. 10. This model considers the interface thermal resistance of the particles and the microenergy transfer due to Brownian motion.
[image: image]
where ψ is the sphericity of the nanoparticles, and its value for spherical particles is 1. kp is the thermal conductivity of the particle, kf is the thermal conductivity of the fluid, and φ is the volume fraction of the particles. [image: image], where Re is the Reynolds number, and Pr is the Prandtl number; when the nanoparticles are relatively static with respect to the base fluid, Pr < 1 and Re << 1; at this time, the Nusselt number Nu can be 2.
The thermal conductivity calculation model of nanofluid is organized as shown in Table 2.
TABLE 2 | Thermal conductivity calculation models for nanofluids.
[image: Table 2]Fully considered the theoretical mechanism and theoretical calculation model for the thermal conductivity of nanofluids and analyzed the factors affecting the nanofluids. Taking spherical nanoparticles as an example, selected different thermal conductivity theoretical calculation models and carried out the calculation process, with the volume fraction of the nanoparticles set in the range of 0–20%. Figure 3 shows the calculation result.
[image: Figure 3]FIGURE 3 | Variation in the thermal conductivity with nanoparticle concentration (T = 600 K, r = 20 nm).
The results show that the selected models can reflect the change law of the thermal conductivity of the nanofluids with respect to the nanoparticle concentration, with the prediction made by Xuan model’s tending to be higher. From the experimental result, recommending using the theoretical calculation model proposed by Xuan et al., which considers the occurrence of agglomeration. This model is based on Maxwell’s model. It fully considers the laws of molecular dynamics and thermodynamics and theoretically reflects accurately the thermal conductivity of lead–bismuth-based graphene nanofluids. The variations in the thermal conductivity with the concentration, temperature, and particle size of the graphene nanoparticles were studied separately, and experimental simulation calculations were carried out. The results were compared with lead–bismuth (LBE), sodium, and gallium as base fluids, as shown in Figures 4–6:
[image: Figure 4]FIGURE 4 | Thermal conductivity changes with nanoparticle concentration (T = 600 K, r = 20 nm).
[image: Figure 5]FIGURE 5 | Thermal conductivity change with temperature (φ = 0.2, r = 20 nm).
[image: Figure 6]FIGURE 6 | Thermal conductivity change with particle size (T = 600 K, φ = 0.2).
The results indicate that the specific thermal conductivity of the nanofluid improves with the increase in the concentration, and the thermal conductivity of the lead–bismuth-based liquid is greater than those of sodium and gallium. When the concentration reaches 20%, the thermal conductivity of the LBE base fluid increases by 80%. The thermal conductivity of the nanofluids improved with increasing temperature, whereas the change with temperature is relatively gentle. When considering the influence of temperature on the nanofluids, it can be considered as a factor. Under similar temperature conditions, the thermal conductivity of lead–bismuth-based nanofluids is greater than those of sodium and gallium. The thermal conductivity of nanofluids decreases with increasing particle size, and when the particle size is sufficiently small, the thermal conductivity decreases rapidly with increasing particle size. When the diameter of the subsequent nanoparticles (approximately 500 nm) increases or when they form agglomerates, the effect of the particle size on the thermal conductivity can be ignored. The thermal conductivity of the nanofluid is sensitive to changes in the concentration. To improve the thermal conductivity of the nanofluid, the volume fraction of the nanoparticle can be increased as much as possible under the premise of keeping the nanoparticle suspension stable.
VISCOSITY OF LEAD–BISMUTH-BASED GRAPHENE NANOFLUIDS
Rheological properties are vital to the heat transfer process of nanofluids. The rheological properties of nanofluids directly affect their heat transfer ability. Adding nanoparticles can help increase their viscosity. The volume concentration of the nanoparticles increases to a certain extent, and the fluid properties of the nanofluids will change from Newtonian to non-Newtonian. At this time, the fluid heat transfer is unfavorable (Aiguo et al., 2017).
The particle concentration, particle shape, particle size, base fluid density, and base fluid temperature affect the viscosity of nanofluids. The expression for the nanofluid viscosity is as follows:
[image: image]
where μf is the viscosity of the fluid, φ is the volume fraction of the nanoparticles, r is the particle size, K is the particle shape coefficient, ξ is the electromotive force, which represents the electroviscous effect, and T is the temperature.
A nanofluid is essentially a special solid–liquid two-phase suspension system. Most scholars combined the classic suspension system viscosity ball theory model proposed by Einstein in 1906 (Einstein, 1905), combined with experiments to predict the law of viscosity change of nanofluids. The small-sphere model assumes that spherical particles are uniformly suspended in a diluted linear viscous fluid and that the suspended particles are rigid spheres with no charge on the surface or any interaction. The viscosity of the nanofluid can be expressed as:
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where φ is the volume fraction of the nanoparticles.
Brinkman (1952) considered the interaction between particles on the basis of Einstein’s model, with the applicable range of the volume fraction extended to 4%. Brinkman’s model can be expressed as:
[image: image]
Batchelor (1977) assumed that a nanofluid is a suspension of isotropic rigid spheres, considered the influence of Brownian motion, and proposed the following model:
[image: image]
Krieger and Dougherty (1959) proposed a semi-empirical formula assuming a spherical particle suspension at a high shear rate, which can be expressed as:
[image: image]
where φm is the maximum volume fraction, which is approximately a constant of 0.605.
Thomas et al. (Su et al., 2013) proposed a viscosity calculation formula suitable for spherical particles with a high particle volume concentration.
[image: image]
Based on the influences of the base fluid viscosity, particle concentration, and particle size on the viscosity of nanofluids, Corcione (2011) derived a formula for calculating the viscosity when the nanoparticle size is in the range of 25–200 nm.
[image: image]
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where Dp is the nanoparticle diameter, M is the molar weight of the liquid, NA is Avogadro’s constant, and ρf0 is the density of the base liquid at 303.15 K.
The viscosity calculation model of nanofluids is organized as shown in Table 3.
TABLE 3 | Viscosity calculation models for nanofluids.
[image: Table 3]Figure 7 shows the variation in the nanofluid viscosity with the concentration obtained using the above viscosity calculation model. As shown, the Massimo model is only suitable when the nanoparticle concentration is low. Other models reflect the effect of nanoparticle concentration on the viscosity of nanofluids, this is, the concentration of nanofluid increases with increase in the volume fraction of the nanoparticles. The improvement in viscosity is twofold when the concentration reaches 20%. To better predict the viscosity of higher-concentration lead–bismuth-based graphene nanofluids, the more accurate Thomas model can be selected.
[image: Figure 7]FIGURE 7 | Different models used to predict the change in the nanofluid viscosity with particle concentration (T = 600 K).
For the relationship between the viscosity of the metal fluid and the temperature variation, the Vogel-Fulcher-Tammann (VFT) formula is commonly used (Xie et al., 1988). This formula can predict the nanofluid viscosity with temperature variation.
[image: image]
where η0, T0, and A are specific parameters. Taking the logarithm on both sides of Eq. 19, finding that lnη has a linear relationship with 1/(T−T0).
The viscosity of graphene nanofluid decreases with the increase in the temperature at low concentrations. Figure 8 shows its variation law, which is the same as the variation trend in the viscosity of the base fluid. With the increase in the concentration of graphene nanoparticles, the interaction force between the base fluid and the particles increases, thereby increasing the fluid viscosity.
[image: Figure 8]FIGURE 8 | Dynamic viscosity of nanofluids versus temperature (φ = 0.2).
SPECIFIC HEAT CAPACITY OF LEAD–BISMUTH-BASED GRAPHENE NANOFLUID
The specific heat capacity is an important thermophysical property of reactor cooling fluids and represents the ability of a cooling medium to transfer and store heat. Pacheco et al. (Romero et al., 2002) reported that the specific heat capacity of conventional fluids must be higher than 2.25 J g−1 K−1 and should operate stably in the temperature range of 600–800°C in order to be competitive with fossil fuel-based energy in terms of pricing. For lead–bismuth cooled reactors, the specific heat capacity of the lead–bismuth base is relatively low, which is far from meeting this requirement. Improving the heat capacity of the lead–bismuth coolant can help reduce the amount of coolant required, decrease the volume of the body, and improve the heat storage capacity, heat transfer conductivity efficiency, and stability of the heat exchange system. Some researchers conducted extensive and in-depth studies on the heat capacity of nanofluids. A large number of experiments have proven that nanoparticles can effectively increase the specific heat capacity of the base fluid (Tiznobaik and Shin, 2013).
Specific Heat Capacity Enhancement Mechanism
Studies on the specific heat capacity enhancement mechanism of nanofluids have been mainly based on specific experimental characterization and calculation simulation prediction. Accordingly, researchers proposed three nanofluid specific heat capacity enhancement mechanisms (Ho and Pan, 2014):
1) Nanoparticles with higher specific heat capacity.
A higher specific heat capacity of the nanoparticles helps improve the specific heat capacity of the nanofluid. However, some researchers have pointed out that when SiO2 nanoparticles are added to a base liquid of inorganic salts, such as nitrate, with a higher specific heat capacity, the specific heat capacity can also result in a higher strengthening effect than the base liquid. Therefore, the mechanism whereby the nanoparticles themselves improve the specific heat capacity remains to be discussed (Tian et al., 2020).
2) Specific surface energy of nanoparticles and thermal resistance of solid–liquid interface.
The specific surface area of nanoparticles is high because of their small-size effect; thus, the number of atoms on the surface accounts for the total number of atoms. More external atoms are active compared with the atoms close to the center because of the uneven force on the inside and outside, forming a higher vibration entropy. As a result, nanomaterials have a higher specific surface energy and specific heat capacity. The contact part between the nanoparticles and the base fluid has interface thermal resistance. The interface thermal resistance is higher because of its high specific surface area, which can bring additional heat storage. Thus, the specific heat capacity of the nanofluid is enhanced.
3) Formation of a semi-solid layer between the surface of the nanoparticle and the base fluid.
The surface of the nanoparticles adsorbs the molecules of the base fluid, and the liquid atoms form an aligned and ordered atomic arrangement, resulting in the formation of a semi-solid layer structure. The intermolecular bonding is tight because of the formation of a structure similar to the crystal structure, resulting in a potential barrier phenomenon in the semi-solid. Sufficient energy must be absorbed to break away from the constraints of the nanoparticles, which will increase the specific heat capacity of the nanofluids.
Calculation Model for Specific Heat Capacity
Currently, most studies have concentrated on medium and low-temperature nanofluids, with few studies on the specific heat capacity of high-temperature and high-heat-flux nanofluids. The established nanofluid specific heat capacity calculation models can be described as follows:
Pak and Cho (1998) proposed a nanofluid specific heat capacity model in 1998. This model is based on the mixing concept of an ideal gas mixture, called a simple mixing model. The formula is as follows:
[image: image]
where φ is the volume fraction of the nanoparticles, and Cpeff, Cpf, and Cpp are the specific heat capacities of the nanofluids, base fluids, and nanoparticles, respectively.
Xuan and Roetzel (2000) considered the density factor and proposed a correction formula for the specific heat capacity of nanofluids as follows:
[image: image]
Based on the semi-solid layer model proposed by Shin and Banerjee (2014) and the heat transfer mechanism of the specific heat capacity, a semi-solid layer with a thickness of approximately 1 nm can be formed on the surface of the nanoparticles. Based on a high-temperature molten salt base, a new high-temperature nanofluid specific heat capacity calculation model has been proposed as follows:
[image: image]
The density of the semi-solid layer in this formula cannot be accurately measured using current observation and measurement data methods; therefore, the model needs to be improved and revised. Therefore, Shin et al. made the following assumptions: the thickness of the semi-solid layer structure was set to approximately 1 nm, and the density and specific heat capacity of the semi-solid were made equal to those of the nanoparticles. Based on the above assumptions, an improved specific heat capacity prediction model was proposed, as follows:
[image: image]
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where Cpeff, Cpp, Cpbs, and Cpf are the specific heat capacities of the nanofluid, nanoparticles, semi-solid layer, and base fluid, respectively; M, mp, and mbs are the total mass of the nanofluid, the mass of the nanoparticles, and the mass of the semi-solid layer structure, respectively; φ is the mass fraction of the nanoparticles; δ is the thickness of the semi-solid layer, and d is the gap width.
Fakoor Pakdaman et al. (2012) obtained the calculation model of the specific heat capacity in the temperature range of 313–343 K based on the correlation formula of the least-squares method and combined with the experimental data.
Alade et al. (2020) applied the genetic algorithm/support vector regression (GA/SVR) model to accurately evaluate nanoparticles in the volume fraction range of 3.7–9.3%.
The calculation model of specific heat capacity of nanofluid is organized as shown in Table 4.
TABLE 4 | Specific heat capacity calculation models for nanofluids.
[image: Table 4]The above model is used to analyze and study the addition of lead–bismuth-based graphene, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Variation in the specific heat capacity of lead–bismuth-based graphene nanofluid with nanoparticle concentration.
Studies have shown that nanoparticles can help effectively increase the specific heat capacity of the lead–bismuth base. However, in the case of Xuan’s and Shin’s models, finding that the improvement in the specific heat capacity of graphene is limited, approximately 20%. Based on existing experimental research on the specific heat capacity of nanofluids, Shin’s model more accurately reflects the change law of the specific heat capacity with the concentration.
Currently, although there are many theories, experiments, and models on the specific heat capacity of nanofluids, they are limited to model prediction and theoretical analysis of specific experimental data. It is difficult to accurately measure microstructures such as of semi-solid layers and liquid separation surfaces. Accurate theoretical mechanism and calculation models are lacking. In particular, there are few research results on high-temperature nanofluids, such as metal bases, and further investigation is required.
CONCLUSION
This study combined related research progress in existing nanofluids and thermal properties of lead–bismuth-based graphene nanofluids for analysis, research, and calculation. The following conclusions can be drawn from the study results:
1) On the premise of ensuring the stability of the nanofluid, the thermal conductivity of the nanofluid increases with increasing nanoparticle concentration. The thermal conductivity of the fluid can be increased by 80% when the concentration reaches 20%. The thermal conductivity of the nanofluids improves with increasing temperature, though the increase degree is limited. As the particle size of the nanoparticles increases, or with the occurrence of agglomeration, the particle size of the agglomerates formed by nanoparticles becomes larger, and the thermal conductivity of the nanofluid decreases. The particle size increases to a certain extent, and the impact on the thermal conductivity can be ignored.
2) Nanoparticle concentration and fluid temperature are both important parameters influencing the viscosity of the nanofluids. The viscosity of the nanofluids increases with the increase in the concentration and decrease in temperature. However, the other parameters affecting the nanofluids can only be determined experimentally, and the theoretical model for the viscosity of nanofluids needs to be further studied.
3) The current strengthening mechanism of the specific heat capacity of liquids by nanoparticles is not perfect. The measurement technology used for the specific heat capacity of nanofluids at high temperatures needs to be improved. The existing calculation model is limited to specific experimental characterization, and the prediction model cannot accurately reflect the general law of specific heat capacity of nanofluids. In recent years, some scholars have tried to calculate and study the specific heat capacity of nanofluids through molecular dynamics simulations, which is a new research direction for the strengthening mechanism of nanofluids.
In short, nanofluid technology has broad practical prospects for enhancing the thermophysical properties of metals such as lead and bismuth. The addition of graphene to a lead–bismuth stack coolant can effectively improve all aspects of its thermal and physical properties, reduce the amount of coolant required, increase the thermal power density, and reduce the volume and weight of the lead–bismuth stack, making it possible to implement lead–bismuth stacks in remote areas and ocean environments, thus providing a solid theoretical foundation.
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A 3-dimensional (3D) fuel performance analysis program, able to simulate normal operating conditions and accident conditions for PWR fuel behaviors, was developed based on the Multiphysics Object-Oriented Simulation Environment (MOOSE) finite-element framework. By taking fission products swelling, densification and expansion of pellet, thermal and irradiation creep, gap heat transfer, fission gas release, and cladding crack propagation into consideration, detailed fuel behaviors have been simulated in a multiphysics coupling way. Local defects in fuel pellet caused during manufacturing and filling processes known as the missing pellet surface (MPS) can cause abnormal stress distribution of the cladding and it could even lead to cladding failure. Taking Stress Corrosion Cracking (SCC) phenomenon into consideration, a simulation of PWR fuel rodlet that consists of a pellet with an MPS defect and an intact pellet was conducted. The fuel rod has experienced with sorts of events, including normal operating conditions and a high-power ramp event. The simulation results indicated that: 1) The MPS defect affects the temperature and displacement distribution in the vicinity of the MPS defect. When the pellets are in contact with the cladding, the inner surface of the cladding presents a large tensile hoop stress, which accelerates the crack propagation. 2) During the ramp event, the crack propagation rate was higher than that under normal condition and crack length expanded by about 0.1 µm.
Keywords: pellet cladding interaction (PCI), missing pellet surface (MPS), Stress Corrosion Cracking (SCC), thermal-mechanical behavior, nuclear fuels
INTRODUCTION
Under the harsh radiation environment in a nuclear reactor, the structure of the nuclear fuel assembly and the fuel rod experience complex in-reactor behaviors. Nuclear fuel is a multicomponent system which needs to satisfy strict performance criteria in a variety of aspects, and the multi-physics behavioral phenomena of the fuel rod generally occurs on a large time scale and the continuum spatial scale, making it difficult to describe the fuel behaviors accurately. In order to enhance heat transfer and avoid cladding collapse, the gap between pellet and cladding is generally pre-filled with helium. When the pellet and cladding continue to deform and come into contact, this phenomenon is called Pellet cladding interaction (PCI). Many phenomena that influence the PCI process and PCI behaviors will in turn affect other fuel behavioral phenomena, including heat transfer and mechanical response of the fuel. Therefore, accurate simulation of the PCI behavior is imperative for numerical fuel performance analysis.
The world’s first recorded fuel failure due to PCI occurred on June 17, 1963, after the second refueling of the GETR reactor in Vallecitos during the start-up process (Cox, 1990). Since then, scientists in the last century have put a lot of efforts into studying the mechanism of PCI. Analyses that have been done included stress analysis of the cladding, analyses of thermodynamics of fission products and the chemical properties of zirconium iodide compounds, etc. As early as 1987, scientists began to use computer simulation methods to assist experiments to verify PCI-related behaviors (Massih et al., 2005).
In the past 50 years, Boiling Water Reactors (BWRs) and Pressurized Water Reactors (PWRs) are the two main types of reactors, and in comparison, BWRs are more prone to cladding tube cracking failure accidents caused by PCI (Khvostov et al., 2013). IAEA report shows that, from 1980 to 2010, about 35% fuel rod leak incidents in heavy water reactors (CANDU reactors) and 12% fuel rod leak incidents in BWR were caused by PCI (Iaea, 2010). In PWRs, the fretting between the fuel rod and the spacer grids is the main mechanism of fuel rod breach and leakage. The incidence of cladding failures due to PCI behavior increased between 1980 and 2000. In PWR, fuel rod leakage caused by PCI is relatively rare, but it has also happened (Khvostov et al., 2013; Iaea, 2010). PCI caused breach mainly occurs when there are pellet chips caught in between the fuel-cladding gap or under the presence of MPS. Figure 1 shows a cross-sectional view of a fuel rod with a cladding failure, reproduced from Capps et al. (2015).
[image: Figure 1]FIGURE 1 | A cross-sectional view of a cladding failed fuel rod (Capps et al., 2015).
The physical field variables of the fuel rod, such as the maximum temperature of the fuel pellet, the maximum stress of the cladding, and the maximum thickness of the oxide layer, affect the core design scheme and many safety criteria. Many countries have developed various fuel rod performance analysis programs, and most developed programs used 1.5D (or 2D) axisymmetric models to simulate fuel behavior. EPRI has developed a 2D fuel performance analysis code, named FALCON, based on the finite element method (FEM) (Rashid et al., 2004; Khvostov et al., 2013), which used r-θ or r-z model to simulate the fuel rod behaviors, and FALCON can analyze fuel rod behaviors under steady-state conditions and transient conditions. It is worth mentioning that FALCON can analyze MOX fuel and coated fuel rods as well (Rashid et al., 2004). PNNL has developed a light water reactor fuel performance analysis program FRAPCON-3 (Bernd et al., 1997), based on the FORTRAN programming language, which used 1D axisymmetric models to simulate steady-state behaviors of fuel rod. This procedure was also adopted by the Nuclear Regulatory Commission (NRC). FRAPCON provides initial conditions for the transient analysis program FRAPTRAN (Geelhood et al., 2016) (also developed by PNNL), and can analyze reactor accidents with short time scale processes. TRANSURANUS (Lassmann et al.,) is a 1.5D quasi-static fuel performance analysis program developed by the European Commission’s Joint Research Center in Karlsruhe, Germany. Westinghouse has integrated specific models on TRANSURANUS so that the latest version of TRANSURANUS can perform the best estimation and conservative safety analysis of PWR and VVER fuel rods (Geelhood et al., 2016). INL has developed a new generation fuel performance analysis program BISON based on the MOOSE framework (Williamson et al., 2012). BISON contains 2D r-z and 3D fuel models and has been used in commercial fuel rods analysis work (Williamson et al., 2016). BISON can analyze spherical TRISO-coated fuel particle as well, which confirms its powerful multidimensional coupling analysis capabilities. CEA has developed a 2D and 3D fuel rod analysis code named TOUTATIS based on the FEM code CASTEM 2000 (Bentejac et al.,). Since then, CEA has integrated multiple fuel analysis codes, developed the PLEIADES platform, and built a more advanced fuel performance analysis program, ALCYONE, based on the PLEIADES platform (Van Uffelen et al., 2019). ALCYONE can analyze the behaviors of the fuel rod in 1.5D, 2D, and 3D configurations, and can analyze normal and off-normal operating conditions of the UO2 and MOX fuel rods. In addition to the special fuel performance analysis program developed by the above specific research institutes, many scholars also used commercial software, such as ABAQUS, COMSOL, and ANSYS to perform analyses of fuel rods using 2D or 3D models (Williamson, 2011; Rong and Zhou, 2016; Tang et al., 2016; Zhu et al., 2018).
When the fuel pellet surface is missing, the fuel rod is no longer symmetrical in the circumferential direction. Since the pellet and the cladding generally do not come into contact with each other in the missing surface location, the temperature and displacements distribution in this region will also be different from the rest of the fuel rod. In this case, the 1.5D model and the r-z 2D models are no longer applicable. It is difficult for the 2D r-θ model to analyze the “ridge effect” of the cladding corresponding to the position of the contact surface of the pellet, and it is also not possible for such model to analyze fuel rods with MPS defects accurately. Therefore, the three-dimensional fuel performance analysis model is the most appropriate way to study MPS resulted failure mechanisms and the associated PCI process.
In 2016, Nathan Capps studied the influence of MPS defect size on the hoop stress distribution of the cladding using the BISON-CASL program, and calculated the stress reduction factor of 7–16% for a finite length MPS by BISON-CASL (Capps et al., 2016). B.W. Spencer studied the effect of MPS defects on BWR fuel performance by BISON, and analyzed the temperature and stress distributions adjacent to the MPS defects during a blade pull event (Spencer et al., 2016). Williamson illustrated an analysis of PCMI failures from manufacturing defects using combined 2D and 3D analyses by BISON, and showed BISON’s advanced capabilities in fuel performance simulation (Williamson et al., 2012).
In this paper, we developed a 3D fuel performance analysis program based on the MOOSE framework, suitable for simulation under normal operating conditions and accident conditions for PWR fuel behavior analysis. In addition to conventional stress and temperature simulations, this program also adds a stress corrosion cracking model to predict the growth of cracks on the inner surface of the cladding. This paper is organized as follows: Modeling Description mainly describes the related model of UO2 fuel and Zr-4 cladding used in this work. In Validation, the verification of our code is performed comparing with FRAPCON-4 using the experimental data of the fuel rods IFA-432r1 and IFA-513r6 of the Halden HBWR reactor. Simulation Results shows the corresponding modeling results under stable operating conditions and the third irradiation cycle power ramp event conditions. Conclusion provides a summary of this work.
MODELING DESCRIPTION
The MOOSE Framework
The basic framework used in this paper, the MOOSE framework, was developed by Idaho National Laboratory (INL). The MOOSE framework is a typical finite element framework, which embedded Libmesh source code and solver library PETSc, etc, that greatly reduces the application difficulty of the MOOSE framework. The moose framework provides the basic code for physical module, which is conducive to the secondary development for scholars. Compared with commercial software, it is more maneuverable, and researchers can modify the underlying code to achieve different functions.
Geometric Model and Modeling Parameters
In this paper, a modeling and analysis of the fuel rod consisted by a non-defective pellet and a MPS pellet is carried out. under transient conditions, the three-dimensional heat transfer behavior, mechanical behavior, fission gas release behavior and cladding crack propagation behavior are considered. The fuel behavior in stable operating conditions and power ramp tests are simulated. In stable operating conditions two shutdown and refueling processes were also simulated to describe the effect of the stress surge on the crack propagation in the cladding inner surface during the power-up process.
When constructing the geometric model, the refined shape of pellets is considered in this paper, including dishes and chamfers. Figure 2A shows the 2D geometric model of two pellets and cladding. Figure 2B shows the shape of the MPS defect. In the research literature surveyed, the MPS defect thickness of different kind of fuel rods is different (Spencer et al., 2012; Spencer et al., 2016), and the thickness of the missing block in this paper is obtained from Figure 1. In this paper, the MPS defect thickness is set to 0.4 mm.
[image: Figure 2]FIGURE 2 | (A) The 2D geometric model of pellet and cladding, (B) MPS geometric parameters.
In this paper, the geometric model of the fuel rod contains two pellets and a section of contoured cladding. In the calculation of the gas cavity, the volume of the gas chamber at the top of the fuel rod, the gap volume between the pellets and the cladding, and the gap volume between two adjacent pellets are considered. The two pellets are located at the hot spot of the reactor, and the purpose of this setting is that the modeling results can cover the general situation.
The reactor operating parameters required in the models including power factor with base volumetric power of 3.0 × 108 W/m3 and boundary conditions like cladding outer surface temperature and coolant pressure are shown in Table 1. At the end of the fuel life, a power ramp is introduced to reflect the crack propagation of the cladding when the contact pressure between the pellet and the cladding is at its maximum. Other input parameters used in the models are shown in Table 2. In the process of mesh construction, local grids adjacent to the MPS defect were refined compared to other normal areas to make the calculation more accurate.
TABLE 1 | Power history and time dependent boundary conditions in modeling.
[image: Table 1]TABLE 2 | Input parameters for models.
[image: Table 2]In the heat transfer simulation, the size of the gap between the pellet and the cladding which is the result of mechanical calculations affects the temperature distribution, and the temperature affects the material properties and eigenstrain in the mechanical calculations in return. This paper uses the Jacobian Free Newton Krylov (JFNK) numerical solution method provided by the MOOSE framework. Temperature and displacements are solved without distinction and can be called mutually in the control equations.
Fuel Models
Thermal Behavior Models
The heat transfer balance model used in analysis is given as:
[image: image]
where ρ, [image: image], k, and T are the density, specific heat, and temperature, [image: image]is the volumetric heat release rate, which is related to the fission rate. This governing equation is applicable to both pellets and cladding.
The empirical model used by FRANCO (Lee, 1996) is adopted to calculate the thermal conductivity of UO2, and the thermal conductivity is dependent on temperature, burnup and porosity:
[image: image]
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where [image: image] is the conductivity of UO2(W/m/K), T is temperature(K), P is porosity of pellet (with an initial value of 95% for this work), and BU is burnup (MWd/TU).
In the normal operating temperature range of the reactor, according to different experimental data, MATPRO (Siefken et al., 2001) gives the relationship between temperature and heat capacity as shown below:
[image: image]
where [image: image] is specific heat of UO2 (J/kg/K), T is temperature(K), this empirical model is also used in Newman’s work (Newman et al., 2009).
The density of UO2 can generally be expressed as a function of temperature, or a function of strain. This paper uses the empirical model used in Newman’s work (Newman et al., 2009):
[image: image]
where [image: image] is density of UO2[image: image], T is temperature (K).
The cladding material used in the modeling is Zr-4 with a cold-worked (CW) microstructure. MATPRO (Siefken et al., 2001) gives the relationship between temperature and thermal conductivity of Zircaloy-4(Zr-4) as shown below:
[image: image]
where [image: image] is conductivity of Zr-4 (W/cm/k), T is temperature (°C).
Due to the large thermal conductivity of the cladding zirconium material, the temperature difference between the inner and outer walls of the cladding is relatively small. In this paper, the specific heat of the cladding takes a constant value of 320 (J/kg/K), similar to the setting in FRANCO. Similarly, the density of the cladding is also taken as a constant value of 6,510.5 [image: image].
The heat transfer model of the pellet-cladding gap is more complicated. As the burnup increases, the pellet swells and deforms. Such fuel pellet behavior makes the gap size and gas cavity pressure change with time. Typically, the heat transfer between pellets and cladding gap can be expressed as (Williamson et al., 2012):
[image: image]
where [image: image] is equivalent total heat transfer coefficient [image: image], [image: image],[image: image], [image: image] are the equivalent heat transfer coefficient caused by gas conduction, pellet-cladding contact, and radiation heat transfer, respectively. The equivalent convection coefficient caused by gas conduction can be expressed as (Yu and Zhu, 1986):
[image: image]
where [image: image] is the radius of cladding inner surface, [image: image] is the pellet radius, and [image: image] is the mixed gas thermal conductivity consider the gas and solid heat transfer boundary correction, which can be expressed as (Lee, 1996):
[image: image]
where [image: image] is mixed gas thermal conductivity used in FRANCO (Lee, 1996), [image: image] is the correction factor, T is temperature (°C), P is cavity pressure (MPa), d is gap distance (mm), and [image: image] can be expressed as (Lee, 1996):
[image: image]
where [image: image],[image: image],[image: image] are the conductivity of helium, xenon, krypton, respectively (W/m/K), and x, y, z are the molar fraction of various gases. [image: image],[image: image],[image: image] can be expressed as (Yu and Zhu, 1986; Lee, 1996):
[image: image]
where T is gas temperature (°C), and its value is generally taken as the average temperature of the outer surface of the pellet and the inner surface of the cladding.
The radiation heat transfer between the outer surface of the pellet and the inner surface of the cladding also contributes to the gap heat transfer process. According to Boltzmann’s law of radiation heat transfer (Williamson et al., 2012):
[image: image]
where σ is Stefan-Boltzmann constant with a value of 5.67 × 10–8 W/m−2/K−4; [image: image] is the temperature of the outer surface of the pellet (K),[image: image] corresponds to the cladding inner surface temperature;[image: image] is a function of the emissivity of the two heat transfer surfaces, and [image: image] and [image: image] are the emissivity of the two surfaces correspondingly, with both values set to 0.8 (Zhu et al., 2017).
When the burnup reaches a certain depth, the pellet and the cladding will come into contact, and then the heat transfers directly between the two contacting surfaces. Existing contact thermal conductivity models generally believe that thermal conductivity is related to the contact pressure as shown below (Williamson et al., 2012):
[image: image]
where[image: image]and[image: image] are the thermal conductivity of the pellet and cladding, respectively; [image: image]is the contact constant, and its value is taken as [image: image] (Hales et al., 2013); [image: image] is the contact pressure, and its value is calculated in the mechanics module; H is the Meyer hardness of the cladding material, and its value is taken as 6.72 × 108 Pa; δ is a function of the roughness of the contact surface, and can be expressed as: [image: image] , with[image: image]and [image: image] set to the values of 1.0 × 10–6, 5.0 × 10–7, respectively.
On the outer surface of the cladding, the coolant convective heat transfer boundary is considered. It should be mentioned that the convection heat transfer coefficient is set according to reference (Lassmann, O’Carroll, van de Laar, Ott; Van Uffelen et al., 2019), and the coolant temperature is set according to realistic power reactor data.
Mechanical Properties Models
In the mechanical modeling, this paper adopts the elastic mechanics constitutive model and the finite strain assumption, considering the elastic deformation, thermal expansion, irradiated swelling and other eigenstrain strains of the pellets and the cladding, thermal creep and irradiation creep model of pellets and cladding as well. In addition, the changes in mechanical properties at different temperatures are considered.
The Young’s modulus of UO2 is related to temperature and porosity (Van Uffelen and Suzuki, 2012), which can be expressed as:
[image: image]
where [image: image] is the Young’s modulus of UO2 (Pa), T is temperature (°C) and[image: image] is the theoretical density in percent of fuel pellet. Based on experimental data provided by MATPRO and Wachtman (Hetnarski and Ignaczak, 1956; Siefken et al., 2001), the effect of temperature on Poisson’s ratio was ignored in this paper, and the Poisson’s ratio of UO2 was set to 0.316.
This paper uses the thermal expansion model recommended by FRANCO to calculate the thermal strain value of fuel pellets, as follows (Lee, 1996):
[image: image]
Where ε is thermal strain (%), T is the temperature of the pellet (°C); [image: image] is the linear thermal expansion coefficient of UO2; and [image: image]is the reference temperature (20°C). Thermal strain is a type of eigenstrain. In addition to thermal strain, radiation swelling and strain due to densification are also eigenstrains. The swelling strain of the pellet due to the accumulation of solid fission products can be expressed by the following formula (Hales et al., 2013):
[image: image]
where ρ is density of the pellet [image: image], Bu is burnup (fissions/atoms-U), and [image: image] is linear strain, and its value is 1/3 of the volumetric strain. The swelling of the pellet due to the accumulation of gaseous fission products can be expressed by the following formula (Hales et al., 2013):
[image: image]
where ρ is density of the pellet [image: image], T is temperature (K), Bu is burnup (fissions/atoms-U). Fuel densification is computed by the ESCORE empirical model (Hales et al., 2013), as follows:
[image: image]
where [image: image] is the amount of density where total densification can occur (%),T is temperature (K), [image: image] is the corresponding fuel burnup when the densification process is completed, and its recommended value is 5,000 MWd/TU.
For the creep behavior of the pellets, it is necessary to consider the joint effect of thermal creep and irradiation creep. The creep rate is dependent on temperature, effective stress, density, grain size, fission rate, and the O/M ratio (1.998). The model used in MATPRO is as follows (Siefken et al., 2001):
[image: image]
where [image: image] is the creep rate of fuel pellets, σ is effective stress (Von-mises stress (Pa)), T is temperature (K), [image: image] is the theoretical density (%), G is grain size (with a value set to 15 μm), [image: image]is fission rate [image: image], R is Gas constant (8.314 J/mol/K), [image: image] are material constants, [image: image] is the corresponding activation energy (J/mol), and can be expressed by (Williamson et al., 2012):
[image: image]
In the above relationship, [image: image] is the activation energy of the stress level lower than the transition stress, [image: image] is the activation energy of the stress level higher than the transition stress, [image: image] is a constant (21,759 J·/mol), f(x) can be expressed by:
[image: image]
For Zircaloy-4, the FRANCO program (Lee, 1996) uses the following formula to calculate the Young’s modulus:
[image: image]
where [image: image] is the Young’s modulus of cladding (MPa), T is the temperature (K). Through various measurement methods (Labmann and Moreno, 1977), the Poisson’s ratio of Zr-4 alloy is 0.325.
The thermal expansion of cladding relative to 20°C can be expressed as:
[image: image]
where [image: image] is thermal strain, T is the temperature (°C). [image: image]is the linear thermal expansion coefficient of the cladding.
The cladding will also undergo thermal creep and irradiation creep under high temperature and irradiation conditions, Hayes and Kassner investigated the secondary thermal creep of zirconium alloy which was also used in the BISON code (Hales et al., 2013), as shown as:
[image: image]
where [image: image] is the effective thermal creep rate of cladding (1/s), [image: image] is effective (Mises) stress (Pa), Q is the activation energy (291000J/mol), T is temperature (K), n is the creep index, and its value is taken as 5.0, [image: image] is a constant with the value of 3.14×1024 (1/s), and G is the shear modulus and can be expressed as (Hales et al., 2013):
[image: image]
For irradiation creep, the Anderson creep model is available, and irradiation creep strain rate can be expressed as (Hales et al., 2013):
[image: image]
where [image: image] is the effective irradiation creep rate, [image: image] ,[image: image] ,[image: image] are constants with values of 4.0985 × 10–24, 0.85, and 1.0, respectively. [image: image] is the fast neutron flux, and f(T) is the radiation creep correction factor, which can be expressed as:
[image: image]
where T is temperature (K).
In this paper, the penalty function method is used to determine the contact, and the non-slip contact model is used (In reality, the pellet may slip over the cladding. In this paper, the edges of MPS are sharper and the radial displacement is larger than normal area. Considering the pinning effect of MPS defects, the non-slip boundary condition is used. Overall, the non-slip boundary conditions are a rigid assumption, based on which the circumferential stress of the cladding will be greater), which is already included in the MOOSE framework.
Cavity Pressure Models
The change of the fission gas content in the gas cavity will cause the pressure of the gas cavity to change. The composition of the mixed gas in the gas cavity and the pressure of the gas cavity will affect the heat transfer between the pellet and the cladding. In addition, the pressure change will affect the deformation of the pellet and the cladding, and changes the size of the gap between pellet and cladding, which will affect the gap heat transfer process in turn.
This paper uses an empirical relationship to simulate the generation and release process of fission gas, if 0.31 gas atoms are produced per fission, the amount of gas produced can be expressed as follows:
[image: image]
where [image: image] is the moles of fission gas produced in t time, [image: image]is the fission rate [image: image], [image: image] is the volume of pellets ([image: image]), t is time (s). After the fission gas is generated inside the pellet, only part of it can be released into the gas gap between the pellet and cladding. The model of the fission gas release rate recommended by MATPRO (Siefken et al., 2001) is available as:
[image: image]
where [image: image] is the theoretical density fraction of pellets (%), T is the temperature (K), t is time(s).
In this paper, the Ideal Gas Law is used to calculate the gas cavity pressure. The volume of the gas cavity includes: 1) the volume of the plenum at the top of the fuel rod, 2) the volume of the gap between the pellet and the cladding, 3) the volume of the gap between two adjacent pellets.
Stress Corrosion Cracking Model
As early as the 1960s, the Stress Corrosion Cracking (SCC) phenomenon was found in Zr-based alloys (Miller et al., 1981). In the 1970s, it had become the main cause of CANDU and BWR cladding failures (Iaea, 2010). Research on the behavior of SCC is mostly based on experimental methods (Wood, 1972), and the specific situation of SCC in zirconium alloy tubes under iodine corrosive environment has been studied. However, for the behavior in the reactor, it is difficult to describe the concentration of iodine accurately. Some scientists believe that when the temperature of the reactor rises, the iodide will decompose and a large amount of iodine will be released into the gas gap, which is a possible cause of the rupture of the cladding tube due to SCC in the case of power increase. In addition, some researchers believe that the cracking of the cladding is related to the hydride contained in the cladding matrix material (Tests, 2004), and that there is a hydride at the crack tip. The difference between the above two viewpoints lies in the circumstances of the cladding and the formation process of the initial crack source. In addition, the rupture of the cladding has an important relationship with the stress on the cladding tube. Figure 3 is the schematic diagram of the cladding cracking from reference (Baron and Hallstadius, 2012).
[image: Figure 3]FIGURE 3 | Schematic diagram of cladding stress corrosion cracking (Baron and Hallstadius, 2012).
For the cladding corrosion cracking process, the crack growth rate is a power function of the stress field intensity factor (Van Uffelen and Suzuki, 2012). In this paper, the Kreyns model was used and it can be expressed as (Kreyns et al., 1975):
[image: image]
where a is the length (depth) of the crack (inch), t is time (min), T is the temperature (K),[image: image] is the intensity factor of the stress field (psi).[image: image] is activation energy (with a value of 35.9 kcal/mol). There are many ways to solve for[image: image], Anderson proposed a new correction method (Anderson, 1995) in 1995, which considered the specific dimensions of the cladding tube, as shown as:
[image: image]
where [image: image][image: image], P is cavity pressure (MPa), R is the average radius of cladding tube, t is the thickness of the cladding tube, c is the half-length of the surface crack, and Q is the shape factor of the elliptical crack, and Q can be expressed as:
[image: image]
where c is the half length of the surface crack, and F (a,c,t,R) is the shape correction function and can be expressed as:
[image: image]
where [image: image], The Anderson model originated from experiments in which the cladding tube was only subjected to internal pressure. In our modeling, the cladding tube is subjected to internal pressure, external pressure and friction between the pellets. In order to comprehensively take the impacts of pressure boundary conditions into consideration, this article replaces the internal pressure in the above model with the hoop stress term, as shown as:
[image: image]
where [image: image] is the hoop stress, and [image: image] is the inner surface radius of cladding. In this paper, the initial crack length is set to 2.5 × 10–5 m, and this value is equal to the maximum scratch depth limit on the surface of the cladding tube. It must be mentioned that the above formula holds only when the circumferential stress is tensile.
VALIDATION
In order to test the accuracy of the selected model and the correctness of the modeling process, program validation has been done in this paper. Based on the models shown in Modeling Description, the program was developed based on the In order to test the accuracy of the selected model and the correctness of the modeling process, validation has been done in this paper. MOOSE platform and the program was validated by the experimental data of Halden reactor IFA-432r1 (Bradley et al., 1981a) 513r6 (Bradley et al., 1981b). IFA-432r1 and 513r6 are the two fuel rods used in the long-term steady-state irradiation experiment conducted in the Halden reactor. When modeling these experiments, considering the axial symmetry of the fuel rod, a two-dimensional axisymmetric finite element model was established, as shown in Figure 4, and the specific model parameters are shown in Table 3. The power of IFA-432r1 and 513r6 rods are shown in Figure 5.
[image: Figure 4]FIGURE 4 | Two-dimensional axisymmetric model.
TABLE 3 | Experimental model parameters of the IFA-432r1、513r6.
[image: Table 3][image: Figure 5]FIGURE 5 | Variation of IFA-432r1 and IFA-513r6 power with time.
In this paper, simulation of IFA-432r1 and 513r6 rods were conducted and we compared the calculation results with the experimental data and the result of FRAPCON-4.0 under the same input. The comparison results are shown in Figures 6, 7.
[image: Figure 6]FIGURE 6 | Experimental measured and predicted centerline temperature for 432r1.
[image: Figure 7]FIGURE 7 | Experimental measured and predicted temperature at the upper end of the centerline (left), and temperature at the lower end of the centerline (right) for 513r6.
From the comparison results of IFA-432r1 rod, as shown in Figure 6, it can be seen that the distribution of experimental measured values matched calculated simulation values in 200–800 days to a reasonable extent, and the calculated values of the program in 0–200 days are higher than the experimental values and FRAPCON calculated values. The possible reason is that, during the start-up process the simulation of fuel densification and fission gas release behavior is not accurate enough (FRAPCON fission gas release model is more complicated and closer to the experiment), and the model may need to be further refined. From the comparison results of the 513r6 rod, as shown in Figure 7, it can be seen that during the entire 180-days operating life, the program simulation value is basically the same as the experimental value and the FRAPCON value, and for the transient behavior of the reactor, the performance analysis program developed in this paper has good analysis capabilities as well. Based on the comparative verification of rods IFA-432r1 and 513r6, it can be seen that the program developed in this paper has the ability to analyze the thermal-mechanical coupled behaviors of the fuel rod under irradiation conditions.
SIMULATION RESULTS
In order to intuitively describe the temperature, stress and other parameter distribution of the pellet and cladding, several special points need to be selected on the geometric model, as shown in Figure 8. Points A and B are located on the surface of the MPS defect, and points D and E on the cladding surface are adjacent points of positions A and B. Points C and H are the points on the intact pellets, which are used to compare with the points on the surface of MPS pellet. Figure 9 gives a summary results of burnup distribution at point G along the full irradiation history.
[image: Figure 8]FIGURE 8 | Schematic diagram of fuel rod data extraction points.
[image: Figure 9]FIGURE 9 | Burnup distribution at point G in full irradiation history.
Figure 10 shows the temperature distribution of fuel rod and cladding at the initial 540 days of reactor operation and at 1,643 days at the end of the ramp event. It can be observed that, MPS defect has different effects on temperature distribution when the reactor operation is at different stage. During the initial operation in Figures 10A,B, the pellet and the cladding have not yet come into contact. Because of the MPS defect, the thermal resistance of the gas layer in the MPS position is greater than that in the normal position, so the pellet temperature with the MPS defect is higher than that in the normal pellets, which makes the MPS containing pellet exhibit more intense thermal expansion and swelling behavior, and the size of the gap adjacent to the MPS defect (especially point D) is smaller than the gap size at point C. As a result, the cladding temperature at point D opposite to the MPS defect is lower than the surface temperature of the cladding at point F, and the cladding temperature at point E adjacent to the MPS defect is higher than the normal cladding inner surface temperature.
[image: Figure 10]FIGURE 10 | The temperature distribution of fuel rod and cladding at the initial 540 days of reactor operation life and at 1,643 days the end of ramp test.
At the end of the ramp event, as shown in Figures 10C,D, the pellet and the cladding were already in contact. The thermal resistance of the gas layer at the contact position is relatively small, so the temperature of the pellet and the cladding is low at the contact position. In the MPS defect position, the pellet and the cladding are not in contact, so the temperature is higher.
The more detailed temperature distributions are shown in Figure 11. Affected by the MPS defect, the center temperature of pellet with MPS defect is about 40 K higher than the center temperature of the normal pellet. Because of the increases of gap width, the temperature of point A is higher than the temperature of point B, and it is higher than the temperature of point C throughout the lifetime. It is worth mentioning that the temperature difference between point B and point C is different before and after the pellet contacts the cladding. At the initial stage of reactor operation, the temperature of cladding points F is higher than the temperature of point E and then this relationship reverses after fuel-cladding contact.
[image: Figure 11]FIGURE 11 | Time history of temperature at pre-set points showing a comparative way with MPS defects and no defect pellet.
In this work, the effects of changes in gap size and gas cavity pressure between the out surface of pellet and the inner surface of cladding on the temperature distribution were studied in details. Taking the operation time 800 days temperature distribution for comparison, when the gap size changes, the center line temperature of pellet is about 50 K lower than the case when the gap size is set to constant, and about 50 K higher than the case when the gas cavity pressure is set to 3.3Mpa. Therefore, it is necessary to consider the deformation of the pellet and the cladding and the change of the gas cavity pressure in the model.
As seen in Figure 12, the radial displacement distribution of the fuel rod and cladding at different stage varies greatly. During normal operation, the pellet and cladding did not come into contact at 300 days, and the temperature of the cladding adjacent to the MPS defect was relatively low, resulting in a large Young’s modulus and therefore a small deformation shown in Figures 12A,B. When the pellet and cladding just come into contact at 970 days, the cladding adjacent to the MPS defect continued to deform inward due to external pressure, as shown in.
[image: Figure 12]FIGURE 12 | The radial displacement distribution on cladding inner surface (A–C), outer surface (E–G), fuel rod(d) and pellets surface(h) in different operating stage.
Figures 12B,F. At the end of the ramp test, the pellet and cladding have come into close contact at 1,643 days, and the deformation of the cladding adjacent to the MPS defect is more serious, as shown in Figures 12C,G. During the whole operation time, the pellet with MPS defect has a larger radial displacement than its counterpart without the MPS defect.
The more detailed radial displacement distribution are shown in Figure 13. During the full irradiation history, the pellet continues to deform outwards. Because the temperature at point A is higher than those at point B and C, the radial displacement at point A is greater than the radial displacement at point B and C, and the difference in displacement distribution between points B and C can be explained in the same way. Prior to contact, the displacement distribution at cladding points D, E, and F is basically the same. After the pellet and cladding come into contact, the cladding at point D continues to move inward due to the lack of support from the inside, and point F is pressed out by the pellet and moves outward. It is important that, during the early stage of contact, the cladding at point E slips and deforms towards the MPS defect (the cladding at point E is thinner than the cladding at point D), so it moves inward slightly, and in the later stage of contact, it is pressed by the pellet and moves outward.
[image: Figure 13]FIGURE 13 | Radial displacement distribution in full irradiation history at pre-set points showing a comparative way with MPS defects and no defect pellet.
The Hoop stress and Von Mises stress distributions are shown in Figure 14. Before the pellet and cladding come into contact, there is no stress concentration, and the difference of the stress comes from the thermal stress because of the temperature gradient. After contact, there is a high circumferential tensile stress on the inner surface of the cladding opposite to the MPS defect center and a circumferential compressive stress on the inner surface of the cladding at the adjacent position, and the circumferential stress is reversed on the outer surface of the cladding, turning into a compressive stress, as shown in Figures 14A,B. As seen in Figure 14C, the Hoop stress on the outer surface of the pellet in the defect area is relatively high, and the Von Mises stress is also high in this area, as shown in Figure 14F. This indicates that the pellet with the MPS defect is more prone to cracking. At 1,643 days, during the ramp event, the stress of the cladding is much higher than that during normal operation at 1,100 days, the distribution of stress has also changed, as shown in Figures 14D,E. During high power stage, the impact of the MPS defect on the distribution of stress is more intensive.
[image: Figure 14]FIGURE 14 | The hoop stress distribution (A–C) and Von_mises stress distribution (D–F) in 1100 and 1643 days.
The more detailed stress distributions are shown in Figure 15. During two shutdowns and refueling, the Von Mises stress of the pellet increased sharply due to the thermal stress caused by the temperature rise. During the ramp event, the power of the pellet increased significantly, and the stress level also increased sharply. In addition, during the high-power stage, the stress relaxation caused by creep is more significant. During the whole operation period, the Von mises stress at point D is higher than those at points E and F, and the structure near point D is more prone to plastic deformation. After contact, the hoop stress at point D is much higher than those at points E and F, which indicates that the inner surface of the cladding opposite to the MPS defect center is more prone to SCC.
[image: Figure 15]FIGURE 15 | Von Mises and hoop stress distribution in full irradiation history at pre-set points.
Figure 16 shows the contact pressure distribution between pellet and cladding at 1,100 days and at 1,643 days. It exhibits that the contact pressure during the ramp test is about twice that at the normal operating conditions. Moreover, at the MPS defect location, the cladding deformed inward, causing the contact pressure between adjacent pellet and cladding to be concentrated. By comparing the contact pressure at point E and point F, it can be found that the contact pressure at point F is greater than the contact pressure at point E in the early stage of contact, and there is a flip of this relationship at the later stage of contact, as shown in Figure 17.
[image: Figure 16]FIGURE 16 | Contact pressure distribution in 1100 days (A), in 1643 days (B) and crack length distribution in 1643 days (C).
[image: Figure 17]FIGURE 17 | Contact pressure and crack length distribution in full irradiation history at pre-set points.
Figure 16C gives a summary of results of crack length (depth) distribution at the end of the ramp event. The crack length reached the maximum value at the inner surface of the cladding opposite to the MPS defect center. It can be seen from Figure 17 that the cracks at point E and point F basically did not propagate. During the ramp event, the crack propagation rate at point D rose sharply, which indicated that the cladding tube was easily damaged in the high temperature and high stress operation stage. It is worth mentioning that the SCC model used in this paper is an out-of-pile model, which does not consider the effects of complex behaviors under irradiation. This paper has not considered the pinning and tearing effects of the pellet tip crack on the inner surface of the cladding, so the prediction of crack propagation is still relatively reserved.
CONCLUSION
In this study, a 3D fuel performance analysis program has been developed based on the MOOSE framework. The code is able to simulate the thermodynamic behavior of fuel rods under steady-state and accident conditions with 2D and 3D geometries. The program has taken fission products swelling, densification and expansion of pellet, thermal and irradiation creep, gap heat transfer, fission gas release, and cladding crack propagation into consideration, detailed fuel behaviors can be simulated in this multiphysics coupling way. The influence of MPS has been described in detail, and the following conclusions can be drawn:
1) The impact of MPS on fuel performance is different before and after the pellet and cladding contact. From the analysis of the thermodynamic behavior of the fuel rod, the impact is greater at the later stage of the contact.
2) The temperature of pellet with the MPS defect is higher than the intact pellet, which makes the expansion and swelling of the MPS containing pellet more significant, causing the pellets to contact the cladding earlier. Because of the MPS defect, the cladding lacks internal support after contact, so the contact pressure between pellet and cladding became concentrated in the adjacent position of the MPS defect center.
3) After in contact, the MPS defect caused a large circumferential tensile stress on the inner surface of the cladding opposite to the MPS defect center, where the cladding crack propagation rate was much higher than those at other locations.
4) Due to SCC, short time power-up events such as ramp events will greatly increase the crack propagation. In severe cases, the integrity of the cladding will be damaged, leading to leakage of radioactive materials.
The main purpose of the current work is to accurately simulate the three-dimensional thermodynamic behavior of fuel rods. This paper demonstrates the good performance of the program by analyzing the influence of MPS defects on fuel performance under accident conditions. In the simulation of SCC behavior, the model used in this paper does not consider the influence of gas corrosion behavior in the gas cavity on the crack propagation of the cladding, so the simulation results are still conservative. In addition, this paper does not consider the influence of different shapes of MPS defects on fuel performance, if interested, check in Nathan Capps’ research (Capps et al., 2016). When the edge of the defect is sharper, the threat of the defect to the integrity of the cladding may be greater. Based on the results of modeling and analysis of MPS defects in the article, this paper recommends that the fuel rods be inspected after the pellets are installed to avoid the failure of the cladding tube due to MPS defects when the reactor power rises under high burnup conditions.
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During the refueling process of lead–bismuth eutectic (LBE)–cooled fast reactors, lead–bismuth alloy can easily adhere to the surface of the fuel rod clads when spent fuel assemblies are unloaded from the reactor core. For some designs, the lead–bismuth alloy attached on the spent fuel rods will be cleaned via physical or/and chemical methods prior to their transportation, storage, and reprocessing. In this article, the cleaning effect of a washing lotion composed of hydrogen peroxide (H2O2) aqueous solution and concentrated acetic acid (CH3COOH) as the main components on LBE was experimentally investigated. By adjusting the composition ratio of the washing lotion and the reaction temperature, the law of their influence on the cleaning effect of LBE was determined. The optimal washing lotion composed of 30 Vol% hydrogen peroxide aqueous solution as oxidant, 40 Vol% concentrated acetic acid as acid, and 30 Vol% ultrapure water as the solvent was proposed based on experimental investigations. The optimal working temperature range was also obtained. The reaction intermediate product was characterized with the XRD analysis in order to understand the reaction mechanism. The composition of the released gas (even in a slight amount) was also analyzed with gas chromatography. The hydrogen concentration in the released gas was found to be lower than the detection limit of gas chromatography (10 ppm). Since the explosion limits of hydrogen at atmospheric pressure are between 3.95 and 75.73 Vol%, the risk of possible hydrogen explosion is concluded to be extremely low. Therefore, no special treatment of the released gas is required even in a large-scale industrial platform. Furthermore, corrosion effect of the washing lotion on austenitic stainless steel components was tested as well and found to be negligibly small. The relative mass loss of the thin-walled stainless steel samples immersed in the washing lotion was found to be less than 0.5% after an experimental duration of 144 h, which facilitates sufficient cleaning time in future industrial applications.
Keywords: Lead–bismuth eutectic (LBE) alloy, hydrogen peroxide–acetic acid washing lotion, cleaning effect, Lead-cooled fast reactor (LFR), spent fuel
HIGHLIGHTS

•Cleaning effect and influence rule of hydrogen peroxide–acetic acid lotion on lead–bismuth eutectic alloy were experimentally determined.
•Dissolving reaction mechanism was determined based on the XRD analysis of reaction intermediate products.
•Hydrogen concentration of the released gas during dissolution was found to be less than 10 ppm.
•Risk of possible hydrogen explosion during the dissolution process was concluded to be extremely small.
•Corrosion effect of the washing lotion on austenitic stainless steel components was experimentally determined and was found to be insignificant with a mass loss of less than 0.5% after 144 h.
INTRODUCTION
As a clean, efficient, and sustainable energy source, nuclear power plays an important role in the long-term process of reducing carbon emissions and gradually achieving carbon neutrality. Liquid lead–bismuth eutectic alloy (LBE)–cooled fast reactors (LFRs) possess various technological advantages over the light water-cooled reactors (LWRs), such as inherent safety, high economy, and enhanced sustainability. Therefore, LFRs have attracted much attention in recent years (GIF, 2014; Smith and Cinotti, 2016; Lorusso et al., 2018). The large margin between the melting point (125°C) and the boiling point (1,670°C) of LBE (OECD/NEA, 2015) enables the reactor core cooled by liquid LBE to operate at relative low-pressure levels without any pressurization requirement. Due to the high boiling point of the coolant, the core outlet temperature is typically over 500°C and can be further increased to as high as 800°C, which makes LFRs applicable for hydrogen production (Smith and Cinotti, 2016; Wu et al., 2016). In addition, the excellent heat transfer performance of liquid LBE enables a more compact design of the reactor core, which makes the construction of small modular reactors (SMRs) possible and can largely broaden the application prospects of LFRs. Furthermore, the fast neutron spectrum in LFRs can breed new fissionable material to facilitate a closed fuel cycle, which can significantly increase the fuel utilization ratio and reduce the amount of high-level nuclear waste (HLW) simultaneously. Last but not least, coupling of an LFR with a proton accelerator builds up the so-called accelerator-driven subcritical system (ADS), which is considered as one of the most promising technological approaches to solve the problem of HLW (Abderrahim, 2012; Zhan and Xu, 2012).
Nevertheless, commercial deployment of LFRs is hindered by a series of engineering challenges. Up to now, researches on the key technologies of LFRs were firstly focused on material compatibility aspects, most notably on the degradation effects of the candidate’s structure/clad materials due to liquid metal corrosion (LMC) and liquid metal embrittlement (LME) (OECD/NEA, 2015; Gong et al., 2016; Huang et al., 2020a). Studies on thermal-hydraulic aspects have also been widely reported in the literature, for instance, on the heat transfer behavior in a wire-wrapped fuel assembly (Cheng and Tak, 2006; Pacio et al., 2016; Pacio et al., 2017; Chai et al., 2019) and on the heat transfer deterioration due to flow blockage accident (Di Piazza et al., 2014; Chai et al., 2019). Furthermore, intensive investigations on liquid metal–water interaction during the steam generator tube rupture (SGTR) accident have also been conducted (Wang et al., 2008; Huang et al., 2020b; Yu et al., 2021). However, technology aspects regarding refueling and spent fuel management have been rarely reported in open literature.
During the refueling process, lead–bismuth alloy can adhere to the surface of the fuel rod clads easily when spent fuel assemblies are unloaded from the reactor core. For the purpose of minimizing the waste volume and mass, the lead–bismuth alloy attached on the spent fuel rods needs to be cleaned via physical or/and chemical methods prior to their transportation, storage, and reprocessing. The most commonly applied cleaning lotion of lead–bismuth alloy consists of three components, including an oxidant (hydrogen peroxide, H2O2, 30% aqueous solution), an acid (concentrated acetic acid, CH3COOH, > 96% aqueous solution), and a solvent (ultrapure water or ethanol), typically with a volume ratio of 1:1:1, and the cleaning process should be performed normally at room temperature. This cleaning method defined by Schroer (2015) is adopted as a standard procedure by many research groups in their routine laboratory applications (Fazio et al., 2003; Ejenstam et al., 2013; Shi et al., 2019; Gong et al., 2021).
However, no further information or reason was given in the literature regarding the definition of this specific volume ratio or the reaction temperature at room conditions. The cleaning lotion composition for laboratory usage could be defined in a rather arbitrary way, while a large industrial scale spent fuel management program requires a more precise definition of the washing lotion composition, in order to obtain an optimal cleaning effect without any material squander and more importantly, to minimize the volume of the final liquid waste simultaneously, which is considered at least as low-level nuclear waste (LLW) that needs to be carefully treated before disposal at any rate.
In a research framework co-initiated by Shenzhen University (SZU) and the Institute of Nuclear Power Operation Safety Technology (INPOST), a comprehensive research program regarding LFR spent fuel management was defined. The current study described the very first research activity regarding the cleaning effect and influence of a washing lotion mixture on the lead bismuth eutectic alloy. The washing lotion consists of hydrogen peroxide (30% aqueous solution) and concentrated acetic acid (99.5%) as the main component. In order to determine the optimal composition of the washing lotion, series of washing lotions were set up with varying volume concentration of the oxidant and acid, respectively. Influence of the washing lotion temperature on the cleaning effect of LBE was also investigated experimentally.
EXPERIMENTAL METHODOLOGIES
The current study focused on the chemical cleaning effect of the washing lotion. Three reagents were used to define the washing lotion in the experimental investigation, that is, hydrogen peroxide aqueous solution (30% analytical purity, manufactured by Sinopharm Chemical Reagent Co., Ltd.) as oxidant, concentrated acetic acid (99.5% analytical purity, manufactured by Shanghai McLean Biochemical Technology Co., Ltd.) as acid, and ultrapure water (self-made in laboratory with a ultrapure water meter Millipore Milli-Q Direct 8, manufactured by Millipore Corporation) or anhydrous ethanol (99.5%, anhydrous grade, moisture ≤0.005%, manufactured by Shanghai Aladdin Biochemical Technology Co., Ltd.) as solvent.
The lead–bismuth eutectic alloy applied in this study was provided by Zhengzhou Shengboda Special Alloy Co., Ltd. Its nominal composition is determined according to the binary eutectic phase diagram of Pb and Bi, that is, 44.5 Wt.% Pb and 55.5 Wt.% Bi (OECD/NEA, 2015). Content and composition of impurities in the lead–bismuth alloy as-received are given in Table 1.
TABLE 1 | Content and composition of the impurities in the lead bismuth alloy as-received. All elemental concentrations are given in ppm Wt.%; the balance is LBE.
[image: Table 1]In the experimental investigations, lead–bismuth eutectic alloy blocks fabricated in a flat, cylindrical shape (outer diameter of Φ10 mm, height of 3.2 mm), and thin-walled austenitic 316L stainless steel blocks were used as test samples. A simple “weighing method” was adopted in the current study to quantify the cleaning effect of the washing lotion. Therefore, test samples (LBE and stainless steel blocks) were first dried in a vacuum chamber for 24 h and then weighed with the mass recorded as the initial sample mass minitial. After being cooled to room temperature, test samples were then put into the prepared washing lotion contained in a laboratory glass beaker for soaking and dissolving. The respective reaction phenomena of the dissolution process were observed. The mass of the remaining samples after certain dissolving duration was again weighed so that the dissolution rate (in [g/min]) can be calculated by the following:
[image: image]
where minitial and mfinal stand for the initial sample mass in [g] and the residual sample mass in [g] after a dissolution duration of ∆τ in [min], respectively. The average dissolution rate of the LBE blocks (in [g/min]) was then obtained by weighing the remaining sample mass after 24 h, if the initial blocks were not completely dissolved. In case of a complete dissolution, the duration of the dissolution process was also recorded, in order to calculate the average dissolution rate in line with Eq. 1. The error of the recorded dissolution duration is estimated to be less than 2 min, while weighing of the test samples, both before and after the dissolution (only in case of an incomplete dissolution), was conducted by a laboratory electronic balance with a linear error of 0.0002 g. Consequently, relative error of the dissolution rates obtained in the current study was estimated to be less than 5%.
It should be pointed out that the main objective of the current study was to quantify the influence of the washing lotion composition and reaction temperature on the cleaning effect of LBE. Therefore, the absolute value of the dissolution rate is of less relevance. Within a test series, the dissolution rate was then normalized with the maximal dissolution rate of the current test series as reference:
[image: image]
where Dissolution Rate Normalized i is the dissolution rate of the i th case of a test series with the same washing lotion composition and reaction temperature, while max (Dissolution Rate) is the maximal dissolution rate of the current test series.
RESULTS AND DISCUSSION
Influence of the Washing Lotion Composition
In the current study, series of washing lotions were set up with varying concentration of the oxidant and acid, respectively, for the purpose of determining an optimal composition of the washing lotion. The test sample of LBE blocks have the same dimension (outer diameter of Φ10 mm, height of 3.2 mm) and mass (roughly 2.5 g). The LBE test sample can be completely dissolved with 30 ml washing lotion of the optimal composition (see conclusion of this subsection) within 2 h, which is a feasible time for routine undertaking in our laboratory. Therefore, the total volume of the washing lotion was kept constant at 30 ml in the study of the influence of the washing lotion composition.
Oxidant Concentration
Metallic bismuth cannot directly react with nonoxidizing acids, and lead is also difficult to react with organic acids under anaerobic/anoxic conditions. As a consequence, both bismuth and lead need to be first oxidized and then react with acetic acid to dissolve, so the oxidant (hydrogen peroxide, H2O2) plays a significant role in the entire dissolution process of the LBE blocks. In this respect, increasing the oxidant concentration contributes to promoting the dissolution of lead–bismuth alloys. On the other hand, however, hydrogen peroxide is unstable and is prone to self-decomposition when promoted by heating. In order to obtain the optimal oxidant concentration, nine groups of washing lotion with different hydrogen peroxide concentrations (6–12 ml 30% H2O2 aqueous solution, 0.5–1 ml interval between two neighboring groups) were set up. On the contrary, volume of the concentrated acetic acid (8 ml 99.5% acetic acid) and the total volume of the washing lotion (30 ml, with ultrapure water as solvent) were kept unchanged in the test series. The corresponding volume concentration of the H2O2 aqueous solution in the washing lotion is hence varied between 20 and 40 Vol %.
As depicted in Figure 1, the normalized dissolution rate and, hence, the cleaning effect of the washing lotion strongly depends on the volume concentration of the H2O2 aqueous solution. The main results are summarized as follows:
a) Theoretically, increasing the oxidant concentration help to promote the dissolution of lead–bismuth alloys. In the range of 20 Vol% to 30 Vol%, as the concentration of H2O2 aqueous solution increases, the dissolution rate of the washing lotion increases significantly. While the flat, cylindrical-shaped LBE block could not be completely dissolved with the washing lotion of 20 Vol% of H2O2 aqueous solution after 24 h; at an oxidant volume concentration of 30 Vol%, the dissolution rate increases by an order of magnitude and the same LBE block was completely dissolved after soaking for about 2 h.
b) With the nine groups of washing lotions of the same total volume (30 ml) containing the same amount of concentrated acetic acid (8 ml), the best cleaning effect of LBE is obtained when the volume concentration of H2O2 aqueous solution is 30%, corresponding to a washing lotion consisting of 9 ml H2O2 aqueous solution, 8 ml concentrated acetic acid, and ultrapure water as solvent.
c) However, as the volume concentration of H2O2 aqueous solution further increases beyond 30 Vol%, the dissolution rate starts to drop dramatically. It can be observed that the three high concentration cases (33.3, 36.7, and 40 Vol%, respectively) have the worst performance in the dissolution of the LBE block. The main reason is that higher hydrogen peroxide concentration results in a violent dissolution reaction in the early stage and hence releases a large amount of reaction heat to the reaction system, which leads to a thermal runaway phenomenon similar to bumping. Consequently, the system temperature increases rapidly in the early stage. At high system temperature, hydrogen peroxide is prone to self-decomposition. The self-decomposition of hydrogen peroxide into water and oxygen is an exothermic reaction, which again releases even more reaction heat and accelerates the self-decomposition. Consequently, the self-decomposition causes a large loss of hydrogen peroxide, and finally gives rise to a sharp drop in the dissolution rate of the lead–bismuth alloy block. After soaking for 24 h, the lead–bismuth alloy block was still not completely dissolved and the remaining sample in the form of a white powdery solid was observed.
d) To sum up, the positive effect of increasing oxidant concentration to promote the dissolution LBE is more significant at a H2O2 aqueous solution concentration less than the critical concentration of 30 Vol%. Once the hydrogen peroxide concentration is higher than this critical concentration, intensive heat accumulation is likely to occur already during the early stage of the dissolution process; the higher temperature results in decomposition of the hydrogen peroxide, and the cleaning effect of the washing lotion will be weakened to a great extent.
[image: Figure 1]FIGURE 1 | Cleaning effect of washing lotions with different hydrogen peroxide concentration.
Acid Concentration
The acetic acid not only acts as a washing liquid during the reaction but also has an effect on the oxidability of hydrogen peroxide. Consequently, changing the concentration of acetic acid has a certain impact on the dissolution rate and the cleaning performance of the washing lotion. Therefore, a sensitivity study of the acid concentration was conducted in a like manner.
The total volume of the washing lotion was kept constant at 30 ml. Based on the above sensitivity study of the hydrogen peroxide concentration, it was concluded that for an optimal cleaning effect 9 ml hydrogen peroxide aqueous solution should be contained in the 30 ml washing lotion. As mentioned in the introduction, the volume ratio of hydrogen peroxide aqueous solution to concentrated acetic acid was normally set at 1:1 in the literature (Schroer, 2015), yet without any detailed explanation. Nevertheless, this 1:1 ratio provides a good reference for the experimental setups. Therefore, aiming to find an optimal concentration of acetic acid, eight groups of washing solutions with different acid concentrations (7–14 ml concentrated acetic acid, 1 ml interval between two neighboring groups) were prepared. The volume concentration of hydrogen peroxide aqueous solution (30 Vol%, the optimal concentration) and the total volume of the washing lotion (30 ml, ultrapure water as solvent) were kept unchanged in the test series.
Figure 2 shows the relationship between the dissolution rates and the volume concentration of the concentrated acetic acid. The main results are summarized as follows:
a) As the concentration of acetic acid increases, the dissolution rate experiences a steady, but slow growth firstly. There exists apparently a threshold volume concentration between 33.3 and 36.7 Vol%. While the dissolution rate at the acid concentration of 33.3 Vol% (corresponding volume of the concentrated acetic acid in the washing lotion is 10 ml) is less than 10 % of the maximal dissolution rate of the test series, it increases rapidly to roughly 70% of the maximal dissolution rate of the test series at the acid concentration of 36.7 Vol% (corresponding volume of the concentrated acetic acid is 11 ml), once the acid volume concentration surpasses the threshold volume concentration. Finally, the peak value of the dissolution rate was found at the acid concentration of 40 Vol% (corresponding volume of the concentrated acetic acid is 12 ml).
b) However, the dissolution rate decreases again at a higher acid volume concentration of 46.7% (corresponding volume of the concentrated acetic acid is 14 ml). With volume concentration of acid increasing, the amount of ultrapure water (as solvent) in the washing lotion decreases, which affects the dissociation of acetic acid, and finally the oxidability of hydrogen peroxide decreases, resulting in the decrease in the dissolution rate of the lead–bismuth alloy block. According to this test series, the optimal volume concentration of the concentrated acetic acid with the best dissolution performance should be 40 Vol%.
[image: Figure 2]FIGURE 2 | The relationship between the dissolution rate and the volume concentration of acetic acid and ultrapure water as solvent.
Solvent Type
Up to now, the solvent of the washing solution has always been ultrapure water. However, as defined in the standard cleaning method (Schroer, 2015), the choice of the solvent is normally ethanol. In order to study the influence of the solvent type on the performance of the washing lotion, the ultrapure water solvent was replaced by a mixed solvent consisting of 50% ultrapure water and 50% ethanol. Six groups of different acetic acid concentrations (7 ml, 8 ml, 9 ml, 10 ml, 12 ml, and 14 ml concentrated acetic acid) were prepared, while the volume concentration of hydrogen peroxide aqueous solution (30 Vol%, the optimal concentration) and the total volume of the washing lotion (30 ml) remained unchanged.
Figure 3 then compares the dissolution rate for the two different solvent type of ultrapure water and the mixed solvent consisting of 50% ultrapure water and 50% ethanol. For consistency, dissolution rates were normalized with the same maximal value of the dissolution rate obtained at the acid concentration of 40 Vol% with ultrapure water as solvent. As depicted in the figure, the dissolution rate drops drastically after replacing part of the solvent with ethanol. When the solvent changes from ultrapure water to water–ethanol mixture, the ionization constant of acetic acid increases (Hu et al., 1991). However, after ionization of acetic acid, the ionized protons (H+) will combine with ethanol and water, respectively, and exist in the form of solvation in the solution. The solvated protons C2H5OH2+ are more stable than H3O+ (Lei et al., 1995), which reduces the reactivity of the water–ethanol mixed solvent-based washing lotion, and the dissolution rate is significantly lower than that of the ultrapure water solvent-based washing lotion.
[image: Figure 3]FIGURE 3 | The relationship between the dissolution rate and the solvent type: (A) 100% ultrapure water; (B) 50% ultrapure water + 50% ethanol.
From the above three sets of experiments with respect to the influence of oxidant and acid concentration as well as solvent type, it can be concluded that for a 30 ml washing lotion, the optimal composition should consist of 9 ml H2O2 aqueous solution and 12 ml concentrated acetic acid, with the rest is ultrapure water as solvent. Volume concentration of H2O2 aqueous solution and concentrated acetic acid in the optimal washing lotion are 30 Vol% and 40 Vol%, respectively. Furthermore, it is recommended that ultrapure water should be used as solvent instead of ethanol.
Influence of the Washing Lotion Temperature
Up to now, all the experiments have been conducted under room condition. The LBE blocks as test samples were put into the prepared washing lotion contained in a laboratory glass beaker for soaking and dissolving, while the glass beaker was standing free in air without any temperature control of the reaction system consisting of washing lotion and a LBE block. Although the reaction system was put free in air at room temperature, the actual reaction temperature also depends on the reaction heat released during the dissolution of the LBE block in the washing lotion. Consequently, this temperature might differ from the room temperature largely. Obviously, the washing lotion temperature has a certain significant impact on the reaction kinetics, and more importantly on the stability of the oxidant H2O2.
For the purpose of studying the effect of temperature on the cleaning effect, eight groups of different experimental temperatures settings were set up, that is, room condition at a measured room temperature of 23.2 °C, as well as seven different temperature values controlled with a water bath of 23.8 °C (measured room temperature), 25 °C, 30 °C, 32.5 °C, 35 °C, 37.5 °C, and 40 °C, respectively. It should be pointed out that room condition without water bath means that the reaction system was standing free in air at room temperature. But room temperature at 23.8 °C with water bath means that the temperature of the reaction system was controlled with a water bath, which was set at the measured room temperature of 23.8 °C. The total washing lotion volume of 30 ml as well as its composition were kept unchanged, which consist of 9 ml hydrogen peroxide aqueous solution, 12 ml concentrated acetic acid, and 9 ml ultrapure water.
As depicted in Figure 4, the temperatures setting has a vital impact on the dissolution rate and, hence, on the cleaning effect of LBE. The main results can be summarized as follows:
a) As the system temperature controlled by water bath increase from 23.8 °C to 25 °C to above 30 °C, the dissolution rate of LBE increases rapidly and reaches the highest value at the water bath temperature of 32.5 °C, under which the dissolution rate is almost an order of magnitude larger than under room temperature at 23.8 °C with water bath. The main reason can be attributed to the increase of reaction kinetics promoted by temperature.
b) However, as the water bath temperature further increase to 35 °C, 37.5 °C, and 40 °C, the dissolution rate drops dramatically. This may be caused by the superposition of the reaction heat and the heat provided by water bath, which intensifies the self-decomposition of hydrogen peroxide, reduces the hydrogen peroxide concentration and, hence, lowers the dissolution rate.
c) Furthermore, during the experiment under room condition without water bath, it was found by infrared thermometers (Fluke VT04A, Fluke Company) that surface temperature of the wash lotion was around 30 °C, even though the measured room temperature was 23.2 °C. This is mainly due to the reaction heat released during the dissolution process. Consequently, it is also observed in Figure 4 that the dissolution rate of LBE under room condition without water bath is significantly higher than under a water bath temperature of 23.8 °C and 25 °C, where the water bath has a heat dissipation effect on the released reaction heat and, hence, reduces the dissolution rate.
d) On the basis of the experiment, it can be concluded that a system temperature of 30 °C–35 °C controlled by water bath is the ideal range for the cleaning effect of the washing lotion. The optimal reaction temperature in the experimental test series was found at 32.5 °C controlled by water bath.
e) Nevertheless, it should be pointed out that cooling devices to control the system temperature should be installed in a large-scale industrial platform, since the washing lotion will be heated by reaction heat superimposed with decay heat released by spent fuel. The reaction temperature should be controlled/cooled under 35 °C in order to alleviate possible self-decomposition of hydrogen peroxide.
[image: Figure 4]FIGURE 4 | The relationship between system temperature and the dissolution rate of the lead–bismuth alloy block.
Reaction Mechanism
In order to understand the specific dissolution reaction path of the washing lotion to the lead–bismuth alloy block, X-ray diffractometer, XRD (Empyrean, PANalytical Corporation, Netherlands), was employed to characterize the reaction intermediate product, that is, the incompletely dissolved lead–bismuth alloy block, which is present in the form of a white powdery solid.
Two washing lotions of the same optimal composition, that is, 30 Vol% hydrogen peroxide aqueous solution, 40 Vol% concentrated acetic acid, and ultrapure water serves as solvent, but different total volume of 10 and 15 ml were prepared for dissolution of the LBE blocks under room condition. After 2 h of reaction, it was observed that the LBE blocks were not completely dissolved in both washing lotions. The residual LBE block was covered by the intermediate reaction product in the form of a white powdery solid. For characterization of its composition, the white powdery solid was then carefully scratched and collected for further analysis with XRD. As depicted in Figure 5, the white powdery solid collected from the 10 ml washing lotion was labeled as “Sample 1” in the figure, while that collected from the 15 ml washing lotion was labeled as “Sample 2”. For comparison, the standard XRD patterns of bismuth (III) acetic acid (C2H3BiO3) and bismuth (III) acetate (C6H9BiO6) were also included in the figure. As illustrated in Figure 5, it could be concluded that the main components of the intermediate reaction product are bismuth (III) acetic acid (C2H3BiO3) and bismuth (III) acetate (C6H9BiO6). Since bismuth (III) acetic acid is a hydrolysis product of bismuth (III) acetate, it can be concluded that bismuth acetate has undergone a hydrolysis reaction. The main components of the intermediate reaction product are the compounds of bismuth instead of the compounds of lead. The main reason is that the standard electrode potential of lead (−1.262 V) is lower than that of bismuth (≤ 0.32 V), therefore it is more susceptible to oxidation by hydrogen peroxide, followed by a dissolution with acetic acid. Accordingly, it can be concluded that the main reactions of dissolving the lead–bismuth alloy block with the washing lotion are as follows:
a) oxidation of the metallic elements with hydrogen peroxide:
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b) dissolution of the metallic oxide in acetic acid:
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c) hydrolysis of bismuth acetate:
[image: image]
[image: Figure 5]FIGURE 5 | XRD analysis of the incompletely dissolved lead–bismuth alloy block.
Other Aspects
Composition of the Released Gas Products
During the dissolving process of the lead–bismuth alloy block, it was observed that there are a few bubbles in the solution, and more gas products were formed on the surface of the lead–bismuth alloy block. As acid and metallic elements were present in the reaction system, it was suspected that hydrogen gas might be released. Even though the amount of the gas products is not significant in laboratory, for large-scale industrial applications, the gas components produced during the cleaning process possess a significant impact on production safety, especially when the highly explosive hydrogen is accumulated locally. In this experiment, four groups of washing lotion with the same composition yet different total volumes (20 ml, 30 ml, 40 ml, and 50 ml) were set up. The lead-bismuth alloy block was cleaned separately and the released gas products were collected with laboratory gas-sampling bags. Their respective compositions were then analyzed by 5 A molecular sieve column gas chromatography.
Since the 5 A molecular sieve column used in gas chromatography is unable to identify the residual components such as carbon dioxide, water steam, and acetic acid, these residual components were tested after backflushing and separation. For the sake of safety, however, we should pay more attention to the hydrogen which may be produced via direct reaction of lead with acetic acid. As depicted in Figure 6, hydrogen was not detected in all experimental groups, that is, concentration of hydrogen was found to be lower than the detection limit of gas chromatography (10 ppm), indicating that the direct reaction of lead–bismuth alloy block with acetic acid is insignificant. The negligibly small amount of hydrogen released during the dissolution process might stem from the direct reaction of acetic acid with impurities in the lead bismuth alloy, most notably iron and magnesium elements (see Table 1). It should be pointed out that the nitrogen and the majority of the oxygen as detected in the gas products are stemming from the environmental atmosphere, which was presented in the reaction beaker and was, hence, inevitably collected in the gas-sampling bags. Furthermore, oxygen might also stem from the self-decomposition of hydrogen peroxide. Nevertheless, since the explosion limits of hydrogen at atmospheric pressure are between 3.95 and 75.73 Vol% (Le et al., 2012; Le et al., 2013), the negligibly small amount of hydrogen component indicates that the risk of hydrogen explosion is minimal. Consequently, the released gas products require no special treatment for hydrogen. However, the washing lotion contains a higher concentration of acetic acid, it is recommended to remove the irritating acid from the released gas products in the actual industrial operation, for instance, with an acid-base neutralization.
[image: Figure 6]FIGURE 6 | Composition of the gas products with different washing lotion volume: (A) 20ml, (B) 30ml, (C) 40ml, and (D) 50 ml.
Corrosion Effect of the Washing Lotion on Stainless Steel
Objective of washing lotion is cleaning the lead–bismuth alloy attached on spent fuel clad of LFRs, typically made of austenitic stainless steel. Therefore, corrosive effect of the washing lotion on the stainless steel elements should be investigated as well, especially considering the fact that the thickness of a typical fuel rod clad is in the order of 1 mm. If the washing lotion has an evident corrosive effect on the fuel rod clad material, then the cleaning process and duration must be carefully controlled in order to avoid intensive corrosion that might endanger the spent fuel clad integrity. In this part of investigation, corrosion effect of the washing lotion on thin-walled stainless steel blocks (thickness less than 1 mm) was investigated in two different models, that is, the stainless steel block soaked alone in the washing lotion and soaked together with LBE block in the washing lotion. Washing lotions of the same composition, that is, 30 Vol% hydrogen peroxide aqueous solution, 40 Vol% concentrated acetic acid and 30 Vol% ultrapure water, were adopted. The relative mass loss of the stainless steel blocks was determined after different soaking duration of 48, 96, and 144 h, respectively.
As depicted in Figure 7, corrosion of stainless steel components is positively correlated with the immersion time in an obvious way. In addition, the relative mass loss of stainless steel components immersed together with the lead–bismuth alloy block was significantly higher than that when the stainless steel blocks were immersed in the washing lotion alone. The reason is that the lead–bismuth alloy block generates heat during the dissolution process, which increases the possibility of the stainless steel components being oxidized by hydrogen peroxide, thereby raises the mass loss of the co-immersed stainless steel blocks as a consequence.
[image: Figure 7]FIGURE 7 | Influence of soaking duration on the corrosion mass loss rate of austenitic stainless steel.
Nevertheless, after 144 h, the relative mass loss of the stainless steel blocks was found still less than 0.5 %, and a tendency of approaching saturation was also observed. Furthermore, stainless steel test samples were observed with a simple visual observation after the experiment and no localized pit corrosion was found. Therefore, in practical applications, the immersion time of stainless steel components in the washing lotion should be minimized, but no special attention is required within at least 144 h.
CONCLUSIONS AND OUTLOOKS
The most commonly applied cleaning lotion of lead–bismuth alloy consists of an oxidant (30% hydrogen peroxide aqueous solution), an acid (concentrated acetic acid), and a solvent (ultrapure water or ethanol), typically with a volume ratio of 1:1:1. This cleaning method is adopted by many research groups in their routine laboratory applications. However, no further reasons were given regarding this definition of the volume ratio and the reaction temperature under room conditions. Such information is still insufficient in the open literature.
Therefore, in this study, series of experiments were carried out on the cleaning effect of lead–bismuth eutectic alloy adhering to stainless steel clad of spent fuel, and the key issues such as influence of the washing lotion composition and reaction temperature, reaction mechanism and reaction gas component, and washing lotion corrosiveness on the stainless steel components were explored as well. The current study fulfills the missing gap in the literature and also provides valuable reference data for the subsequent construction of a large-scale industrial experiment platform that is in progress at Shenzhen University (SZU) now. The main conclusions derived are summarized as follows:
a) Composition of the washing lotion has a significant influence on the cleaning effect. Based on experimental investigations conducted in the current study, an optimal washing lotion composition was proposed. Volume concentration of H2O2 aqueous solution (as oxidant) and concentrated acetic acid (as acid) in the optimal washing lotion are 30 Vol% and 40 Vol%, respectively. Furthermore, it is recommended that ultrapure water should be used as solvent.
b) In addition, system temperature also plays an important role in the cleaning effect, mainly due to the stability of hydrogen peroxide in the washing lotion, which is prone to self-decomposition at elevated system temperature. The cleaning effect and stability of the lotion were found to be fairly good in a temperature range between 30 °C and 35 °C, and the highest dissolution rate was observed in a water bath of a temperature of 32.5 °C.
c) Based on the XRD analysis of the unresolved samples, the main reactions of dissolving the lead–bismuth alloy block with the washing lotion are oxidation of the metallic elements with hydrogen peroxide, followed by dissolution of the metallic oxide in acetic acid.
d) Moreover, no detectable hydrogen component was found in the released gas products. It shows that lead and bismuth do not directly react with acetic acid, rather they are first oxidized by hydrogen peroxide and then react with acetic acid. Consequently, the risk of hydrogen explosion is extremely low, and there is no need to deal with the hydrogen explosion risk that may exist. But in practice, the acetic acid component of the lotion may volatilize, so the tail gas should be deacidified before ejecting to the environment.
e) Last but not the least, corrosion effect of the washing lotion on austenitic stainless steel components was found to be negligibly small. The relative mass loss of the stainless steel samples was ≤0.5% within 144 h, which facilitate sufficient cleaning time in industrial applications.
At last, limitations of the current study should be discussed, which also define the future prospects of this study. They are proposed as follows:
a) In the current study, LBE test samples fabricated in flat, cylindrical blocks were adopted in the experiments. However, in practical industrial applications, LBE adhering on the surface of the fuel clad, normally in thin films, needs to be cleaned and removed. Consequently, in future investigations, mock-up fuel assemblies with LBE adherent on the clad surface should be used as test samples, in order to quantify the cleaning effect of the washing lotion defined in the current study by a greater degree. Furthermore, physical cleaning effect, for instance, with an oil bath, should be explored as well, which might be defined as a complementary cleaning method to the chemical cleaning method as investigated in the current study. In practical industrial applications, both physical and chemical cleaning methods will play an important role.
b) In the current study, all the cleaning process was performed in laboratory scale in the so-called one-batch model, in which one test sample was cleaned in one-batch washing lotion. However, in large-scale industrial applications, multi-batch model is preferred, in which multiple spent fuel assemblies should be cleaned in one-batch washing lotion one after another, for the purpose of material saving and simplifying the working procedure. Therefore, online detection and control of the concentration of hydrogen peroxide in the washing lotion are of essential importance, in order to keep the hydrogen peroxide concentration within a reasonable range during a continuous cleaning model. Therefore, methods for concentration detection of hydrogen peroxide in the reaction system, for instance, a hydrogen peroxide concentration detector or a hydrogen peroxide test paper, should be tested first in a laboratory scale.
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The China initiative Accelerator Driven System (CiADS) and the corresponding lead-bismuth eutectic (LBE) cooled subcritical reactor, as the research subject of one of the major national science and technology infrastructure projects, are undertaken by the Institute of Modern Physics-Chinese Academy of Sciences (IMP-CAS). And in the first phase, UO2 fuels will be loaded in the subcritical core to test the coupling technology and achieve a long-term steady operation. A brief description of CiADS subcritical reactor, fuel assembly and fuel element are presented here, and a multi-physics performance analysis and design evaluation of CiADS UO2 fuel are carried out by means of the FUTURE code. FUTURE is a fuel performance analysis code to evaluate the synergy of phenomena occurring in the fuel element and their impact on the fuel design improvement for the liquid metal fast reactor, which was developed jointly by IMP-CAS and Xi’an Jiaotong University (XJTU). In this paper, the FUTURE code was modified and updated focusing on characteristics of CiADS fuels. Relocation and densification models were added. Results of the hottest fuel element, mainly concerning the thermo-mechanical behaviors, are discussed concerning both fuel and cladding performance on the basis of indicative design limits. According to the preliminary design, the CiADS UO2 fuel exhibits good performance, and the main safety parameters are far below the indicative limits. The Fuel Cladding Mechanical Interaction (FCMI) is not very serious, and the permanent cladding strains and Cumulative Damage Fraction (CDF) are small and even negligible thanks to the low level of fuel temperature and corresponding stress. However, some critical issues may still exist, especially on LBE corrosion near the coolant inlet, where protective oxide layers are very thin from BoL to EoL. The modeling is useful for providing feedback to the conceptual design of the CiADS LBE-cooled subcritical reactor and the update of FUTURE code.
Keywords: CiADS, subcritical reactor, LBE, UO2 fuel, performance analysis, FUTURE code
INTRODUCTION
With human activities rapidly increasing and the development of society, energy and environment issues are more and more serious. Nuclear energy, as one of the clean and sustainable resources for our electricity needs, is considered as a strategic choice to deal with the energy crisis, and gradually plays a more significant role to replace part of traditional fossil fuels in the future. However, there are still two critical issues deserving to be solved: the highly efficient use of nuclear fuels and the safe disposal of nuclear waste (NEA 2002). The advanced nuclear fuel cycle of the “partitioning-transmutation” concept (Baetslé et al., 1988) was suggested to deal with long-lived radioactive nuclides and minor actinides (MAs) in the spent nuclear fuel. Hence, the Accelerator Driven Subcritical system (ADS), which was originally proposed by Rubbia et al. (1995), has been receiving increased attention as a potential technology for both energy production and nuclear waste transmutation (Wade 2000).
The concept of ADS systems is based on coupling three main parts, including particle accelerator, heavy metal target and a subcritical reactor. A beam of about 1 GeV energy protons initiate spallation reactions in a heavy metal target and produce neutrons to drive the subcritical reactor (Mueller 2009; Ahmad, Sheehy, and Parks 2012). In the past 2 decades, much excellent work has been conducted for the high-power linear accelerator and the lead-cooled fast reactor. Active projects for ADS systems exist in France, Italy, Belgium, Japan, Korea, China, USA and several other countries (International Atomic Energy Agency, 2015), but still, the integrated ADS facility has not been built until now. Currently, the Belgian Nuclear Research Centre has been committed to the long-term development of MYRRHA (Multi-purpose hybrid research reactor for high-tech applications), which is the world’s first large-scale ADS that consists of an LBE-cooled fast reactor (LFR) that can operate in both critical and subcritical dual-modes driven by a high-power linear accelerator (Abderrahim et al., 2001). Besides, CiADS (Zhan and Xu 2012; Xu, He, and Luo 2015; Peng et al., 2017) is also devoted to establishing an experimental and demonstration ADS facility globally.
Despite some disadvantages, such as its low density of heavy atoms, poor thermal conductivity, and heat transfer degradation at high temperatures, oxide fuels (UO2, MOX) are still the fuels that have been used most, not only in light water reactors (LWR), but also in fast reactors (FR) worldwide (Kittel et al., 1993; Olander 1976; International Atomic Energy Agency, 2003). This is due to its advantageous properties, including high melting point, excellent stability, and in particular, a swelling rate much lower than other fuels (Van Uffelen and Pastore 2020). Furthermore, fuels to be used in ADS systems dedicated to MAs transmutation can be described as highly innovative in comparison with those used in critical cores (Maschek et al., 2008). Irrespective of the recycling method considered, MAs are transmuted preferably in their dioxide form of cubic fluorite structure (Delage et al., 2020; Carbol et al., 2012), which, based on the lengthy experience available on MOX fuel, is known to provide good stability under irradiation (Pelletier and Guérin 2020). Because of the historical experience and knowledge gained on oxide fuels for LWR and FR, MA oxide fuel forms have been preferentially investigated in Europe and emerged as the primary option (Delage et al., 2011), which was also considered as a primary option for the Chinese ADS fuels research and development (R&D).
UO2 fuels will be loaded in the subcritical core to test the coupling technology and achieve long-term steady operation in the first phase. In this paper, the conceptual design of the overall LBE-cooled subcritical reactor, fuel assemblies, and UO2 fuel elements for CiADS were illustrated in detail. Secondly, the fuel and cladding performance analysis aims at evaluating the conceptual design of the UO2 fuel element and improving the safety-by-design characteristics of CiADS LBE-cooled reactor under steady operation state. This analysis is based on the updated FUTURE (FUel analysis Tool for fast nUclear REactor) code, which is jointly designed and developed by IMP-CAS and XJTU. And the analysis results, mainly concerning heat-transfer and stress-strain mechanisms, are of importance for understanding fuel behaviors and performance evolution for CiADS LBE-cooled subcritical reactor.
DESCRIPTION OF THE CIADS REACTOR
Based on the significant needs for the sustainable development of China’s nuclear energy, the roadmap for developing ADS in China has been proposed by CAS, which is divided into three phases (Zhan and Xu 2012; Peng et al., 2017; Gu and Su 2021). The first phase is the proof-of-principle phase, in which the accelerator-driven transmutation verification and research facility will be built. The second phase is the industrial demonstration phase to fulfill the target to establish a demonstration facility. At last, the accelerator-driven transmutation system will be scaled up to the GWth magnitude for industrial application.
Reactor Design
As one of the six reactor concepts of the new generation nuclear energy systems selected by the Generation Ⅳ International Forum (GIF) (Kelly 2014), LFR has received extensive attention worldwide for a long time. Because of its excellent neutronic properties, thermal-hydraulic behaviors and safety characteristics, a pool-type LBE cooled fast reactor was chosen for the CiADS as the subcritical reactor, and Figure 1 illustrates the main layout of the CiADS subcritical reactor. The main design parameters of the CiADS subcritical reactor are listed in Table 1. A hexagonal FA with a rigid duct and metal spiral wire wrapping to radially separate fuel pins (shown in Supplementary Figure S1), has been proposed by the FA research group of the CiADS project at IMP-CAS(Yu et al., 2021).
[image: Figure 1]FIGURE 1 | Layout of CiADS subcritical LBE cooled reactor.
TABLE 1 | Main design parameters of the CiADS subcritical reactor.
[image: Table 1]Similar to the typical fast reactors, the CiADS fuel pin consists of several components in an austenitic stainless steel cladding tube, namely the top/bottom end caps, the tighten spring, the fuel pellets, the upper/lower reflectors, and the lower gas plenum. The conceptual fuel pin design is shown in Figure 2. Taking into account China’s prior experiences in the production and operation of UO2, this type of fuel is selected for the CiADS project to enable near-term deployment. The UO2 pellets with 95.5% theoretical density are adopted to contain fission gases and reduce swelling. Further details about the FA design parameters are provided in Table 2 (Yu et al., 2021):
[image: Figure 2]FIGURE 2 | Fuel pin of CiADS subcritical reactor.
TABLE 2 | CiADS fuel pin parameters.
[image: Table 2]Design Limits
Indicative design limits have been provided by designers to evaluate CiADS fuel pin design and guide fuel performance analysis for long-term steady-state operation. The design limits, presented in Table 3, involve the fuel and cladding temperature, the plenum pressure, and the maximum plastic, creep and swelling strains. As a very first and proof-of-principle facility, the most conservative limits for the CiADS subcritical reactor are taken as a reference in view of absolute safety.
TABLE 3 | Indicative design limits for CiADS subcritical reactor.
[image: Table 3]In particular, the corrosion and erosion problems under the LBE environment are regarded as the most demanding issues. In order to prevent coolant-side aggression due to the strong corrosive behaviour of LBE, limits on cladding temperature and LBE velocity are established and the oxygen-control technology is a must. Therefore, the CiADS subcritical LBE cooled reactor designs have to make sure that the peak cladding temperature is no more than 550 °C, and the maximum LBE velocity is 0.355 m/s, which is far below the design limit. The oxygen concentration in the LBE coolant should be controlled within a reasonable range to avoid the generation of PbO contaminants and to ensure the formation of protective oxide layers on the cladding’s and structural material’s surfaces, which could stop the direct solution reaction. But for non-isothermal loop, it can not only guarantee to form protective oxide layers at high temperatures, but also avoid generating excessive solid lead oxide impurities to block the coolant channel. Based on the requirements above, the reasonable oxygen concentration should be controlled at 0.01 ppm for the CiADS subcritical LBE cooled reactor.
METHODS AND MODELLING
To meet the increasing demands for a detailed understanding of the thermal, mechanical, physical and chemical processes governing the fuel rod behaviors of LMFR, the FUTURE code has been jointly developed. The 1.5D method and finite difference technology were adopted in the FUTURE code to achieve a multi-physics performance analysis for the whole fuel rod. And the code is based on the serial semi-implicit coupling solution, where parameters are transferred according to the model sequence and only the thermo-mechanical coupling is iterated until it converges within one time step.
Outline of FUTURE Code
As the main component of the fuel assembly, the fuel element is the fuel using unit with an independent structure in the reactor. The FUTURE code takes the pellets region, the fission gas plenum and the corresponding claddings as the simulation zone, and this zone is divided into several axial slices as shown in Supplementary Figure S2, while at a given time the rod is analyzed slice by slice. After all the slices have been calculated, each slice needs to be coupled together, which means that quantities such as the inner plenum pressure or the axial friction forces between the pellets and the claddings are determined (axial coupling). Besides, the radial discretization is based on the axial-symmetric hypothesis, so the minimum control unit is a nested node ring and is combined with each other to generate a computing grid.
Under high temperatures and strong irradiation conditions, the fuel experiences phenomena such as fuel restructuring, constituent redistribution, swelling, creep, fission gas release, pellets and claddings interaction, etc. These phenomena and the strong interrelationships among them, as well as the non-linearity of many processes involved, are very complicated and hard to analyze. The FUTURE code simulates these phenomena and their coupling relationships, and tracks the important features with the evolution of the irradiation history to predict the performance of the fuel rods under various operating conditions. Based on the serial semi-implicit computing architectures, the FUTURE code adopts the two-step analysis method, which combines the global thermo-mechanical analysis and local behaviors simulation of fuel rods, to better reflect and deal with the multi-physics problems and multi-scale evolution during operation in the reactor as shown in Supplementary Figure S3. Supplementary Figure S4 depicts the information flow among the modules.
Models and Material Properties
The FUTURE code was developed at first to focus on FRs and deals with serious and multifarious interactions, which only occur in FR cores. However, the CiADS subcritical reactor core possesses two different reactor characteristics because of its special design and unique principle: on the one hand, due to the effects of the external neutron source, the CiADS subcritical reactor core has a much harder neutron energy spectrum, which initiates the spallation and breeding reactions; on the other hand, as a very first and proof-of-principle facility, the most conservative limits for the CiADS subcritical reactor are taken in view of absolute safety. Hence, this subcritical reactor has a much lower keff, linear power and coolant velocity. These conservative design parameters render the CiADS subcritical reactor fuel to behave more like LWR fuels, and the FUTURE code has to be adjusted and updated to apply LWR fuel characteristics under these considerations. According to the preliminary design, the CiADS UO2 fuel will operate with a much lower temperature and burnup, and some of the fuel behaviors for FRs will not occur, such as obvious fuel restructuring, constituent redistribution and fuel and cladding chemical interaction (FCCI). Therefore, these calculating and analysis functions in the FUTURE code were shut down, and the main work focused on the thermo-mechanical behaviors of the UO2 fuel and its performance evolution in this paper. Besides, the code was updated and improved concerning material properties and models suitable for LWRs, including relocation and densification. A brief summary of the main modifications for the CiADS subcritical LBE cooled reactor and crucial parts of the FUTURE code is reported in the following sub-sections, whereas those shut-down functions and models in the FUTURE code will be published elsewhere (Wang et al., 2021).
Thermo-Mechanical Framework
Most phenomena occurring inside fuel pellets are thermally activated, and a good knowledge of the thermal field inside the fuel pin is of paramount importance. In order to calculate the temperature distribution and evolution process inside the fuel rod, the one-dimensional radial energy equations (heat conduction equations) for pellets and claddings are adopted:
[image: image]
whereas the axial energy equation for the coolant is given by:
[image: image]
where [image: image] is the density; [image: image] is the specific heat; [image: image] is the temperature; [image: image] is the time; [image: image] is the radial position; [image: image] is the thermal conductivity; [image: image] is the power density for fuel part; [image: image] is the coolant channel area; [image: image] is the coolant axial velocity; [image: image]is the axial position; [image: image] is the heat flux density in the cladding-coolant interface.
The FUTURE code includes a stress-strain analysis module to simulate the mechanical behaviors of the pellets and claddings. The stress-strain analysis module adopts a more common and effective algorithm with the finite difference method. Based on several assumptions, such as generalized plane strain, continuity condition, and axial symmetry, the calculation is simplified, which only focuses on the global mechanical evolution and the calculation of stresses, strains and the corresponding deformations. Dynamic forces are in general not treated and the solution is therefore obtained by applying the principal conditions of equilibrium and compatibility together with the constitutive relations. These basic equations are combined and derived into a more detailed displacement expression, which is the so-called displacement method to deal with statically indeterminate structures. Except for elastic strain, other strains, such as thermal expansion, swelling, creep, densification and relocation, etc. are given in empirical correlations and substituted into basic equations. The equation of radial equilibrium, which describes the balance between radial and hoop forces, is given by (Lassmann 1992):
[image: image]
and the compatibility equations for small deformation hypothesis are:
[image: image]
whereas the constitutive relations (generalized Hooke’s law) are obtained by:
[image: image]
where [image: image] means radial, [image: image] hoop and [image: image] axial; [image: image] is the stress; [image: image] is the strain; [image: image] is the radial displacement, and [image: image] axial displacement; [image: image] is the constant; [image: image] is the Young’s modulus; [image: image] is the Poisson’s ratio; [image: image] is the coefficient of thermal expansion; [image: image] refers to the swelling, [image: image] the creep, [image: image] the densification, [image: image] the relocation.
Fuel
In the first phase, UO2 fuels will be loaded in the CiADS subcritical core to test the coupling technology and achieve long-term steady operation. The material database of the FUTURE code contains the physical properties and material parameters of UO2 fuels, which are from the MATPRO (Rossi and Sorbi 2006) and the BISON (Hales et al., 2016) theory manual. Besides, for a more detailed and precise simulation, relocation and densification strains are added in the FUTURE code.
1) Relocation
It is well known that the thermal gradients in an LWR fuel pellet result in the corresponding stress gradients that exceed the fuel fracture stress, causing radial cracks, and afterwards induces radial dimension change of pellets and decreases the width of the gap. But as the volume of pellets increasing rapidly due to swelling, serious FCMI occurs and the status of fuel stresses becomes compressive, cracks healing. Actually, pellet cracking and relocation are very complicated to some extent and can be separated into two mechanisms: 1) The elastic strain prior to cracking is redistributed, and the stress level in the pellet is reduced, while the pellet volume increases; 2) A gross movement of the fuel fragments occurs due to cracking and reduce gap size (Lassmann and Blank 1988). In this paper, the CiADS UO2 fuel was treated as a viscoelastic material; therefore, creep was considered as the main stress relaxation effect. In order to analyze the stress change inside the pellets because of the creep process, the second way was taken to model the effect of UO2 cracking on gap width by adding fuel radial relocation strain. The GAPCON model (Lanning et al., 1978) was adopted to calculate fuel radial relocation strain and modified in this work to reflect the cracks healing process by means of the contact pressure correction method used in the Constant Relocation Model (Siefken, Berna, and Shah 1985; Rashid, Dunham, and Montgomery 2004). This modified GAPCON model is given by:
[image: image]
where [image: image] is the displacement due to relocation, [image: image] is the relocation displacement when contact initially; [image: image]; [image: image] is the burnup in MWd/MTU; [image: image] is the linear heating rating; [image: image] is the as-fabricated cold gap; [image: image] is the contact pressure.
2) Densification
The fuel material is a porous ceramic obtained by powder pressing followed by sintering at high temperatures (generally in the range 1700–1800°C). For the CiADS UO2 porous fuel, the fuel temperature is way too low to activate additional thermal sintering. However, irradiation induced sintering is possible. A large number of atoms are displaced for each fission event, and this energy is sufficient to eliminate part of the remaining small porosity by re-implantation of vacancies from the pores to the bulk, which increases the density of the fuel. Fuel densification is computed using the ESCORE empirical model (Rashid, Dunham, and Montgomery 2004) given by:
[image: image]
where [image: image] is the densification strain; [image: image] is the total densification that can occur (given as a fraction of theoretical density, which has been set to 0.01 here); [image: image] is given by [image: image] below 750°C, otherwise it is 1.0.
Cladding
Specific austenitic stainless steels have been developed to be used as cladding materials in fast reactors. The main advantages of these steels are their good thermal creep behaviors, excellent swelling resistance and mechanical properties (Garner 2020). Hence, the cladding material proposed for the CiADS subcritical reactor is austenitic stainless steel 15-15Ti, which is widely adopted for other lead-cooled fast nuclear reactors such as ALFRED and MYRRHA. As the first safety barrier, the properties and behaviors of the claddings obtain much more attention in fuel performance analysis and design evaluation, so creep, swelling and rupture are essential in the modeling. These related computational expressions are also used in the TRANSURANUS code (Luzzi et al., 2014) and reported below.
1) Creep
Based on the data from (Grasso et al., 2013) and the Nabarro-Herring description suggested by (Többe 1975), The formula presented in Eq. 13 is adopted for the thermal creep calculation:
[image: image]
where [image: image] is the thermal creep rate; [image: image] is the gas constant; [image: image] is the equivalent Von Mises stress.
And the irradiation induced creep is described by means of the following correlation:
[image: image]
where [image: image] is the irradiation induced creep rate; [image: image] is the mean neutron energy; [image: image] is the neutron flux.
2) Swelling
The TRANSURANUS code provides a suitable swelling model for 15-15Ti, which is the derivation of a correlation based on experimental data appropriate for this kind of steel.
And the “Generalized 15-15Ti” correlation is adopted here in Eq. 15, which is aimed at representing the highest swelling values, occurring at 450°C.
[image: image]
where [image: image] is the neutron fluence.
3) Rupture
The Cumulative Damage Fraction (CDF) model has widely been used to predict the creep-rupture of the fast reactor claddings, which is an empirical model to predict the rupture time. The CDF model based on the Larson-Miller Parameter (LMP) and data from (Filacchioni et al., 1990) has been implemented, and a CDF value smaller than one indicates that claddings do not fail:
[image: image]
where [image: image] represents the time-to-rupture and is derived from LMP:
[image: image]
Coolant
To prevent serious LBE corrosion, the protected oxide layers technology is proposed and adopted in LFRs. Therefore, maintaining the “self-healing” oxide layers on structural material surfaces is important in an LBE-cooled nuclear power system, or the failure of the oxide layer will lead to heavy liquid metal corrosion. The Russian experience on LBE-cooled nuclear reactors indicates that the oxygen concentration and the flow velocity are the two most important factors that affect the oxide layer properties (Zhang 2013), which restrict the CiADS subcritical reactor design. The FUTURE code adopted the long-term behaviors model of the oxide layers in an oxygen-controlled system developed by (Zhang 2013, 2014) to evaluate the status of the cladding’s interface on the LBE side. This model predicts the thickness of the double oxide layers (magnetite layer and spinel layer, which are observed in experiments) due to growth and removal. Based on the mass balance, the kinetics of the magnetite layer growth is expressed by:
[image: image]
where [image: image] mean the magnetite layer, the steel, the spinel layer and LBE;[image: image] is the thickness; [image: image] is the density; [image: image] is the mass fraction of Fe; [image: image] is the oxidation constant of the steel; [image: image] is the mass transfer rate by the liquid metal flow.
As for the kinetics of the spinel layer growth, it depends on the real operating conditions:
1) The spinel layer can be expressed by the parabolic law before the magnetite layer is completely removed:
[image: image]
2) If the corrosion rate or the iron removal rate by the flow is less than that of the iron diffusion rate through the spinel layer, the thickness of the spinel can be calculated by the linear growth law:
[image: image]
3) With the thickness of the spinel layer increasing, the iron diffusion rate through the spinel and the iron mass transfer rate by the liquid metal at the oxide/liquid interface equal to each other, then Tedmon equation is applied:
[image: image]
where [image: image] is the time when the outer magnetite layer is totally removed; [image: image] is the scale removal rate of the spinel layer.
RESULTS AND ANALYSIS
The FUTURE code takes the fuel active region and the fission gas plenum of the hottest pin as the simulation zone, and the active region is divided into ten axial slices, which means 10 cm long for each slice. Besides, there are 20 and 10 radial nodes for the pellets and the claddings, respectively, to describe the detailed distribution of quantities. The corresponding fuel design parameters presented above have been inputted into the FUTURE code, while neutronics analysis of the CiADS subcritical reactor fuel pin has been carried out by means of the Monte Carlo code. Figure 3 shows the average linear power history for the hottest pin, and the burnup evolution is calculated by the FUTURE code. According to the design of three yearly cycles, the power only degrades a little from the beginning of life (BoL) to the end of life (EoL). And the axial discretization of the fuel pin is illustrated in Figure 4, including the axial distribution of linear power and coolant pressure. Also, it is worth noting that the coolant pressure is provided by the LFR-Sub code, which is a sub-channel analysis code of LBE cooled reactor developed by the IMP-CAS(Liu et al., 2021).
[image: Figure 3]FIGURE 3 | History of linear power for hottest pin.
[image: Figure 4]FIGURE 4 | Axial distribution of linear power and coolant pressure.
In this section, FUTURE results are explained, focusing on the heat-transfer and stress-strain mechanisms for the CiADS UO2 fuel. And also, further analysis is shown to evaluate the fuel performance according to the design limits.
Heat-Transfer

1) Code Comparison
Due to R&D demands for the CiADS reactor, the FUTURE code, the LFR-sub code and the RELAP5 code are used to analyze heat-transfer characteristics of the CiADS subcritical reactor. In reality, it is well known that these three kinds of codes are inclined to deal with different problems: the FUTURE code, the same as most fuel performance analysis codes, focuses on the multi-physics coupling, and its advantage is to describe the much more detailed distribution and evolution of quantities, and also the interaction among these multi-physics problems inside the fuel pin; as for the sub-channel analysis code, the LFR-sub code takes the thermal-hydraulic issues on assemblies or cores scale as the most critical points, which provides more accurate computing on the fluid side; and the RELAP5 code is an excellent system analysis code for best-estimate transient simulation of the LWR coolant systems during postulated accidents; furthermore, a generic modeling approach is adopted that permits a variety of thermal-hydraulic systems. Here, the RELAP5 code has been improved to simulate the CiADS LBE cooled subcritical reactor (Zhang et al., 2018). Although these three kinds of codes emphasize different analyses, all of them can model the heat-transfer process from pellet to coolant. Therefore, the results of these codes are compared to reveal similarities and differences.
Figure 5 shows the axial temperature distribution at the fuel centerline, the cladding inner and outer surface, and the coolant. It is worth noting that the results of the FUTURE code are only illustrated at the initial state, since the heat transfer ability is enhanced as dimension increasing resulted from swelling and creep. This behavior of thermo-mechanical coupling is not considered in the LFR-sub code and the RELAP5 code. When ignoring differences, these three kinds of codes give very same trends for temperature distribution: 1) the temperature of LBE increases along the axial position, this is because the coolant is heated in series, and the slope of coolant depends on the distribution of linear power; 2) the shape of fuel centerline temperature is similar to the distribution of linear power, but it is a little higher than power distribution at the latter half of fuel pin, which means the shape of fuel centerline temperature doesn’t only rely on the power, but also on the heat exchange capability of the coolant; 3) as for the axial temperature distribution at the cladding inner and outer surface, they are way too same as that of the coolant temperature, which shows the heat exchange between cladding and LBE is such excellent that the temperature gap is very small.
[image: Figure 5]FIGURE 5 | Code comparisons about heat-transfer results. (A) Fuel center temperature; (B) Cladding inner surface temperature; (C) Cladding outer surface temperature; (D) Coolant temperature.
The differences among these three codes exist mainly because of the methods, the models and the numerical discretization. As far as the coolant temperatures are concerned, the comparison is: 1) The LFR-sub code takes the subchannel analysis method to deal with the thermo-hydraulic problems, while this method divides the flow channels between rod bundles or fuel assemblies. The fluids exchange energy and momentum with the adjacent channels. Meanwhile, the effects of turbulent mixing and convective heat transfer around the wire are simulated. In conclusion, the coolant is mixed thoroughly in the axial and transverse directions, resulting in a more considerable coolant pressure drop and a more even temperature distribution that is lower than those codes without considering the transverse mixing. 2) The RELAP5 code (Fletcher and Schultz 1992), as a system analysis code, adopts a lumped parameter single-channel model to describe the flow and heat transfer phenomenon in the core. The calculated channel is regarded as an isolated and closed flow channel with no mass, momentum and energy exchanges with other channels on the whole height of the core. As a result, the axial temperature distribution of the coolant is higher than LFR-sub’s result. 3) The FUTURE code focuses on the physics process inside the fuel, while the temperature of the coolant is just calculated based on the one-dimensional axial convection heat transfer equation, regardless of quality and momentum change. Hence, the result of the FUTURE code on the LBE side is higher than that of the LFR-sub code, and the maximum temperature difference is about 51 K.
The heat transfer inside the fuel is also carried out by means of different methods: 1) The LFR-sub code adopts the method of weighted residuals in the radial direction and finite difference for time derivatives and axial space derivatives to solve the two-dimensional heat conduction equation. Therefore, as can be seen from Figure 5A, the fuel centerline temperature is flatter due to the axial heat transfer process of the fuel. 2) The RELAP5 code takes the finite difference method and the Crank-Nickelson scheme to solve the one-dimensional heat conduction equation, and five nodes are used in space discretization as much as the LFR-sub code. The maximum deviation is 36 K compared with the LFR-sub’ result. On the one hand, it results from a higher coolant temperature. On the other hand, the most central node of the RELAP5 code is much closer than the LFR-sub code, causing higher values. And the different methods adopted by the LFR-sub code and the RELAP5 code have little influence on modeling. 3) The FUTURE code also adopts the same method as the RELAP5 code does. However, more nodes are used to describe the distribution of quantities (20 for fuel and 10 for cladding), which is necessary especially considering the obvious thermal conductivity degradation with the rise of temperature. Besides, the thermal-mechanical iteration and a series of interactions could provide a more real simulation, causing the calculated fuel centerline temperature of the FUTURE code to be higher than that of the RELAP5 code with a maximum deviation of 182 K.
2) Temperature Evolution
Figure 6 shows the distribution evolution of the fuel temperatures at the hottest slice during the irradiation. The temperature distribution inside the fuel is controlled by the heat transfer process. It seems like an approximate parabola in the pellet because of the nonlinear thermal conductivity due to temperature dependency, and near-linear in the cladding due to excellent heat transfer. The distribution and evolution of the fuel temperatures are both strongly influenced by the gap conductance. On the one hand, the lower gap conductance causes a more considerable temperature drop between the pellet and cladding; on the other hand, the maximum fuel temperature occurs at the minimum gap conductance, which occurs in the first stage of the irradiation history. The real heat transfer is not independent, and it interacts with mechanical behaviors and other fuel phenomenons. As shown in Supplementary Figure S5, the dimension of the pellet changes because of swelling and creep as irradiation increases, which means the reduction of gap size and the improvement of gap conductance. Hence, the fuel temperatures will descend continuously. Afterwards, the conductance starts to sharply increase due to the gap closing and, when the closure is complete, the inner and outer fuel temperatures are steady to an almost constant level (the fuel thermal conductivity degradation counterbalances the increase of the gap conductance).
[image: Figure 6]FIGURE 6 | Temperature evolution of the hottest slice.
Witness the fuel centerline temperature evolution for some slices at different axial positions of the fuel in Figure 7. It can be found that the effect of thermo-mechanical coupling appears and is a little different for each slice, and this interaction is explained here focusing on the impact of deformation to heat transfer. As for the counteraction, it will be illustrated adequately in the next section. The FUTURE code considers six kinds of strain in the radial direction, including elastic, creep, swelling, thermal, densification and relocation. Except for elastic strain and thermal expansion, other strains are time-dependent and will change as time increasing. Therefore, the initial deformation of pellet and gap width is controlled by elastic strain and thermal expansion, which causes a much higher temperature at the very first beginning. Afterward, other strains increase rapidly to reduce the gap width and finally make the gap close, which improves the conductance. As shown in Figure 8, the fuel centerline temperature drops continuously until contacting, after that, there is no apparent temperature change because of no obvious total radial strain increasing. Besides, what is very important is that these strains strongly rely on temperature and linear power, so the slice with lower initial temperature and power contacts later, and the temperature difference is much smaller. Figure 8 indicates that the shape of axial temperature distribution changes step by step, which is resulted from each slice contacting successively.
[image: Figure 7]FIGURE 7 | Evolution of the fuel center temperature for given slices.
[image: Figure 8]FIGURE 8 | Axial distribution evolution of fuel center temperature.
Stress-Strain

1) Fuel
The FUTURE code takes pellets as visco-elastic materials and considers six kinds of strain in the radial direction, including elastic, creep, swelling, thermal, densification and relocation, and they are classified into recoverable, isotropic and anisotropic strains. Except for elastic strain and thermal expansion, other strains are time-dependent and will change as time increasing. Among these strains, the thermal expansion only depends on temperature and occurs anytime. When the power initials, the very steep temperature gradient arises inside the pellet due to the low and nonlinear thermal conductivity, and following is the quite large thermal stress. Materials deform elastically under this high-stress status, and finally, the stress and strain are in balance. Both elastic strain and thermal expansion are recoverable, as shown in Figure 9, which means they vanish without stress and heat.
[image: Figure 9]FIGURE 9 | Evolution of fuel strains. (A) Recoverable strains; (B) Isotropic strains; (C) Anisotropic strains; (D) Total strains.
At low temperatures, under about 1,400 °C, oxide fuel is brittle with rupture stress of about 130 MPa(Pelletier and Guérin 2020; Van Uffelen and Pastore 2020). Figure 10C shows that initial hoop stress at the periphery of the pellet inside hottest slice six is more than the rupture limit, which means that oxide fuel pellets start to crack at the beginning of the first power rise though the power is not that high. Therefore, pellet cracking is the first phenomenon occurring in the oxide fuel pellet at the beginning of life, and the modified GAPCON model is adopted in FUTURE to calculate relocation strain due to cracking. Relocation is like logarithmic growth and will be steady at fixed burnup. Once the FCMI occurs, the pellets will be compressive, and cracks healing. At that time, the relocation strain is adjusted by contact pressure and reduced. The modeling of creep is based on the von Mises assumption, and is allocated to three directions according to Prandtl-Reuss flow laws. Figure 9C indicates that creep increases rapidly under high-stress conditions, and as a result, the stress is relaxed. Furthermore, the increase of pellet dimension is mainly because of creep and relocation, which induce the gap closure.
[image: Figure 10]FIGURE 10 | Evolution of fuel stresses. (A) Mises stress; (B) Radial stress; (C) Hoop stress; (D) Axial stress.
The CiADS UO2 fuel is a porous ceramic obtained by powder pressing followed by sintering at high temperatures (generally in the range 1700–1800 °C). During irradiation, the CiADS fuel temperature is way too low to activate additional thermal sintering. But athermal sintering activation is possible. The remaining small porosity vanishes by re-implantation of vacancies from the pores to the bulk, and eventual annihilation on sinks, e.g., grain boundaries (Olander 1976), and thus, densification occurs. Simultaneously, the fuel material swells due to several phenomena: the accumulation of non-soluble species, single or complex defects, the creation of new cells in the lattice and the formation of precipitates. Because of the low burnup and temperature of the CiADS fuel, the swelling is much lower and increases linearly. The combination of densification and swelling phenomena causes density to maintain near the initial value at EoL, as shown in Figure 9D.
Figure 10 shows the distribution and evolution of stress components and Mises stress, and full lines reflect the rising process of stress state, while dotted lines the decreasing process. The initial high-stress status originates from differences in thermal expansion induced by a steep temperature gradient. After that, the relocation strain is exerted in the radial direction, which increases the stress further. However, creep works soon afterwards as the stress increases. The pellet turns to flow along the path of stress, which releases the potential energy by deforming, and also, the stress is relaxed. Witness Figure 10A, Mises stress reaches such a high value and may be deviated from natural stress. It is because plasticity and the structure effect of cracking are not considered here. And Figure 10C indicates that the hoop stress at the periphery of the pellet of axial stress is tensile, which causes θ cracking along the radial direction. As for the axial stress in Figure 10D, its evolution could be attributed to the synergistic effect of generalized plane strain assumption and creep flow. It appears to have different shape characteristics over time. On the one hand, the generalized plane strain assumption used in mechanical calculation controls the axial strains by adjusting stress in different radial positions for the whole plane and keeps the original axial plane still, which causes the higher pressure at the inner of pellet where significant axial expansion occurs. And at the periphery, it becomes lower or even tension to adjust the small outer deformation. On the other hand, creep works overtime, and the higher the temperature is, the larger the creep rate is. It means the stress will be relaxed in the center prior to that at the periphery, so the transition occurs, and curves intersect. At last, axial stress is also relaxed to a very small value due to creep flow.
2) Cladding
For CiADS UO2 fuel, the strain and stress of cladding are much small and simple compared with those inside the pellet. Firstly, due to the flat temperature gradient illustrated in Figure 6, 15-15Ti cladding tends to deform due to relatively uniform thermal expansion, and thus, stress is much small before gap closure, as shown in Figure 11. Besides, elastic, swelling, and creep are also close to the very small values and keep steady under such low temperature and burnup conditions, as shown in Figure 12. Swelling is usually modeled (Waltar et al., 2011) considering an incubation period at low displacements per atom (dpa) where no swelling occurs (Garner 2020), while FUTURE gives a 9.8 dpa at EoL for CiADS cladding. However, once the FCMI happens, elastic and creep strains changes. The contact links the interfaces, and the stress spreads from pellet to cladding, which increases the stress of cladding but still no plasticity occurring. As a result, cladding moves outwards, and elastic and creep strains in the radial direction increase reversely to resist this deformation. This process shows that a thin-walled cylinder, just like the cladding, bears inner pressure and tends to expand outwards, and meanwhile, the radial dimension of cladding shrinks. It is found in Figure 11A that Mises stress rises gradually after gap closure because of contact pressure increasing and only drops a little at EoL due to small creep quantities. Besides, the generalized plane strain assumption and creep relaxation also work here to adjust the inner and outer stress shown in Figure 11D, but there is no transition or curves intersecting with little axial stress increasing.
3) FCMI
[image: Figure 11]FIGURE 11 | Evolution of cladding stresses. (A) Mises stress; (B) Radial stress; (C) Hoop stress; (D) Axial stress.
[image: Figure 12]FIGURE 12 | Evolution of cladding strains.
At low temperatures (less than 1300 K), the mobility of fission-gas atoms is too low to permit appreciable gas-atom movement, either to release surfaces or even to sites where bubbles can form (Olander 1976). With such low temperature and burnup, the fission gases produced in CiADS fuel are frozen in the solid matrix. Only the gas formed very close to an external surface can escape, which hardly causes any fission gas to release to the plenum. And the plenum pressure is almost constant. The evolution of the gap size, the outer radius of the pellet, the inner and outer radius of cladding along the axial direction are depicted in Figure 13. The dimension of cladding does not change a lot, even after gap closure. According to the previous analysis, the gap size dynamics are driven mainly by the pellet deformation due to large relocation and creep. The axial slices contact in succession according to the temperature distribution, which means it is earlier for the hotter slice to contact. It is found in Figure 14 that the contact pressure will increase rapidly to the maximum, accompanied by the inner stress rising. After that, the contact pressure will drop slightly because of stress relaxation by creep. Besides, the most important phenomenon is that the contact pressure will get a more significant value for the slice which contacts later. It is the consequence of the same reason mentioned above. The slice contacting later has a much lower temperature, which means the creep rate is low, and the re-balance process of stress relaxation is slow. In conclusion, the colder slice contacts later, but will create a larger contact pressure. Due to the low swelling rate of oxide fuel and its high creep rate, FCMI does not play such a crucial role, especially for CiADS UO2 fuel.
[image: Figure 13]FIGURE 13 | Evolution of gap status.
[image: Figure 14]FIGURE 14 | Evolution of gap width and contact pressure.
It is worth noting that the first closure happens in the hottest slice six at about 190 days. Though compared with LWR fuel, it is way too early for the first contacting, especially considering the cladding’s creep inwards for LWR because of higher coolant pressure. The reasons may be: 1) the modified GAPCON model provides a large value of relocation, which may be not suitable for CiADS fuel analysis; 2) to ensure high computational efficiency, creep flow is updated over a large time step (10 days), so the accumulation of creep is also large with using the stress of the previous time. All of these will be tested in detail and modified in the latter research.
Design Evaluation
This section illustrates the design evaluation of CiADS UO2 fuel for long-term operating according to the indicative design limits shown in Section 2.4. In reality, UO2 fuels will be loaded in the CiADS subcritical core to test the coupling technology and achieve the long-term steady operation at the first phase, and as a proof-of-principle facility, the most conservative design for the CiADS subcritical reactor is taken in view of absolute safety. Therefore, most of the modeling results are way too low compared to the limits. The peak fuel temperature is 1005 K, while the peak cladding temperature is 759 K. The plenum pressure stays at around 0.2 MPa from BoL to EoL, because there is hardly any fission gas release under such low temperature and burnup. As the first barrier, the evaluation of cladding is much more critical. Figure 15 shows the ultimate limits for 15-15Ti cladding, which contains yield stress, ultimate tensile strength and rupture strain. Under design operating conditions, the CiADS cladding will not bear very high external loads, temperature and even temperature gradient.
[image: Figure 15]FIGURE 15 | Ultimate limits for 15-15Ti cladding modeling.
The stress inside cladding is far below the ultimate tensile strength and the yield stress, which means rupture and plasticity will not happen. And also, the creep and swelling of cladding are very small. Although all of these stress-strain evaluations of cladding means its normal usage, problems may still exist in LBE corrosion. Mainly because of axial temperature distribution, the growth of protective oxide layers tends to be different along the axial direction. Figures 16, 17 show the growth of oxide layers, and the thickness of oxide layers for different slices varies a lot. In the exit section, the protective oxide layers fully grow at a relative temperature. However, the oxide layers are very thin near the coolant inlet, which cannot form enough thickness to resist erosion or peeling and protect inner cladding. It is worth noting that this problem occurs in the non-isothermal loop and is hard to solve because direct dissolution reactions are sometimes severe. Further research and evaluation focusing on this problem will be carried out in the future.
[image: Figure 16]FIGURE 16 | The growth of oxide layers for different slices.
[image: Figure 17]FIGURE 17 | The axial distribution and its evolution of oxide layers.
CONCLUSION
In this paper, the conceptual design of the CiADS subcritical LBE cooled reactor is introduced. In the first phase, UO2 fuels will be loaded in the subcritical core to test the coupling technology and achieve long-term steady operation. The FUTURE code has been modified and employed in the fuel performance analysis and evaluation of pin design for CiADS UO2 fuel. Development efforts have been dedicated to the extension of the FUTURE code for analyzing CiADS UO2 fuel. Relocation and densification models are added, and fission gas release model is replaced according to the CiADS fuel characteristics. The main work focuses on the thermo-mechanical behaviors and performance evolution of UO2 fuel, and design evaluation is also carried out.
Due to R&D demands for CiADS, FUTURE, LFR-sub, and RELAP5 are used to analyze heat-transfer characteristics of CiADS subcritical reactor. FUTURE emphasizes multi-physics modeling inside fuel, and there is no doubt that the fuel temperature calculation of FUTURE is much more accurate. The LFR-sub code takes the thermal-hydraulic problems on assemblies or cores scale as the most critical points, which provides more accurate computing on the fluid side. RELAP5, as an excellent system safety analysis code, links all the relative thermal components and is more balanced but rough among these three codes. The maximum temperature difference is about 51 K in LBE, and 182 K at the fuel center. FUTURE results showed that the maximum temperature was 1014 K at initial operating and gradually dropped to 884 K at EoL due to the reduction of gap width. The heat-transfer and stress-strain process interact with each other, which causes the shape of axial temperature distribution changing step by step because of different axial deformation. According to the preliminary design, the CiADS UO2 fuel exhibits good performance, and the main parameters are far below the indicative limits. The FCMI is not very serious, and the permanent cladding strains and CDF are small and even negligible, thanks to the low level of the temperature and corresponding stress.
However, some critical issues may still exist in the modeling. On the one hand, FUTURE results showed that oxide layers were very thin in the entrance from BoL to EoL, which could not form enough thickness to resist erosion or peeling and protect inner cladding. Therefore, further research and experiments will be carried out on the LBE flow and material experimental circuit STELA, which is expected to be completed in 2021 by IMP-CAS. On the other hand, it was found that the first gap closure of CiADS UO2 fuel was too early, probably because of large dislocation and creep. Subsequent updates and sensitivity analysis in the FUTURE code will be implemented to modify and test these two models. At last, it is worth noting that the results provided meaningful feedback to the reactor designers in the conceptual design of CiADS subcritical LBE cooled reactor, and the FUTURE code has been proved an excellent tool to evaluate the synergy of the phenomena occurring in the fuel pin and their impact on the fuel design improvement.
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UMo/Zr monolithic fuel plates have a promising application prospect in high flux research reactors. To prolong the service life and achieve safety design, the in-pile macro-mesoscale thermal-mechanical behavior of the fuel plate needs further simulation research. In this study, for the fuel meat, the theoretical models of the equivalent fission gas bubble volume fraction, the gas-bubble inner pressure and the maximum skeleton stress are developed, with the effects of bubble distribution pattern involved. The application into the simulation of the in-pile macro-mesoscale thermal-mechanical behavior of the UMo/Zr monolithic fuel plate indicates that the maximum skeleton stress of the fuel meat basically rises with the burn-up, and may reach four times of the macroscale first principal stress of the fuel meat. The distribution patterns of the gas bubbles in the fuel meat might have a distinct influence on the maximum skeleton stress, and the most conservative results of the simple cubic arrangement can be used for the failure prediction of the fuel meat.
Keywords: UMo/Zr, irradiation-thermal-mechanical behavior, gas-bubble volume fraction, gasbubble inner pressure, skeleton stress
INTRODUCTION
UMo alloys are the main fuel candidates in the development of RERTR (Reduced Enrichment for Research and Test Reactors) program due to advantages of high uranium density and steady irradiation performance (Snelgrove et al., 1997; Burkes et al., 2015). Compared to UMo dispersion fuel elements, UMo monolithic fuel elements possess a higher uranium density (Gan et al., 2017). Aluminum alloy is the first choice for the cladding material in the research-test-reactor used fuel elements, because of its high thermal conductivity, low price and low density (Pasqualini et al., 2016). However, the fission fragment bombardment of the interface between aluminum alloy cladding and UMo fuel meat takes place under the in-pile irradiation environments, which will weaken the strength of UMo/Al interface resulting in the failure of fuel element and the reduction of the service life of fuel element (Pasqualini et al., 2016). The irradiation experiment results (Pasqualini et al., 2016) indicated that the interfacial performance of UMo/Al monolithic fuel element could be obviously improved by adding a Zr diffusion barrier layer between UMo fuel meat and Al alloy cladding or using Zr alloy cladding. Compared to Al alloy, the mechanical properties of Zr Alloy at high temperatures are more similar to UMo alloy (Pasqualini et al., 2016). Hence, UMo/Zr monolithic fuel elements have a good application prospect in the future high flux research reactor (Gonzalez et al., 2015; Zhao et al., 2015) and advanced pressurized water reactor, because of its low neutron absorption cross section, good mechanical properties and corrosion resistance. The researches on the fabrication process and irradiation-induced behavior for UMo/Zr monolithic fuel elements have been implemented (Kong et al., 2016; Pasqualini et al., 2016).
For the safety operation of the reactor, the UMo/Zr monolithic fuel plates should be ensured with enough strength, stiffness and in-pile stability, which are closely related to the irradiation behaviors of UMo fuel meat and Zr alloy cladding together with their intense mechanical interactions. The UMo/Zr monolithic fuel plate experiences complex thermal-mechanical behavior under neutron irradiation. Firstly, the heat generation of the UMo fuel meat will cause non-uniform temperature field in the fuel plate, which causes certain temperature gradients and thermal stress in the fuel element (Yan et al., 2019a). In addition, the solid and gas fission products lead to the volume growth of the UMo fuel meat (Kong et al., 2018). The fission gas swelling is dependent on the nucleation and growth of fission gas bubbles and affected by stress state, fission rate, temperature and recrystallization effect (Kong et al., 2016; Yan et al., 2019a; Kong et al., 2018), etc. As shown in Figure 1, the fission gas bubbles make the UMo fuel meat a porous structure, which will continue to evolve with the development of burn-up (Meyer et al., 2014). The external stresses will be balanced by the ones in the solid part of the fuel meat, called as the fuel skeleton, and the pore pressures. Large gas bubbles or pores are observed in the fuel meat near the interface between fuel meat and the Zr barrier (Jue et al., 2018). The porosity may reach 20% (Salvato et al., 2018). The porosity and bubble pressure will affect the thermal-mechanical properties (Liu and Chen, 2015; Liu et al., 2016), and affect the stresses of the UMo skeleton structure by reducing the effective load-bearing cross-section. As for Zr alloy cladding, the impact due to fast neutrons results in the voids and interstitial atoms inside the material, and finally influences the thermal-mechanical properties of material, causing the irradiation damage effects, such as irradiation hardening, irradiation embrittlement, irradiation creep and irradiation growth (Rodriguez et al., 1984; Holt and Causey, 2004; Rowcliffe et al., 2009). A study should be performed to investigate the differences in the in-pile thermal-mechanical behavior of UMo/Zr monolithic fuel elements and UMo/Al monolithic fuel elements (Kim and Hofman, 2011).
[image: Figure 1]FIGURE 1 | Post irradiation section of a UMo fuel meat (Rice, 2010)
Irradiation tests are the direct means to study the in-pile thermal-mechanical behavior of UMo/Zr monolithic fuel element (Perez et al., 2007; Perez et al., 2012). Simultaneously, numerical simulation has become an important and effective mean to study the distribution and evolution laws of in-pile behavior. A number of numerical researches appear on the in-pile behavior of UMo/Al monolithic fuel plate (Miller et al., 2010; Kim and Hofman, 2011; Miller and Ozaltun, 2012; Kong et al., 2018). However, the related numerical simulation researches for UMo/Zr monolithic fuel plates are limited (Zhao et al., 2015). The mesoscale-structure, pore pressure and the macroscale thermal-mechanical behavior should be comprehensively correlated.
In this research, the model of the maximum skeleton stress for the fuel meat is further developed with the effects of bubble distribution pattern considered, which are introduced into the simulation of the thermal-mechanical behavior of the UMo/Zr monolithic fuel plate. The obtained macro-mesoscale mechanical field variables are analyzed.
THE THEORETICAL MODELS FOR THE MACRO-MESOSCALE BEHAVIOR OF U-MO FUEL MEAT
Gas Atom Number in the Gas Bubbles
According to Booth model (Booth, 1957; Cui et al., 2015), the origin grain of the UMo fuel meat could be treated as two parts, including the recrystallization region and the unrecrystallization region, once the recrystallization of fuel meat starts, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | The recrystallization region and the unrecrystallization region.
The fission gas atoms in the unrecrystallization region satisfy (Cui et al., 2015):
[image: image]
where [image: image] means the concentration of the gas atoms dissolved in the crystal lattice in atom/m3; [image: image] and [image: image] are respectively the average gas atom number in one intragranular bubble and the average concentration of the intragranular gas bubbles in 1/m3; [image: image] in m is the equivalent grain radius of the unrecrystallization region; N in 1/m2 represents the surface concentration of gas atoms on the grain boundary; Y means the gas atom number produced per fission; [image: image] is the fission rate in fissions/(m3·s) and t is the time in s. The average fission-gas concentration in the bubbles of the unrecrystallization region is:
[image: image]
The total number of fission gas atoms in the bubbles of the unrecrystallization region is:
[image: image]
in which [image: image] is the original grain radius in m, and [image: image] is the volume fraction of the recrystallized region.
For the recrystallization region, almost all the fission gas atoms will transfer to the intergranular bubbles (Rest, 2005). For each grain, the gas atom number in the intergranular bubbles is:
[image: image]
[image: image] and [image: image] are respectively the average gas-atom number in one intergranular bubble and the average surface concentration of the intergranular bubbles in 1/m2; rgrx in m is the grain radius in the recrystallization region. The total number of gas atoms in all the intergranular bubbles of the recrystallization region is:
[image: image]
The number of gas atoms in the gas bubbles per unit volume of the original fuel meat is:
[image: image]
The parameters including N, [image: image], [image: image], [image: image], [image: image] and [image: image] could be found in the reference (Cui et al., 2015). After completing the recrystallization process, [image: image].
In the unrecrystallization area, most of the fission-gas atoms are in the intragranular bubbles or in solution of the fuel matrix. These bubbles are quite small, and the internal pressure will be balanced by the surface tension to affect the stresses of the fuel skeleton slightly. When considering only the gas atoms in the intergranular bubbles, Eq. 2 should be re-described as:
[image: image]
Finally, the number of gas atoms in the intergranular gas bubbles per unit volume of the original fuel meat is given as:
[image: image]
The Inner Pressure of the Gas Bubbles
When the UMo grains are fully recrystallized, the gas bubbles would be almost in a uniform distribution. With the assumption that the gas bubbles are all spherical, the bubble volume fraction of [image: image] meets
[image: image]
where [image: image] is the origin volume of a local part of fuel meat. [image: image] and [image: image] represent the volume increments caused by the fission gas and fission solid products; [image: image] and [image: image] respectively represent the induced gas swelling and solid swelling, with the total swelling [image: image].
Considering the volume change only results from the irradiation swelling, we have
[image: image]
where [image: image] represents the volume of the unit cell under the current configuration, and the original volume [image: image] can be correlated as
[image: image]
The number of the gas atoms in the equivalent gas bubbles is:
[image: image]
It should be mentioned that when the gas bubbles are large enough, the influence of the surface tension in the bubbles could be ignored. In the unit cell, the gas atoms in the bubbles satisfy the Van der Waals gas-state equation, expressed as
[image: image]
where [image: image] in Pa is the equivalent inner pressure of the gas bubbles; [image: image] is the volume of the gas bubbles; [image: image] is the Boltzmann’s constant; and T is temperature in K; [image: image] is 0.6 in this research, and [image: image] is the Van der Waals gas constant in [image: image] m3/atom.
Combining Eqs 12, 13 yields:
[image: image]
Finally, the equivalent inner pressure is described as:
[image: image]
When only considering the influence of the intergranular gas bubbles, the inner pressure can be described as:
[image: image]
Maximum Skeleton Stress of the Porous UMo Fuel Meat
The UMo alloy presents brittle failure after irradiation (Schulthess et al., 2019). For the further research on the brittle failure mechanism of the fuel meat, the maximum tensile stress on the mesoscale should be studied. To consider the influences of the porosity and pore pressure on the maximum skeleton stress, this study assumes that the macroscale first principle stress is along the normal direction of the pore-close-packed section, which is the most dangerous section to initiate cracking. Thus, the largest tensile stress in the fuel skeleton can be obtained. In Refs. (Jian et al., 2019a), (Yan et al., 2019b), the skeleton stresses of FCC (Face Centered Cubic) and SC (Simple Cubic) bubble distribution pattern were respectively presented. However, the chosen section of FCC case was not the pore-close-packed section. In this study, the maximum skeleton stress model will be further developed.
The study of maximum skeleton stress will start from some certain distribution patterns. As shown in Figure 3, the close-packed section of the BCC (Body Centered Cubic) case is the red plane across the center of the gas bubbles.
[image: Figure 3]FIGURE 3 | (A) BCC arrangement; (B) The pore-close-packed section of the BCC case.
It should be mentioned that the fission-gas swelling contributed by the intergranular gas-bubbles is much larger than the intragranular gas-bubble (Zhao et al., 2016). In this research, the inner pressure of the intergranular gas-bubbles is used in the calculation of the maximum skeleton stress. According to the static equilibrium equation, given as
[image: image]
one can obtain
[image: image]
In the above equations, [image: image] is the equivalent tensile stress of the fuel meat on the pore-close-packed section, which represents the maximum skeleton stress. [image: image] is the macroscale first principle stress.
For the BCC case, the pore radius r and edge-length a meet
[image: image]
Combining Eqs 18, 19, the maximum skeleton stress of the fuel meat could be obtained as
[image: image]
For some other bubble-distribution patterns, the maximum skeleton-stress models can be similarly derived out, and they could be expressed in a unified form:
[image: image]
where [image: image] is a parameter related to the distribution patterns of the gas bubbles, as given in Table 1. It should be mentioned that the maximum packing rate for most of the distribution patterns are very large, which implies that the porosity needs to be high enough to initiate cracking if the skeleton stress and strength are not considered. However, the post-irradiation examinations indicated that the cracking occurs at the porosity of ∼30%. Thus, the prediction of the fuel failure should allow for the evolution of the skeleton stresses.
TABLE 1 | [image: image] in different bubble distribution patterns.
[image: Table 1]According to Eq. 21, the maximum skeleton stress of the fuel meat will be higher with a larger value of [image: image]. For a common arrangement mode, the expression of [image: image] could be developed.
On the assumption that a certain arrangement of the pores meets the conditions below:
1) There are [image: image] pores in the representative cube;
2) The relative value of the area of the weak section in the cube cross section is S;
3) The number of the pores on the weak section is m.
On the weak section, the static equilibrium equation is shown as below:
[image: image]
The maximum skeleton tensile stress is:
[image: image]
According to Eq. 21, there is:
[image: image]
The relationship among porosity, the radius of the pores r, the numbers of the pores [image: image] and the edge-length of the representative cube a meets:
[image: image]
Finally there is:
[image: image]
The gas pores are randomly distributed in the fuel meat (Gan et al., 2012; Kim et al., 2013a). For a completely random and uniform distribution pattern, the bubble distribution can be regarded as isotropy. The representative volume element can be established as an equivalent sphere containing a spherical bubble (Wei et al., 2019), as shown in Figure 4. The radius of the gas bubble is r, and the radius of the fuel element is a.
[image: Figure 4]FIGURE 4 | The RVE for the random distribution pattern.
The porosity of the RVE is:
[image: image]
The mesoscale skeleton stress can be described as:
[image: image]
which represents that [image: image] in this case is 1.
The gas bubble distributions still have uncertainties, so it is necessary to investigate the effects of bubble distribution patterns.
It is noted that the developed models in this section are suitable for the high burn-up cases.
FINITE ELEMENT MODEL
A finite element model is built to simulate the macro-mesoscale in-pile thermal-mechanical behaviors of the U-10Mo/Zr monolithic fuel plate. According to a certain irradiation condition in RERTR-9 (Kim et al., 2013b), the fission rate of the fuel meat is set as (Kong et al., 2018):
[image: image]
[image: image]
where [image: image] is the distribution function of the fission rate. [image: image] means the distance along the width direction to the edge with the strongest irradiation. [image: image] is the average fission rate, and has a value of 6.0×1020 fission/m3s.
The fuel meat is considered to be well bonded with the cladding. The geometrical dimension of the plate is [image: image], while that of the fuel meat is [image: image] (Kong et al., 2018). According to the symmetries in the plate shape and load, the finite element model is chosen as a 1/4 of the whole plate to reduce the computational scale. The thermal-mechanical properties of the fuel meat and cladding are introduced by the corresponding user-defined subroutines, which could be found in the related studies (Zhao et al., 2015; Kong et al., 2018). For the fuel meat, the irradiation swelling and irradiation creep are taken into consideration. The irradiation swelling strain is coupled with the fission rate, the temperature and local external hydrostatic stress (Kong et al., 2018). For the zircaloy cladding the irradiation hardening, the irradiation creep and irradiation growth are introduced. The detailed models and algorithms can be found in Ref. (Gong et al., 2014; Zhao et al., 2015). The thermal-mechanical boundary conditions are shown in Figure 5. The element of C3D8RT, a 3-D, 8-node, trilinear, coupled displacement-temperature, with a reduced integration element type, is used. The mesh grid parameters are listed in Table 2, with the details depicted in Figure 6.
[image: Figure 5]FIGURE 5 | (A) Geometry model; (B) Boundary condition.
TABLE 2 | Mesh parameters
[image: Table 2][image: Figure 6]FIGURE 6 | Finite element meshes.
As shown in Figure 5B, there is a thermal boundary condition set on the lower surface (the x-z plane), which satisfies [image: image], with the coolant temperature [image: image], the heat exchange coefficient [image: image], [image: image] means the temperature gradient component along the normal direction of the surface.
The other surfaces meet the adiabatic boundary condition, which is [image: image].
RESULTS AND DISCUSSION
The Macro-Deformation Fields
The Thickness Increments of the Fuel Meat
As shown in Figure 7, the thickness of the fuel meat increases faster at the side with stronger irradiation and suffering the highest temperature. With increasing the burn-up, the thickness of the fuel meat grows, and finally forms the shape similar as the results of UMo/Al fuel plate in Figure 8B. On the 30th day, the maximum thickness increases by 16.3%, and the average thickness increment per day is 0.543%. From the 30th day to the 90th day, the maximum thickness relative increment reaches 61.02%, and the average thickness increment per day is 0.745%. From the 90th day to the 120th day, the above two value are respectively 85.87 and 0.828%. The increase acceleration stems from the grain recrystallization.
[image: Figure 7]FIGURE 7 | (A) The distribution of the thickness displacement of the fuel meat after the 120 days irradiation; (B) the evolution of the thickness along Path 1.
[image: Figure 8]FIGURE 8 | (A) The distribution of the thickness displacement of the fuel meat under 120 days irradiation; (B) post irradiation shape of UMo/Al fuel plate (Kim and Hofman, 2011).
The Contributions of Irradiation Swelling and Creep
The distribution of the through-thickness irradiation creep strain can be found in Figure 9. The maximum value occurs at the location near the corner with high irradiation. As shown in Figure 9B, with the influence of irradiation creep, the fuel meat at the edge region tends to flow towards the center, which affects the post-irradiation shape of the fuel meat.
[image: Figure 9]FIGURE 9 | (A) The distribution of the through-thickness creep component from the view of plate surface and (B) from the view of cross-section along the plate width.
Figure 10B displays the total irradiation swelling, which basically obeys the same distribution as the fission rate in the width direction, and is uniformly distributed along the length direction, except the small fluctuations near the ends. These fluctuations are attributed to the locally enhanced hydrostatic pressures near the ends, which result in the locally reduced fission gas swelling in Figure 10C. As shown in Figure 10D, the through-thickness strains of irradiation swelling and creep are the dominant contributions of the meat thickness increments. One can see that the irradiation creep strains are much larger than the swelling strains, and the irradiation creep strains determine the post-irradiation shape of the fuel meat. This appearance is consistent with that in Ref. (Jian et al., 2019b).
[image: Figure 10]FIGURE 10 | (A) The distribution of the thickness displacement of the fuel meat after the 120-days irradiation; (B) Evolution of the total irradiation swelling strain and (C) the fission gas swelling strain along Path 1; (D) Distribution of each strain on the 120th day along Path 1.
The fission gas swelling results in Figure 10C can be explained by the results of the hydrostatic pressures and temperature in Figures 11, 12. After the 120 days irradiation, the hydrostatic pressures are much higher at the edge regions and near the corners, together with locally lowered temperature. There exists the regions with negative hydrostatic pressures, with the distances away from the ends ranged from 2-5 mm, which tend to give rise to the fission gas swelling. From the curves of fission gas swelling in Figure 10C, one can find that the values are the largest at the location that is about 3 mm away from the heavily irradiated end.
[image: Figure 11]FIGURE 11 | Temperature distribution of the fuel meat after 120 days irradiation.
[image: Figure 12]FIGURE 12 | (A) Distribution of the hydrostatic pressure (the upper side has a larger fission rate) and (B) evolution of the hydrostatic pressure along Path 2.
The Porosity and Gas-Bubble Inner Pressure
It could be observed from Figure 13A that the gas bubble volume fraction is larger near the side with the strongest irradiation. The porosity here could be up to 20% on the 120th day. As shown in Figure 13C, the porosity near the heavily irradiated end increases faster after the 30th day. It could be seen from Eq. 9 that the porosity is mainly related to the fission gas swelling, thus the distribution and evolution of the porosity in Figure 13 is similar to those of the fission gas swelling.
[image: Figure 13]FIGURE 13 | (A) Distribution of the porosity; (B) distribution of the gas-bubble inner pressure on the 120th day; (C) evolution of the porosity on Path 2; (D) evolution of the gas-bubble inner pressure at higher burn-up levels; (E) evolution of the gas-atom concentration.
After the recrystallization begins, the evolution of the gas-bubble inner pressure for the blue point in Figure 13A is shown in Figure 13D. This phenomenon was also predicted in Ref. (Jian et al., 2019b). From the 55th day to the 120th day, the pressure decreases by 368.4 MPa. From Figures 13A,B, one can see that the gas-bubble inner pressure is extremely high at the corners and edges of the fuel meat, and the gas-bubble inner pressure is lower at the high-porosity area. As depicted in other researches, when the recrystallization begins, the fission gas swelling rises more quickly (Cui et al., 2015; Robinson et al., 2021). However, the rate of the production of the fission gas atoms does not change (Cui et al., 2015), as shown in Eq. 1). Therefore, the gas atoms number in the bubbles keeps increasing linearly. The bubble inner pressure decreases to match the gas-state equation. The inner pressure of the intergranular bubbles rises with the increase of burn-up, because more gas atoms are released into the intergranular bubbles, as shown in Figure 13E. With the used irradiation-swelling model, most of the gas atoms are predicted to be in the intergranular bubbles, when the recrystallization process is finished. The values of [image: image] and [image: image] are the same. At lower burnup levels, the average pressures are much higher than those of the intergranular-bubble inner pressures, which results from the contribution of the extremely high intragranular-bubble inner pressure (Hu et al., 2017).
Macro-Mesoscale Stress Fields
After the 120 days irradiation, the interfacial normal stress, which means the normal stress component on the interface between the fuel meat and cladding, is shown in Figure 14.
[image: Figure 14]FIGURE 14 | (A) Distribution of the interfacial normal stress between the fuel meat and cladding (the upper side has stronger irradiation); (B) Distribution of the maximum skeleton stress in the fuel meat; (C) evolution of the interfacial normal stress along Path 3; (D) Distribution of the maximum skeleton stress under different bubble distribution patterns along Path 3 on the 120th day.
On the interface between the fuel meat and cladding, some areas experience tensile stresses. If the interface strength is weak there, separation could take place during irradiation. On Path 3, the peak tensile stress values locate near the heavily irradiated end, but not just at this end. The peak values rises firstly, and then falls. If the interface strength is high enough, the interface delamination will not occur, and the porous fuel meat is possible to be cracked, as mentioned in the part of Introduction. The cracking of the fuel meat depends on the maximum skeleton stresses.
It could be seen from Figure 14B that there are large values of the maximum skeleton stresses near the meat corner after the 120 days irradiation, which are much higher than the macroscale first principal stresses. The distribution of the maximum skeleton stresses is similar to that of the interfacial normal stress and the first principle stress. However, at the center of the fuel meat/cladding interface, the interfacial normal stress is negative or near zero, while the maximum skeleton stress is up to ∼60 MPa. The tensile skeleton stresses in the fuel meat may cause the cracking of the fuel meat. The macroscale first principal stresses of the fuel meat close to the interface are very similar to the interfacial normal stresses, which implies the corresponding section is vertical to the interface. If the fuel meat fails, the crack plane would be in parallel to the interface of the fuel meat and cladding. The maximum skeleton stress is almost 4–5 times of the macroscale first principal stress. Therefore, the failure prediction of the fuel meat should consider the effect of porosity and bubble inner pressure.
Simultaneously, one can observe from Figure 14D that the maximum skeleton stresses vary with the bubble distribution patterns. When the gas bubbles obey the SC arrangement, the maximum skeleton stress has the largest value, while the diamond arrangement has the least. For the cases of the BCC and FCC arrangements, the peak values are nearly the same, which are a bit lower than that of the SC arrangement, and higher than the random-distribution case. Except for the diamond-pattern case, the peak stress values for the other cases locate near the heavily irradiated edge. The distribution of the maximum skeleton stress for the diamond-pattern case is more like the distribution of the first principle stress, because the influence of the gas-bubble inner pressure is less with smaller [image: image]. It can be concluded that the results of the SC arrangement can be used for the fuel failure, which are the most conservative.
CONCLUSION
In this study, the theoretical models for the porosity, the gas-bubble inner pressure and the maximum skeleton stress of the fuel meat were further developed, with the effects of the bubble distribution patterns considered. The macro-mesoscale thermal-mechanical behavior of the UMo/Zr monolithic fuel plate were obtained and analyzed, with the new models adopted. The main conclusions are summarized as:
1) The fission gas swelling and porosity of the fuel meat depends on the grain recrystallization process, and the greatly affected by the external hydrostatic pressures. The bubble inner pressure falls quickly after the grain recrystallization begins.
2) The maximum skeleton stresses of the fuel meat may reach ∼4 times of the macroscale first principal stresses, which demonstrates that it is necessary to include the contributions of bubble fraction and pressure in the fuel failure predictions.
3) The arrangements of the gas bubbles in the fuel meat may have an distinct effect on the maximum skeleton stresses. These results of the SC arrangement are the most conservative for the predictions of the porous fuel meat.
In this research, the maximum skeleton stress is based on the assumption of uniformly distributed intergranular gas-bubbles. When the UMo alloy is not fully recrystallized, the intergranular gas-bubbles may not obey the uniform distribution. In the future works, a local porosity model is needed to be established for obtaining more reasonable mesoscale skeleton stresses. Besides, the thermal-mechanical properties of the UMo alloy such as the elastic modulus, the thermal conductivity and the irradiation creep need to be correlated with the porosity. Combined with more experimental data of fission-gas related behavior, a multi-field coupling and multi-scale fracture model for the UMo monolithic fuel plate can be developed in the future, based on the mesoscale skeleton stress model, to predict the fuel fracture and analyze the fracture mechanism.
Indeed, the model for the skeleton stress is developed, based on the mechanistic fission gas-swelling model in the reference, so the precision of the maximum stress is dependent on the reasonability of the adopted gas-swelling model. The current fission gas-swelling model can capture the experimental results of the swelling, which should be further improved to match the experimental data about the bubble density and radius.
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Reactor structural integrity and nuclear safety are seriously affected by the fission gas behaviors and relevant physical phenomena in nuclear fuels. In this review, the fission gas behavior and relevant phenomena in different fuels for both models and experiments have been comprehensively overviewed, including fission gas release, gap/plenum pressure, grain growth, swelling, fission gas diffusion coefficients, and fuel cladding mechanical and chemical interactions under irradiations. The fission gas behaviors can be classified into single fission gas behavior and combined fission gas behavior with more interacting physics together. In addition, fission gas behaviors are also profoundly influenced by fuel performance, which is different in different kinds of fuels. The data of different nuclear fuels are collected, for example, UO2, MOX, metallic, U3Si2, UN, UC, and TRISO fuels. The models and experiments on fission gas behaviors are summarized into figures and tables for better comparisons. The fission gas behaviors are mainly subjected to burnup, time, and temperature, which profoundly impact these behaviors. The burnup will motivate the fission gas release and other fission gas behaviors. With the fuel temperature increase, the extent of some fission gas behaviors will be more strengthened, including fission gas release, gap/plenum pressure, grain growth, swelling, and fuel cladding mechanical and chemical interactions. The predicted data are consistent with the measured data, and the modeling results generally agree well with the experimental data. In addition, the observation of enhanced gas release at high burnups is unexpected. However, the modeling approaches on fission gas release behaviors still have certain uncertainties. Therefore, it still has considerable space to be improved and is worth studying in future work.
Keywords: fission gas behaviors, swelling, nuclear fuels, models, experiments
INTRODUCTION
Nuclear fuels are the most critical materials in different types of reactors. UO2 fuels have been successfully and broadly used as primary fuels in commercial light-water reactors. However, the other types of fuels are also used or proposed for different reactors, including the MOX (mixed oxide), metallic, U3Si2, UN, UC, and TRISO (TRi-structural ISOtropic particle fuel) fuels. The design and safety of nuclear power plants are based on nuclear fuels. Hence, the fuel performance is vital for a reactor. In order to improve fuel performance, researchers have made considerable efforts. This review mainly focuses on fission gas behaviors in different fuels. However, the other phenomena closely relevant to fission gas behavior will also be discussed, including gap/plenum pressure, grain growth, swelling, fission gas diffusion coefficient, and fuel cladding mechanical and chemical interactions.
The integrity and safety of nuclear fuels are significantly crucial for fuel development progress in both normal and accidental conditions (Burkes et al., 2015). The theories and experiments on the fission gas behaviors have been investigated through early research reactors (Kim et al., 1996). The development of advanced fuel design with substantially improved performance has been acknowledged by the international community under severe accidents since the Fukushima accident in 2011 (Cappia et al., 2019). Thus, the U.S. Department of Energy’s Nuclear Energy Office (DOE-NE) launched the Accident Tolerant Fuel Campaign (ATF Campaign). The improvement of fuel, plant operation, and safety has to be achieved by implementing innovative fuel systems during design basis and exceeding the design basis accidental conditions (Barani et al., 2019). The design of fuel rods adopts the predicted fission gases in the fuel rods of exceeding lifetime, which is well used in the current reactor designs. However, the vital issue is the inability of current fuel designs suitable for the over-expected gas release and the enlarged burnup range in extending the lifetime of existing reactors (Rest et al., 2019).
The performance of nuclear fuel rods is heavily affected by the behavior of the gaseous fission products under the irradiation condition (Barani et al., 2020). The fission gases are released to the rod’s free volume, increasing the rod’s inner pressure or creating bubbles, resulting in the fuel swelling. Therefore, the pellet–cladding mechanical interaction is enhanced. The mechanical behavior of the fuel rod is affected by the above processes. In addition, the thermal conductance of the fuel cladding gap is reduced by the fission gas release, and the fuel thermal conductivity is degraded by gases within bubbles, which makes the temperature distribution in the fuel pellets to be influenced (Barani et al., 2017). The thermal mechanistic of the fuel rods is significantly affected by the fission gases. The fuel will swell when the fission gases get into the bubbles, closing the fuel cladding gap and having mechanical interaction with the fuel cladding. The pressure of the fuel rod free volume and the degradation of the thermal conductivity of the rod filling gas are caused by the fission gas release (Liu et al., 2016).
Fuel performance codes are used to study the safety of nuclear reactors and final fuel repositories. The prediction of fission gas release is significant in any nuclear fuel performance code. The FGR (fission gas release) is often divided into two steps in fuel performance codes. First, the fission gases are produced by fission reactions according to the linear power rating, and the parts of gases diffuse to the grain boundaries. The thermal diffusion is dominant at high temperatures. The fission gas diffusion is driven by the irradiation-enhanced defect concentrations, except for thermally activated defects, even if the athermal part is vital at low temperatures. The fuels of fast neutron factors are extremely affected by the athermal diffusion due to their high thermal conductivity, such as nitride fuels, where the release is probably lower than that of the oxide fuels at high temperatures, but the gap conductance is still degraded. Second, the gases on the grain boundaries are released and stored relying on their concentration and release threshold relevant to temperature or temperature gradient, and other properties (Barani et al., 2017).
Fuel performance codes are also used to model the fission gas behavior as an important part of the thermal–mechanical analysis of nuclear fuel rods. The fission gases are released to the rod’s free volume, increasing the rod’s inner pressure or creating bubbles, resulting in the fuel swelling. Therefore, the pellet–cladding mechanical interaction is enhanced. The mechanical behavior of the fuel rod is affected by the above processes. In addition, the thermal conductance of the fuel cladding gap is reduced by the fission gas release, and the fuel thermal conductivity is degraded by gases within bubbles, which influences the temperature distribution in the fuel pellets. The treatment of various interactive phenomena is acquired in modeling the fission gas behavior in nuclear fuels under irradiation. The generated gases within the fuel grains diffuse to the grain boundaries, and then the fuel swelling is induced by bubbles precipitating and growing at the grain faces. The thermal FGR is caused by the release of the final gas from the grain faces, which takes place after bubble growth and interlink, and is promoted by gas atom and vacancy diffusing to the bubbles. In addition to the above diffusion processes, experiments indicate that gases from the grain boundaries are probably released by micro-cracking through the mechanism of grain face separation, which causes the high FGR under the transient conditions, is described as fast kinetics, and is understood as a diffusion-controlled process. So, the fast FGR in transient conditions is usually regarded as a burst release. The fission gas release rate increases by micro-cracking along grain boundaries under irradiation experiments because the accumulation of fission gas causes thermal stresses. Planar separations are observed on the grain surfaces after transient heating. The gases contained in the grain surfaces are released by cracking along a given grain–grain contact in experiments. The loss of gases stored in the micro-cracking and released from cracked grain faces result in an additional gas release from the grain boundaries under the transient condition (Paraschiv et al., 1997).
SINGLE FISSION GAS BEHAVIOR
The fuel pellets are fabricated with many small grains. Fission gases are induced by fission reactions that diffuse to the grain boundaries, which probably form intergranular bubbles or resolve into the grain matrix. The intergranular bubbles will grow at grain faces or edges when more fission gases are collected. The growing bubbles will coalesce with an adjacent bubble to become interlinked bubbles. Ultimately, fission gases will be released to the free space via the interlinkage (Kim et al., 1996). The amount of xenon and krypton is more than that of any other fission gases. Hence, the study of fission gases is mainly in terms of these two gases. The fission gases diffuse from the matrix to the grain boundaries and into the existing pores, and then give away from the fuel cladding gap and plenum when the interconnected channel between the nucleate inter and intragranular bubbles is built up. The fuel pellet is subjected to the thermal–mechanical interaction of the fuel and is the first barrier of fission gases to the environment. The center temperature is evaluated by the degradation of the thermal conductivity of the gap since the fission gases diffuse from the fuel pellet to the gap, and the inner pressure on the cladding will increase with the continuing release of fission gases. The enhanced gas release at high burnups is unexpected and worth attention, which occupies a considerable part (Hales et al., 2016).
In this section, we first review the work on the single fission gas behavior of the UO2 fuel. Since there is much research on this, we will summarize some results and have some discussions. Following that, we will review the single fission gas behavior of some other fuels, mainly including the MOX, metallic, U3Si2, UN, UC, and defective fuels. After the discussions about the fuels other than the UO2 fuel, some comparisons among different fuels will be presented on the single fission gas behavior. Some critical research projects and outputs will be summarized and compared.
UO2 Fuels
Matzke (1980) reviewed gas release mechanisms in UO2 and performed parametric studies with existing codes, filling the gaps in experimental data and further theoretical work on gas atom sites and mobilities, which will help to achieve sound physically based gas release codes with reliable input data to obtain acceptable predictions for normal and off-normal operating conditions.
Forsberg and Massih (1985a) studied the fission gas release under time-varying conditions. The numerical method for solving the diffusion coefficient, source term with time dependence and the concentration of gas atoms from grains is derived.
van Uffelen et al. (2002) studied the developed fission gas release mechanistic model in LWRs (light-water reactors). This model not only largely improves the underlying basic mechanisms of the fission gas release but also combines the kinetics of inside and outside granular behaviors of the gas atoms. When the empirical Halden criterion was simulated with a burnup surpassing the related 1% release, its prediction only had minor errors. The fission gas release model is relatively accurate, and the prediction of the incubation period with burnup under stationary conditions is very precise. Furthermore, it predicts the concentration of the grain boundaries where it is filled with 2 × 1015 atoms/cm2, which is close to the other literature’s data. It showed some essential parameters for the modification of the FGR model, and the release threshold is not affected by the average grain size. It will affect the release rate after the interlinkage of grain boundary bubbles occurs. The simulation of the FUMEX cases was acceptable since it did not underpredict release kinetics during the ramp. The main results from the simulation of the FUMEX cases are summarized in Table 1.
TABLE 1 | Main results from the simulation of the simplified FUMEX case (van Uffelen et al., 2002).
[image: Table 1]Lӧsӧnen (2002) studied a fission gas release and diffusion model by irradiating intragranular bubbles in LWR UO2 fuel, observing the fission gas behavior, and modeling the intragranular bubbles at a high pressure, whose results agree well with the latest experiments. A special treatment was applied when significant bubble coarsening temperature was elevated, and the coarsening was modeled at a specific burnup temperature. The model showed a better-predicted performance of the bubbles. Example prognostications demonstrated that a detailed model could predict the experiments well compared with a simple one.
Kim (2004) conducted a theoretical analysis of the fission gas release, including two points, grain boundary and lattice, using some math formulations to simulate, whose results show that when the relative diffusive ratio is close to or greater than grain radius, the whole fission gas release progress must be affected by the grain boundary. The fission gas release will increase at high burnups.
The short-time closed solution of the fission gas concentration and the definition of the fractional release yield the fission gas release fraction:
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In the post-irradiation examination (PIE) case,
[image: image]
Kim et al. (2008) derived a two-step two-stage model, coming up with a burnup factor, setting the threshold value as 25,000 MWd/MTU. The results indicate that FRAPCON-3 code corresponds well with the measurements compared with ANS (American Nuclear Society) 5.4, modified ANS 5.4, and Forsberg-Massih models when the entire burnup ranges up to 75,000 MWd/MTU.
The two-step, two-stage model is as below:
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where [image: image]
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Viswanathan et al. (2009) studied the fuel pins of the PHWR (pressurized heavy-water reactor) bundle discharged after the burnup of 7,528 MWd/tU. The results showed that the fission gas release from the outer ring of the fuel was about 8%, and that from the interior and central pin was below 1%. Thus, it indicated that the fission gas release was affected by the gases of grain boundary sweeping in the outer fuel pin.
The result of the fission gas release in fuel pins of fuel bundle No. 54505 is shown in Table 2, and the comparison of predicted and measured FGRs and internal pressures is also summarized in Supplementary Table S1 (Viswanathan et al., 2009).
TABLE 2 | Calculated fractional gas release for various linear heat generation conditions (Kim et al., 1996).
[image: Table 2]The model developed by Koo et al. (2010) is based on the ANN (artificial neural network) method, using CABRI (a research reactor used to simulate a power transient in France) and NSRR (nuclear safety research reactor in Japan) data, to predict the fission gas release during the RIA (reactivity-initiated accident) events of typical LWRs. The fission gas release into the pellet-cladding gap under fuel failure conditions, which occurs at the high enthalpy in RIA. The fuel will be fracked or melted in this situation. The difference between the measured and calculated RIA FGRs is presented in Supplementary Table S2 (Koo et al., 2010).
Tonks et al. (2018) found that the fuel performance is affected by the production and release of fission gases in the UO2 fuel, which leads to swelling and increase of gap pressure. The majority of the FGR undergo three stages: in the first stage, gas atoms are produced, and they migrate from the bulk; in the second stage, grain face bubbles nucleate, grow, and interconnect until they attach to grain boundaries; in the third stage, gases transport through interconnected grain boundary channels until they arrive at a free surface and are released. These mechanisms are mainly based on gas atom diffusion, though some gas release is a result of knockout, recoil, and burst release.
Koo et al. (2019) studied the FGR at a constant linear power of 30 kW/m and a burnup of 60 MWd/kgU irradiating the ceramic and the metallic micro-cell pellets during typical working situations. FGR in the ceramic micro-cell pellet is close to and even below that in the UO2 pellet at up to 10 times high diffusion, which results from its large grain size and wall-collision on gas diffusion. In addition, the FGR in ceramic micro-cell pellet is also assessed for the doped UO2 pellet, ∼2% at 60 MWd/kgU. However, the FGR in the metallic micro-cell pellet is lower than that in the UO2 pellet because of its lower fuel temperature and the presence of walls. In working conditions, both the fraction of perfect walls and the magnitude of gas diffusion determine the degree of reduction in the FGR in the micro-cell pellets. It will more clearly reveal the impact of walls on gas atoms’ behavior and release in the micro-cell pellets if the PIE results become available for the pellets irradiated in the Halden reactor.
Prudil et al. (2020) simulated the FGR of intragranular diffusion, providing the Included Phase Model (IPM) with the local source term for each grain. The results show that the fission gas release timing is contributed by microstructural variation. The FGR is calculated as a function of burnup using Eq. (4):
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Verdolin et al. (2020) modeled the fission gas behavior in fast reactor fuel with BISON, and the FGR is affected by many phenomena, applying local simulations to find some critical limitations. It indicates that BISON has a marked improvement in the FGR predictions. The performed sensitivity analysis highlights the strong dependency of the FGR on the grain size. It concluded that an improved representation of the fission gas behavior under fast reactor conditions is provided by extending the fission gas behavior model.
Wu et al. (2018) studied inverse UQ (uncertainty quantification) through kriging meta-models in the INL (Idaho National Laboratory)’s fuel performance code BISON (A Finite Element-Based Nuclear Fuel Performance Code) FGR model using the Risϕ-AN3 FGR time-series measurement data, which is projected onto the PC subspace as “transformed experiment data.” The shape of the BISON FGR simulation is different from the measurement data. Thus, the original data have convergence problems for the MCMC (Markov Chain Monte Carlo) samples. The results indicate that the correspondence of BISON simulation and Risϕ-AN3 FGR time-series measurement data can be significantly improved. The limitation of BISON is the burst release of fission gases accumulated at the grain boundaries during a sudden power drop. Its phenomena are complex because physics is insufficient. The confidence in FGR predictions can be improved when the BISON applies different fuel design or irradiation conditions. Incorporating this work’s data available is regarded as a demonstration of the methodology and new experimental data.
Matsson et al. (2007) studied a significant database on the BWR fuel of different designs from several reactor units by non-destructive determinations of the FGR in the irradiated fuel rods. With an average burnup of well above 60 MWd/kgU, the fuel rods’ measurement results show that more modern fuel designs in reducing FGR are comparable to older designs in decreasing the impact of control blade movements.
Barry (2021) studied the DME-176, BDL-422, and DME-221 fuels, and the PIE results of their irradiation experiments proved again the fuel microstructure effect on the FGR in the thoria fuel. Lower density fuel with large granules surrounded by porous regions results in higher FGR. Higher density and more uniform fuel result in superior FGR in thoria fuels with a similar irradiation history. New techniques, resulting in the fuel with uniform grain size and density, can decrease the FGR, even in CANDU (Canada Deuterium Uranium, a Canadian pressurized heavy-water reactor) UO2 fuel.
Rest et al. (2019) summarized the existing literature on the fundamental mechanisms of the FGR under normal working conditions. It is found that the irradiation-induced re-crystallization in the UO2 fuel at high burnups can cause the microstructure variation and would affect the fuel behavior, resulting in fission gas release increase.
Kim et al. (1996) studied the interlinkage fraction of intergranular bubbles with restructuring and cracking effects in the fuel using a 2D hexagonal model based on the percolation theory. The results showed that the model coupled with the FASTGRASS (Fast Gas Release and Swelling Subroutine, A Mechanistic Model for the Prediction of Fission Gas Release) predicts the FGR comparable with the experimental data from AECL (Atomic Energy of Canada Limited)-2,230, CBX test. The FGR can be significantly enhanced by restructuring and cracking, with the number of radial cracks increasing remarkably in the region. The maximum fractional volume swelling of the interested range has a positive influence on the FGR. The result of the fractional gas release for various linear heat generation conditions is shown in Table 2. The measured FGR is compared with various simulation results from the AECL-2230 test fuel in Supplementary Table S3 (Kim et al., 1996).
Che et al. (2021), using statistical calibration with in-reactor experimental data, improved the BISON FGR model for chromium/aluminum-doped UO2 fuel and analyzed the computing cost and efficiency of Bayesian, variational Bayesian Monte Carlo (VBMC), kriging, principal component analysis (PCA), and Markov Chain Monte Carlo (MCMC). The result demonstrates that VBMC combines with the kriging meta-model to describe the inference of Bayesian.
Bernard et al. (2002) studied an efficient FGR analysis model in the UO2 and MOX fuels using the Framatome ANP and COPERNIC, used thermal model, and described its qualification when the FGR severely relies on temperature. A slight temperature uncertainty may yield a rather considerable uncertainty on the gas release fraction, as diffusion is the major FGR mechanism, and the activation energies of the diffusion coefficient are high. The Framatome ANP model is designed for industrial application, simple, efficient, fast, and robust. The model has a vast database that involves many phenomena for the FGR behavior.
The fission gas release vs. burnup in UO2 fuel is summarized in Figures 1A–F. Most modeling results tend to increase, few have a decreasing tendency, and a dramatically increasing curve indicates that the fission gas release is extremely sensitive to burnup. Some results show a slow rise, demonstrating that burnup has little effect on the fission gas release in those cases. The fission gas release varies with time in the UO2 fuel. Some fission gas releases quickly increase, while others slowly increase with time, as shown in Figures 1G—J.
[image: Figure 1]FIGURE 1 | (A–F) Fission gas release vs. burnup in the UO2 fuel (Notley et al., 1980; Kogai, 1997; Bernard et al., 2002; van Uffelen et al., 2002; Matsson et al., 2007; Kim et al., 2008; Viswanathan et al., 2009; Koo et al., 2010; Koo et al., 2010, 2019; Khvostov et al., 2011; Pastore et al., 2013; Liu et al., 2015; Liu et al., 2016; Rest et al., 2019; Che et al., 2021; Cooper et al., 2021). (G–J) Fission gas release vs. time in the UO2 fuel (Evans, 1996; Kogai, 1997; Zacharie et al., 1998; Khvostov et al., 2011; Pastore et al., 2013; Andersson et al., 2014; Wu et al., 2018; Verdolin et al., 2020). (K,L) The predicted fission gas releases to the measured ones in the UO2 fuel (Notley et al., 1980; Kogai, 1997; Bernard et al., 2002; Barani et al., 2020).
The predicted fission gas releases vs. the measured ones are presented in Figure 1K. The model predictions were obtained by both BISON and TRANSURANUS for the UO2 fuel, and the relative error was computed as (FGRcalculated-FGRmeasured)/FGRmeasured, and the result is shown in Figure 1L.
MOX Fuels
Sato et al. (2011) studied helium and other fission gases in the irradiated fuel in JOYO up to ∼50 MWdkg−1 when the pin puncture and heating tests are used to measure the average burnup of the pin. The comparison of the calculated results with experimental data shows that the puncture result of Xe is consistent with the heating test, and it well demonstrates the experimental method’s feasibility. The helium gas release begins at lower than 1173 K under the isothermal situations. The release rate of helium is higher than that of other fission gases under irradiation conditions due to their different mobility in the fuel. The fission gas diffusion coefficient agrees well with the data in the literature, and the experimental data are close to the calculated results at the top of the fuel pins. The amounts of estimated generated, retained, and release gases in fuel pellets are shown in Table 3. The amount of retained and generated gas in the Q476 pin was determined using different processes. The fission gas release was estimated by the pin puncture test. The MOX fuel pin was filled with fission gases under irradiation. Fission gases were transformed from the irradiated pin to a chamber, and then were measured there. The chamber was in a closed manner, and the gas volume was calculated by Boyle–Charles’ law using the measured gas pressure. The constitution of the fission gases was analyzed by a gas chromatograph. Nitrogen gas of 0.1 MPa was introduced into the free volume of the pin, and it was analyzed by Boyle–Charles’ law to evaluate the volume.
TABLE 3 | Amount of generated, retained and released gases (Sato et al., 2011).
[image: Table 3]Colle et al. (2013) studied fission product release and varied microstructures in the irradiated MOX fuel at a burnup of 44.5 GWd/tHM at high temperatures by KEMS (Knudsen effusion mass spectrometry) and SEM (scanning electron microscope) measurements. Three temperature stages of FGR were observed by the KEMS: the first stage is the face release or discharge from open grain boundaries, the second stage is diffusion and intergranular release, and the third stage is matrix vaporization resulting in intergranular bubbles release. The fuel pellet in the central zone retains less gas than the outer zone, significantly affecting the FGR in a pile because the irradiation temperature is too much higher. Using the KEMS measurements to simulate the transient temperature indicates that 80% of the gas is venting at higher temperatures in higher irradiation areas but not the central zone.
Prudil et al. (2019) studied fission gas accommodation and venting in the MOX fuel using a two-species phase model. Simulations are conducted and analyzed to explore the impact of stochastic grain heterogeneity on macroscopic FGR and swelling. The results show that FGR timing is attributed to microstructural variation, and simulating the increasing distance of an open surface indicates that the generation of isolated regions results in uneven macroscopic properties and FGR not being able to vent. The fractional coverage is related to the grain boundary concentration and vacancy fraction before venting.
Koo et al. (2002) modeled the effect of inhomogeneity on the FGR in the MOX fuel and found that the number density, size distribution, and fraction of Pu retained in the Pu-rich particles all affect gas release in the MOX fuel. Fixing the median size and the fraction of Pu contained in the Pu-rich particles, the smaller particle size dispersion makes more gas release. The model can predict the FGR in the MOX fuel by comparing it with the measured data in the two OCOM (optimized CO-milling) MOX fuels.
The amount of gas release:
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Ishida et al. (1994) evaluated the heterogeneity influence of Pu content on the FGR in the MOX fuels by a practical and straightforward method. The model used the diffusion theory for homogeneous UO2 fuels and distribution of local Pu content in the designed MOX fuels to simulate the FGR based on various parameters. The results show a synergistic effect of fission-rate-enhanced diffusion of fission gas atoms, and the local fission rate peaking at the fission fragment range in the fuel matrix leads to increasing FGR in the MOX fuels due to the Pu heterogeneity. FGR enhancement is more significant in the MOX fuels of lower average Pu fraction under a given average power density, and is more apparent at lower operating temperatures as long as the temperature is high enough to cause the FGR. So, the parameters in the PuO2 particle model have to be carefully selected to avoid overprediction.
The fission gas release fraction (FGRF) of a fuel rod with homogeneous UO2 fuels:
[image: image]
Metallic Fuels
Fission gases are released from the fuel pellet under irradiation when the cladding defect exists, including manufacturing, material defects, and/or operational anomalies, to form a path for fission gases to escape. Thus, understanding the fission gas released from the fuel is essential to evaluate a set of accidents and develop reasonable safety margins under the predicted conditions (Lee et al., 2001).
The fission gas mainly consists of xenon and krypton in the fuel matrix due to their absolute insolubility. The gases will be excluded from the fuel if their kinetics are sufficient and do not get into the gap/plenum or cluster in tiny bubbles of the fuel, whose density is lower than that of its solid fuels, the volume of the gas atoms within bubbles is bigger than the volume of the replaced fissile atoms, or fission-product atoms transformed into solid phases. Fission gases released from the fuel participate in any volume, making the free volume within the fuel pin connected. These connected gas regions consist of the fuel/cladding gap and the porosity related to the gap, which means open porosity (Karahan et al., 2009).
King et al. (2011) compared the optimization of grain boundary from their modeling data with bulk diffusion data using temperature, diffusion time, and grain size, providing that grain boundary diffusion in metallic fuels is similar to that in other fuels; short time release experiments determine lattice diffusion coefficients, and long-time release extracts the tripe product to design the experiments. The temperature dependence of the measured diffusion can deduce active energies.
Hwang et al. (2000) studied the improved FGR model and rod deformation on metallic fuel in the LMR by comparing MACSIS (Metal fuel performance Analysis (computer) Code for Simulating the In-reactor behavior under Steady-state conditions) MOD1 that is the sub-model of MACSIS to analyze the metallic fuel design in KALIMER with other codes. MACSIS MOD1 predicted well the FGR in both the trend and the absolute magnitude with the ANL experimental data. MACSIS MOD1 FGR predicted the experiments better than MACSIS. The prediction of diametric strains is the same for both, while MACSIS MOD1 predicted temperature well with LIFE-M compared with the above three models’ predictions. The MACSIS MOD1 is regarded as a standard for the predictions of the experimental data and analyses of the metallic fuel rod performance.
Burkes et al. (2015) studied the FGR of the irradiated U-Mo monolithic fuel by heating post-irradiated samples. The experiments indicated that the FGR is related to release mechanisms, observing three FGR stages at the range of 30–1,000°C: the first is the precipitation of fission gas products from the solid solution, coalescence into large pores, and final diffusion via the uncovered edges of the samples; the second is heating the system to cause the U-Mo fuel swelling greatly and fracking, which is the most critical FGR behavior; and the third is the final FGR behavior observed as the sample exceeding two-thirds of the alloy melting temperature. The comparison of the results with available literature data shows that the release behavior corresponds well with the U–Mo alloy measurements.
Yun et al. (2013) studied the FGR in the irradiated U–Pu–Zr metallic fuel through a mechanistic kinetic rate theory approach. The irradiated U–Pu–Zr fuel forms a unique microstructural feature of three-phase regions. It separately addresses the interpreted fission gas behavior in each of these phases’ regions because of the strong dependence of fission gas bubble kinetics on the microstructure. The densely distributed laminar porosity structure causes most of the released fission gas in the α-U region. The fission gas bubble size distribution in the central and γ-U regions was measured through SEM micrographs. Materials properties and model parameters for the two regions were determined by comparing the experimental data with simulated bubble size distribution. Significant uncertainties exist for many materials properties of the U–Pu–Zr fuel. So, parametric sensitivity of several materials properties and model parameters must be performed on the microstructure of fission gas bubbles.
U3Si2 Fuels
Barani et al. (2019) studied the fission gas behavior in the U3Si2 fuel of an LWR by adopting a multiscale approach to lower-length scale model fission gaseous intragranular and grain-boundary behavior. The model explained the variation of fission gas bubbles, intragranular gas atoms diffusion, and FGR. The intragranular single gas atom diffusion coefficient was obtained using the DFT (density function theory) calculations. The FGR and swelling behaviors as well as the various important model parameters’ assessments were represented. Sensitivity analysis indicates that the uncertainties of parameters exist in the model, such as the grain-boundary vacancy diffusion coefficient related to weak Pearson and sensitive coefficients exceeding the expected temperature range. In this model, an operational multiscale modeling approach for fission gas behavior in U3Si2 was built; a promising potential modeling framework was provided for the calculation of FGR and swelling in the U3Si2 and engineering-scale fuel analysis in LWR, indicating that future research on the characterization of the parameters can be addressed by using a sensitivity analysis. The model can be improved as new data are available from theoretical and experimental investigations. For instance, the BISON fuel performance code of Idaho National Laboratory has used this model.
Miao et al. (2018) studied the fission gas behavior of the U3Si2 under LOCA (loss of coolant accident) conditions in an LWR by the rate theory model, based on BISON simulation to last for hours without re-flooding. The result has shown that the fission gas behavior is favorable when fuel temperature can be restricted below 1200 K during LOCA. On the contrary, the potential formation of nanocrystalline HBS and rapid grain growth at the boundary may cause significant fission gas release and serious gaseous swelling.
UN Fuels
Vaidyanathan et al. (1993) found a correlating expression for the FGR in the developed UN fuel, revealing some physical mechanisms. The release fraction at low burnups and low temperatures increases with burnup. However, a saturation release fraction at intermediate and high burnups results from effective gas retention inside the fuel matrix by intragranular bubbles at higher temperatures.
Storms (1988) found that diffusion causes nitrogen loss from the fuel through the barrier and the reaction with cladding or coolant when the UN is heated in a high-temperature reactor. When sufficient fission product metals are formed, the reaction produces a liquid between fission product metals and the uranium in UN, and adequate nitrogen is lost from the fuel. The diffusion rate was improved by the liquid through grain boundaries and weakened the contact intergrains via forming cracks. The diffusion rate increase inside grains for all components is expected with the nitrogen content decrease in the UN. The release can be accelerated by any process in early life and will be magnified, and will scatter the data with the unsure temperature. The stoichiometry reduction of the UN will increase the coalescence of gas bubbles to raise the release rate in later life. Thomas et al.'s expression seems to underpredict the release in conditions to result in a significant release. The Bars expression appears to overpredict the release. All the expressions mentioned noble gas release but the Cs release.
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Besmann et al. (2014) studied the fission product release and survival in the UN-kernel LWR TRISO fuels, including fuel kernels and TRISO coating layers, at the optimized fuel loading and burnup. The FGR leads to pressure buildup in the particles, and we must analyze their survival ability since they will bear the pressure. The pellet geometries varying with densities limit the available information of the FGR from UN. Fission recoil release depends on recoil ranges based on fission fragment energies and diffusive release from the UN kernels into the buffer region through extrapolating higher temperature release from the irradiated high-density UN fuel pellets. The width of the buffer-IPyC gap is probably affected by the high swelling rates, causing extra mechanical stress on the IPyC between the kernel and buffer. Gases must occupy high fractions in the total release, and the total vapor pressures have to exceed the condensed fission product phases. Fractional release from the UN kernel of noble gases and amount of Xe based on kernel diameter is shown in Supplementary Table S4 (Besmann et al., 2014).
UC Fuels
Hy et al. (2012) studied the capability of fission product release at 1,200 and 1,550°C by synthesizing five different UC pellets, which have various features in density, porosity, and composition. The measured γ spectrometry determined the release properties of thirteen elements. The highest released fraction was in the OXA sample at 1,550°C; COMP30 and PARNNe also exhibit interesting releases except at low and high values of atomic number, and the OXA sample release at 1,200°C is the worst and is better at 1,550°C.
Defective Fuels
The fuel-bundle defect rate is important for fuel performance in the defective fuel, even resulting in fuel failures, such as power ramp defects, fabrication defects, and fretting defects. These defects have been reduced to low levels in fuel fabrication, fuel design, and reactor operation.
Lewis et al. (2017) summarized fission product release theory in defective fuels. It concludes that thermal and athermal diffusion induces fission product release from the fuel matrix in defective fuel elements. Knockout is an inefficient release mechanism at lower fuel temperatures, and the efficiency of a surface fission fragment to stop within the thin fuel-to-sheath gap is less than a bit of percent. Diffusive release at intermediate fuel temperatures is contributed by enhanced vacancy production with fuel oxidation. A Booth-diffusion-type model can be used to model the release from the fuel matrix and empirical diffusion coefficient. Low-temperature recoil progress makes fission product release from uranium contaminate the heat transport system when the size of the fuel debris is close to the range of the fission fragment.
Barry et al. (2019) studied fission product release in the defective fuel by the experiments that state that the defected thoria as well as the defected UO2 ones operates at a high power. The results show that thoria causes a lower fission product burden in the PHTS (primary heat transport system) than urania during the steady state. Thoria cannot use the defective fuel fission product transport models developed for urania.
Comparisons of Single Fission Gas Behavior Among Different Fuels
Millett et al. (2012) studied the FGR in the oxide fuel by grain boundary percolation modeling, which combined the developed 2-stage Booth model with network percolation algorithms to investigate the influence of the variation of grain boundary saturation rates on the FGR. The results indicate that the FGR can be reduced by the percolation of the grain boundary network. A fully 3D fuel performance code should take the current coupling percolation algorithms into account for the FGR.
Claisse et al. (2015) studied the athermal FGR in oxide fuels by the TRANSURANUS (a fuel performance code) code to model and simulate the IAEA (International Atomic Energy Agency) FUMEX (Fuel Modelling Exercise) project: two rod types from the SUPERFACT irradiation experiment (irradiation tests for oxide fuels containing minor actinides in PHENIX fast reactor in France) and two rods irradiated in the JOYO reactor (a test sodium-cooled fast reactor in Japan and JOYO was a historical country name in Japan); and to test the developed model with large open porosity in the oxide fuels during various conditions. When thermally activated diffusion dominates, predicting release through a physical description of open porosity rather than purely empirical contributions can lead to similar results, and when only athermal release is activated, it can lead to significantly different results. So, this is encouraging, especially since no special fitting is required to predict the release. Other important parameters of fission gas release (such as lattice diffusion coefficient) should also be carefully considered because they have significant uncertainty and may have a correspondingly strong effect on the predicted release of fuel performance codes. Fission gas release of the FUMEX project of the IAEA and for the two types of rods considered in the SUPERFACT irradiation experiment is summarized in Table 4.
TABLE 4 | Fission gas released (%) in the FUMEX project of the IAEA, the SUPERFACT irradiation experiment, the JOYO irradiation, and the FUMEX project of the fuel rod Am1-2-1 (Claisse et al., 2015).
[image: Table 4]Sensitivity investigation was performed for four configurations, where the empirical athermal release is regarded as a fixed percentage (RT) or diffusion as a low-temperature term of the diffusion coefficient (RT+A), at which the empirical athermal release module is substituted by the new model considering the porosity (RT+P) and the open porosity (RT+OP).
Fuel and irradiation properties of the first case of the FUMEX project of the IAEA, the SUPERFACT irradiation experiment, and the JOYO irradiation are shown in Table 4. The first type is an LWR rod of the first FUMEX project of the IAEA. The minor-actinide-containing FBR fuels are concerned in the second type: two fuel rods irradiated with high porosity for a short time in the JOYO reactor and two cases irradiated with low porosity in the SUPERFACT irradiation experiment. The FGRs of the FUMEX project for the fuel rod Am1-2-1 and PTM001 are summarized in Table 4. The athermal release at the beginning of the irradiation, with the temperature rising and keeping high for a long time, becomes not essential.
Barani et al. (2017) studied the transient FGR in the oxide fuel that incorporated the burst release combined with fuel micro-cracking by the BISON and TRANSURANUS codes, simulating 19 LWR fuel rod irradiation experiments from the OECD/NEA (Organisation for Economic Co-operation and Development/Nuclear Energy Agency) IFPE (International Fuel Performance Experiments) database and comparing code predictions with the available experimental data. The results demonstrated that using the transient model, compared with the canonical models, can improve all the FGR descriptions, including the predictions of integral FGR at the end of the irradiation. The FGR kinetics represents more consistency in both codes by comparing the variation of the calculated FGR time and online measurements of the Risϕ-3 AN3 and AN4 experiments, which differs from the simulation of the canonical model and can reproduce the burst effect using the transient model. We can predict diametric xenon concentration in both codes by comparing the calculations of PIE for the Risϕ-3 AN3 experiment, and the transient model can have improved results of local xenon concentration compared with the canonical models. It was concluded that simulating fuel rods with the transient FGB model permits both an improved kinetics of FGR during transients and precision of FGR predictions. The model results in two codes, indicating that the description of physics, but the pure diffusion-based model could adapt the transient fission gas behavior model. Micro-cracking captures extra and relevant physics of transient FGB relative to the pure diffusion-based models, and the burst release can be well predicted by the valid transient FGB model. The irradiation experiments from the OECD/NEA IFPE database are summarized in Table 5.
TABLE 5 | Summary of irradiation experiments from the OECD/NEA IFPE database analyzed in Barani’s work (Barani et al., 2017).
[image: Table 5]The fission gas release vs. burnup in the MOX fuel is summarized in Figures 2A–D. Most fission gas release will increase with burnup. However, a maximum value exists for a few fission gas releases, and some FGRs have fluctuations. The fission gas release vs. burnup in the MOX, U3Si2, and UO2 fuel is summarized in Figures 2E–H. Figures 2E,G show that fission gas release increases with burnup in the MOX fuels, Figure 2F shows some fission gas release first reach their maximum and then drop with burnup, while the others increase slowly; Figure 2H shows some fission gas release dramatically increase at low burnups, and some FGRs either increase slowly or have fluctuations in the UO2 fuel.
[image: Figure 2]FIGURE 2 | (A–D) Fission gas release with burnup in the MOX fuel (Ishida et al., 1994; Koo et al., 2002; Prudil et al., 2019). (E–H) Fission gas release with burnup in the MOX, U3Si2 and UO2 fuels (Ishida et al., 1994; Fisher et al., 2002; Lӧsӧnen, 2002; Denis et al., 2003; Kim et al., 2004; Prudil et al., 2020; Yingling et al., 2021). (I–L) Fission gas release with burnup in the metallic and UO2 fuels (Hwang et al., 2000; Lee et al., 2001; Karahan et al., 2009; Rest, 2012; Verdolin et al., 2020). (M–P) Fission gas release with burnup in the UO2, UN, UC and TRISO fuels (Prajoto et al., 1978; Storms, 1988; Vaidyanathan et al., 1993; Koo et al., 2000; Zhang et al., 2020). (Q–T) Fission gas release with time in the UO2 and metallic fuels (White et al., 1983; Bernard et al., 2002; Koo et al., 2002; King et al., 2011; Pastore et al., 2013; Barani et al., 2020; Che et al., 2021). (U–X) Fission gas release with time in the UC, U3Si2, MOX, metallic and UO2 fuels (Prajoto et al., 1978; Sato et al., 2011; Millett et al., 2012; Winter et al., 2017; Miao et al., 2018; Barani et al., 2019). (Y,Z) Fission gas release with temperature in the MOX, metallic, and UN fuels (Storms, 1988; Sato et al., 2011; Colle et al., 2013; Burkes et al., 2015).
The fission gas release with burnup percentage in the metallic and UO2 fuels is summarized in Figures 2I–L. The fission gas release greatly increases at low burnups and then reaches a relatively stable level in the metallic fuel (as shown in Figures 2I–K). Fission gas release increases with burnup in the UO2 fuel (as shown in Figure 2L). The fission gas release with burnup percentage in the UO2, UN, UC, and TRISO fuels is summarized in Figures 2M–P. Figure 2M shows the fission gas release increases with burnup in the UO2 fuel, Figure 2N shows that most fission gas release results are in an increasing tendency, and only few results are in a decreasing tendency in the UN fuel; Figure 2O and the embedded figure of Figure 2M show that fission gas release increases with burnup in the UC fuel, Figure 2P shows that fission gas release increases with burnup in the TRISO fuel.
Fission gas release with time in the UO2 and metallic fuels is summarized in Figures 2Q–T. Some fission gas release quickly increase, while the others slowly increase with time in UO2 (as shown in Figures 2Q, S, T). Figure 2R and the embedded figure of Figure 2T show the fission gas release increases with time in the metallic fuels. Fission gas release with time in the UC, U3Si2, MOX, and UO2 fuels is summarized in Figures 2U–X. Figure 2U shows fission gas release increases with time in the UC fuel. Figures 2V,W show fission gas release increases with time in the U3Si2 fuel. The bar in the embedded figure of Figure 2V shows that the fission gas release elevates with time in the MOX fuel. Figure 2X shows fission gas release increases with time in the UO2 fuel.
Fission gas release increasing with temperature in the MOX, metallic, and UN fuels is summarized in Figures 2Y, Z. Figure 2Y shows fission gas release increases with temperature in the metallic fuels, and the embedded figure of Figure 2Y shows fission gas release increases with temperature in the MOX fuel. Figure 2Z shows fission gas release elevation with temperature in the UN fuel.
GAP/PLENUM PRESSURE
The gap/plenum pressure is related to many parameters, for example, moles of gas, ideal gas constant, volume of capacity, and gas temperature inside the cladding. The release of fission gas increases with the amount of gas in the cavity on the basis of the original amount of gas (Hales et al., 2016).
Jeong et al. (2015) studied the UO2 fuel mixed with boron, considering the boron’s stability when fuel sinters and being able to be used as an integral burnable absorber, using fuel performance code FRAPCON-UNI. The result shows that increased gap pressure makes the GB gas release difficult by lifting the saturated limitation, and the gas release is retarded after about five GWD/MTU. Due to their high diffusivities, the helium and nitrogen releases are merely affected by the various resolution parameters. The rod internal pressure with burnup at the end of life is summarized in Supplementary Table S5 (Jeong et al., 2015).
The gap/plenum pressure basically increases with burnup in the UO2, metallic, and U3Si2 fuels. However, the pressure may drop within certain burnup ranges in the UO2 and U3Si2 fuels (as shown in Figures 3A,B).
[image: Figure 3]FIGURE 3 | (A) Gap/plenum pressure with burnup in the U3Si2 and UO2 fuels (Viswanathan et al., 2009; Pastore et al., 2013; Liu et al., 2015; Liu et al., 2016; Yingling et al., 2021). (B) Gap/plenum pressure with burnup in the metallic fuel (Karahan et al., 2009). (C) Gap/plenum pressure with time in the TRISO, metallic, and UO2 fuels (Karahan et al., 2009; Rahmani, 2017; Barani et al., 2020; Zhang et al., 2020).
The gap/plenum pressure increases with time in the metallic and TRISO fuels, as shown in Figure 3C. However, the pressure of UO2 may elevate rapidly first and then gradually drop with time. One UO2 case shows no pressure change at first, then the pressure increases suddenly, and after reaching its maximum, it decreases with time in the embedded figure in Figure 3C.
GRAIN GROWTH
The grain growth is improved by the doped fuel when the fuel is fabricated. The fuel strength is reduced by large grains to increase the margins of the fuel–cladding interaction, the increased fission gas retention is anticipated, and the intragranular diffusion length is increased to capture the physics-based FGR and gaseous swelling in the BISON. The effective fission gas diffusivity is enhanced by large grain. The density functional theory (DFT) is used to study the fission gas behavior in atomic scales, such as calculating the enthalpy combined with empirical potential entropy calculations to accurately predict the intrinsic Xe diffusion. The modified Kröger-Vink notation points out that Xe accommodation does not specify a site. However, within the vacancy cluster, large clusters of U and O vacancies contain the Xe atoms in a set of DFT data, and low migration barriers are exhibited by many large clusters, whose concentrations have little contribution to D1 diffusion. The role of defect production on D2 diffusion is considered by using DFT data for the system’s free energy in a developed cluster dynamics model (Cooper et al., 2021).
The grain growth mainly has three effects on the FGR. First, the solution of the fission gas is low. So, the gas in the newly formed crystal does not deposit again in the move grain boundary but is accumulated at the grain faces. Second, the grain growth increases the diffusion distance of the fission gas atoms generated in the grains. However, it does not reduce the release rate. Third, grain growth makes the capacity of the grain boundaries stored fission gas decrease (Hales et al., 2016).
The fission gas behavior in nuclear fuels is related to the evolution of the material of the chemistry and microstructure. The fuel chemistry causes the diffusion of gas atoms and irradiation-produced defects—grain growth with time and temperature under irradiation and fuel chemistry like stoichiometry. Fission products and gas bubbles impede grain growth as the grain boundaries move. The fission gas release can be predicted accurately when all related processes are considered. Fuel materials undergo irradiation-induced recrystallization, where the as-fabricated micro-size poly-crystalline grains are varied into sub-micro-sized grains at relatively high doses, on a different level, below temperatures in which annealing defect takes place. Fission gases diffuse from the inner grain to the grain boundaries, varying the materials corresponding with gas-induced swelling from intragranular to intergranular. In addition, gas-bubble/precipitate complexes as pinning sites make the potential recrystallization nucleation immobilized and influence the dose at the beginning of the recrystallization. In order to model the phenomena closer to reality, the combination of these factors should be taken into consideration (Rest, 2012).
The grain growth behavior is summarized in Figure 4. The grain size varies with temperature in the metallic fuel (Figure 4A). The grain size increases with time in the U3Si2 fuel (Figure 4B). The predicted fuel radius to the measured fuel radius in UO2 fuel is presented (Figure 4C). The calculated grain growth to the measured grain growth in UO2 fuel is shown (Figure 4D).
[image: Figure 4]FIGURE 4 | (A) Grain size with temperature in the metallic fuel. (B) Grain size with time in U3Si2. (C) Predicted fuel radius to fractional fuel radius in UO2. (D) Calculated vs. measured swelling in UO2 (Notley et al., 1980; Paraschiv et al., 1997; Karahan et al., 2009; Miao et al., 2018).
SWELLING
The fission gases in the fuel grains are previously created by their low solubility and then probably form bubbles. The evaluation of intragranular bubbles is controlled by gas atoms, which trap the matrix into the bubbles or diffuse to grain boundaries dissolved in the matrix. The gas behavior at grain boundaries determines the intergranular gaseous swelling, and the fission gases release to the rod free volume. Gaseous swelling under the steady state is mainly affected by intergranular swelling, and intragranular swelling is essential at high temperatures and high burnups under the transient condition (Barani et al., 2020).
Aagesen et al. (2020) studied the intergranular fission gas bubble behavior in U3Si2 fuels by using phase-field simulations. When the swelling and fission gas release behaviors are unknown in light-water reactor conditions, mechanistic insight and determinant parameters are provided for engineering-scale fuel performance modeling of pellet-form U3Si2, including phased-field simulations of the growth, interconnection, and the venting of intergranular fission gas bubbles. The simulation results indicated that the fractional grain boundary coverage at saturation is determined by some important uncertain parameters, which are able to be derived from multiple simulations. After inputting these parameters into the model, the results agree well with other theoretical and computational work.
Barani et al. (2020) applied the fuel performance codes BISON and TRANSURANUS through coupling with SCIANTIX (a new open-source multi-scale code for fission gas behavior modeling) and studied the intragranular fission gas behavior in the UO2, including the bubble coarsening under high-temperature transient conditions as well as fuel swelling. This model takes dislocation as a source of vacancies and preferential growth as the mechanism for bubble coarsening in the fuel grains into consideration supported by experimental data. Model parameters should be updated to combine with the specific material and reactor peculiarities when using this model approach to describe the intragranular fission gas behavior in other types of oxide fuels.
The intragranular gaseous swelling can be described as below:
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Beeler et al. (2019a) investigated molecular dynamics in the grain boundaries and surfaces in U3Si2. The results have shown that the energy of free surfaces and void surfaces increases with temperature. The entropy increases with temperature, which results in the free energy decrease with temperature. It is useful to investigate the grain growth, swelling, etc. in U3Si2. These critical phenomena are able to be correctly described by incorporating the segregation energies into phase-field models. The microstructural evolution of nuclear fuel in reactor probably is thus easy to be understood.
Beeler et al. (2019b) studied fission gas swelling by investigating the molecular dynamics of the Xe behavior in U3Si2. The results have shown that the energy of grain boundaries is high when the segregation energy of Xe defects is large. The behavior of Xe in bubbles and Xe gas atoms is different.
Barani (2020) studied fission gas swelling and release in U3Si2 under light-water reactor conditions by modeling multiscale engineering applications. The intra- and intergranular fission gas behaviors were investigated. The evolution of the intragranular bubble size and density combined with gas diffusion to grain boundaries were described. The intragranular bubbles coupled with fission gas release from the grain boundaries to the fuel rod’s free volume are illustrated. The lattice diffusion coefficients of gas atoms were derived from experimental results. Some important parameters could be extracted by atomic simulations. The fission gas atom and point defect diffusivities were calculated via DFT, and the resolution rate though binary collision approximation.
Finlay et al. (2002) reported the swelling is low even at high burnup in irradiated U3Si2 dispersion fuels. The fission gas bubbles are distributed separately in the fuel and are rarely coalesced. Fission gas bubbles show a bimodal distribution in a close examination of high burnup specimens, which were revealed from the microstructures.
Jossou (2019) found that the swelling without imparting a significant outward hoop strain on a cladding material are accommodated when samples are sintered with sufficient porosity. The fuel cladding gap size for swelling should be considered in improving the thermal properties of UO2 fuel by sintering. The U3Si2 swelling is caused by the diffusion of fission products, which are accumulated at crystalline grain boundaries acting as trap sites. The results of intra- and intergranular fission gas are consistent with model predictions.
Hofman et al. (2019) found that the main swelling mechanism is almost the same for all types of fuels, which results from the nucleation and growth of fission gas bubbles like Xe and Kr, and the accumulation of solid fission products. Solid fission products may be soluble in the fuel or precipitate out. The accumulated conversion of U is linear with a number of fission product elements. The swelling contribution accounts to 4% volume increase for every 1% burnup of U in U3Si2, and the swelling is enhanced by the coarsening of fission gas bubbles.
Kim et al. (2009) studied the fuel swelling in U3Si2. The results indicated that the fuel swelling was decreased to 90% due to the interconnected large bubble growth, which was better than that of U–Mo fuel at equivalent conditions. The growth and interconnection of large bubbles were mainly subjected to fuel temperature and fission density. The process of bubble coarsening is determined by the material’s viscosity.
Metzger et al. (2014) modeled the U3Si2 fuel system by using the BISON fuel code. The results have shown that the swelling strain in U3Si2 is higher than that in UO2, but the moment of fuel–clad contact is postponed by using a cladding like SiC, which requires the hoop stress to form the microcracks in the clad. A larger fuel–clad gap is needed for extending the fuel life. The time of hard contact without a spike in fuel centerline temperature is able to be postponed by properly decreasing the fuel radius and increasing the gap. An optimal fuel pellet radius will improve the model within BISON and the deleterious fuel swelling offset probably.
Miao et al. (2017) studied the gaseous swelling of U3Si2 during steady-state LWR operation. The results showed that the gaseous swelling of U3Si2 in LWRs is dominated by intragranular bubbles with a bimodal size distribution, despite the minor impact from intergranular bubbles and gas release. Gaseous swelling in U3Si2 can be controlled under the steady-state condition.
Nanopoulos (2017) studied the mechanistic of swelling in U3Si2 theoretically. The solubility of fission products in the fuel matrix and its induced swelling were investigated by analyzing the volume variation of the U3Si2 crystal lattice. The results have shown that Si vacancies in lattice sites are with lower easiness to be produced than U vacancies. The distinct vacancies require different amounts of energy to be formed. A concentration of the crystal lattice is caused by all types of vacancies in the crystalline grains of U3Si2. The main variation of volume in the crystal lattice results from vacancies on Si lattice sites and affected by the integration of each fission product in each most favorable site. The crystal lattice is expanded or contracted in the x axis higher than z axis. The relaxed first and second lattice vectors are equally substituted by the defects in U lattice sites.
Winter (2016) compared the fission gas swelling between U3Si2 and UO2 numerically. The results have shown that the swelling is accelerated in U3Si2 after the knee point. The knee point is reached at a certain range of burnup and high temperatures where the fuel will become an amorphous state. The swelling of U3Si2 is comparable to UO2 even if the former is amorphous at lower temperature. But the fission gases are retained in the fuel due to the uniform distribution of bubbles. Therefore, the plenum/gap pressure is prevented from increasing.
Winter et al. (2017) found that the knee point accelerated swelling in the U3Si2 fuel; the distribution of amorphous uniform bubbles stops the pressure increase in the cladding plenum to keep fission gases within the U3Si2 fuel by comparing the swelling of the fixed UO2 and U3Si2 models, and high temperatures enhanced the swelling.
Rest (2004) found that bubble nucleation takes place in the shear bands beginning around the free volume zones. As small gas atoms accumulate, viscous forces are formed in these zones related to dissolution, and gas atom diffusion results in bubble growth. Because of bubble movement and coalescence, larger bubbles develop, and a log-normal size distribution forms at last, and more huge nanometer-size bubbles from the peak zone limit the knee in the swelling curve. Fission gas clusters coarsen the bubble distributions when the irradiation increase. Larger bubbles located in the closure proximity will grow into each other and coalesce. Large bubble coarsening rises to make the rate of swelling at the knee increase. The material chemistry variation complicates high fission density in the swelling of high enriched U3Si2 intermetallic compounds, particularly decreasing the ratio of uranium to silicon. The material’s viscosity determines the irradiation-induced swelling behavior of an amorphous material. Bubble motion makes bubble coarsen and bubble diffusion fast, and the formation of a knee preempts.
The swelling with time in different fuels is summarized in Figures 5A–D. The swelling increases with time in the UO2 fuel (Figure 5A). The swelling increases briefly at first and then decreases with time in the U3Si2 fuel (Figure 5B). The swelling dramatically rises with time in the UC fuel (Figure 5C). One of the swelling curves increases with time, while the others first evaluate and then gradually drop with time in the U3Si2 fuel (Figure 5D).
[image: Figure 5]FIGURE 5 | (A–D) Swelling with time in the UO2, UC, and U3Si2 fuels (Khvostov et al., 2011; White et al., 1983; Zacharie et al., 1998; Barani et al., 2020; Miao et al., 2018; Barani et al., 2019; Prajoto et al., 1978; Winter et al., 2004). (E–H) The swelling with burnup in the UO2, metallic and UC fuels (Prajoto et al., 1978; Lee et al., 2001; Koo et al., 2010; Rest, 2012). (I–L) The swelling in the UC and UO2 fuels with temperature, in the UN and UO2 fuels with radial position, and in the UO2 fuel with fractional fuel radius (Prajoto et al., 1978; Notley et al., 1980; Combette et al., 1999; Khvostov et al., 2011; Klipfel et al., 2013; Pastore et al., 2013; Hales et al., 2016).
The swelling with the burnup percentage in the UO2, metallic, and UC fuels is summarized in Figures 5E–H. One of the swelling lines reaches its maximum first and then decreases with burnup in the metallic fuel (Figure 5E). The swelling quickly reaches a specific value and keeps the relatively stable level in UO2 (Figure 5H). The swelling rises with burnup in UC (Figures 5F,G).
The swelling lines first rise until they reach their maximums and then decrease with the temperature and increase with burnup in UO2. The swelling of UC varies with temperature, as shown in the embedded figure of Figure 5I. The swelling rises with burnup both in UN and UO2 (Figure 5J). The swelling drops with the radial position increase in UO2 (Figure 5K). The swelling changes with the fractional fuel radius in UO2 (Figure 5L).
FISSION GAS DIFFUSION COEFFICIENT
Forsberg and Massih (1985b) studied the diffusion theory of fission gas in UO2 using an equivalent sphere model. The concentration of gas atoms at the grain boundary varies with time and is thus regarded as a time-dependent boundary condition. Different equations are derived, such as time-dependent source term, diffusion constant, the density of gas particles, grain boundary solution and analytic expressions of the concentration for short and long times in the regime. Then the accumulation of gas atoms at the grain boundary is obtained by the above numerically treated solution, and the saturation is viewed as a standard for release.
Andersson et al. (2014) studied the diffusion model of Xe in the UO2 fuel under non-stoichiometry and irradiation conditions, and using the DFT and empirical potentials, calculated the model parameters. The solutions show that intrinsic and radiation-enhanced diffusion corresponds well with available experiments. In addition, the mechanistic aspects of the bulk fission gas model are better than the existing empirical approaches. The fission gas release was also simulated during an LWR fuel rod irradiation test. The FGR predictions agree well with the theoretical model and experimental data, which are better than existing empirical models, and the close connection makes physical diffusion mechanisms more transferable.
Cooper et al. (2021) studied UO2 mixed with Cr2O3, which increases grain size during fabrication. It is expected that FGR is reduced by large grain size as the rate-limiting intragranular diffusion step extends. The doping UO2 chemistry has an essential effect on FGR, and the diffusion of Xe was investigated using thermodynamics. BISON also demonstrated the Halden model through integral analyses on the fuel rod Cr2O3-doped UO2 in IFA-716.1 (Killeen, 1980), which has good correspondence. Comparing the results of Framatome simulation of power ramp tests draws the new multiscale diffusive model, which can improve the predictions. The fission gas diffusion of the doped UO2 is better than the available data and the empirical model for undoped UO2. The mechanistic model of fission gas diffusion to precisely capture the in-reactor performance of doped UO2 should consider the effect of large grains and enhanced fission gas diffusivity. Multi-scale modeling also offers support to assess the performance of other advanced fuels.
The Xe diffusion coefficient with temperature in the UO2, UN, and MOX fuels is summarized in Figure 6. Most diffusion coefficients dramatically decrease with temperature, and some drop significantly at first with temperature and then decrease gradually (Figure 6).
[image: Figure 6]FIGURE 6 | Diffusion coefficient with temperature in the UO2, MOX and UN fuels (Kogai, 1997; Combette et al., 1999; Sato et al., 2011; Klipfel et al., 2013; Rest et al., 2019).
FUEL CLADDING MECHANICAL AND CHEMICAL INTERACTIONS
The fission gas release affects the cladding integrity through increased internal pressure when the current LWR fuel burnup is extended. The pellet–cladding mechanical interaction combined with high internal pressure results in the external mechanical restraint. The gaseous swelling at grain boundaries, connected with the formed release path, is affected and releases the fission gas. The external restraint will enforce on the fuel with the PCMI (pellet–cladding mechanical interaction) development under the steady-state condition. The amount of gas retained in the grain boundaries would rise but make the fission gas release delayed and reduced, determining the degree of the restraint. Gases are released by the variation of thermal stress of the micro-cracks, and the fission gas release increases with the external restraint in the previous steady-state operation because the number of gas atoms in the grain boundaries rises under the transient condition. The content of PCMI in high burnup fuel is determined by gaseous swelling which is narrow or already closed owing to the swelling of solid fission products and cladding creep-down controlled by the external restraint, which is also connected with the cladding integrity. Thus, the external restraint of fission gas release and gaseous swelling in high burnup fuel, where the PCMI probably exists, should be considered in the above two conditions (Koo et al., 2000).
Kocevski (2020) studied fuel–cladding interface interaction. The outcomes showed that the interaction results from vacancies require adequate energy to diffuse. The interaction coupled with diffusion was observed at higher temperature than lower temperature, as a result of limited interdiffusion analyzed by DFT. The cessation of fuel–cladding interactions is significantly increased with temperature owing to the formation of a devoid region in U3Si2 and SiC. This is arguable to regard it as a stable cladding system.
Pastore et al. (2015) investigated the uncertainties and sensitivities in fission gas behavior calculations in engineering scale nuclear fuel modeling. The results show that the calculated and measured FGRs agree with the uncertainty of the inherent model at high FGRs. The cladding diametral strain has a significant effect on fission gas behavior uncertainties during power transient.
Yingling et al. (2021) found that SiC cladding can be used together with high thermal conductivity fuels under normal operating conditions and low power density, which indicated that pellet clad contact can be avoided at an average burnup of 80 MWd/kgU in the nominal simulation. The performance of U3Si2–SiC is terrible at high power density and will undergo PCMI. Some sensitivities were shown to the variations of design parameters apart from the fuel to cladding gap, SiC irradiation swelling, etc. when U3Si2 operates at low temperatures. The fuel contacts with the cladding so that PCMI will cause failure readily owing to the little ductility of the SiC cladding. It results in a fragment relocation with fuel shuffling or introducing dislodged pellet chips in this fuel concept. Keeping fuel cladding from contact can be achieved by minimizing the thickness of the composite layer and not decreasing the hermeticity of the monolithic layer.
The swelling seriously affects the fuel performance because it will induce FCMI, which probably makes the lifetime of the fuel cladding shortened. It is confirmed by experiments that fuel–cladding chemical interaction exists during the post-irradiation. The fuel performance is affected by the interaction between the contained fission gases of the fuel and stainless steel cladding. The fuel–cladding chemical interaction probably limits the lifetime of the fuel pins by decreasing the cladding thickness. Cesium, chromium, iodine, and tellurium are observed in the zones of the interaction. The observed FCCI (fuel–cladding chemical interaction) data can be divided into three parts based on the results of micro-graphic examinations, including matrix, intergranular and combined interactions. The matrix interaction generally occurs in a wide area of the cladding surface, resulting in a uniform trans-granular corrosion. Intergranular interaction sporadically takes place in a localized zone of the inner surface that is limited to the grain boundaries of the cladding. Combined interaction is actually a sum of the above types of interaction (Karahan et al., 2009).
Liu et al. (2021) studied thorium-based fuel performance with Cr-coated SiC/SiC composite under both normal and accidental conditions. The results show that compared with the UO2–zircaloy system, the amount of fission gas release is reduced in this composite cladding, and the internal pressure of the fuel rod is dropped under the normal condition.
Clad wastage with temperature in the metallic fuel is summarized in Figure 7. The clad wastage increases with temperature, either dramatically and slow (Figure 7A). The clad wastage may considerably increase, not change, or slowly increase with temperature (Figure 7B).
[image: Figure 7]FIGURE 7 | Clad wastage with (A) temperature and (B) burnup in the metallic fuel (Karahan et al., 2009).
COMBINED FISSION GAS BEHAVIOR
UO2 Fuels
Hales et al. (2016) found that the FGR is induced by the fission gases xenon and krypton in nuclear fuel, significantly affecting the fuel rods. These fission gases tend to get into the bubble causing fuel swelling, which accelerates pellet–cladding gap closure and mechanical interaction. The gap pressure will build up, and the thermal conductivity of the rod filling gas will degrade when FGR to the fuel rod free volume. Fission gas atoms are produced in the fuel grains arriving at the grain boundaries via trapping and irradiation-induced resolution from intragranular gas bubbles. Irradiation will make the minority of the gas atoms return to the grain interior. Most gases will enter the grain-face gas bubble, inducing grain-face swelling. Bubble coalescence and inter-connection, caused by bubble growth, finally create a tunnel network, through which some gas diffuse to the fuel rod free volume.
The fission gas release to the fuel rod free volume is
[image: image]
The fractional volume grain-face fission gas swelling is
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Volumetric swelling is
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The fuel–cladding chemical interaction is
[image: image]
Liu et al. (2016) modeled the UO2–SiC fuel performance in LWR by using CAMPUS (CityU Advanced Multiphysics Nuclear Fuels Performance with User-defined Simulations), for instance, the swelling of the solid and gaseous fission products, the generation, diffusion and release of the fission gas, grain growth, pellet–cladding interaction, and gap/plenum pressure under irradiation condition. The results show that UO2–SiC can improve the abovementioned phenomena because of the unique and superior properties of SiC, which improves the safety of the reactor operation. Liu et al. (2015) modeled UO2–BeO fuel in LWR by using COMSOL Multiphysics. The result shows that BeO has good properties reducing FGR and decreasing the gap/plenum pressure.
The grain boundary saturation (atoms/m3) is
[image: image]
The release rate to the grain boundary is
[image: image]
The pressure in the gap and plenum is computed based on the ideal gas law,
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The kinetics of grain growth is
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The limiting grain size (m) is
[image: image]
Cooper et al. (2021) studied UO2 mixed with Cr2O3, which increases the grain size during fabrication. It is expected that the FGR is reduced by large grain size as the rate-limiting intragranular diffusion step extends. The doping UO2 chemistry has an essential effect on the FGR and the diffusion of Xe through thermodynamics calculations. BISON also demonstrated the Halden model through integral analyses on the fuel rod Cr2O3-doped UO2 in the IFA-716.1, which has a good agreement. The Framatome simulation results of power ramp tests conclude that the new multiscale diffusive model can improve the predictions. The fission gas diffusion of doped UO2 is better than the available data and the empirical model for the undoped UO2. The mechanistic model of fission gas diffusion can precisely capture the in-reactor performance of doped UO2 by considering the effect of large grains and enhanced fission gas diffusivity. Multi-scale modeling offers support to assess the performance of other advanced fuels.
Rahmani (2017) created a new method for improving the effect of fission gas products and examined fission gas release models based on the first cycle of Bushehr’s VVER (Water-Water Power Reactor in English)-1,000 reactor studying the feasibility of the proposed solution. The result shows that fission products with chabazite tubes substitute burnable absorbers can improve the thermal–hydraulic parameters and reactor cycle length. The gap pressure can be approximately restricted to the primary equilibrium level by this method. The end of the 4-year cycle is better than the that of first cycle in the effect of thermal–hydraulics in reducing fission products. Chabazite tubes possibly absorb released fission gases during the cycle. Using the Mason method, modeling FGR and calculating the gap pressure by WERL code indicated that decreasing grains’ diameter can increase fission products.
Combette et al. (1999) studied swelling and fission gas release. The intergranular swelling is observed, and xenon diffusion is explained. The relationship between them is analyzed and found out. The FGR experimental data correspond well with the Evans model.
An empirical xenon diffusion coefficient is
[image: image]
Koo et al. (2000) studied the swelling and fission gas release model in the UO2 fuel, which considered the effect of PCMI encountered at high burnup. The grain bubble swelling at the grain edge results from the formation of release tunnels. The FGR data of LWR fuels during irradiation are summarized in Table 6. The FGR data of LWR fuels at the end of life are summarized in Table 7.
TABLE 6 | Fission gas release data obtained from LWR fuels subjected to no power ramps during irradiation (Koo et al., 2000).
[image: Table 6]TABLE 7 | Fission gas release data obtained from LWR fuels subjected to a power ramp at the end of life (Koo et al., 2000).
[image: Table 7]Before the grain face is saturated, the gas release rate is
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After the saturation of grain face, the gas release rate is
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The additional release rate of fission gas from the matrix to the grain boundary by grain growth is
[image: image]
The increasing rate of fission gas concentration at each grain edge due to grain growth is
[image: image]
The fractional volume swelling of the grain edge bubbles is
[image: image]
Pastore et al. (2015) found that a better gas atom diffusion coefficient can improve the fission gas behavior, the progress of the intra-granular gas atom resolution, and grain growth. Intrinsic uncertainties that may exceed physical details affect the engineering purposes of the fission gas behavior. The accurate prediction will increase model complexity; fitting model parameters to the experimental data obtains a limited number of cases, whose solution has higher accuracy, and the model applying different fuel design or irradiation conditions would not improve the confidence in the predictions.
The intragranular gas atom diffusion coefficient is
[image: image]
The grain boundary diffusion coefficient is
[image: image]
Kogai (1997) studied numerically the behavior of fission gas atoms at high burnup. The model describes how to deal with the grain boundary. The gas retention in the pellet is caused by the athermal diffusion term of fission gas atoms in grain under irradiation, and natural release increases with temperature increase. Gaseous swelling was modeled by changing the number density of intergranular bubbles upon interlinkage, which appears to be saturated after the massive gas release. The variation of the stress state in the pellet makes gas release with power reduction, which can be solved by considering the effect of tensile stress on the grain boundary. The FGR was constantly predicted in a wide range of burnup, gas release, and porosity in the pellet, expressed as time-dependent terms. The simulation showed the decrease of gas release onset temperature with burnup well, and the retained fission gas can reproduce the gas release at power reduction in pellet, agreeing with the measurements well. The result shows that this relatively simple model can simulate the FGR and gaseous swelling of LWR fuels at high burnup. Local bubble swelling vs. burnup and fission gas concentration is shown in Supplementary Table S6, and the measured and predicted FGRs with the local bubble swelling and fission gas content are also summarized in Supplementary Table S6 (Kogai, 1997).
In early times, the accumulated gas release fraction is a function of time:
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The fission gas fraction released after time t for early time is
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The local fractional swelling is
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The pellet swelling is
[image: image]
Khvostov et al. (2011) studied FGR, swelling, and microstructural evolution in the UO2 fuel under irradiation, high burnup, and subsequent slow or fast transients using the developed GRSW-A model, which predicts macroscopic characteristics of the fuel state through analyzing the meso- and micro-scopic FGR taking place in the fuel material. The intragranular and grain-boundary-related processes are modeled, for example, the diffusion of the single gas atoms, migration, irradiation-induced resolution, and growth of gaseous bubbles. The formation and growth of the gaseous pores result in intergranular swelling and FGR entering the free volume of the fuel rod. The intra- and intergranular behaviors are modeled as closely dependent on the phenomenon of intragranular fuel polygonization in the high burnup structure, taking place during low-temperature irradiation, comparable with the progress of the equivalent-grain growth at higher temperatures. Comparing the experimental data with the calculation of the FGR in the PWR fuel rod under the irradiation up to a burnup of about 70 MWd/kgU shows improved FALCON (A fuel behavior analysis and licensing code) results combined with the GRSW-A (a model to analyze the processes of fission gas release, gaseous swelling, and microstructural evolutions in the uranium dioxide fuel) analysis. The thermal release from the pellet bulk and athermal HBS-assisted release from the pellet periphery consist of FGR mechanisms probably essential to the improved result. The FALCON/GRSW-A calculation interpreted well the obtained data of the fuel pellet swelling. The pellet swelling calculations agree well with the data of a pellet burnup up to 100 MWd/kgU. The result indicates that the intragranular pellet swelling rate decreases with burnup results from the intragranular fission gas depleting on the pellet periphery, and is affected by the intragranular polygonization, making the onset and further growth of grain-boundary bubble swelling owing to the transformation of the HBS (high burnup structure) pores. A linear relationship exists for both the total pellet swelling and burnup. The integral experiment REGATE (one of the experiments of the Fuel Modeling at Extended Burnup (FUMEX-II) Program) is comparable with the FALCON/GRSW-A in prediction, and is a sufficiently proposed approach for the base irradiation and a power ramp. Power ramp can result in a significant impact on the gaseous swelling and the residual cladding strain.
The fractional volume of the fuel affected by the high-temperature equiaxed-grain growth is
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Pastore et al. (2013) analyzed the coupled phenomenon of fission gas release and swelling in the UO2 fuel by a developed physics-based model under irradiation. The model includes the fundamental physical progress of gas diffusion into grains, growth, and gas release to the fuel rod free volume. The approach of grain face bubble coalescence used an improved White model. This model was assessed by the irradiation experiments of the IFPE data, whose predictions agree well with the available experimental data of grain-face swelling. The results show that the TRANSURANUS code in this model agrees well with the data in the literature and describes well the fission gas release and swelling coupling, resulting in an accurate prediction for integral FGRs. The development of the TRANSURANUS code considers the local hydrostatic stress of the fuel rod behavior for the fission gas release and swelling during the PCMI, which can extend the burnup discharging and flexible usage of the nuclear fuel. The experimental data of grain-face swelling are summarized in Supplementary Table S7 (White et al., 2006; Pastore et al., 2013). The grain-face bubbles induced swelling of the irradiated fuel is studied by scanning electron microscopy (SEM) examinations.
The fractional volume intragranular swelling, normalized to the unit volume of the fuel, is
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The fractional volume grain-face swelling, normalized to the unit volume of fuel, is
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The effective gas diffusion coefficient is
[image: image]
White et al. (1983) developed a theoretical model which features the kinetics of irradiated UO2 fuel releasing fission gases and unstable fission products. The stable FGR is assumed to be delayed until a stable net of bubbles is built on the grain faces. Irradiation-inducing resolution delays the onset of release and varies the final gas release rate. The collapse of interconnected tunnels leads to grain corner porosity, and the swelling rate increases when the grain edge tunnels grow. Unstable passing gas atoms from the inner to the outer of the fuel are delayed due to the “periodic queuing,” and we regard the progress of diffusion as one of the release mechanisms by the deterioration of the poly-granular fuel. This model is comparable with the experiments of Turnbull and Friskney in releasing Xe133, Xe138, and other gas atoms from spherical compacts of 1.46%-enriched stochiometric UO2. The results indicate that other factors may contribute to discrepancies between the model and experiment in documented fuel history, which results from the uncertainties in the fission gas and unstable fission product diffusion coefficients. This model can be used to analyze the experiments and estimate the modified diffusion coefficients.
The swelling due to the grain bubbles is
[image: image]
where [image: image] is the swelling at the start of the period.
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Tc < 1,000°C: G = 0.0.
1,000°C < Tc < 1950°C: G=(Tc-1000)/9,500.
1950°C < Tc < 2,500°C: G = 0.4014–1.545 × 10-4Tc.
2,500°C < Tc: G = 1.5 × 10–2.
1,000°C < Tc < 1950°C: [image: image],
1950°C < Tc < 2000°C: [image: image],
2000°C < Tc < 2,500°C: [image: image],
2,500°C < Tc: [image: image].
Notley (1980) studied FGR in the UO2 fuel, including diffusion, the accumulation and interlinkage of bubbles at the grain boundary, and grain boundary movement by a simplified model. This model results compare well with the FGR experimental data from irradiated UO2 fuel elements during a range of PHW reactor operation, liner powers between 40 and 120 kWm−1, burnups from 10 to 300 MWh (kgU)−1, steady-state and transient operational conditions. The burnup of higher gas releases was predicted in irradiated fuel exceeding 1,000 MWh (kgU)−1. The fuel swelling and degree of structural transformation were estimated and compared with the obtained data, which shows that fission gas and burnup in UO2 are extremely sensitive to the fuel power (temperature) and diffusion coefficient in the model predictions. However, the model predictions are hardly affected by the variation of fuel restraint, initial grain size, and grain growth rate. The natural UO2 grain growth is
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The enriched UO2 grain growth is
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Zacharie et al. (1998) studied the FGR and swelling in the thermally treated PWR UO2 fuel under irradiation. Swelling and release can rapidly increase with temperature in the first 60 min of treatment and then slowly vary, only observing the intragranular bubbles at 1715°C that merely affect overall swelling, the formation of tunnels at the opening grain boundaries can control release in the first few minutes, and the process can be controlled by the diffusion of fission gas atoms in the matrix into the grain boundaries since the tunnels are formed. It came up with an interpretation of the fission gas atoms under thermal treatment. First, the coalescence of bubbles controls swelling and release. Second, coalescence lets swelling continue, and diffusion of fission gas in the matrix into the tunnel at the grain boundaries causes release.
By hydrostatic weighing measurements, the swelling is
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By image analysis measurements, the swelling is
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The experimental data were compared to a theoretical model of fission gases released by atomic diffusion:
[image: image]
The diffusion coefficient of the xenon atoms is
[image: image]
Paraschiv et al. (1997) studied the FGR in the oxide fuels during normal grain growth. The results show that the grain size distribution can be described as functions of Hillert, Lifshitz, and Slyozov models in normal grain growth; the grain growth rate constant varies with time; and the normal grain growth is related to the prior developed grain growth model, which is regarded as the irradiation effect due to the solid fission products and intergranular fission gas bubbles. The thermodynamic forces are on the grain boundaries in normal grain growth, and the equivalent fission gas concentration is also on the boundaries. A single type of fuel grains and up to a constant diffusion from the same sphere combined with the average volume grain are evaluated close to the actual situation. It concluded that a considerable difference exists in the FGR predictions of Hillert, Lifshitz, and Slyozov models. The FGR models using two theories of normal grain growth and the approximate diffusion form a constant of identical average grain volume spheres. Lifshitz and Slyozov’s theory for normal grain growth in the FGR predictions and the average volume grain is lower, resulting from the predicted smaller grain sizes at the last stage of irradiation. The mathematical formalism can better describe FGR at the grain boundaries of the fuel samples as simulating the FGR results in the out-of-pile annealing tests.
MOX Fuels
Fisher et al. (2002) studied the microstructure and micro-chemistry of irradiated SBR (short binderless route) MOX fuel and compared IDR (integrated dry route)-UO2 with other MOX fuels. The results showed that the irradiation-induced parameters in the two fuels, for instance, fission gas production rate, fission gas diffusion, and grain growth, are the same. A well-developed grain boundary bubble network was observed in the SBR fuel but not the other irradiated MOX fuels during PWR normal operation. The characteristic of the Pu in irradiated SBR MOX seems to be different from the OCOM and MIMAS [Micronized master blend (Belgonucléaire)] MOX fuels, for example, the internal fission gas bubbles are developed in the cold outer half of the lower part of the fuel. However, some critical differences exist between them. Merely about 4% fission gas is released in the Pu spot in the SBR MOX fuel. The release takes place in the central region of the pellet during normal operations. Most fission gas generated in the Pu spots is accumulated in the adjacent grains by a network of recoil and diffusion due to the small size of Pu. Most fission gas is produced in the much larger Pu-rich inhomogeneous regions, mainly in pores, even in the pellet center. The Pu spots generate Xe, causing the perturbation in the SBR MOX fuel well in the natural variation in grain boundary swelling in UO2. The grain boundary swelling occurs at the highest temperature zone, and its overall release corresponds with local release requiring a higher fraction of gas diffusing to boundaries demonstrated by EPMA (electron probe microanalysis) measuring at Xe loss of 12–15%, the majority of which has diffused from the neighboring regions to boundaries in the central zones. The SBR MOX three cycles of the irradiated microstructure and micro-chemistry agree with measured FGR and with release mechanisms of UO2. The higher irradiated temperatures in the MOX fuel result in different behaviors, with lower thermal conductivity and higher third-cycle rating enforced by operational constraints. These characteristics are consistent with UO2 based on the Enigma code.
The proper grain size predicts local and overall gas release and gas diffusion to boundaries. The measured intergranular bubble and the calculated swelling are shown in Supplementary Table S8 (Fisher et al., 2002). The three images in Figure 8, 1a, 1b, and 1c, show grain face swelling in the range of 0.6–1.2%. The burnup of the UO2 samples is 21 MWd/kgHM. The MOX fuel was one-cycle fuel commercially irradiated to 11.5 MWd/kgHM, and the UO2 fuel had been irradiated in the Halden reactor to 9 MWd/kgHM (Figure 8. 2a and 2b). The annealing tests were nominally identical; after conditioning at 1,000°C, the fuel was ramped to 1900°C at 0.5°C/s and then quenched. The final temperature reached 1876°C in the MOX fuel, and the gas release was 6.2%, and at the same temperature, this number was 4.5% in the UO2 fuel (Figure 8. 1a, 1b, and 1c).
[image: Figure 8]FIGURE 8 | SEM images (left) of intergranular bubbles in (1a) SBR MOX CT10 transverse polished section, (1b) grain face in an AGR (Advanced Gas-cooled Reactor) UO2 sample which released 5.4% of the fission gas inventory during annealing at 0.5°C/s to 1900°C, and (1c) grain face in an AGR UO2 sample which released 7.4% of the fission gas inventory during annealing at 20°C/s to 1700°C. SEM images (right) of grain faces decorated with gas bubbles after post-irradiation annealing: (2a) SBR MOX fuel and (2b) AGR UO2 fuel (Fisher et al., 2002).
The volumetric swelling is
[image: image]
Denis et al. (2003) simulated fuel–cladding thermomechanical interaction and FGR. The results show that the code reoccurs the experimental data well referring to the irradiated fuel rods, the fuel central temperature, and the fractional gas release has a good agreement, especially in the zones at consistent power. However, the results are more inferior in the zones of fast decreasing power, even in other codes.
The swelling due to intragranular gas bubbles is
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The swelling due to intragranular gas bubbles is
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The swelling due to fission products in the lattice is
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The swelling due to densification is
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Metallic Fuels
Lee et al. (2001) studied the mechanistic of the FGR and swelling for the U–Pu–10Zr metallic fuel in the fast reactor by developing the GRSIS (Gas Release and Swelling in ISotropic fuel matrix) model. Grain sizes classify fission gas bubbles, which can be divided into three classes. Bubble interconnection takes place in forming an open passage to the outer free space as bubbles swell up to the threshold value, which makes fission gases of the interconnected bubbles’ inner release naturally. Bubble swelling also results in the fuel gap closure that can be considered in the model. Even if fuel swelling at the low temperature in the GRSIS is not taken into account, it could predict the universal behavior in the metallic fast reactor fuels. The results show that the gas atom diffusion has a significant effect on the FGR enhanced with temperature, but it has little influence on grain size, bubble nucleate rate, and fission density. Further investigation and modification are the classifications of the bubble sizes and values of other variables in the GRSIS.
Karahan et al. (2009) studied thermal–mechanical and irradiation behavior in the metallic and oxide fuels for sodium fast reactors by modeling FEAST-METAL using FORTRAN-90, including the optimized FGR and swelling model for metallic fuels; fuel–clad chemical interaction model represents the kinetics behavior under steady and transient conditions, and the transient physics-based approach of creep-fracture. The code testing reproduced the EBR-II experimental results under the above conditions. The model tracked the nucleation and growth of the cavities at the grain boundaries. The FEAST-OXIDE code is similar to the FEAST-METAL, in which one of the features was the advanced FGR and swelling model using vacancy flow. The code FEAST-OXIDE, EBR-II, FFTF, and JOYO experimental data under steady-state conditions agree well with the LIFE-4 in prediction outcomes, but the code FEAST-OXIDE predicts well the slow ramp overpower tests during the transient condition of EBR-II. The variables used in FEAST and GRSIS are shown in Supplementary Table S9 (Karahan et al., 2009), and the fuel specifications for TOP-1D test elements are shown in Supplementary Table S10 (Karahan et al., 2009).
An empirical model is as below:
[image: image]
The fission gas release can be calculated as follows:
[image: image]
The swelling volume by the open and closed bubbles is
[image: image]
The total swelling becomes as follows:
[image: image]
The thickness of the clad wastage layer is then
[image: image]
The HEDL model is as below:
[image: image]
The United Kingdom model is
[image: image]
The SNR model is
[image: image]
Rest (2012) simulated fission-gas-induced swelling theoretically in the UO2 and U–Mo fuels. The results show that the athermal diffusion of gas atoms, the formation of interstitial loops, and the uranium interstitial are classified to recrystallization owing to the material defect behavior in the temperature regime, whose calculations agree well with the data available. The measured pre- and post-irradiation-induced recrystallizations correspond well with the calculation of intergranular bubble-size distributions in the U–10Mo metallic fuel made with a mechanistic model of grain-boundary bubble formation kinetics. The bubble distribution behind re-crystallization varies with the same physical kinetics because of the change of bubble ahead of re-crystallization as a result of gas content and initial and/or boundary conditions.
The fraction of gas release is
[image: image]
The fractional swelling is
[image: image]
U3Si2 Fuels
Cappia et al. (2019) studied the U3Si2 fuel performance under irradiation at the LWR operational temperature and a burnup lower than 20 GWd/tHM using the destructive or not PIE, whose results show that FGR and swelling are restricted at low burnups. The accumulation of fission products and irradiation damage is subjected to a minor hardening of the fuel matrix demonstrated by micro-indentation tests.
Marquez et al. (2020) modeled the fuel swelling in U3Si2. The results showed that the gain is promoted to be subdivided by moderated temperature and high burnup, namely, regarding high swelling as boundary conditions. It is challenging for the grain to be subdivided at higher temperatures and lower burnup. The average burnup levels are lower than the threshold when operating at high temperatures but not exceeding the temperature limit of pellet melting for the silicide fuel. The silicide fuel is in possession with high thermal conductivity. The fuel swelling is implicated by a reduction of the influence of recrystallization on bubble formation and growth. Although the fuel swelling is alleviated by fission gas release, some potential fuel performance and design uncertainties exist.
Gamble et al. (2021) predicted the diffusion coefficient contributions to Xe diffusivity by using cluster dynamic simulations and the athermal contribution as a result of atomic mixing under the ballistic cascades through MD (Molecular Dynamics) simulations. The abovementioned contributions to Xe diffusivity were substituted by the physics-based fission gas release model in BISON. The results showed that the intergranular diffusion coefficients of Si vacancies were comparable with reference data in the literature. These coefficients determine the gaseous swelling of the fuel.
UN Fuels
Klipfel et al. (2013) studied the fission product behavior in UN by VASP (Vienna Ab initio Simulation Package), relaxed all structures, and calculated incorporation energies. The stability of the fission product in the UN matrix was provided by incorporation energies. Incorporating an FP (fission product) at an interstitial position in the UN requires considerable energy. Therefore, FP migration by an interstitial mechanism does not emerge. A conclusion can be drawn from the investigated incorporation and migration mechanisms that the incorporation energies for all FP’s are lowest at the single U vacancy, or at U vacancy, a Schottky defect causes fission products in UN primarily to migrate along the U-U vacancy. The fission products’ substitution result is assessed from the variation of the local volume by VASP and related with the fission product concentrations derived from SCALE (a comprehensive modeling and simulation suite for nuclear safety analysis and design). The prediction of fission products’ swelling in UN is similar to that in the UO2 fuel. Providing that fission products do not interact or form secondary phases, the liner swelling of nitride fuel obtains an estimation of the swelling rate as a function of time by comparing with empirical expressions in the literature. The mechanistic model of the fission gas behavior in nitride fuels is close to that for the UO2 fuel. It is needed in the fuel performance code to predict macroscopic fuel behavior, particularly segregation and secondary phases at higher temperatures and burnups.
The prediction of total swelling is
[image: image]
UC Fuels
Prajoto et al. (1978) studied the FGR and swelling behavior in carbide fuels under steady-state conditions by model and simulation based on the assumption of fission gas bubbles remaining stationary. The fast growth rate of bubbles in the experiment is reduced as a resolution parameter. Intragranular bubbles of gas atoms migrating to the grain boundary are related to swelling, and the accumulation of gas atoms causes the growth of grain boundary bubbles and grain boundary interlinkage, which takes place at high burnup levels. Grain boundary bubbles larger than intragranular bubbles have little influence on swelling since the restricted arrangement of bubbles on the grain boundary region. Although the absolute magnitude of gas atoms in solid solution in the matrix relies on reactor irradiation conditions, there is little effect on swelling. Gas release affects the results of the calculations only for the zones in the immediate adjacent-hood of the grain boundary for 2 years of irradiation at 1650 K. The results show that the predicted volume swelling and gas release are greatly affected by the variation of the resolution parameters. Although the gas atom concentration is affected by the diffusion constant in the matrix, the results are similar to the only relationship with the diffusion constant and for critical irradiation temperature, as gas atoms of solid solution compose only a small fraction of all the gas atoms contained in the fuel matrix (Prajoto et al., 1978).
The fraction of gas released to the grain boundary is
[image: image]
The overall fractional volume swelling due to gas atoms is
[image: image]
Hurst using Ritzman’s data:
[image: image]
Brinkman:
The gas atom diffusion coefficient is
[image: image]
TRISO Fuels
Zhang et al. (2020) studied fission product swelling and fission gas behavior in the TRISO particle fuel using the multidimensional multiphysics fuel performance analysis technique based on COMSOL Multiphysics. The results show that this model could predict FGR and swelling in both grain size and fuel particle pellet scale. The proportion of FGR and gaseous swelling were merely affected by the model.
The fractional gas release is
[image: image]
The plenum pressure is
[image: image]
DISCUSSION
Significant uncertainties exist in the nuclear fuel behavior modeling even if many simulations and experiments have been developed and improved. Some properties are not well understood, resulting in these uncertainties, such as thermal diffusivity, gas bubble resolution rate, and gas bubble nucleation characteristics, and materials are significantly impacted by the rigorous reactor operating conditions. Thus, understanding the fission gas behavior in nuclear fuels is not easy because of a restricted preliminary study of the behavioral mechanisms (Yun et al., 2013).
The uncertainties exist in the behavioral mechanisms, material properties, and other critical parameters, and validation and verification are essential themes in the fission gas release modeling in nuclear fuels. The model validation is achieved by moderating these properties and parameters to compare the results with the measured gas release and swelling. Furthermore, the uncertainties of these properties and parameters create an inherent uncertainty in the validity of the underlying physics of the proposed behavior mechanisms. The predictive aspects of any mechanistic approach to describe the phenomena are ambiguous because of the inherent uncertainties so that more and more detailed data are needed to solve these problems (Rest, 2012).
CONCLUSION
Fission gas behaviors are essential to reactor integrity and nuclear safety. This review summarizes the primary fission gas behaviors in different fuels for both simulations and experiments. The fission gas behaviors are induced by many factors. It dominantly consists of fission gas release, gap/plenum pressure, grain growth, swelling, xenon diffusion coefficient, and fuel cladding mechanical and chemical interactions. The fission gas behaviors varying with specific parameters are summarized as follows:
Fission gas release with burnup, time, and temperature
Gap/plenum pressure with burnup and time
Grain growth with temperature and time
Swelling with time, burnup, temperature, radial position, and fuel radius
Fission gas diffusion coefficient with temperature
Clad wastage with temperature and burnup
Predicted and measured fission gas release
Predicted and measured grain growth
The fission gas behaviors are mainly subjected to burnup, time, and temperature, which profoundly impact these behaviors. Under the irradiation condition, the fission gas release will generally rise with burnup in the myriad of fuels. However, a dropping tendency does exist in very few fuels. The FGR will be enhanced with time and temperature in various fuels. In many cases, the predicted FGR is close to the measured one. The gap/plenum pressure will increase with burnup and time in most fuels, while it will decrease with burnup and time in some UO2 and U3Si2 fuels. Grain size will rise with temperature and time. The predicted radii are similar to the measured radii in most cases. Swelling will increase with time in many fuels and drop with time in some U3Si2 and metallic fuels. The swelling will rise to its maximum and then decrease with temperature in some UO2 fuels. The swelling will drop with radial position and fluctuate with fuel radius in some UO2 fuels. The xenon diffusion coefficient will decrease and then keep a stable value with temperature in a variety of fuels. Clad wastage will increase with temperature and burnup in the metallic fuel. In two cases, clad wastage with burnup in the metallic fuel keeps a constant number.
It can be concluded that burnup will motivate the fission gas release and other fission gas behaviors. With the fuel temperature increase, the extent of some fission gas behaviors will be strengthened more and more, including fission gas release, gap/plenum pressure, grain growth, swelling, and fuel–cladding mechanical and chemical interactions. The predicted data are consistent with the measured data, demonstrating that the modeling results agree well with the experimental data. In addition, the observation of enhanced gas release at high burnups is unexpected. The modeling approaches on fission gas release behaviors still have certain uncertainties. Therefore, it still has considerable space to be improved and is worth studying in future work.
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GLOSSARY
[image: image] a radius of curvature
[image: image] bubble semi-dihedral angle
[image: image] gas release from a grain in the matrix located in an equivalent cell for the ith group
[image: image] gas release in a grain located in an equivalent particle for the ith group
[image: image] generation rate of gas atoms
[image: image] geometric factor relating the volume of a lenticular-shape bubble to that of a sphere
[image: image] grain boundary diffusion coefficient, cm2/s
[image: image] grain lattice diffusion coefficient, cm2/s
[image: image] relative diffusion ratio, [image: image]
[image: image] surface tension
[image: image] the bubble semi-dihedral angle in Eq. 34 of Section 8.1
[image: image] the density of the layer in Eq. 14 of Section 8.1
[image: image] the dihedral angle for a lenticular gas bubble in Eq. 44 of Section 8.2
[image: image] the duration of the period in units of % burnup
[image: image] the fraction of grain edge area occupied by tunnels
[image: image] the fraction of the theoretical density (%)
[image: image] the free matrix bubble swelling
[image: image] the generation rate of stable fission gas atoms per unit volume of a grain at time t
[image: image] the geometric factor relating the volume of a lenticular-shape bubble to that of a sphere, which is 1-1.5cosθ +0.5cos2θ
[image: image] the grain boundary bubble swelling
[image: image] the increase in the grain volume
[image: image] the interaction layer thickness at time t
[image: image] the measurement of density after heat treatment
[image: image] the measurement of density before heat treatment
[image: image] the participate bubble swelling
[image: image] the period length in seconds
[image: image] the ratio of radius
[image: image] the semi-dihedral angle between bubble surface, 50o
[image: image] the surface energy
[image: image] the surface tension of the bubbles, 0.626Jm-2
[image: image] total concentration of both dissolved gas and the gas trapped in intragranular bubbles contained in each grain (m−3)
[image: image] volume of a grain in the matrix from the i-th group
[image: image] volume of a grain located in the equivalent particle for the ith group
[image: image] volume of an equivalent particle for the ith group
[image: image] volume of the matrix in the equivalent cell for the ith group
[image: image] Δ: the gas atoms in solid solution swelling
a grain radius, μm
AECL Atomic Energy of Canada Limited
Agf: bubble projected area on the grain face
AGR Advanced Gas-cooled Reactor
ANN artificial neural network
ANS American Nuclear Society
ATF accident-tolerant fuel
B atom percent burnup in Eqs 7 and Eqs 8 and Eqs 9 of Section 2.5
B burnup (MWd/t) in Eq. 53 of Section 8.3
b: the rate of bubble resolution
BISON A Finite Element-Based Nuclear Fuel Performance Code
BO burnup at which O/M = 1.994 (oxidation of molybdenum starts)
Bu burnup, %
BWR boiling water reactor
C concentration of fission gas atoms in the fuel grains in Eq. 16 of Section 8.1
C solubility fraction of the fission product in Eq. 14 of Section 8.1
c the number of gas atoms in dynamic solution
CABRI a research reactor used to simulate a power transient in France
CAMPUS CityU Advanced Multiphysics Nuclear Fuels Performance with User-defined Simulations
CANDU Canada Deuterium Uranium, a Canadian pressurized heavy-water reactor
CB concentration
Cb: intergranular fission-gas bubble density
cb intragranular fission-gas bubble density
Cbl gas amount in intergranular bubble, m−3
Cf: solubility limit of the fission product
Cgb gas amount in grain boundary, m−3
Cgb1: concentration of gas atoms present as bubble-1 in the matrix, atoms/m3
Cgb2 concentration of gas atoms present as bubble-2 in the matrix, atoms/m3
Cgb3 concentration of gas atoms present as bubble-3 in the matrix, atoms/m3
D clad wastage (μm) in Eqs 53 and 54, 55 and 56 of Section 8.3
D diffusion coefficientgas atom diffusion constant in the matrix in Eqs 60 and 62, 63 of Section 8.6
d final grain size, μm
D diffusion coefficient gas atom diffusion constant in the matrix in Eqs 60 and 62, 63 of Section 8.6
D’ an empirical coefficient in relation with the apparent coefficient D and the grain size a (D’ = D/a2)
d0 initial grain size, μm
D1: intrinsic thermal diffusion, m2/s
D2 irradiation-enhanced diffusion, m2/s
dav average grain diameter
DB the gas bubble density per unit area on the grain face
DFT density function theory
Dg the gas-atom diffusion coefficient
dg the grain boundaries of grains of diameter
DOE-NE Department of Energy’s Nuclear Energy Office
Ds the single gas atom diffusion coefficient in the UO2 lattice
dV/V volumetric strain
Ea constant activation energy, 445 kJ/mol
EOL end of life
EPMA electron probe microanalysis
f(θfg) a function that accounts for the shape of the bubbles
f fission gas release fraction in Eq. 49 of Section 8.3
f fission rate, m−3s−1
F fission rate, m−3s−1, in Eq. 26 of Section 8.1
F fractional coverage in Eq. 11 of Section 8.1
f fission rate, m−3s−1 grain edge swelling to the maximum grain edge swelling in Eq. 21 of Section 8.1
FALCON— a fuel behavior analysis and licensing code
FASTGRASS Fast Gas Release and Swelling Subroutine, A Mechanistic Model for the Prediction of Fission Gas Release
fB grain boundary fraction at saturation, 0.5
fBu burn-up factor
FCCI fuel-cladding chemical interaction
FEAST fuel engineering and structural analysis tool
FGR fission gas release
FP fission product
FRAPCON a computer code for the calculation of steady-state, thermal–mechanical behavior of oxide fuel rods
Fsat saturation coverage
ft (θ) geometric factor relating the volume of a grain face bubble to that of a sphere
fth fraction of closed bubbles that interconnect to the open bubbles when the threshold swelling is exceeded
FUMEX fuel modeling exercise
G fission gas fraction
G an empirical parameter deduced from AGR fuel post irradiation examinations in Eq. 36 of Section 8.1
g precipitation possibility in Eq. 60 Section-8.6
g rate of gas atom trapping into bubbles in Eq. 35 of Section 8.1
gb the number of gas atoms released to the grain boundary
gd average grain diameter (2gr)
gr grain radius
GRSIS Gas Release and Swelling in ISotropic fuel matrix
GSW-A A model to analyze the processes of fission gas release, gaseousswelling and microstructural evolutions in the uranium dioxide fuel
HBS high burnup structure
IAEA International Atomic Energy Agency
IFPE International Fuel Performance Experiments
INL Idaho National Laboratory
IPM Included Phase Model
J interaction layer thickness
k the Boltzmann constant, JK−1
k rate constant, 1.46 × 10-8exp(-32100/T) in Eq. 18 of Section 8.1
kB the Boltzmann constant
KEMS Knudsen effusion mass spectrometry
LIFE a computer analysis of fast-reactor fuel-element behavior
LOCA loss of coolant accident
LWR light-water reactor
m number of gas in intragranular bubbles
MACSIS Metal fuel performance Analysis (computer) Code for Simulating the In-reactor behavior under Steady-state conditions
MCMC Markov Chain Monte Carlo
MD molecular dynamics
MIMAS micronized master blend (Belgonucléaire)
MOX mixed oxide
MW molecular weight of the layer
N concentration
n moles of gas
Nb number density of bulk bubbles, bubble/m3
Nbl the number density of the bubble
Nd number density of bubbles at dislocations, bubble/m3
ng the mole of gas
Ngf bubble number density
Nig the number density of intragranular bubbles
NSRR Nuclear Safety Research Reactor in Japan
O/M as-fabricated fuel oxygen to metal atom ratio
OCOM Optimized CO-Milling
OECD/NEA Organisation for Economic Co-operation and Development/Nuclear Energy Agency
P gap/plenum pressure
P0 initial porosity
PCMI pellet-cladding mechanical interaction
Pext external pressure
PHENIX fast reactor in France
PHTS primary heat transport system
PHWR pressurized heavy-water reactor
PIE post irradiation examination
PWR pressurized water reactor
Q the heat of activation for atom diffusion per mole, 78 kcal/g∙atom
Qgb diffusion activation energy through the grain boundaries, kJ/mol
QR(t) the cumulative amount of gas atoms released up to time t to the free space of the fuel rod per unit volume of a grain
Qv diffusion activation energy through the grain lattice, kJ/mol
R gas constant (1.987 cal/mol/K) in Eq. 53 of Section 8.3
R ideal gas constant, 8.31Jmole−1K−1
R percent release in Eq 7 and Eq 8 and Eq 9 of Section 2.5
RB bubble radius
rb final bubble radius
Rb the grain boundary bubble nucleation radius
rbl bubble radius
REGATE one of the experiments of the Fuel Modeling at Extended Burnup (FUMEX-II) Program
rf grain boundary bubble radius, 5 × 10−7 m
Rg grain radius
Rgf bubble radius of curvature
rgf the radius of curvature of a circular grain face
rgr grain radius
RIA reactivity-initiated accident
Rig the mean radius of intragranular bubbles
RP mean bubble radius
Rtot(t) total number of gas atoms released from a UO2 pellet up to time t
SBR short binderless route
SCALE a comprehensive modeling and simulation suite for nuclear safety analysis and design
SCIANTIX an open source multi-scale code for fission gas behavior modelling
SEM scanning electron microscope
Sg total swelling of the open and closed bubbles
Sth threshold gas swelling
SUPERFACT experiments irradiation tests for oxide fuels containing minor actinides
T temperature, K
t: time, s
Tb the temperature of buffer
Tc central temperature (°C)
TD theoretical density percent of theoretical density
TD theoretical density percent of theoretical density
Tg the temperature of buffer and inner IPyC
TRANSURANUS a fuel performance code
TRISO TRi-structural ISOtropic particle fuel
UQ uncertainty quantification
V: volume of the cavity, m3
VASP Vienna Ab initio Simulation Package
Vb the gas-filled volume in buffer in Eq. 65 of Section 8.7
Vb volume of a bulk bubble, m3
Vd: volume of a dislocation bubble, m3
Vf fuel volume
Vg the current grain volume
Vg: the volume of gap in Eq. 65 of Section 8.7
Vi volume of bubble-i (m3)
Vpellet volume of the UO2 pellet, mm3
VV(P) (f) the volume fraction after treatment
VV(P) (i) the volume fraction before treatment
VVER Water-Water Power Reactor (Russian)
Wr the fuel rating (W/g)
Y the number of the gas atoms created per fission
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Parameter SCRAM Criteria Max quantity

in FSAR during the
accidents

The mass flow rate 50% 32%

reduction

Pressure drop 7% 2%

reduction during

channel

Entrance coolant 8¢ 78c

temperature

DNBR 1.2 1.5
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Sub-channel area

Power

Two-phase mixing
coefficient

uncertainty
+1%
+0.5%

+1.5%
+24%

Parameter

Flow rate
Single-phase
mixing coefficient
Inlet temperature
Equilibrium
distribution
weighing factor in
the void drift

uncertainty
+1%
+42%

+1.5'K
+14%
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Mean coolant
temperature along the
core (K)

Mean coolant
temperature at core exit
K)

Maximum fuel enthalpy
(J/kg)

Ave. pressure drop
along the core active
length (Pa)

Fuel surface maximum
temperature

Minimum DNBR in the
hot leg

Current study

581.7

594.4

256,000

886.7

1.92

Arshi et al., 2010

583.05

596.24

275171

114,500

887.8

1.86

FSAR

579

594

<963,000

NA

883.4

>1.75






OPS/images/fenrg-09-691813/inline_226.gif
A hanmel





OPS/images/fenrg-09-666032/fenrg-09-666032-t004.jpg
Event No

ATWS 1
ATWS 2

ATWS 3

ATWS 4

ATWS 5

ATWS 6

ATWS 7

Scenario abbreviation

One RCP pump failure
Relative power increase up
10 17%

90% Blockage in hot
channel entrance

Relative power increase up
t0 17% + 90% blockage in
hot channel middle

One RCP pump
breakdown + 90%
Blockage in hot channel
entrance

One RCP pump
breakdown + 90%
Blockage in hot channel
entrance + Control rod fail
in drop down

Two RCP pump
breakdown + 90%
Blockage in hot channel
entrance

Event frequency

3 time/Reactor cycle
10~ time/reactor cycle

Common

8 x 102 time/reactor cycle

6 x 10~2 time/Reactor cycle

10~2 time/Reactor cycle

10~ time/Reactor cycle
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No. Fuel assembly 163 # Core height 355Cm

Clad material Zr + Nb Fuel material UO»
Control rod material B4C + Dy203TiO2 Core power 3,000 MW






OPS/images/fenrg-09-691813/inline_223.gif





OPS/images/fenrg-09-666032/fenrg-09-666032-t001.jpg
Number of 163 # Number of spacer 10 #
coolant channels grid positions
Inlet temperature 546.15 K Average inlet mass 4,158.4 kg/s/m?
flux for fuel
channels
Exit pressure 15.7 MPa Inlet Boron 1,162 ppm
concentration for
coolant channels.
Number of rods in 311 # Number of coolant 657 #

assembly

channels in
assembly
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Attached plate number

Ly

Attached plate length
(mm) (along the length
of the test
plate)

150
250
650

Attached plate bulging
height (mm)

40
20
10
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Boundary condition

Experimental pressure (Pa)
inlet fim flow rate (m¥h)

Wall surface roughness (um)
Experimental temperature (C)

Value

101325
100, 500, 1,000
6.3
10, 50
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Plate length (mm)
Plate width (mrm)

Attached plate width (mm)
Attached plate length (mm)
Attached plate buiging height (mm)
Recovery trough opening size (mm)

Value

5,000
1,200
1,200
150, 250, 650
10, 20, 40
100X1200
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Factors

Decay
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Percentage
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Design parameters

Country

Thermal capagity (MWth)

System pressure (MPa)

Coolant temp. at core inlet/outiet (C)
Primary circulation

Reactor vessel: D x H (m)

Flow rate of LBE coolant (kg/s)
Core: D x H (m)

LBE inventory (ton)

Average coolant flow rate (mvs)
The highest coolant flow rate (mVs)

CLEAR-I

CHINA
10
0.06
260/390
Natural

529.5

700

‘SVBR-100

RUSSIA
280
6.7

3407490

Forced
4.53/6.92
11,760
1.645/0.9
18.4

MYRRHA

BELGIUM
100
017 (core)
270/410
Natural
8.0/12
9,400
1.83/1.75
4,500
055
237

CASE

CHINA
100
3
250/350
Forced
57
529.5
1.4/1.75
110
0.27
1.88
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Normal operating
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Parameter Value

Initil pressure of filed gas 2MPa
Filled gas He
Linear power 20 KW/m
Convection coefficient of cladding 7,500 W/m2 K
Coolant temperature 530K
Coolant pressure 155 MPa
Fuel enrichment 5%

Fast neutron flux ‘b =cP
Fuel emissivity 08
Claclding emissivity 08

*& represents the neutron flux, ¢ is a constant with value of 3 x 10 n/(m?s)/(W/m), P
is the linear heat generation rate (W/m).
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Description

start up
Base power

begin to shut down
refuel

Base power

begin to shut down
refuel

Base power

begin to ramp up
high power level
hold high power
ramp start

ramp end

Coolant temperature/K
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Coolant pressure/MPa
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Parameters Value

Diameter of pebble D, (mm) 5.5/6.0
Diameter of sio (mm) 180
Iitial load (g) 7,750
Base cone angle () 60

Diameter of hopper outlet Dy (mm) 27/30/36/42/50/60
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Fe thin foil
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Fe-Cr bulk
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Irradiation
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He" and Fe*

He" and Fe*
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He content
(appm)
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540

2,980
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05

He/dpa
(appm/
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158
1,350
20

27,027

20,740

Burgers
vector

<100> and <111>
<100>
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<100>

Not measured
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<100> and <111>
<100>
<100>
<100>

<100>

Loop
size
(nm)

56
75

Not measured
85

Not measured

3.72
7.96
23.25
51.32
29.25

946

Loop
density
(x10%' m™)

321
073

Not measured
061

Not measured

55.8
234
1.8
171
486

297

Ref
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Li et al. (2020)
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type
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lon (Cr*)

Electron
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lon (He*)

Temperature
(c)

400

575

500
500

500

550

Dose Dose
(dpa) rate
(dpa/s)
7 ~10-6
48 ~10-1
0.35 /
0.35 /
45 ~10-4
05 ~10-4

Analysis
method

APT

TEM-EDS

TEM-EDS
TEM-EDS

TEM-EDS /APT

TEM-EDS

Depletion
or
enrichment

Depletion

Enrichment

Enrichment
Enrichment

Enrichment

Enrichment

The Cr
content
measured
on loops

~10at%

~14wt%

~12wit%
~11 wi%

22-33 wit%
21 wt% (APT)

~19 wt%

Difference
of Cr
content
between
matrix
and loops

~-16a%

~1wi%

~2 Wt%
~1wit%

11-22 W%
10 W% (APT)

~10 wt%

Ref

Jiao and Was (2011)

Nexlyudov and
Voyevodin (1994)
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This study
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Average size (nm) Average density (x10%° m™)
(number of bubble-loop
complexes measured)

Region 1 89.0 +37.5 (19) 9806
Region 2 94.6 380 (41) 297 £ 23
Region 3 Not found Not found

Not found: bubble-loop complexes were not found in region 3.
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Properties Density (g/cm®) Thermal conductivity Specific heat Melting points (C) Boiling points (‘C)
(W/(mK) capacity (J/(kgK))

Values 225 2000-5,300 710 4,125 4,827
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Remarks

Suitable for spherical particies
Suitable for spherical and subspherical particles

Considers the influence of Brownian force on thermal conductivity

Considers factors such as nanoparticle volume fraction, particie size, and temperature
Considers nanoparticie agglomeration and surface adsorption

Considers volume fraction, length, interface thermal resistance, and flatness

Considers interface thermal resistance and Brownian motion
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Suspension of spherical particies
Considers the interaction between particles
Considers the influence of Brownian motion

Spherical particle suspension under high shear rate
Spherical particles with higher concentration

Considers the influences of base fluid viscosity, particle concentration, and particle size
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Based on the ideal gas mixture mixing concept

Considers the influence of density
Considers the influences of density and semi-solid layer

Based on the assumption that the semi-solid layer thickness is 1 nm
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Parameter Design indications

Peak fuel temperature ('C) <2,000
Peak cladding temperature (C) <650
Plenum pressure (MPa) <5
Maximum coolant velocity (m-s™") <2
Cladding AD/D(%) <3
Thermal creep strain (%) <1
Total creep strain (%) <3
Cumulative damage fraction <02
Swelling strain (%) <5

Instantaneous plastic strain (%) <05
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Parameter Value

Total Thermal power (including beam power) (MW) 10
Inlet average temperature (‘C) 280
Core temperature difference (‘C) 100
Outlet average temperature (C) 380
Core total mass flow rate (kgs™) 533
Core effective mass flow rate (kgs™) 512
Average coolant flow velocity (ms™") 0316
Maximum coolant flow velocity (ms™") 0355
Oxygen concentration (ppm) 001
Peak neutron flux inside core (n-cms™") (>0.1 MeV) 2.15x10%

Peak neutron flux inside core (ncm™2s™) (>1.0 MeV) 336x10'
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Fuel type

Enrichment (%)

Density (% TD)

oM

Cladding

Fill gas

Pre pressurization (MPa)

Fuel pellet diameter (mm)
Cladding inner diameter (mm)
Cladding outer diameter (mm)
Active length (mm)

Plenum length (mm)

Total length (mm)

PD

Value

uo,
1975
95
20
15-16Ti
He
04
15
1.8
13.1
1,000
150
1.441
1.15
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Experiment Name

COPO(Kymléinen et al., 1994; Helle et al.,
1999)

BALI(Bonnet, 1999)
SIMECO(Stepanyan et al., 2004; Sehgal et al.,
2004)

ACOPO(Theofanous et al., 1997)

RASPLAV(Theofanous et al., 1997; Asmolov,
2000; Asmolov, 1999)

COPRA(Ma et al., 2015; Zhang et al., 2015a;
Zhang et al., 2015b; Zhang et al., 2016a; Zhang
et al., 2016b; Zhang et al., 2019)
LIVE-L4(Miassoedov et al., 2007; Fluhrer et .,
2008; Gaus-Liu et al,, 2011)

Affiliation Research
Objects

Finland and France ~ WER-440/
European and

American PWR
CEA French PWR
KTH

Korchatov Nuclear

Energy Research

Institute of Russia

X'an Jiao tong Chinese
University PWR

FZK

Year

1994-
1999

1999

2004

1997

1999-
2000

2015-
2019

2011

Simulation Method Simulation
of the Method
Molten Pool of Decay
Heat

ZnS04-H20 to simulate oxides, distiled  Uniform heating
water to simulate light metal, aluminum

plate to simulate oxides crusts

Brine Electric heating
Paraffin ol to simulate light metal, water  Uniform heating by
to simulate oxides, chiorobenzene to  electric heating wire
simulate heavy metal

The mett is heated directly to a higher temperature and poured
into a pressure vessel

UO; and Z/0; to simulate the melt

NaF and NaBFto simulate the molten core

water/ 350 °C/ the mole fraction of Electric heating rod
NaNOy is 20% and KNO, is 80% heating
Mixture of NaNOs and KNO; Uniform heating of

electric heating wire
system
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Calculation Software Redistribution‘time /h Decay Heat/MW

MELCOR(Esmaili and Khatib-Rahbar, 2004) 26-3.7 23-29
MAAP(Esmaili and Khatib-Rahbar, 2004) k4 287
This Work 25 21
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Nuclide

Np237
Pa233
U233
Tho29
Ra225
Ac225
Fre21t
AR17
Bi213
Po213
Ti209
Pb209
Bi209

Nuclear Density (mole)

ORIGEN-2

7.238E-01
2.493E-08
5.702E-02
2.629E-03
1.461E-08
9.806E-09
3.337E-12
3.666E-16
3.104E-11
4.667E-20
3.131E-14
1.329E-10
2.191E-01

DEPTH

7.238E-01
2.494E-08
5.702E-02
2.636E-03
1.466E-08
9.832E-09
3.346E-12
3.676E-16
3.112E-11
4.679E-20
3.139E-14
1.333E-10
2.166E-01

Error%

0.00
004
0.00
027
027
027
027
027
026
026
026
030
114

Decay Heat (W)
ORIGEN-2 DEPTH Error%
3.690E-03 3.600E-03 -0.08
2.740E-04 2.740E-04 004
3.724E-03 3.724E-03 -0.08
3919E-03 3.919E-03 023
8.983E-05 8.983E-05 022
4.475E-03 4475603 022
4.944E-03 4.944E-03 022
5.466E-03 5.466E-03 024
5.385E-04 5.385E-04 022
6.346E-03 6.346E-03 024
4.448E-05 4.448E-05 022
1.473E-04 1.473E-04 0.20
0.000E+00 0.000E+00 0.00
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Stratification
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Light Metal
Oxides

Heavy Metal

Components

SS+2r

Mixture

Uo2 + 2102

Oxide mixture

u

Heavy metal Mixture

Typical Nuclides

Cr52, Fe54, Ni58. Zr90
Zr90, U235, U238, U234, O16

Kr85, Rb89. Y90. Zr90. Nb95., Mo99. Tc99. Ru103. Rh106. Te132. 1131, Xe137





OPS/images/fenrg-09-692627/inline_65.gif





OPS/images/fenrg-09-677865/fenrg-09-677865-t003.jpg
Height Three-layer Two-layer

Light metal 05 06
Oxides 12 16
Heavy metal 04 0





OPS/images/fenrg-09-692627/inline_64.gif





OPS/images/fenrg-09-677865/fenrg-09-677865-t002.jpg
Instrument Tube/g

Object

Mass/g
Control Rods/g
Object

Mass/g

SS304

Barrel

24209000

Core Material Mass
Material

Mass/g

zr

345.4207673

58304 Inconel
1080.29 1.2650872

Neutron Shield Plate
4316200

uo2
92789741

Total
345.4207673

Agrin-Cd B4C
473.90873 199.7195004

Lining

11048000
zr
22620204

Lack

135

Total
17556.18631

Cladding
5063900

§8304
46707054

Mass Loss/g

46631.804

Amount
1272

Mass/g
44637100

Inconel
7762832
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Theoretical density (g/cm®)
Heavy metal density (g/cm®)
Thermal conductivity (W/mk)

Fissile inventory ratio (in 40 MW-d/kg M)
Melting point (K)

MOX

1.1
9.75
2.9 (1,273C)

1.04
3083

uo,

10.96

967

7.19 (200°C)
335 (1,000°0)

3073

UN

14.32
1352

12 (200°C)
20 (1,0000)
114

3053
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BeO
wt%

0.6

2.97
136

vol%

0
214558
4.22546

10
36.3777

A B B F
mK/IW m/wW mK/IW K
0.0452 2.46e-4 3.5e9 16,361

0.01752 1.92e-4 3.5e9 16,361
0.007068 1.95e-4 3.5e9 16,361
0.00775 1.96353e-4 3.5e9 16.361
-0.01378 8.21e-5 3.569 16,631
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Goolant temperature (K)

Coolant convection coefficient (W/m? K)
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Initial fuel density

200
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7,500
Helium
20

95% theoretical
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failure the internal pore
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230 1.82x107 1.1
230 793x10" 166.1
240 1.01x107 123
240 522x10° 246.4
250 1.00x10" 150.6
260 5.08x10" 1786
280 216x107 2717

300 2.71x10" 89.3
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Method

1 (without the MC transport)
2 (using TTA)

3 (starting point strategy)
DOM

Decay step calculational
times (core x minutes)

7498 + 1.83
4618+ 1.19
23.15+0.61
0.33 +0.01
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Method Burnup calculational time of decay step and its standard deviation

Predictor step/min Corrector step/min Total/min
0 000022 + 0.00001 000022 £ 0.00001 000044 2 000001
1 0.00022 + 0.00001 000022 + 0.00001 000044 + 0.00001
2 0.00014 + 000001 000014 + 0.00001 0.00028 + 000001
3 000014 + 0.00001 None 000014 + 0.00001

DCM 0.00504 + 0.00015 None 0.00504 + 0.00015
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30.00 10.00
2 30.00 10.00
3 0.00 30.00
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Step

Al T

Power (W/gU)

30
30

30

Step time
(days)

15
10
20

Without optimization optimized Optimized

With MC Kint Transport calculational  With MC Kint Transport calculational
transport? time (min) transport? time (min)

Yes 1.393946 76.80 Yes 1.393946 79.98

Yes 1.338657 11017 Yes 1.338657 115.27

Yes 1.332696 94.74 No None 0.00

Yes 1.388104 110.40 Yes 1.388480 11161
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Decay time (years)

10,000
100,000
1,000,000
2,000,000
10,000,000

Analytical
density of U233

9.573942 x 10°°"
6.470057 x 10°°'
1.285526 x 10
1.652578 x 10
1.232563 x 10°'°

Relative error

TTA (%)

0.00
0.00
0.00
0.00
0.00

CRAM (%)

0.00
0.00
0.00
0.00
77.45
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Parameter

Fuel pelet radius (om)
Cladding inner radius (cm)
Cladding outer radius (cm)
Pin pitch (cm)

Fuel density (g/om’)

Fuel temperature (K)
Active zone length (cm)
Cladding density (g/cm®)
Cladding temperature (K)
Coolant density (g/om®)
Coolant temperature (K)
Specific power (W/gU)

Values

0.4096
0.4178
0475
1.26
10.2
300
365
6.55
300
0.997
300
30
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Isotope Result of method 1 Diff

Method 0 (%) Method 2 (%) Method 3 (%) DCM (%)
016 8.752149E + 00 000 000 000 0.00
U238 4.241390E + 00 000 000 000 0.00
U235 1.296685E-01 000 000 000 0.00
Pu239 1.232065E-03 000 000 000 0.00
U236 5.500233E-04 000 000 000 0.00
Xe136 3.083715E-04 000 000 000 0.00
Xe134 2.170062E-04 000 000 000 0.00
Ba138 1.873708E-04 000 000 000 0.00
Mo100 1.784622E-04 000 000 000 0.00
La139 1.780091E-04 000 000 000 0.00
294 1.756463E-04 000 000 000 0.00
Cs137 1.751578E-04 000 000 000 0.00
296 1.748626E-04 000 000 000 0.00
293 1.735987E-04 000 000 000 0.00
Mog7 1.701211E-04 000 000 000 0.00
Cs133 1.678730E-04 000 000 000 0.00
Mo98 1.658189E-04 000 0.00 000 000
Tc99 1.650308E-04 000 000 000 0.00
292 1.636118E-04 000 0.00 000 0.00
Cel42 1.558455E-04 000 000 000 0.00
S190 1.510969E-04 000 0.00 0.00 000
Ru101 1.463620E-04 000 000 000 0.00
295 1.448967E-04 000 0.00 0.00 0.00
Celad 1.400281E-04 000 000 000 0.00
Xe132 1.284438E-04 000 000 000 0.00
Yo1 1.265764E-04 000 000 000 0.00
Ru102 1.261620E-04 0.00 0.00 0.00 0.00
Cet41 1.100999E-04 000 000 000 0.00
Ndi145 1.066207E-04 000 0.00 000 0.00
Ce140 1.001431E-04 000 000 000 0.00
S8 9.620730E-05 000 000 000 0.00
Nd143 9.308946E-05 000 000 000 0.00
S189 9.280958E-05 000 000 000 0.00
Ndi146 8.345890E-05 000 000 000 0.00
Xe131 7.134935E-05 000 000 000 0.00
Rb87 7.060260E-05 000 000 000 0.00
Ru103 6.769937E-05 000 000 000 0.00
Pr143 6.606147E-05 000 000 000 0.00
Ru104 6.291337E-05 000 000 000 0.00
Ba140 5.977340E-05 000 000 000 0.00
Prid1 5.640113E-05 000 000 000 0.00
Cs135 5.480513E-05 000 000 000 0.00
K86 5.306824E-05 000 000 000 0.00
Te130 5.007829E-05 000 000 000 0.00
Nd148 4.846193E-05 000 000 000 0.00
Pm147 4.184363E-05 000 000 000 0.00
Pdi105 3.591163E-05 000 0.00 0.00 0.00

Zro1 3.234819E-06 0.00 0.00 0.00 0.00
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